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Our ancestors lived in intimacy with nature and knew well that their survival 
depended on a safe and fertile environment. The introduction of three-field ro-
tation in the eighth century bc, for example, counteracted the depletion of soil 
and increased crop yields without negative side effects. The first definition of the 
modern term “sustainability” is usually ascribed to forest chief captain H. C. von 
Carlowitz, who in 1713 in his Sylvicultura Oeconomica formulated principles for 
a sensible economy of wood. From J. S. Mill (Of the Stationary State) to modern 
academic representatives, such as K. Boulding, D. E. Meadows (The Limits to 
Growth), R. Easterlin and H. E. Daly, the “ecological economists” have remained 
a concerned but rather ignored minority. The situation started to change after 
the famous Brundtland report (Our Common Future) of the UN defined sus-
tainability as a desirable characteristic of development, which will not only meet 
current needs of people, but also will not jeopardise the ability of future gen-
erations to meet their demands and to choose their style of life. This definition 
includes a social dimension and was also adopted by Agenda 21 of the UNCED 
in 1992 in Rio de Janeiro.

A set of rules may aid in assessing the sustainable quality of a process:
• Consumption and regeneration of the raw materials should be balanced.
• Non-regenerative goods should be replaced.
• Generation of waste and its biological elimination should be balanced.
• Technical processes should match biological processes on the time scale.

A merely growth oriented economy must violate these rules. According to 
the first law of thermodynamics, energy in a closed system like the planet earth 
is finite (if we neglect the solar photon flux). Today mankind secures its survival 
by exploiting low-entropy resources, such as fossil fuels, concentrated minerals 
and higher plants, and by converting them to high-entropy products, such as 
carbon dioxide, cars and fine chemicals. However, as proven by our office desks, 
high entropy levels can only be lowered by energy input. Here the first and the 
second law of thermodynamics collide, and we apparently encounter the inner 
core of the conflict.

With the world running out of crude oil, species dying out at an alarming rate 
and political leaders seemingly little concerned about the predicted disasters, 
scientists should feel challenged to suggest solutions. A sustainable production 
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of natural flavours, like wood, fats and oils, saccharides, phytomedicines, bio-
ethanol, biopolymers and natural colours, mainly depends on the existence of 
reliable plant sources. But how long will the traditional sources of flavours last? 
Quality of soil, unfavourable weather conditions, insect infestations and socio-
political instabilities may all adversely affect classical agricultural production. 
Are there new biosources that could replace exhausted ones? Will, as with vanil-
lin production, the exploitation of waste streams of the agricultural and food 
industries gain importance? “White biotechnology” is propagated as an alterna-
tive option, but will bioprocesses possess stability, specificity, up-scalability and 
profitability? Will the recent advances in biotechnology be successfully trans-
ferred to industrial scales? How can the aspired match of economy and ecology 
be achieved?

In an attempt to compile the current status of sustainability in the flavour 
industry and the developments in the foreseeable future of flavour production, 
the present volume discusses consumer trends and preferences, legal and safety 
aspects; it describes renewable resources of flavours, such as spice plants, fruits, 
vegetables, fermented and heated plants, and natural building blocks; it presents 
analytical methods, such as gas chromatography coupled to human or electronic 
noses or to mass spectrometers; it deals with the isolation, quality control and 
formulation of flavours for liquid or dry products, with biotechnology to pro-
vide novel renewable resources, with enzymes, microbial and fungal cells to bio-
transform cheap substrates or to produce flavours de novo, and with plant cells 
as a resource of genes coding for metabolic activities in transgenic producers. 

The manufacturers of flavours and fragrances and their scientists are working 
at the leading edge of research, they look back on a long history of using natural 
resources, and are profitable on the basis of renewables. A wealth of experience 
has been gathered on issues such as provenance and quality, safety, authenticity 
and on problems of isolation, processing and shelf life. On the basis of this fun-
dament of knowledge, we should start to deal with sustainability now, before the 
looming problems start to deal with us. 

Finally, I should like to express my sincere thanks to the contributors for their 
thoughts and writing efforts, and to the publishers for their continuing support 
and patience.

Hanover, Summer 2006     Ralf Günter Berger
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The origin of using odorous substances simply for enjoyment or medicinal rea-
sons is as old as mankind. People have used perfume oils, and unguents on their 
bodies for thousands of years in lesser or greater amounts dependent on fashion 
whims. The early Egyptians used perfumed balms as part of religious ceremo-
nies and later as part of pre-love-making preparations. Myrrh and frankincense 
were exuded gums from trees used to scent the atmosphere in rituals. Other 
plants such as rose and peppermint were steeped in oils until a perfumed un-
guent formed. The unguent was then rubbed into the skin. It is interesting to 
note that perfume has come full circle today as more and more of us seek out 
high-quality aroma therapy perfumed oils to use in exactly the same way as our 
ancestors did. Perfume fell out of use during early Christianity, but was revived 
in the medieval period. By the 1600s scents were applied to objects such as fur-
niture, gloves, and fans. In the Georgian era non-greasy eau de Cologne was 
developed and it had many uses from bath essence to mouthwash [1].

People have always been interested in the odour and use of essential oils 
(from herbs and spices). This is probably attributable to their aromas, and also 
to the bacteriostatic and antiseptic properties of many of the aroma chemicals 
they contain. While the use of essential oils is associated with mankind’s history, 
the beginning of perfumery is more difficult to define. 

The late nineteenth century was the first real era of perfume as we know it 
when new scents were created because of advances in organic chemistry knowl-
edge. Synthetic perfume products were used in place of certain hard-to-find or 
expensive ingredients. At the same time a similar chemical knowledge develop-
ment happened in textile printing dyes. The small town of Grasse in Provence, 
France, became a centre for flower and herb growing for the perfume industry. 
The men who treated leathers in the same area found the smells so bad they 
perfumed themselves and the leathers. They were knowledgeable about mak-
ing the botanical essences and were the early perfume noses. But it was only in 
the twentieth century that scents and designer perfumes were really mass-pro-
duced. Before that, the few trade names that existed were Coty and Yardley, who 
made fairly light scents with familiar smells.

Obviously, these first perfumes were all natural, since the introduction of 
synthetic aroma chemicals happened only at the end of the nineteenth century. 
Along with the invention of certain aroma chemicals, the flavour and fragrance 
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industry originated more than 150 years ago, at a time that is in general charac-
terised by significant technological breakthroughs, largely in chemistry. At that 
time, the first flavour and fragrance companies were founded by entrepreneurial 
scientists or business people, and many still exist, either as such or as the nucleus 
of larger firms that evolved during the subsequent decades.

Over the years this industry has developed into a very profitable niche mar-
ket. It serves retail companies in the food and beverage, cosmetics, toiletry, and 
household products markets, as well as the fragrance industries. Food service 
and private label companies play an increasingly significant role in this business. 
The total market for flavours, fragrances, and cosmetic ingredients is estimated 
at €15 billion. The market shares between the flavour and the fragrance parts 
are almost equal (€6.5 billion for flavours, €6.5 billion for fragrances). The larg-
est markets are in the Europe, Africa, and Middle East region (36%) and North 
America (32%), followed by Asia-Pacific (26%) and South America (6%). In-
teresting emerging markets are, in particular, China, India, Russia, and Central 
America. There are eight major global companies that share about 60% of the 
world market. Aside from these multinationals—well-known names to insid-
ers—there are virtually hundreds of smaller companies specialising in certain 
segments of this business covering the other half of the market. The two larg-
est flavour and fragrance companies are Givaudan and International Flavors & 
Fragrances, followed by Firmenich and Symrise, Quest International, Takasago, 
T. Hasegawa, Sensient Technologies, Mastertaste, Danisco, and Mane. The top 
two companies have a turnover in excess of $2 billion, the next three companies 
have a turnover in excess of $1 billion each. For respective information on the 
flavour and fragrance business and the companies, readers are referred to [2]. 
Another good and recently published source of information on flavours and fra-
grances is [3]. The latest development of the industry happened just at the end 
of 2006 when Givaudan announced that they will acquire Quest International. 
In the following, the history and achievements of some of the companies are 
described. 

In 1993, Bell Flavors & Fragrances acquired the operations of the former 
firm Schimmel & Co. in Leipzig, Germany. This company, originally founded 
in 1829, is considered the founding firm of the flavour and fragrance industry. 
The scientific accomplishments developed at Schimmel formed the basis for the 
technology still used in the industry today. Works such as The Encyclopedia of 
Essential Oils, published by doctors Gildemeister and Hoffmann in 1899 and 
The Theory of the Extraction and Separation of Essential Oils by way of Distil-
lation, published by Carl V. Rechenberg in 1908, became the standards for the 
production and use of these products. Outstanding achievement in the field of 
terpene chemistry was recognised when Otto Wallach received the Nobel Prize 
in Chemistry in 1910 [4].

In 1874, Holzminden chemists Ferdinand Tiemann and Wilhelm Haarmann 
first succeeded in synthesising vanillin from coniferin. Holzminden became 
the site where vanillin was first produced industrially. Haarmann & Reimer 
was the world’s first factory in which synthetic scents and flavourings were pro-
duced [5].
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Milestones Haarmann & Reimer:
1874  Haarmann & Reimer founded in Holzminden; industrial production of 

aroma chemicals.
1953  Acquisition by Bayer AG in Leverkusen, Germany.
1990  Company expands via acquisitions, including Creations Aromatiques and 

Florasynth.
1998  Improvement of margin and performance; focus on major clients and 

emerging markets; key account management; centres of expertise created; 
regionalisation and market-oriented innovation management.

2003  Merger of Holzminden companies Haarmann & Reimer and Dragoco. 
A new corporation is formed: Symrise.

Milestones Dragoco:
1919  Family business founded in Holzminden, Germany, by Carl-Wilhelm 

Gerberding.
1930  Flavourings first produced.
1949  Aroma chemicals first produced.
1955  Carl-Heinz Gerberding becomes CEO; company expands internationally 

and focuses on independence and profitability.
1981  Horst-Otto Gerberding becomes CEO; extensive investment programme 

for regional centres; implementation of a global divisional organisation.
1993  The Dragoco group is restructured and the parent company is turned into 

a joint-stock company.
2003  Merger of Holzminden companies Haarmann & Reimer and Dragoco. 

A new corporation is formed: Symrise. The latest milestone of the new 
company Symrise has been reached at the end of 2006 when the company 
became publicly traded.

Firmenich was founded in 1895 in Geneva, by Philippe Chuit, a talented 
Swiss chemist, in association with Martin Naef, a shrewd businessman. They 
were joined shortly after by Fred Firmenich, who soon became the majority 
partner. Since then, Firmenich has remained a family-owned business, building 
on a solid foundation of pioneering and entrepreneurial vigour. Today, it is the 
world’s largest private company in the fragrance and flavour industry world-
wide. Since 1895, Firmenich has built its business on innovative research. Leo-
pold Ruzicka, professor at ETH-Zurich and Nobel Prize winner in 1939, was 
Firmenich’s first research director and a life-long consultant [6].

The history of Givaudan [7)], International Flavors & Fragrances [8] and 
Quest International [9] can be looked up at their respectively cited Web sites.

The flavour and fragrance business has always been very research driven and 
innovative. All larger companies spend about 7–8% of their total sales per an-
num on research and development. They all have large research centres, usually 
centred in their headquarters, as well as development and innovation centres 
around the globe. The general focus of their research is on new products, offer-
ing better performance at the lowest cost. This can be new molecules but also 
a new technique to concentrate (fold) a citrus oil, or a new way to encapsu-
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late a flavour or fragrance. New products must be innovative, environmentally 
friendly, and safe. The key to success nowadays is to bring these new research 
results to market as quickly as possible; therefore, the major companies all use 
the concept of the innovation funnel to ensure proper project management and 
efficient commercialisation of innovative ideas. Strong research only pays off 
in combination with innovative flavour and fragrance chemists (flavourists and 
perfumers) as well as strong application teams in combination with technical 
marketing. In addition, all major companies use worldwide IT systems to enable 
their product developers and regulatory people to work with a consistent set of 
raw materials and product formulas on a worldwide basis.

Flavourists and perfumers are professionals engaged in the study and exploi-
tation of materials capable of impacting the human senses of taste, smell, and 
chemesthesis. Flavourists work primarily with substances that are either derived 
(directly or indirectly) from plant or animal sources or chemically synthesised 
from petrochemicals to develop products intended for use in foods and bever-
ages. Perfumers work mostly with materials of plant, animal, or petrochemi-
cal origin to create perfumes, fragranced personal care products, and scented 
household goods.

Research carried out by flavour and fragrance companies is generally for 
the purpose of understanding, designing, or improving upon the sensory 
characteristics and/or the functionality of existing or new products. This often 
starts with the detailed chemical analysis of a specific target: a finished product 
or raw materials used in its manufacture. Creative flavourists or perfumers, 
respectively, with the help of product technologists, may then try to reconstitute 
flavours or fragrances that match or improve upon the sensory properties of 
the target. In the case of flavourists, matching a specific natural or processed 
food or beverage is usually the objective, while a perfumer often has more 
latitude in cases where the target fine perfume or household air freshener, for 
example, may be little more than a marketing concept. Product technologists 
help ensure that flavours and fragrances are stable in products and are released 
effectively and are therefore perceivable at the time of consumption or use. 
Results of chemical analysis may alternatively be used. For example, to design 
better flavour or fragrance molecules; to make improvements in ingredient 
formulations or manufacturing processes. It can be mentioned here that the 
instrumental analysis part in the major flavour and fragrance companies is very 
sophisticated and remarkable. The typical instrumentation ranges from capil-
lary gas chromatography (GC) to high-performance liquid chromatography 
(HPLC), Fourier transform IR spectroscopy (FTIR), and nuclear magnetic 
resonance (NMR) to coupled techniques like capillary GC–mass spectrometry 
(MS), HPLC-MS, and GC-FTIR. More recent advances are the coupled tech-
niques GC-MS-MS as well as HPLC-NMR. This enables industry to separate 
virtually all kinds of complex product mixes analytically and also to elucidate 
the chemical structures of unknown components. Needless to say that a lot of 
year-long experience and know-how is involved when it comes to research and 
development in flavour and fragrance companies (personal communication 
within Symrise).



5

Although the industry is about 150 years old, in particular the use of syn-
thetic materials started only about 60 years ago, after World War II. In 1954, the 
flavour use of coumarin was banned by the FDA, television screens were small 
and round and only showed black-and-white pictures, and a fine house could 
be purchased for less than $17,000. It would be 4 years until Congress enacted 
the Food Additives Amendment of 1958 and both the FDA and the Flavour 
and Extract Manufacturer’s Association began developing the generally recog-
nised as safe (GRAS) lists. The first commercial production of synthetic linalool, 
geraniol, and derivatives had not yet started. Fewer than 500 volatile compo-
nents had been found in foodstuffs. In 1955 the first primitive commercial gas 
chromatograph was introduced and it would be about 15 years later before the 
full power of capillary GC-MS became practical and another 15 years with the 
use of computerised data bases. Only four of the five basic tastes were gener-
ally accepted and theories of olfaction were extremely theoretical. Chirality was 
rarely considered as important in the synthesis of flavour or fragrance chemi-
cals. Much has occurred in the last 50 years [10]. In a slightly different way, the 
development of the last about 50 years is shown in Fig. 1.1. The flavours used in 
the 1950s were mostly liquid. They consisted of natural extracts and essential 
oils. The first big paradigm shift happened in the 1960s when several develop-
ments happened at the same time. The first synthetic components started being 
used, while instrumental analysis and information technology began influenc-
ing the flavour and fragrance industry. Spray-dried flavours were developed and 
the food market started to embrace convenience food. The big era of analyti-
cal flavour research started at that time, characterised by many scientific pub-
lications and patents in subsequent years. The next big change happened in the 
1990s when research started to become a lot more applications-driven. Flavour 
release and integrated product concepts played a role, and food-on-the-go was 
developed. In the new century the term “productivity” came up, a clear sign 
that shrinking margins led to the consolidation of the food companies and the 
search for more cost-effective ingredients and flavours. Taste and taste modifi-
cations as well as mouth sensations became prevalent. Sensory started becom-
ing consumer research, and health aspects played into product development. 
This is the phase the industry is still in, and we will see when the next paradigm 
shift is going to happen. Nowadays the palettes of a perfumer and flavourists are 
fully developed. There are still new aroma chemicals entering the market every 
year but the number is certainly smaller compared with that 10–20 years ago, 
and the organoleptical differences of these new molecules from known ones 
are typically smaller, which means business success is usually and primarily not 
built anymore solely on new molecules. At the same time the typical analytical 
research from the end of the last century that was going on in all large flavour 
and fragrance companies with the goal to analyse natural materials (preferably 
foods, essential oils, and flower scents) and find new molecules that could be 
synthesised and used as nature-identical materials in new compositions is not 
the main focus anymore. Nowadays research is a lot more applications-driven. 
Innovation happens foremost at the finished-product level; hence, flavour and 
fragrance companies work a lot closer together with their large consumer-goods 
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customers and in many cases have taken on a part of the work that used to be 
done in their laboratories. On the flavour side, research on taste and taste modi-
fication has become a lot more important than the work on volatile materials. 
Topics like salt taste enhancement or sweetness enhancement prevail. Master-
ing the flavour release in various applications and encapsulating liquid flavours 
with different matrices to keep even critical ingredients (e.g. citrus) stable for up 
to 4 years have opened the door for different food and beverage concepts and 
have also helped to make the food business more global and more convenience-
driven than it ever was before. The ideal scenario today in flavour and fragrance 
research is to find a new molecule whose structure can be patented and used in 
a new formulation that helps to improve an application for a consumer-goods 
company significantly. The application can be everything from a cosmetic prod-
uct to a household article to seasoning for a potato chip or a canned coffee prod-
uct (personal communication within Symrise).

“Sustainable development” describes and stands for the policy of a company of 
how it conducts business, treats its employees and resources, and interacts with 
society and the environment. It is basically the corporate philosophy around the 
pillars ecology, economy, and society. There are many other phrases and acro-
nyms for more or less the same type of activity used. The most common one is 
corporate social responsibility (CSR). Sustainable development has become an 
important initiative for many industries and companies over the last few years. 
Many chemical companies have started a sustainable development initiative 
over the last few years. Strong points in there are the environmental/ecological 
aspects as well as the workers’ safety programmes. It is a distinct sign that the 
industry has learned to deal with its weaknesses in a much more offensive way 
than in the first decades after World War II when major environmental crises 
represented for the public how the industry operated. One example is the little 
town of Seveso in the industrialised north of Italy. It was heavily affected in 1976 
when a major chemical accident led to the outbreak of chlorine gas and dioxins 
into the environment. Since those years, the chemical industry has invested a lot 
and has learned significantly more about how to manufacture even hazardous 
materials in such a way that this type of crisis is prevented from happening. In 
addition, chemical waste is treated differently, energy is used a lot more eco-
nomically, and odours are prevented from being released.

The flavour and fragrance industry’s weak points from an environmental/
ecological point of view evidently are, in particular, odour emissions, the hand-
ling of chemicals and chemical reactions in manufacturing, and the handling of 
wastewater. Every company that has started sustainable development activities 
has looked at its weak (vulnerable) points. Their statements show that the sus-
tainable development programme is used to turn weaknesses into strengths or 
at least show work being done continuously on these weak points. By looking 
at the pillar “society”, another challenge becomes apparent. While it seems to be 
obvious for most consumers why pharmaceuticals are needed and beneficial, 
the use of flavours for foods and beverages as well as fragrances for various ap-
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plications is not so easily understood by a certain part of the population. Unfor-
tunately, this is sometimes abused by certain authors in common publications 
when flavours are described as potential risks for humans and fragrances are 
classified as luxury goods or simply unnecessary and annoying. Therefore, it is 
important to educate the population about the safety of flavour and fragrances 
and the benefits for their use in consumer products. Obviously, this attempt is 
complicated by the fact that the flavour and fragrance industry does not usually 
deal directly with consumers. 

In the following a few activities are listed that can be measured by a flavour 
and fragrance company in a sustainable development programme:
• Measurable reduction of energy (water, electricity)
• Measurable reduction of odour emissions
• Improvement of manufacturing processes
• Financial support for charities, aid organisations, and local cultural activities
• Consistent and transparent equal rights and compensation policies through-

out the company
• No child labour throughout the company

An important part of such an initiative is the search for sustainable raw mate-
rials. There are virtually thousands of different raw materials used in the flavour 
and fragrance industry. They typically comprise a combination of chemicals, 
essential oils, extracts, distillates, and others. Many essential oils and other in-
gredients come from tropical countries and/or parts of the world that are (still) 
outside of the mainstream business countries, e.g. China, Vietnam, Indonesia, 
Côte d’Ivoire (cocoa). The supplier companies of these raw materials for the 
flavour and fragrance industry need to make sure that the supply is sustainable, 
i.e. specific business practices need to be applied by those companies to main-
tain and secure the supply. The Chiquita company may serve as a good example 
in the food industry [11]. Chiquita is by far the most popular banana in the 
world. The company is number 1 in Europe and number 2 in the USA. The total 
sales of the Chiquita Company are about US $4 billion. It has been working to-
gether for many years with the Rainforest Alliance [12] in order to guarantee the 
consumers in nine European countries the certified requirements of an inde-
pendent environmental organisation. The nucleus of these requirements covers 
social, legal, and ecological conditions that the banana farmers in the respective 
countries of origin (such as Costa Rica) have to fulfil. Although the Chiquita 
bananas cost about twice as much as non-certified ones, the concept seems to be 
being well received by consumers.

One of the important tasks of a marketing department in the flavour and fra-
grance industry is to study consumer and lifestyle trends to help research and 
development departments to work on the appropriate long-term projects and 
the sales force to target the right customers and product categories. In particu-
lar, the fragrance and cosmetics part of the flavour and fragrance business is 
dependent on interpreting these consumer trends ahead of time and correctly. 
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At the moment the following trends are observable (communication from Sym-
rise’s Marketing departmenrs):
1. Consumer segmentation:

(a) Traditional family continues to alter: 
• Single parent homes
• Same-sex families
• Communal living
• Fewer children
• Nestlings/“boomerang” kids
• Longer lifespan
• Multi-cultural families

(b) Breakdown in traditional demographic categories:
• A redefinition of youth:

- Young—tween, teen, early 20s
- Super youths—25–39, refuse to get “old”
- Hip-hops—the new parent, home-owning, trend-setting
- New seniors—trendier more active

• A redefinition of all-American: a global population on the move: 
city to city; country to country

(c) Shift in ethnicity of USA:
• Latina population continues to grow (67.5% between 1990 and 2002 

vs. 8.1% non-Hispanic)
• Increasing affluence
• Very appearance oriented

- Spend 27% more on cosmetics
- Spend 43% more on fragrance
- Spend $1.6 billion annually on personal care

2. Well-being.
(a) Holistic trend responsible for considerable launch activity: 

• Aromatherapy
• Aromachology
• Spa
• Deng-shui
• Ayurveda
• Ki

(b) Satisfying the consumer’s need for feeling restored, rejuvenated, re-
paired

3. Sensorial branding. 
(a) Products that offer a multisensory experience via:

• Unique fabrications
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• Translucency
• Organic tactility
• Colour infusion
• Light diffusion
• Thermal reaction
• Enticing aromas

(b)  Satisfying the consumer’s need for feeling stimulated, intoxicated, in-
volved

4. New luxury. 
(a) A quality-of-life approach available to the masses:

• Masstige
• Time-sensitive
• Limited editions
• Artisan approach

(b)  Satisfying the consumer’s need for feeling pampered, special, extraordi-
nary

5.  New simplicity. 
(a)Subtle means of self-expression versus bold and blatant branding:

• Designer labels inside not outside

(b)  Invisible branding/whisper campaigns/viral marketing/underground 
communication:
• Flyers, stickers, creating a buzz
• Street-based promotion
• Calvin Klein’s CRAVE approach to launch

(c) Satisfying the consumer’s need for feeling edgy, unique, “in-the-know”

6. Return to the classics
(a) Glamour has found its way to centre stage:

• Tiffany is opening an Iridesse pearl boutique
• Ladylike designs return to fashion
• Warmth and character returns to home décor
• Elegance, grace, style are en vogue

(b) Move toward:
• Authenticity
• Quality
• Yesteryear

(c) Satisfying the consumer’s need for feeling refined, elegant, glamorous, 
pampered
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But product marketing is getting more and more important for the flavour 
business as well. Similar to the fragrance side of the business, the early recogni-
tion of consumer trends and of course the understanding of the major food and 
beverage brands is one of the keys for success. At the moment the following ten 
global trends are observable (communication from Symrise’s Marketing depart-
ments):
1.  Age nullification. Manufacturers need to break away from traditional stereo-

typing of age groups and explore opportunities of targeting other age groups 
with their products.
Food solutions:
(a) Cool
(b) Fashionable
(c) Healthy
(d) Targeted

2. Gender complexity. Strong cross-over of product usage and behaviour from 
men to women and vice versa.
Food solutions:
(a) Distinguished
(b) Stylish
(c) Fashionable
(d) Personality

3. Life stage complexity. Marketers need to categorise groups by attitudinal and 
behavioural rather than by traditional demographics.
Food solutions:
(a) Convenience
(b) Small portions
(c) Meal replacements
(d) On-line shopping
(e) Virtual communities

4. Hypertasking. Consumers are becoming more aware of time. It has become 
an essential part of life.
Food solutions:
(a) Convenient
(b) Bite-size portions
(c) Accessible
(d) Easy to use
(e) Portable
(f) Back to basics
(g) Resealable

5. Spending complexity. Understanding the complex mindset of consumers 
regarding spending money and quality of life.
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Food solutions:
(a) Quality
(b) Benefit
(c) Value
(d) Indulgence

6. Health and wellness. Modern consumers are increasingly focused on per-
sonal well-being (physical and mental health, beauty).
Food solutions:
(a) Functional
(b) Low and light
(c) Nutritious
(d) Organic
(e) Botanicals
(f) Holistic

7. Sensory sensations. Growing stress, rising affluence, and availability of 
global foods are driving consumer demands for new and more intense taste 
sensations.
Food solutions:
(a) Ethnic
(b) Fresh
(c) Gourmet
(d) Novelty
(e) New sensation
(f) Textured
(g) Tryvertising [13]

8. Individualism. Being yourself and having personal needs recognised rather 
than being part of the mass market.
Food solutions:
(a) Customised
(b) Personalised
(c) Self-expressing
(d) Single-serving
(e) Premium
(f) Trendy and unique
(g) Exclusive

9. Comfort space. Building a secure environment wherever you are is an emi-
nent part of developing a stable and close relationship within your environ-
ment.
Food solutions:
(a) Nostalgic
(b) Traditional
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(c) Comfort foods
(d) Ethnic

10. Connectivity. Developing a lifestyle that is invigorating and prosperous 
based on information and opinion as well as life experiences.
Food solutions:
(a) Customised
(b) Personalised
(c) Tryvertising [13]
(d) Health and wellness

Figure 1.2 shows the cuisines of the world with the most potential for growth. 
In a way, this development is not very different from what is going on in the 
business and the technology sectors around the world. In a recently published 
book by Thomas L. Friedman, a phrase was used that describes the world as 
becoming flat, i.e. growing more and more together [14].

It is interesting to compare the trends on the fragrance and flavour side with 
each other and see that there are certainly communalities between the two. Fig-
ure 1.3 emphasises this point by showing emerging tastes and fragrance trends 
side by side. In general it is worth mentioning that although the technical ele-
ments of the two businesses are very different, i.e. the raw materials used in 

Fig. 1.1 The history of flavour development and taste



13

Fig. 1.2 The cuisines with most potential for growth

Fig. 1.3 Emerging flavours vs. fragrance trends
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fragrances are different with a few exceptions, it happens quite frequently that 
perfumers seek unique bouquet notes on the flavour side. A typical example is 
the use of fruity notes, in particular tropical fruit notes, over the last few years 
(communication from marketing departments within Symrise).
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2.1 
Definitions

Flavourings are a major category of ingredients intentionally added to food and 
feeding stuff. Flavourings are concentrated preparations with the primary pur-
pose to impart flavour except for substances that have an exclusively sweet, sour 
or salty taste. They are added in small amounts to food or feeding stuff but are 
not intended to be consumed as such.

Flavourings may contain flavouring substances, flavouring preparations, pro-
cess flavourings, smoke flavourings and flavouring adjuvants.

Flavouring substances are chemically defined substances with flavouring 
properties. There are three different categories of flavouring substances defined 
in the definitions of the IOFI Code of Practice and EU Flavour Directive 88/388/
EEC [1, 2]:
1. Natural flavouring substances
2. Nature-identical flavouring substances
3. Artificial flavouring substances

Flavouring preparations are natural complexes used because of their flavour-
ing properties. They contain flavouring constituents and they are obtained by 
appropriate physical, microbiological or enzymatic processes from foodstuffs 
or other material of vegetable or animal origin, either in the raw state or after 
processing for human consumption by traditional food-preparation processes 
(including drying, torrefaction and fermentation).

Process flavourings means products which are obtained according to good 
manufacturing practices by heating a mixture of ingredients to a temperature 
not exceeding 180 °C for a period not exceeding 15 min , the ingredients them-
selves not necessarily having flavouring properties, and at least one of which 
contains nitrogen (amino) and another is a reducing sugar.

Smoke flavourings means smoke extracts used in traditional foodstuff smok-
ing processes. The EU Regulation on smoke flavourings subdivides them into 
four categories:
1. ‘Primary smoke condensate’ shall refer to the purified water-based part of 

condensed smoke and shall fall within the definition of ‘smoke flavourings’.
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2. ‘Primary tar fraction’ shall refer to the purified fraction of the water-insol-
uble high-density tar phase of condensed smoke and shall fall within the 
definition of ‘smoke flavourings’.

3. ‘Primary products’ shall refer to primary smoke condensates and primary 
tar fractions.

4. ‘Derived smoke flavourings’ shall refer to flavourings produced as a result of 
the further processing of primary products and which are used or intended 
to be used in or on foods in order to impart smoke flavour to those foods.

Flavouring adjuvants are foodstuffs, food additives, other food ingredients or 
processing aids which are necessary to ensure the safety and quality of flavour-
ings and to facilitate the production, storage and intended use of flavourings.

Flavouring adjuvants may also include flavour modifiers.

2.2 
Legal Positions

In the following, the regulations on flavourings of three major regions are pre-
sented. Several other countries have similar legal regulations or accept flavour-
ings produced according to these regulations. One major difference is the gen-
eral classification of flavourings. In some countries, flavourings are classified as 
food additives, like in the USA or Japan. In other regions, flavourings are con-
sidered to be a special type of foodstuff, like in the EU.

2.2.1
Current Situation in the EU

In 1988 the “Council Directive of 22 June 1988 on the approximation of the laws 
of the Member States relating to flavourings for use in foodstuffs and to source 
materials for their production” was published. Together with the amending Di-
rective 91/71/EEC regulating the labelling of flavourings for end consumers, 
this Directive defined the categories of flavouring ingredients, purity criteria 
and maximum levels for certain “biological active principles” (BAPs). With this 
Directive the frame for following specific regulations was established [2, 3].

Two specific Regulations mentioned in the indent of EU Flavour Directive 
88/388/EEC have been established.
1. The EU Regulation on smoke flavourings which was published in 2003 [4]. 

The major subject of this Regulation is to establish:
(a) A Community procedure for the evaluation and authorisation of pri-

mary smoke condensates and primary tar fractions for use as such in or 
on foods or in the production of derived smoke flavourings for use in or 
on foods.
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(b) A Community procedure for the establishment of a list of primary 
smoke condensates and primary tar fractions authorised to the exclu-
sion of all others in the Community and their conditions of use in or on 
foods.
The evaluation of those primary products will be carried out by the re-
spective panels of the European Food Safety Authority (EFSA).
After finishing the evaluation procedures a positive list of primary 
smoke condensates, including purity criteria and maximum levels for 
contaminants, will be established in the EU.

2. The EU Regulation on food additives necessary for storage and use of fla-
vourings, including respective conditions for their use, has been established. 
Following several years of intensive discussion and several drafts, Directive 
2003/114/EC amending Miscellaneous Directive 95/2/EC was been pub-
lished on 22 December 2003 [5, 6].

The Directive states that the levels of additives present in flavourings should 
be the minimum required to achieve the intended purpose. Flavouring adju-
vants should not have a remaining technological function in the final foodstuff. 
With regard to this requirement, the possibility of the “carryover” of additives 
used in flavourings is especially mentioned in the Directive.

If the additive still has its technological function in the final food, labelling of 
this additive will be necessary for the final foodstuff as well. 

In addition, the sixth indent of this Directive mentions that in accordance 
with the provisions of the EU Flavour Directive, quantitative labelling of each 
component which is subject to quantitative limitation, expressed either numeri-
cally or by quantum satis principles, is required for the flavour.

Following article 5 of the EU Flavour Directive, EU Regulation 2232/96 de-
fined the basic rules for the use of flavouring substances for foodstuffs in the EU. 
In addition, it lays down a procedure for establishing a positive list for flavour-
ing substances in the EU [7].

The procedure for evaluation was published as Commission Regulation 
1565/2000 [10].

In 1998 the EU Commission within the Commission Decision 199/217/EEC 
published an inventory of flavouring substances used in the EU. This inventory 
(including its amendments) lists most of the flavouring substances which are 
subject to evaluation, leading to a positive list of flavouring substances to be 
used in foodstuffs in the EU [8].

The agreed timetable according to Commission Regulation 622/2002 men-
tioning the finalisation by 2005 has been postponed to 2007/2008 because the 
evaluation could not been finalised within the expected period [9].

In the meantime the existing national regulations of EU member states re-
garding flavouring substances are still in force. These existing national regula-
tions show an unlimited permission of use for natural and nature-identical fla-

2.2 Legal Positions
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vouring substances as defined in the EU Flavour Directive in all EU member 
states except Italy. Italy has kept a specific limitation for seven nature-identical 
flavouring substances.

Regarding artificial flavouring substances, four EU member states (Germany, 
Italy, Spain and the Netherlands) have specific positive lists with use levels, 
whereas all other EU member states permit all artificial flavouring substances 
suitable for human consumption.

With regard to the flavouring preparations, some EU countries have negative 
lists for plant materials which should not be used for production of flavouring 
preparations.

The labelling requirements for flavourings in the EU are laid down in EU Fla-
vour Directive 88/388/EEC for the flavourings themselves and in EU Directive 
91/72/EEC concerning the designation of flavourings in the list of ingredients 
of the final foodstuff. 

It is required to use the word “flavouring” or a more specific name or descrip-
tion of the flavouring. 

The word “natural” or a word of similar meaning may only be used if the fla-
vouring ingredients are exclusively natural flavouring substances or flavouring 
preparations. Mentioning the flavouring source together with the word “natu-
ral” is only permitted if the flavouring ingredients have been isolated solely or 
almost solely from this source [2, 3].

2.2.2
Expected Regulations on Flavourings in the EU in the Future

The EU Commission is currently preparing a revision of the EU Flavour Direc-
tive. The publication of the finalised version for submission to the Council and 
the European Parliament is expected for 2006. In order to reduce the number 
of Regulations and Directives, the EU Commission will present a Regulation 
combining the Additive Directive, the revision of the Flavour Directive and a 
new Enzyme Regulation in one framework regulation of those “food improving 
agents”.

Summarising the previous discussion and drafts, the new EU Flavour Regu-
lation will show some new definitions of flavouring ingredients, like “flavour 
precursors” and “other flavourings”. Within the definition of flavouring ingredi-
ents, it shall be distinguished between flavouring ingredients derived from food 
and material of vegetable or animal origin not consumed as food (non-food). 
Such flavouring ingredients derived from non-food material will be evaluated 
and will need explicit authorisation. The respective principles for authorisation 
and the procedures will be implemented in the new regulation. Also the existing 
regulations for genetically modified material will be implemented for flavour-
ings as well.

The new regulation will define the permitted processes for production of nat-
ural flavouring ingredients. Definitions and provisions for the use of ingredients 
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containing BAPs have been renewed. Some additional restrictions for source 
materials for production of flavouring ingredients will be added. The sales de-
scriptions for flavourings will be revised and some definitions will be added 
[11].

2.2.3
Current Situation in the USA

Under the terms of the US Food Regulations, flavourings fall under the defini-
tion of food additives. The respective definition was implemented in the Federal 
Food Drug and Cosmetic Act by the Food Additives Amendment of 1958. With 
this amendment, the general requirement of “safety” became the major topic for 
food additives.

Flavouring substances which were not covered by one of the two grandfather 
clauses of the Food Additives Amendment needed either an approval or an evalu-
ation as “generally recognised as safe” (GRAS). Under the supervision of the 
FDA, several flavouring materials have been evaluated. The permitted compo-
nents are listed in the Code of Federal Regulation (CFR) Title 21, parts 170–180. 
Components approved as GRAS are listed in parts 182–184 of the same CFR 
Title [12].

Later, the US Food and Drug Adminstration (FDA) passed the responsibility 
for evaluation of the GRAS status for flavouring materials to the Flavour Expert 
Panel (FEXPAN). This panel of scientists from different related scientific areas 
evaluates new flavouring substances which are applied for notification. The FEX-
PAN is not affiliated with the flavour industry but is organised by the US Flavour 
and Extract Manufacturer’s Association (FEMA). In publications currently up 
to GRAS 22, the positively evaluated flavouring substances are published with 
name, synonyms, identification number and the average maximum-use levels.

The US Regulations only distinguish between natural and artificial flavour-
ings. The European category “nature-identical” is unknown in the legal defini-
tions. If such substances are synthetically produced, they are classified as artifi-
cial flavouring substances in the USA. 

For labelling of the final foodstuff, use of the term “natural” is divided into 
two subcategories. First, flavourings which contain only flavouring ingredients 
from the named source, the so-called from the named fruit flavourings (FTNF). 
In this case the name of the source can be used together with the word “natural” 
and followed by the word “flavoured”. If the food contains a flavouring where 
the flavouring ingredients are natural but not solely from the named source, 
the additional words “with other natural flavour” (WONF) are required. Smoke 
flavourings derived from smoked wooden or plant materials are natural in the 
USA. The same applies for process flavourings prepared with natural raw ma-
terials. Only if synthetically produced substances were used for the production 
of a process flavour, it would be artificial, unless these are non-flavouring sub-
stances which are declared separately [13].

2.2 Legal Positions
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2.2.4
Current Situation in Japan

The Japanese Food Regulations are based on the Food Sanitation Law (FSL). The 
FSL was first enacted in 1947 by the Ministry of Health and Welfare, now the 
Ministry of Health, Labour and Welfare (MHLW) of Japan [14]. The purpose 
of the FSL is to prevent the occurrence of health hazards arising from human 
consumption of food, by making necessary regulations and taking any measure 
sfor the protection of the health of the people. It enables the MHLW to establish 
detailed regulations to manage immediately diverse issues related to interna-
tional food distribution and the need for international harmonisation of food 
regulations [15]. 

Flavourings are considered to be food additives according to the principle 
definition of the FSL. Food additives need an authorisation for use. Article 6 
of the FSL mentions the general terms under which the use of a food additive 
is not permitted in and for food. In the FSL Enforcement Regulations, tables 
with the list of existing and permitted food additives, including the synthetically 
derived flavouring substances, are mentioned. The food additives appearing on 
this list are not subject to article 6 of the FSL [16].

Natural flavouring agents and substances generally provided as food and 
used as food additives are also not subject to the provisions of article 6 of the 
FSL. Under the terms of the FSL, a list of “origin of natural flavouring agents” 
and a list of substances generally provided for eating and drinking as food and 
used as food additives have been compiled and published by the MHLW. In the 
list of existing and permitted flavouring substances, only about 84 flavouring 
substances are mentioned by individual name; the other flavouring ingredients 
are mentioned only by chemical groups.

These chemical groups are:
• Isothiocyanates (except those generally recognised as highly toxic)
• Indoles and its derivatives
• Ethers
• Esters
• Ketones
• Fatty acids
• Aliphatic higher1 alcohols
• Aliphatic higher aldehydes (except those generally recognised as highly 

toxic)
• Aliphatic higher hydrocarbons (except those generally recognised as 

highly toxic)
• Thioethers
• Thiols (thioalcohols)
• Terpene hydrocarbons
• Phenol ethers
• Phenols

1 “Higher” means C6 or more.
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• Furfurals and its derivatives (except those generally recognised as highly 
toxic)

• Aromatic alcohols
• Aromatic aldehydes (except those generally recognised as highly toxic)
• Lactones (except those generally recognised as highly toxic)

Not listed and therefore not permitted are substances from chemical groups 
like pyrazines, pyridines, amines, amides, or aliphatic lower alcohols, aldehydes 
and hydrocarbons (C5 and lower) if not mentioned by individual name [17].

The MHLW is currently evaluating several individual flavouring substances 
not covered by the aforementioned groups but that are of commercial interest. 
Most of these substances are lower alcohols, aldehydes and pyrazines. As soon 
as the evaluation has finished, the result will be published and in positive cases 
the substances will by added to the list of permitted substances. 

2.2.5
Global Approach

A major lack in global comparability of flavourings is the difference between 
the permitted flavouring ingredients . Owing to the difference in the regulations 
mentioned, a broad range of flavouring substances are only permitted in one re-
gion or country. In 2000, the Japan Flavour and Fragrance Materials Association 
(JFFMA) started a survey with the objective to create a list of all flavouring sub-
stances marketed in Japan and to compare them with the EU Register and the 
US FEMA listed substances. On the basis of the figures for 2001, the FEMA list 
covered 1,578 substances, the EU Register contained 2,702 substances, whereas 
2,577 flavouring substances were reported as being used in Japan.

Comparison with the EU Register showed that 1,800 substances are covered 
in both lists. Of those, 777 substances were only used in Japan, whereas 902 sub-
stances were only mentioned in the EU Register, and of those 640 were not used 
in Japan and 181 were not permitted for use in Japan. Further, 81 substances 
from the EU Register are not classified as flavouring substances in Japan [18].

Compared with the FEMA-listed substances, similar results were obtained. A 
total of 1,182 substances were mentioned in the Japanese survey and the FEMA 
list. Of those, 1,342 substances were only reported in Japan and 396 substances 
were only on the FEMA list. In addition, 216 of them had no reported use, 73 
were not permitted in Japan and 107 were not classified as flavouring substances 
[18]. Owing to the fact that the EU Register covered the substances from the 
FEMA list up to GRAS 21, only a few new substances from the GRAS 22 publi-
cation and some substances that were deleted because of no reported use are not 
implemented in the EU Register in the amended version.

But the comparison with the Japanese survey showed that 749 flavouring 
substances had reported use in Japan but were neither listed in the FEMA list 
nor in the EU Register [18].

2.2 Legal Positions



2 Flavours: the Legal Framework22

Such figures indicate the necessity for a global regulatory approach for fla-
vouring material.

The Codex Committee on Food Additives and Contaminants (CCFAC) of the 
Codex Alimentarius Commission agreed to propose work on the elaboration of 
a “Codex Guideline for the Use of Flavourings” that establishes safe conditions 
of use for such substances in foodstuffs. This should lead to globally accepted 
general requirements for flavourings, including definition, safe use, labelling 
and specifications. In addition it should provide a reference to the safety evalu-
ations completed by JECFA as a global approach for evaluation and authorisa-
tion procedures [19].

2.3 
Legal Situation and Natural Flavourings, a Brief Reflection

Most of the regulations on flavourings distinguish between natural derived fla-
vouring components and substances produced synthetically. There are still some 
differences between the national rules regarding source materials and accepted 
techniques. 

All flavourings considered natural in the EU should also be considered natu-
ral in the USA; however, the reverse is not necessarily true. Smoke flavourings 
and process flavourings are separate categories in the EU, and cannot be used 
in natural flavours, whereas smoke flavourings as well as process flavourings 
prepared with natural raw materials are considered natural in the USA. Another 
important difference between the EU and the USA is the methods allowed to 
obtain “natural flavouring substances”. Under the legal terms of the USA, the 
naturalness of the starting material defines the status of the resulting product 
[13]. The EU Flavour Directive defines the staring materials as well as the per-
mitted processes to obtain natural substances or natural preparations [2]. This 
excludes any type of chemical processing or chemically catalysed process. These 
differences in definition and handling of natural flavouring materials will be ex-
plained using α-ionone as an example.

α-Ionone is an important flavouring substance for a range of fruit flavour 
systems. In various fruit and plant species α-ionone was found as an almost op-
tically pure R enantiomer, whereas the chemical synthesis will lead to a racemic 
mixture of both enantiomers. The chemical synthesis of α-ionone uses citral, 
which is condensed with acetone in basic media to the respective pseudo-ion-
one, followed by cyclisation in acidic media. If now, with this way of production, 
solely natural citral and natural acetone, derived from fermentation processes, 
together with natural pH adjusting materials are used, the resulting α-ionone 
fulfils the US requirements for natural flavouring substances. However the pro-
cess is still a chemical reaction leading to a catalysed formation of a covalent 
C–C binding. Therefore the α-ionone derived from such a process will not fulfil 
the EU definitions for a natural flavouring substance. In the EU this α-ionone is 
still considered to be a “nature-identical flavouring substance” according to the 
EU Flavour Directive [2]. 
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But the general goal to differentiate between natural and synthetically de-
rived materials is obvious. This main issues of the flavouring regulations are 
resumed in the respective rules of the single categories of food products. Many 
of these regulations permit only the use of natural flavourings for specific types 
of foodstuffs. Often such products are more highly qualified or many contain 
the depicting or labelling of a respective source.

Not the general focus on “green chemistry” nor the move towards “natural” 
or even “organic” sources of food products observed over the last decade in 
industrial nations has led to this focus on natural flavourings. Most of these 
regulations focussing on natural flavourings were established long ago. With 
this long-term history of the respective regulations on flavourings focussing on 
“renewable” resources, the governments have emphasised the importance of the 
sensorial impression from the natural sources. This demand led to the current 
situation that the flavour industry and the respective research institutes have 
become one of the driving forces in development of new methods using “renew-
able resources” for the generation of flavouring materials.
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3.1 
Introduction

The hypothesis of memory consolidation was first proposed 100 years ago by 
Müller and Pilzecker [1]. According to this hypothesis, “new” memories are 
initially labile and require additional (biochemical) reinforcement to be con-
solidated into long-term memories. Gradually, biochemical research is unravel-
ling the time-dependent processes forming long-term memories. A century of 
studying memory, including the genetic determinants and molecular structures 
forming the basis of memory—where in the brain memory storage occurs and 
the mechanisms whereby memories are stored and maintained—was intensively 
reviewed [2–4]. The use of genetic and molecular approaches has led to the iden-
tification and characterisation of genes and molecules that play a fundamental 
role in the biological mechanisms underlying learning [2, 4].

This chapter considers memory development in terms of recent ideas about 
molecular mimicry and symbiosis [5–7], and proposes hypotheses and new ap-
proaches to the biological basis of memorisation. From the prebiotic history, nu-
trition and immunity of the cell are mutually interacting processes aiming at the 
same goal—namely to survive [5]. Immunity must resist the attack of exogenous 
invaders such as foreign macromolecules, viruses and bacteria. Nonetheless, 
food is the main source of consumed foreign macromolecular materials. Nutri-
tion can thus be regarded as two contradictory, yet mutually interactive pro-
cesses—the feeding and protection of the individual organism. Both nutrition 
and immunity aim at rendering food components useful and harmless. Both 
profit from acquiring memories of prior experiences. Both use denaturation, 
phase separation and hydrolysis of biopolymers to achieve extremely exacting 
definitions of structure for recognising foreign molecules. Both also employ epi-
thelial membranes in which a mucosal layer provides exclusion and specific ab-
sorption of nutrients/molecules. For nutrition and immunity, the first mucosal 
surface of recognition and defence is the olfactory system. Recently, it was pro-
posed that the olfactory G-proteins underlying odour perception evolved as a 
defence mechanism against dangerous foreign substances and their originators. 
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G-proteins and immune-related molecules can be regarded as the first lines of 
defence against dangerous components in the surroundings [8]. The effective-
ness of such first lines of defence requires both identification and memorisation 
of the molecular signature of these dangers. Interestingly, in neither odour nor 
immunity are intact biopolymer macromolecules the basic signatures of struc-
ture that are recognised and memorised. Instead, smaller products of their hy-
drolysis liberated prior to or during consumption are the language of olfaction 
and immunity.

From the very simple to the highly complex, organisms are ostensibly the 
combination of molecular structures and metabolic processes. Each is capable 
of encoding information and profiting from previous events. The simplifying 
predominance of the two extreme conformations—globular and rod-like—typi-
cal of biopolymers has been used to define a principle of molecular interaction 
and symbiosis. That is, macromolecular biopolymers are not all mutually com-
patible, and this success or failure of compatibility that derives from the mutual 
influence of dissimilar macromolecules—symbionts—has been proposed to be 
important to the molecular evolution of the structures of the key biopolymers 
of living organisms [5]. Proteins and polysaccharides are thermodynamically 
incompatible, and their spontaneous separation provides a mechanism to build 
a thermodynamic barrier around virtually all living organisms, just as the lipid 
biomembrane provides a solubility barrier. This symbiotic macromolecular, 
thermodynamically driven interaction is beneficial to the activity of the biologi-
cal system as a whole. One expression of molecular symbiosis is the increasingly 
well-characterised properties of excluded-volume effects of biopolymers, ther-
modynamic incompatibility of polymers and interbiopolymer complexation 
[8–10]. Symbiotic interactions of dissimilar macromolecules are not only based 
on differences in size and shape—excluded-volume effects—of macromolecules, 
but also include their mutually coordinated synthesis, modifications and trans-
portation. The formation of memory can also be considered in this context, i.e. 
the development of a templated set of coordinated chemical reactions of modi-
fication, synthesis of biopolymers, their conformational changes, diffusion, 
complexation and coprecipitation is of principal importance. The development 
of “memorised” systems of chemical and physicochemical processes would un-
derlie the adaptations providing appropriate and sufficiently rapid reactions to 
the environment. Memorisation processes were important throughout prebiotic 
evolution of biological structures as the means to develop an adaptation to the 
new surroundings of any organism.

One objective of this chapter is to discuss the biological basis of memory 
and the possible progress in the understanding of memory development, using 
recent ideas about thermodynamic features—symbiotic interactions—of bio-
polymers. The main applications of such basic knowledge are to gain insights 
into the development and memorisation of symbiotic biochemical processes 
in the scope of nutrition. Nutrition in the modern sense includes everything 
from basic essential nutrients to non-essential ingested substances, as well as 
the intestinal microflora and its symbiosis with the host. Another objective is 
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to consider the directions in which it is now possible to evolve foods and fla-
vours. With the rapidly expanding knowledge of genomics and the potential 
to expand agriculture beyond traditional commodities and surroundings, what 
principles should guide that expansion? The final objective is to highlight the 
concept that one application of understanding olfactory memorisation and fla-
vour preference learning is to consider how to potentially guide formulations, 
e.g. new generations of foods as a means of “flavour education” strategy. Because 
the quality of diets is dictated in part by choices based on preference, knowing 
how preferences are developed should allow individuals to guide preferences to 
more suitable food choices. The multifaceted mechanisms of memory develop-
ment, fixation and storage dictate a multidisciplinary approach. For this reason, 
the three thermodynamic, biochemical and evolutionary aspects of memory de-
velopment are considered. Thermodynamic approaches are applied as the most 
general analytical technique for interactions within and between multicompo-
nent systems, whereas evolutionary approaches are used to gain insight into the 
interactions of a biological system with its environment.

3.2 
Memory Consolidation—Short-Term, Long-Term 
and Permanent Memories

In the most general sense, memory means the processes of accumulation, stor-
age and reuse of information about the environment. Transformation of short-
term (from minutes to days) memory into long-term (from days to years) mem-
ory extends from olfactory preference to acquired immunity. Environmental 
information flow (mainly through intestinal and nasal mucous membranes) in 
the form of different compounds selectively activates effectors (cells and organs, 
such as glands and muscles) that respond to a corresponding stimulus. The con-
text, reciprocal relations between different sources of information (e.g. between 
the appearance, texture, flavour of a food, and satiety, pleasure and physiologi-
cal well-being during and after eating) are important contributory factors for 
long-time memory. The variety of biochemical inputs that integrate to form the 
context of aroma perception to achieve a flavour preference as more permanent 
memory are not yet known; however, from Drosophila to humans, the complex-
ity of the process has been noted [11]. It is also not known how widely the odour 
preference phenomenon can be generalised to other sensory memory (e.g. tex-
ture). Formation of concepts in terms of sensations makes memory about a past 
event or an experience more likely to be stored long term.

A biochemical approach to memory covers various aspects of perception, 
performance, learning, motor skill, thinking and problem-solving. It is assumed 
that the basic principle of memory underlies the construction of various increas-
ingly successful (practised) responses as structural—in space and time—blocks 
of coordinated biochemical reactions. Each memorised biochemical block is a 
structured system of chemical and physicochemical processes, which are or-
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ganised in a logical manner in response to changes to the surroundings. Each 
memorised block is formed by a memorisation mechanism and stored in ac-
cessible form to facilitate reuse, to adapt (metabolic memory) and protect the 
organism. In other words, memory can be considered conceptually as respon-
sible for acquiring symbiosis on molecular, supramolecular, cellular and organ 
levels. Protective responses that are a set of corresponding mutually coordinated 
chemical and physical processes have not always been regarded as a long-term 
memory, but are nonetheless a form of semipermanent memory. Two types of 
persistent memories can thus be distinguished. The first is a stimulated expres-
sion of a particular subset of genetic elements whose functional response is es-
tablished and fixed. The second is the establishment of a pattern of responses 
based on a decision taken at an early stage and the decision is memorised. 
Odour preference appears to be the latter form of memory. Similarly, allergy 
appears to be another. Exposure of an otherwise appropriate or benign antigen 
at the wrong moment and in an inappropriate context appears to establish a per-
sistent wrong decision—allergy to that antigen. The development of preferences 
for foods that on balance constitute unhealthy diets can be considered another 
form of inappropriate decision with respect to, in this case, olfactory prefer-
ence. How and when these decisions are made are thus critical. The majority of 
learning-induced persistent lifelong memories as olfactory preferences may be 
formed by puberty. The ability to alter these “memories” after adulthood is not 
known. For example, it is not clear in humans if the original odour preferences 
are undone and redecided or whether higher-order processes overwhelm the 
original pathway. Learning-induced additions to and changes in the permanent 
lifelong memory presumably must be initially induced as a short-term memory, 
and after time are converted into a long-term memory. For instance, similarly 
to a difference between a mother language studied in childhood and a foreign 
language studied later, both the formation rate and the stability of permanent 
memory decrease with age. The obvious implication of decreasing abilities to 
acquire new olfactory preferences is to limit substantially the ability both within 
an individual and across populations to redirect food preferences towards more 
desirable, i.e. healthy, food choices. By understanding the basis of the biochemi-
cal processes, it may be possible, however, to reconstitute the ability to form 
memories in a more pliable, i.e. adolescent manner.

Another potential consequence of a decreased ability to acquire persistent 
memory in adulthood, more precisely its negative consequences, relates to other 
compositional aspects of nutrition. The feeling of hunger in humans appears 
to relate primarily to macronutrient and calorie content and not to quality of 
food, though animals demonstrate nutrient-specific hunger [12]. Humans feel 
hunger for energy and apparently do not feel hunger for the essential nutrients 
except for water—thirst is a special “hunger” for water. Because energy governs 
the sensation of hunger, an unbalanced diet can be selected using foods differ-
ing in their content of essential nutrients, with satisfaction occurring only when 
the energy hunger has been overcome. It has been proposed that the prolifera-
tion of high-energy foods has resulted in an intake of high-energy diets—caloric 
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overconsumption at the expense of vitamin-rich and mineral-rich diets. Apart 
from the individual nutritional history (i.e. our permanent and long-term nutri-
tional memories), real nutritional requirements vary depending on individual 
physiological and psychological behaviour features, including functioning un-
der normal and stress conditions and adaptation to new surroundings. Unfor-
tunately, hunger as a sensation does not provide input beyond that of energy 
requirements.

Nutrition is the bridge between the physiology and the immediate environ-
ment as food choices by an individual. Ideally, persistent biochemical memories 
and olfactory preferences serve to coordinate a habitual physiological state with 
a successful set of food choices in an environment. As the availability of foods 
and the variation in composition of foods have increased dramatically in the 
past century, the basic sensory preference development processes may actually 
contribute to nutritional problems. Furthermore, agriculture itself is inadver-
tently being designed to uncouple composition from sensory cues. The quan-
tity-based agricultural model, where the relative content of food energy per acre 
corresponds to a driving force for genetic breeding and agricultural practices, is 
not necessarily consistent with the content of nutrients that underlie food qual-
ity. Furthermore, processing that disassembles commodities into component 
biomolecule classes (proteins, carbohydrates and oils) serves to further dissoci-
ate sensory cues from the composition and quality of foods. Individually recom-
mended consumption of specific nutrient compositions is even further from be-
ing differentiated in food-commodity planning. It is clear that it is not optimal if 
the food supply is to change simply to more homogeneous food without consid-
ering variable consumption. An important question is whether the processes of 
sensory preference development and biochemical memories can be considered 
as an asset in the future design of foods, diets and individual health.

Nutritionally deficient environments (e.g. low-protein and low-energy di-
ets) are well known to affect memory development. Whether specific nutrients 
are able to augment the speed and persistence of memories has not been es-
tablished. Nevertheless, the variation in ability to acquire memories at specific 
periods during growth suggests that the biochemical context during memory 
formation varies and that it is theoretically possible to recover this context via 
exogenous means. Short-term memory studies are mainly based on observa-
tions of electrical brain activity (electroencephalography) and use the electric 
circuit model. However, the nature of memorisation is not well understood [2–
4, 13–17]. Food habits for at least one obvious example—lactase expression dur-
ing adulthood—can cause short-term or long-term modifications of the gene 
pool. That is, food composition is a Darwinian selective factor. Are preference 
mechanisms selectable factors as well? Different brain structures (hippocampus, 
thalamus and amygdala) may be involved in the formation and storage of long-
term memories, which is accompanied by chemical and structural changes. 
Both short-term and long-term memories presumably use the same synapses, 
but long-term memory requires synthesis of some special proteins at least. Re-
activation of labile memories requires de novo protein synthesis for reconsolida-
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tion [15]. The formation of long-term and permanent memories requires gene 
expression, involves the formation and modification of particular synapses in 
the brain and the synthesis of new messenger RNAs and new proteins that con-
trol synaptic activity. Infusion of the protein synthesis inhibitor anisomycin into 
the lateral and basal nuclei of the amygdala shortly after training prevents con-
solidation of fear memories. This may reflect the development of a nutritional 
strategy for preventing the effects of early malnutrition on long-term memory 
development [16]. It was also shown that the initial percentage of body fat pro-
vides an individual metabolic memory (imprinting), e.g. energy efficiency and 
the extent to which the body’s protein and fat—i.e. both energy reserves—are 
mobilised for fuel during starvation. This memory means an individual strategy 
ensuring maximum length of survival during long-term starvation contributes 
to human variability in energy partitioning [17]. The influence of diet on genetic 
development and the permanent hereditary memory is multifactorial. The di-
etetic management of such metabolic errors as phenylketonuria and galactose-
mia shows that nutrition can influence the exploitation of the genetic program 
(permanent memory). An insufficient adaptation of the human genome to the 
new surroundings could result in overfeeding, atherosclerosis and diabetes.

When thinking about the various non-genetic forms of “memorisation”, it 
will be important to consider the diversity and biological information content 
of biomolecules themselves. For example, the most universal technique used 
for permanent memory formation in biological systems and their ingredients is 
separation of water in order to limit macromolecular mobility and to decrease 
the biological access and activity. The glassy state of densely packed globules of 
storage proteins—the interior of which is not accessible to water—spores, pol-
len and dry seeds preserves not only the biomolecules themselves, but in simple 
terms also represents a form of bioinformation [18, 19].

3.3 
Multidimensional Biomemory

The most obvious goal of memory development is for defence in competitive 
organisms. Memorisation is needed to fix a negative (hostile, toxic) experience 
for defence and also to fix a positive experience concerning the measures and 
tools successfully used by an organism for nutrition. In other words, nutrition 
and immunity require a repetitive accomplishment of sets of biochemical de-
fensive actions (operations), which, if templated and memorised, can be rapidly 
reused in the next similar situation. Memorisation could be regarded as a guide 
(programme) of actions to optimise the influence of the surroundings, or in 
other words, as a specific biological reaction to variability and uncertainty of the 
surroundings. Such surroundings would logically include competition or even 
symbiosis from other organisms. It is well recognised that the toxicity of prod-
ucts of pathogenic bacteria if experienced coincident with a novel aroma leads 
to memorisation of and avoidance (negative preference) of the odour. Thus, it is 
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certainly possible that the beneficial products of symbiotic bacteria could pro-
vide a physiological “context” in experiencing a novel odour that leads to the 
memorisation of and subsequent positive preference for that odour.

In principle, information from all five senses as to the surroundings and in-
formation about all kinds of activity and regulatory and feedback systems would 
form the integrated “context” in which olfactory preference decisions were 
made. Memorisation is, presumably, responsible for functional control, integra-
tion and adaptive, purposive responses to (protective reactions against) impor-
tant environmental changes. Faster consolidation of memory by an individual 
means faster adaptation to the new surroundings to protect and to nourish itself. 
In other words, successful adaptation is based upon memorised sequences of in-
teracting biochemical and biophysical commands for execution of a templated 
series of coordinated chemical transformations that are consolidated as memo-
ries. Because memories are apparently sorted and consolidated largely during 
sleep, the processes of sleep become part of the success of preference develop-
ment. Thus, adaptation in terms of olfactory preference development requires a 
large set of specific chemical reactions as symbiotic interactions, e.g. with vari-
ables as disparate as microflora and sleep as factors in the processes leading to 
preference. To date, multidimensional biomemorisation and formation of food 
preferences are among the least studied aspects of human nutrition.

3.4 
Flavour Sensation as a Part of Personal Dietary Choices

In the modern, affluent food marketplace, the key to success is delivering food 
that pleases the consumer’s palate [18, 19]. Although throughout history—or 
today in less-affluent cultures—cost and availability dictated food choices, today 
preference rules. Even the most nutritious foods are not routinely accepted and 
regularly consumed if they have poor sensory properties for the individual con-
sumer choosing them. Therefore, in building a knowledge base of food choices 
and particularly the role of flavour, it is necessary to study and understand olfac-
tory preferences. Food perception is more than the simple volatile compounds 
in food biomaterials capable of binding to olfactory receptors. Understanding 
flavour means first understanding the individual responses to olfactory stimuli 
and subsequently building an understanding of how those responses lead to 
preferences.

3.5 
Measuring Flavour Perception Is Influenced by Several Factors

The flavour a consumer perceives has been described as the result of interac-
tions among three factors that impact the overall flavour perception of foods 
(Fig. 3.1). The first factor includes all physical, chemical and biological aspects 
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related to the isolated food or food material itself. Traditionally, analytical fla-
vour research was concerned with extracting, identifying and quantifying the 
literally hundreds of different aroma and taste-active compounds in foods [20]. 
However, the molecules themselves are not the only factors that dictate flavour 
perception. The second factor concerns the various immediate processes of eat-
ing and all the aspects related to the physiology, anatomy and physicochemis-
try of the oral space. Whereas the first factor, the food, is independent of the 
consumer, the processes of eating are different among individuals. Important 
variables are all those that lead to the liberation of aroma and taste compounds 
and their transport from the oral cavity to either the nasal cavity, where the 
olfactory receptors are located, or to the taste buds on the tongue. When eating 
food, flavour compounds interact with the entire oral environment, including 
salivary and mucous layers. As these are all part of a person’s perception of food 
flavour, novel approaches are needed that place the individual consumer inside 
the process of flavour analysis. In essence if the variation among individuals is 
key to olfactory perception and preference, it is necessary to move to individu-
alised flavour science. Finally, perception itself is affected by the myriad memo-
risation processes discussed already that extend to psychosocial and cognitive 
factors such as culture, education and even mood [21–23]. In building a more 
individualised view of flavour perception, measuring aroma perception—the 
smell of food—as one central element of the overall sensory experience of food 
is becoming possible.

The aroma of foods is initiated when volatile aromatic compounds reach the 
olfactory epithelium in the upper part of the nose. One of the more obvious 
protective benefits of olfaction to the protection of the organism is the fact that 
aroma perception from food begins before eating is initiated. When volatiles 
emanating from the food are inhaled, they enter the nose through the orthona-
sal route. Decisions as to the risk benefits of consuming the food can be made 
prior to touching it. Once food is in the mouth, volatiles are released into the 
oral cavity and transported via the retronasal route to the throat (pharynx) and 
nose. The two specific “types of aromas” are the orthonasal and the retronasal 
aromas.

Because both the orthonasal and the retronasal aromas are dynamic, evolving 
over time, these dimensions must be captured analytically; hence, techniques 
are needed that are capable of analysing aroma profiles with the high time reso-
lution appropriate to aroma perception in humans, and capturing the time–in-
tensity patterns of the volatile compounds sweeping over the olfactory recep-
tors. Furthermore, odour perception is an inherently non-equilibrium situation. 
Foods on a plate and in the mouth are open systems, and volatiles continuously 
escape into the air. The most effective way to measure the release of aroma dur-
ing eating is to monitor the breath air as close as possible to the olfactory recep-
tors in the nose. One approach to collecting the exhaled air at the nostril breath 
by breath is termed nosespace or in vivo aroma analysis [24, 25].
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3.6 
The “Melody” of Coffee

Coffee is an interesting example of olfactory preference. The remarkable prefer-
ence that some consumers develop for the volatile aroma molecules liberated 
from mature, partially fermented, dried, roasted and ground beans of the plant 
are testament to the integrative nature of the olfactory preference development 
process. The positive preferences that are developed are presumably a conse-
quence, in part, of neurophysiological inputs from caffeine rather than nutritive 
or even microfloral inputs. Coffee aroma evolves in the mouth during drinking 
and finishes over several minutes after swallowing, with a typical afterodour in 
the mouth. The nosespace technique is able to capture many of these dynamic 
processes analytically, and gives a vivid insight into aroma release and its tempo-
ral evolution in the mouth. An abbreviated selection of 11 compounds that were 
simultaneously measured in the air exhaled through the nose during drinking 
of espresso coffee is shown (Fig. 3.2) using a technique termed proton-transfer 
reaction mass spectrometry (PTR-MS) [26, 27]. The top-left frame of Fig. 3.2
shows the in-mouth temperature measured with a tiny thermocouple in the cof-
fee assessor’s mouth. Prior to taking coffee into the mouth, the temperature was 
about 35 °C. As the individual sipped the coffee (at 50 s), the temperature rose 
immediately to 46 °C, and then decreased owing to the thermal conduction in 
the oral cavity. After keeping the coffee in the mouth for 10 s, the temperature 
dropped below 40 °C. In this specific aroma evaluation, the individual assessor 
was instructed to keep the coffee within the mouth for a relatively long time prior 

Fig. 3.1 Three factors influence flavour perception. The first includes all aspects that are related 
solely to the food, such as the aroma-active compounds present and interactions between the food 
matrix and aroma compounds. The second comprises all aspects related to the in-mouth situation. 
This makes the person eating the food an integral part of the system being analysed, and takes 
account of interactions between food and consumer. Finally, psychosocial and cognitive effects 
modulate aroma perception
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to swallowing in order to extend the measurements during the basic processes 
that occur in mouth. The concentration-time plots are those of compounds ap-
pearing at the indicated masses (m/z) in the nosespace air: m/z 37 corresponds 
to the protonated water cluster, H2O·H3O+, present in the breath air, whether 
or not the person had coffee in the mouth (natural humidity in breath). This 
water signal acts as a marker for the regularity and stability of breathing rhythm, 
another important variable in the overall in-mouth experience. Though some-
what arbitrary, the overall aroma development can be considered sequentially 
in stages. First, at the first contact of the liquid coffee with the in-mouth envi-
ronment, there is an initial rise in the concentration of aromatic compounds, 
the first-sip aroma. Second, the concentration of the various compounds avail-
able to the olfactory epithelia peaks and then decreases rapidly. Breaking these 
individual compounds into discrete temporal curves of concentration versus 
time reveals that the rate of decrease is not the same for all compounds; hence, 
the overall profile of the coffee aroma exposed to the olfactory epithelia, again, 
changes with time. The rapid decrease of the concentrations of volatile com-
pounds from coffee in the breath air is believed to be a combination of various 
phenomena: (1) temperature dependence of the air–water partition coefficient, 
(2) dilution of coffee with saliva, (3) interaction with saliva constituents and 
(4) adsorption and diffusion into the mucous layer. Third, when coffee is swal-
lowed, coffee volatiles are released during the passage through the throat. The 
subsequent exhalation, the swallow-breath, entrains these volatiles through the 
nose and out through the nostrils. Accordingly, the corresponding aroma profile 
is called the swallow-breath aroma. For a series of compounds, high concentra-
tions of volatiles are measured in the breath air just after swallowing. Fourth, 
when coffee is swallowed, the breath air continues to contain some of the coffee 
volatiles for several more minutes. This effect is known as the finishing or after-
odour aroma. The persistence of various coffee aroma compounds in the breath 
air is reminiscent of coffee aroma, although it has a composition quite different 
from the aroma in the first sip, or the swallow breath.

The breath-by-breath observations of the retronasal aroma transport of a 
wide variety of subjects revealed inter- and intraindividual differences and docu-
mented the need to go beyond a static aroma description. Simply describing the 
odorant exposure experience requires that the various compounds be measured 
as an integrated and dynamic process, but the differences among subjects imply 
that additionally an individualised view be brought into the very first stages of 
flavour research—measurement of aroma exposure. The breakthroughs in meth-
odologies that bring such analytical precision to studying olfactory exposure 
can now be brought to address a more concrete understanding of the customer’s 
perception of food aroma in general. The analytical approaches described must 
now be coupled to means to evaluate the subjective aspects of flavour preference 
simultaneous with odorant exposure.

Ultimately, studies such as the evaluation presented will enable research to 
acquire a better understanding of how aromas lead to preferences for specific 
foods. The example of coffee aroma measurement revealed interindividual dif-
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Fig. 3.2 Nosespace spectra during drinking of espresso coffee by an experienced coffee taster. The 
top-left frame shows the in-mouth temperature profile during drinking
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ferences in the manipulation of the odorant exposure related to flavour prefer-
ences. That is, individuals who reported a greater preference for coffee manipu-
lated the concentration of aromas to increase the net concentration and duration 
of exposure relative to individuals who did not regularly consume coffee. These 
approaches were thus capable of resolving novel aspects of the variation in in-
dividual consumers. For example, coffee is prepared differently from country to 
country. Individual preferences, modes of preparations and serving tempera-
tures vary within a country and even within a family. Very accurate measures 
are necessary to resolve these subtle differences that are nonetheless critical to 
preference development. Recent studies have investigated the retronasal aroma 
from other foods such as ice cream or banana [28]. In all of these studies, a dy-
namic evolution was observed that was characteristic for the type of food and 
consumption temperature, and that revealed interindividual differences.

With methods in place to measure volatile aroma compounds within the ol-
factory space of individuals in real time, and to couple these to subjective reports 
of preference, it then becomes possible to combine these with more comprehen-
sive measures of acute metabolism and physiology within an individual during 
the period when a novel food is being first perceived and olfactory preferences 
are being developed.

3.7 
Metabolomics and the Metabolic Response to Foods

Metabolism in human and animal biofluids and tissues is the quantitative inter-
action of metabolic pathways with physiological demands and the consequences 
of eating. Metabolite concentrations are the direct reflection of metabolism. 
Measurements of metabolite concentrations, when comprehensive and accu-
rate, reflect the range of biochemical effects induced by a condition or interven-
tion. Metabolomics is emerging as a postgenomic science that seeks to measure 
all of the metabolites in a tissue, biofluid or cell. Metabolomics is seen as a field 
with substantial applications to biotechnology and medicine. Although the tools 
of metabolomics are still in the process of development, they are already be-
ing used to identify the functions of genes, describe the effects of toxicologi-
cal, pharmaceutical, nutritional and environmental interventions, and to build 
integrated databases of metabolite concentrations across human and research 
animal populations [29]. When these measures are considered to be a reflection 
of the entire metabolite pool, i.e. metabolomics, data can be used to diagnose or 
predict disease, to stratify populations by an individual’s specific metabolism or 
to determine the safety or efficacy of a therapeutic intervention [30]. Metabolo-
mics can also be used to directly quantify and assess the consequences of eating. 
The only additional consideration is to include measurements of metabolites as 
a function of time after eating a standardised meal (ensemble of components).

Metabolite measurements have been used to assess health for decades, and 
so metabolomics is not a revolutionary approach to medicine, toxicity or nutri-
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tion. Measurements of fasting plasma glucose concentrations to assess diabetes 
or of cholesterol concentrations to predict the likelihood of cardiovascular dis-
ease are common, metabolite-based tools used to assess health. More recently, 
the idea of assessing postprandial metabolism has gained acceptance, with the 
ability of an individual’s response to a standard glucose challenge to predict in-
sulin sensitivity prior to the development of metabolic diseases of insulin failure 
[31]. Nonetheless, the use of metabolic measurements for assessing health status 
has, to date, been approached as an application of single biomarkers designed 
for diagnosis or prognosis of disease. Metabolomics offers a fresh perspective 
on this approach because of the scope of measurements that can now be made 
with modern analytical equipment. Because the products, intermediates and 
substrates for virtually all endogenous biochemical pathways can be measured 
by various analytical platforms, it is now possible to assemble a picture of indi-
vidual health in its full context. This is already providing advantages for both 
discovery and clinical work in disease, but could be equally powerful in devel-
oping an understanding of the relations between metabolism and sensation and 
preference development.

Metabolism itself can be described comprehensively in breadth and depth 
and time. Rather than single metabolites, highly comprehensive sets of metabo-
lite measurements are obtained by multiparallel analyses. Rather than averaging 
over large populations or trials, measurements of the metabolic profile of single 
individuals become discretely targeted information, and rather than attempting 
to identify a key point in time, measurements are taken as a function of time 
after various challenges, including diet, to reflect the true dynamics of metabo-
lism. As the result, it is possible to approach the problem of assessing health and 
flavour preference development scientifically.

3.8 
Profiling of Postprandial Plasma Lipid Composition

The structural and energetic lipids present in blood have proven to be a particu-
larly informative class of metabolites for diagnosing and understanding changes 
in energy balance and transport, such as in disorders like atherosclerosis, type 
2 diabetes and the metabolic syndrome. The concentration and composition 
of lipid metabolites in whole plasma, including the different phospholipids, 
sphingolipids, sterols, sterol esters, glycerides and free fatty acids, represent the 
integrated metabolism of key tissues exchanged continuously with the blood 
compartment. In particular, plasma lipid metabolites directly reflect metabo-
lism from organs serving as biosynthetic sites for lipids, including liver, adipose 
tissue and intestine. A key advantage of profiling these metabolites is that most 
of the biochemical pathways responsible for their synthesis, metabolism and 
catabolism are known. Thus, the quantitative lipid metabolite profiles can be 
mapped against pathway knowledge to determine biological bases for metabolic 
changes in the profile. Lipomics’s TrueMass® analytical platform (http://www.
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lipomics.com/services) produces quantitative data on approximately 300 indi-
vidual lipid metabolites from a single human serum or plasma sample.

Whole plasma can also be fractionated into specific lipoprotein size classes 
to further resolve the underlying biochemistry and metabolism of tissues that 
deliver these lipids to blood and selectively remove them. Thus, TrueMass® anal-
ysis can be used to measure the lipid profiles of very-low-density lipoprotein, 
quantify the lipid pathways responsible for metabolic changes in the liver and 
measure profiles of high-density lipoprotein to quantify the flux of lipids in re-
verse cholesterol transport.

3.9 
Profiling Signalling Lipids

Polyunsaturated fatty acids and their derivatives (i.e. monoacylglycerols, am-
ides and oxylipins) function as effectors of biological activities. Free fatty acids 
modulate the activity of phospholipases, ionic channels, ATPases, G-proteins 
and protein kinases; they also regulate the phosphoinositide and sphingomy-
elin cycle, hormonal signal transduction and gene transcription. Furthermore, 
enzymatic oxygenation of unsaturated fatty acids gives rise to a wide range of 
highly active oxylipins, which function as signalling molecules. As the oxylipins 
are synthesised from polyenoic fatty acids in response to different biological 
stimuli, their measurement provides a quantitative reflection of the state of cells 
and tissues being measured. A large part of the oxidised lipids present in bio-
fluids and tissues is specifically biosynthesised from polyunsaturated fatty acids 
by action of acutely regulated enzyme(s). The amount and types of oxylipins 
in biofluids have been used to indicate inflammatory, damaged and explicitly 
diseased states.

In animals, the fatty acid arachidonic acid is considered to be the most im-
portant precursor of oxygenated derivatives—compounds commonly referred 
to as eicosanoids, i.e. derived from 20-carbon-chain-length fatty acids. Studies 
have documented that most of the primary oxygenation of arachidonic acid and 
other fatty acids in animal tissue is catalysed by cyclooxygenases (prostaglandin 
endoperoxide synthases) and lipoxygenases that are coordinated in a series of 
time-dependent events to control various processes of response to stress and in-
fection [32]. These multiple enzymatically catalysed reactions lead to a number 
of oxygenated derivatives such as prostaglandin H2, leukotriene A4 and vari-
ous fatty acid hydroperoxides, which can be further modified by secondary en-
zymes, including prostaglandin E, D and F synthases, thromboxane A synthase, 
prostacyclin synthase, leukotriene A4 hydrolase and leukotriene C4 synthase, to 
generate members of the prostaglandin, leukotriene and thromboxane families 
[33]. Cytochrome P450 monooxygenase activity can also lead to the formation 
of epoxy, hydroxy and dihydroxy derivatives, whereas non-enzymatic oxygen-
ation of arachidonic acid and other polyunsaturated fatty acids can lead to the 
formation of the isoprostane group of compounds [34]. Taken together, the oxy-
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lipins exert remarkably diverse biological effects from acute cellular processes, 
from promoting the aggregation of blood platelets to curtail bleeding to muscle 
contraction to physiological processes such as reproduction. Importantly, the 
quantities and distributions of oxylipins are, in part, responsive to diet because 
all are derived from fatty acids that cannot be synthesised de novo by humans 
and must be ingested as components of foods. These compounds, by playing 
such diverse roles in the various processes of responses to stress constitute a 
valuable and measurable index of both stress detection and stress response and 
its effective (or potentially ineffective) resolution. 

Much as measuring lipid metabolites comprehensively as opposed to a single 
biomarker provides a quantum leap in understanding structural lipid metab-
olism and status, quantitatively measuring lipid-signalling oxylipins has been 
shown to provide unique insight into shifts in phenotype in response to envi-
ronmental stressors both systemically and in various tissues including the brain 
[35]. The 5-hydroxyeicosatrieneoic acid (5-HETE) from 5-LOX and PGF2a 
from COX are early markers of inflammatory progression, the epoxy eicosatri-
enoic acids (EETs) are potent anti-inflammatory and vasodilatory agents, and 
12-HETE and 15-HETE are reported markers of cellular proliferation [36].

By measuring all of these signalling, energetic and structural metabolites dur-
ing the period after consuming a meal, it is possible to generate a comprehensive 
perspective of the metabolic response to a meal, the stress responses occurring 
during this period and the overall state of physiological context in which the ol-
factory decision must take place. This type of database, once constructed, would 
represent the physiological context in which the initial experience to and the de-
cision as to preferences of a specific olfactory molecule(s) could be established.

3.10 
Conclusion

The development of mechanisms that simultaneously protect and nourish an or-
ganism within a particular environment is key to survival, and these mechanisms 
represent an important Darwinian selective pressure. The ability of organisms 
to learn from their surroundings and to improve their biochemical responses to 
that environment is becoming increasingly well established as forms of imprint-
ing and metabolic memory. Within this context, the development of olfactory 
preferences is a vivid example of acquired memories. Food is not only a source 
of nutrients, but also the chemicals that elicit characteristic volatile aromas and 
lead to preferences for particular food choices. Ideally, the memories formed 
in response to exposures to diets enhance an individual’s ability to succeed in 
a particular environment, including the available foods. However, the failure of 
modern diets to deliver increasing health to the entire population is testament 
to the inability of all humans to match food choices to optimal nutritional re-
quirements in all environments and lifestyles. The ability to reformulate food 
commodities and foods with widely varying nutritional and flavour properties 

3.10 Conclusion
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has the potential to both confound and enhance the processes of flavour prefer-
ence and food choice. Enhancing food choices based on flavour preferences will 
require an understanding of precisely how flavour preferences are developed. 
The tools to simultaneously measure aroma exposure, aroma perception and 
metabolic responses to foods are at hand. Bringing these tools to practice and 
joining the fields of flavour science, nutrition and metabolic assessment into a 
new era of personalised diet and health is an attractive possibility.
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4.1 
What Is an Essential Oil?

Essential oil, also defined as essence, volatile oil, etheric oil or aetheroleum, is 
a complex mixture of volatile constituents biosynthesised by living organisms. 
Essential oils can be liberated from their matrix by water, steam and dry distilla-
tion, or expression in the case of citrus fruits [1–5]. Their occurrence and func-
tion in nature is still a question and the subject of ongoing research. However, 
there is evidence that organisms produce essential oils for defence, signalling or 
as part of their secondary metabolism. As a consequence essential oils comprise 
an important bioresource for renewable natural products [1–25].

Extracts of aromatic plant or animal materials obtained using organic solvents 
or fluidised gasses are not considered as essential oils [1, 23, 25–28]. Concretes, 
absolutes, spice oleoresins, etc. which can be classified as aromatic extracts are 
not covered in this chapter. 

Essential oils, their fractions and their isolates are utilised in flavour and fra-
grance, food, perfumery, cosmetics and toiletries, fine chemicals, pharmaceuti-
cal industries and therapy. They are used as such or in diluted forms in the bud-
ding aromatherapy sector [1, 3, 5, 6, 8–14, 16–19, 21–35].

Essential oils may comprise volatile compounds of terpenoid or non-terpe-
noid origin. All of them are hydrocarbons and their oxygenated derivatives. 
Some may also contain nitrogen or sulphur derivatives. They may exist in the 
form of alcohols, acids, esters, epoxides, aldehydes, ketones, amines, sulphides, 
etc. Monoterpenes, sesquiterpenes and even diterpenes constitute the composi-
tion of many essential oils. In addition, phenylpropanoids, fatty acids and their 
esters, or their decomposition products are also encountered as volatiles [1–16, 
21–33, 36–38]. 

Owing to their liquid nature at room temperature, essential oils are called as 
such. They should not be confused with fixed oils or fatty oils, which are com-
posed of a naturally occurring mixture of lipids which may not necessarily be 
volatile. Therefore, essential oils differ entirely both in chemical and in physical 
properties from fatty oils. Essential oil evaporates completely when dropped on 
filter paper; however, fixed oil leaves a permanent stain which does not evapo-
rate even when heated. 
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Essential oils occur mainly in aromatic plants. A few of them are found in 
animal sources, e.g. musk, civet and sperm whale, or are produced by microor-
ganisms [1, 3, 6, 23, 25, 26, 29–33]. The Council of Europe describes “essential 
oil” as a product obtained from “vegetable raw material” [27]. Owing to a ban 
on animal-based flavour and fragrance materials, essential oils of trade are en-
tirely of plant origin 

Among many others, well-known families rich in essential oil bearing species 
are Apiaceae, Asteraceae, Cupressaceae, Hypericaceae, Lamiaceae, Lauraceae, 
Myrtaceae, Pinaceae, Piperaceae, Rutaceae, Santalaceae, Zingiberaceae and Zy-
gophyllaceae [1–4, 8–11, 39].

In plants, essential oils occur in oil cells, secretory ducts or cavities, or in 
glandular hairs. In some cases, they are bound with carbohydrates in the form 
of glycosides [1–4, 8–14]. In such cases, they must be liberated by hydrolysis of 
the glycosidic bond. This is done by allowing enzymatic reactions to take place 
during wilting prior to distillation of fresh plant materials. Mosses, liverworts, 
seaweeds, sponges and fungi have also been shown to contain essential oils. 
Besides higher plants, some terrestrial and marine animals, insects, fungi and 
microorganisms are also known to biosynthesise volatile compounds [6–14, 
30–33, 40, 41].

Essential oils are frequently associated with gums and/or resins. They are 
freed from such products by distillation. 

Essential oil constituents can be classified as terpenoids and non-terpenoid 
hydrocarbons. 

4.1.1
Non-terpenoid Hydrocarbons 

Non-terpenoid hydrocarbons found in essential oils such as short chain alco-
hols and aldehydes are formed by metabolic conversion or degradation of phos-
pholipids and fatty acids [12]. 

Hydrocarbons consist of carbon and hydrogen. They may also contain oxy-
gen, nitrogen or sulphur. The simplest hydrocarbon is methane (CH4), which is 
a colourless and odourless highly flammable gas. The carbons are connected by 
single, double or triple bonds to form higher molecular weight hydrocarbons. 
Saturated homologous straight-chain structures are called alkanes, while their 
unsaturated forms are called alkenes. Alkenes show isomerism owing to the 

Structure 4.1
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position of the hydrogen atoms attached to the double bond as in the examples
trans-but-2-ene 1 and cis-but-2-ene 2 (Structure 4.1).

Molecules with three carbon atoms can only form a straight chain; however, 
with four carbons or more they can form both straight and branched chains. 
Then, their naming also changes accordingly. Isoprene is one such molecule; it is 
chemically 2-methyl-1,3-butadiene 3 (Structure 4.2).

Structure 4.2

4.1.2
Terpenoids

Terpenes, also called isoprenoids, are one of the largest classes of natural chemi-
cals formed by head-to-tail rearrangement of two or more isoprene molecules. 
More than 30,000 terpenoids have been isolated from plants, microorganisms 
and animals [3, 7, 11, 37, 42]. They are important constituents of essential oils. 
Molecules formed from two isoprene 3 molecules are called monoterpenes
(C10H16). C5H8 compounds are hemiterpenes. Sesquiterpenes contain three 
isoprene units; hence they have the formula C15H24. C20H32 compounds formed 
from four isoprene units are diterpenes. Heavier terpenes like diterpenes are 
generally not found in essential oils. Isoprene itself is considered the only hemi-
terpene, but oxygen-containing derivatives such as prenol and isovaleric acid 
are hemiterpenoids, too [3, 7–14].

Kekulé, in 1880, was the first scientist to name C10H16 compounds as “ter-
penes”, because of their existence in turpentine. His assistant Wallach (1910 re-
cipient of the Nobel Prize in Chemistry) hypothetically proposed in 1887 that 
terpenes were constructed via two or more isoprene units. Three decades later, 
Robinson (1947 recipient of the Nobel Prize in Chemistry) perfected Wallach’s 
“isoprene rule” by suggesting that the isoprene units should be connected in 
a head-to-tail fashion. A few years later, Ruzicka (1939 recipient of the Nobel 
Prize in Chemistry) proposed in 1950 the “biogenetic isoprene rule”, further de-
veloping Wallach’s hypothesis. The rule reiterated the formation of terpenes by 
head-to-tail rearrangement of two or more isoprene units. This rule stipulates 
that the terpenoids are derived from aliphatic precursors such as geraniol for 
the formation of monoterpenes, farnesol for the sesquiterpenes, geranylgeraniol 
for the diterpenes and squalene for triterpenes. It is interesting to note that three 
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terpene scientists received the Nobel Prize in Chemistry within a span of 37 
years [3, 7–14, 38, 39, 42].

4.1.2.1 
Biosynthesis of Terpenes

Terpenes, biogenetically, arise from two simple five-carbon moieties. Isoprenyl-
diphosphate (IPP) and dimethylallyldiphosphate (DMAPP) serve as universal 
precursors for the biosynthesis of terpenes. They are biosynthesised from three 
acetylcoenzyme A moieties through mevalonic acid (MVA) via the so-called 
mevalonate pathway. About 10 years ago, the existence of a second pathway lead-
ing to IPP and DMAPP was discovered involving 1-deoxy-D-xylulose-5-phos-
phate (DXP) and 2C-methyl-D-erythritol-4-phosphate (MEP). This so-called 
non-mevalonate or deoxyxylulose phosphate pathway starts off with the conden-
sation of glyceraldehyde phosphate and pyruvate affording DXP. Through a se-
ries of reactions as shown in Fig. 4.1, IPP and DMAPP are formed, respectively 
[3, 7, 42, 43].

IPP and DMAPP lead to geranylpyrophosphate (GPP), which is an imme-
diate precursor of monoterpenes. The formation of nerylpyrophosphate (NPP) 
from GPP gives rise to a wide range of acyclic, cyclic, bicyclic or tricyclic skel-
etons. Reactions like rearrangement, oxidation, reduction and hydration via 
various terpene cyclases result in the formation of numerous terpene deriva-
tives. Condensation of GPP and IPP leads to farnesylpyrophosphate (FPP), the 
immediate precursor of sesquiterpenoids. Likewise, FPP and IPP are conducive 
to diterpenoids. 

Fig. 4.1 Terpenoid biosynthesis: two independent pathways
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The mevalonate-independent pathway is present in most bacteria and all 
phototropic organisms. In higher plants and most algae both pathways run in-
dependently. The mevalonate pathway is located in the cytoplasm and is respon-
sible for the biosynthesis of most sesquiterpenoids. The mevalonate-indepen-
dent pathway, in contrast, is restricted to the chloroplasts where plastid-related 
isoprenoids such as monoterpenes and diterpenes are biosynthesised via this 
pathway [43–45]. Figure 4.2 illustrates the interrelationships of both biosyn-
thetic pathways connected to Fig. 4.1 [46].

Monoterpenes
Monoterpenes are formed from two attached isoprene 3 units: 2,6-dimethyloc-
tane as the simplest skeleton. Thus, they can be acyclic or linear like β-myrcene 
4, (E)-β-ocimene 5, (Z)-β-ocimene 6, and allo-ocimene 7 (Structure 4.3). Or 
they can be cyclic, meaning ring-forming, such as in the simplest form like 
p-menthane 8 or p-cymene 9. Monocyclic 8, 9, bicyclic δ-3-carene 10 and tri-
cyclic tricyclene 11 type monoterpenes are found in essential oils [1–4, 6–14, 
16–23, 38, 39, 42, 47, 48]. 

Fig. 4.2 Terpenoid biosynthesis sites and products (metabolites) (reprinted from Rohmer [46], 
copyright 2006, with kind permission from Elsevier)

4.1 What Is an Essential Oil?
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Aromatic monoterpenes which contain a benzene ring like p-cymene 9, car-
vacrol 12, thymol 13 and phenylethyl alcohol 14 (Structure 4.4) are common 
constituents of many essential oils, e.g. oregano (Origanum sp.), thyme (Thymus
sp.), savory (Satureja sp.) and rose (Rosa sp.) oils. Another important constitu-
ent class of essential oils is phenypropanoids [36]. They are not considered as 
terpenoids owing to their different biogenetic origins, which will be mentioned 
later.

According to the Dictionary of Natural Products (DNP), there are 25 different 
classes of monoterpenes [37]. 

The biosynthesis of different classes of monoterpenes formed from α-terpinyl 
cation and respective precursors are illustrated in Fig. 4.3.

Structure 4.3

Structure 4.4

4.1.2.1.1.1
Acyclic Monoterpenes
These regular monoterpenes constitute a small class which includes the trienes 
myrcene 4 and ocimenes (5–7) and the alcohols geraniol 15, nerol 16, citronel-
lol 17, linalool 18, etc (Structure 4.5).

Citral is the naturally occurring mixture of the aldehydes geranial 19 and 
neral 20 (Structure 4.6). Citronellal 21 is another acyclic aldehyde within this 
grouping. Variation of the 2,6-dimethyloctane skeleton is easily noticeable.
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Fig. 4.3 Monoterpene (re)arrangements and important intermediates

4.1 What Is an Essential Oil?
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Structure 4.5

Structure 4.6

Cyclic Monoterpenes
Cyclic monoterpenes can be classified in three subgroups according their ring 
size such as:
1. Monocyclic monoterpenes
2. Bicyclic monoterpenes
3. Tricyclic monoterpenes

Monocyclic Monoterpenes
p-Menthane monoterpenes which possess the 1-methyl-4-isopropyl-cyclohex-
ane 8 skeleton comprise the largest group of naturally occurring monoterpenes.

p-Menthadienes are limonene 22, α-terpinene 23, β-terpinene 24, γ-terpinene 
25, terpinolene 26, α-phellandrene 27 and β-phellandrene 28 (Structure 4.7) re-
sulting from different rearrangements of the α-terpinyl cation (Fig. 4.3). This 
group is also classified among the monoterpene hydrocarbons.

Aromatic monoterpenes such as p-cymene 9 and its hydroxylated derivatives 
thymol 12 and its isomer carvacrol 13 always occur along with α-terpinene 23,
γ-terpinene 25 and terpinen-4-ol 29 (Structure 4.8). Metabolites, like p-cymene-
8-ol 30 and cuminyl alcohol 31 may also be derived from p-cymene (Fig. 4.4).

Other important members of this class include oxygenated derivatives such 
as α-terpineol 32, menthol 33, isopulegol 34 and cis-hexahydrocuminyl alcohol 
35, also classified as monoterpene alcohols.



51

Aldehydes in this group are as follows: carvone 36, dihydrocarvone 37, isom-
enthone 38, piperitone 39, pulegone (piperitenone) 40, isopulegone 41 (Struc-
ture 4.9).

Structure 4.7

Structure 4.8

Structure 4.9

Bicyclic Monoterpenes
1,8-Cineole 42 as well as 1,4-cineole 43 are cyclic ethers (Structure 4.10). All 
including ascaridol 44 are bicyclic oxygenated monoterpenes. Their formation 
can be seen in Fig. 4.3.

Pinane monoterpenes are bicyclic monoterpenes resulting from intramolec-
ular rearrangement of the α-terpinyl cation yielding the [3.1.1] bicyclic system 
(Fig. 4.3). α-Pinene 45 and β-pinene 46 (Structure 4.11) are the main constitu-
ents of turpentine oil from pines. They occur widely in essential oils.

4.1 What Is an Essential Oil?
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The bornane-, camphane- and fenchane-type monoterpenes possess the 
[2.1.1] bicyclic skeleton formed by different cyclisation of the terpinyl cation. 
Important members include borneol 47, isobornyl acetate 48, camphene 49,
camphor 50, fenchone 51 (Structure 4.12).

Thujane-type monoterpenes, unusual monoterpenes with a cyclopropane 
ring in a bicyclo[3.1.0] skeleton, are formed from the terpinen-4-yl cation di-
rectly or via the sabinyl cation. Important members include α-thujene 52, sa-
binene 53, the cis isomer 54 of sabinene hydrate, sabinol 55, sabinylacetate 56,
α-thujone 57, β-thujone 58 and isothujanol 59 (Structure 4.13).

Carane-type monoterpenes possess a cyclopropane ring in a bicyclo[4.1.0] 
skeleton. δ-3-Carene 10 is a common constituent in various essential oils.

Fig. 4.4 Aromatic monoterpene biosynthesis

Structure 4.11Structure 4.10
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4.1.2.1.1.2.3
Tricyclic Monoterpenes
Tricyclene 11 or 1,7,7-trimethyltricyclo[2.2.1.02,6]heptane, is a good example 
which frequently occurs in various essential oils.

4.1.2.1.1.3
Irregular Monoterpenes

Fig. 4.5 Different classes of monoterpenes 

There are two major types of irregular monoterpenes (Fig. 4.5):
1. The substituted cycloheptane monoterpenes, also called tropones. Eu-

carvone 60, nezukone (4-isopropyl-2,4,6-cycloheptatrienone) 61 and 
γ-thujaplicin 62 (Structure 4.14) most probably arise by an unknown 
ring expansion of the cyclohexane skeleton.

Structure 4.13

Structure 4.12

4.1 What Is an Essential Oil?



4 Chemistry of Essential Oils54

Structure 4.14

2. The other major group of irregular monoterpenes is formed by non-head-
to-tail fusion of isoprene units. Important members include artemisia 
ketone 64, santolinatriene 65, chrysanthemol 66, yomogi alcohol 67 and 
lavandulol 68 (Structure 4.15). Lavandulane-type compounds occur in 
the families Lamiaceae (Labiatae) and Apiaceae (Umbelliferae), while 
chrysanthemane, artemisane and santolinane types occur in the family 
Asteraceae (Compositae) [47, 48].

Structure 4.15

4.1.2.1.2 
Sesquiterpenes
Sesquiterpenes are formed by the addition of one more isoprene units to a 
monoterpene molecule, and thus have the molecular formula C15H24 (see also 
Fig. 4.2). There are linear, branched or cyclic sesquiterpenes. Sesquiterpenes are 
unsaturated compounds. Cyclic sesquiterpenes may be monocyclic, bicyclic or 
tricyclic. They are the most diverse group among the volatile terpenoids [2, 3, 
7–11, 13, 14, 16, 20–24, 37–39, 49]. The DNP treats sesquiterpenoids in 147 dif-
ferent structural types [37]. Various types of sesquiterpenes (69–109) can also 
be seen in Structure 4.16.
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Structure 4.16

4.1.2.1.2.1
Acyclic Sesquiterpenes
β-Farnesene 69 is a constituent of hops oil and many other oils. α-Farnesene 70
is the structural isomer. Structural representations of α-farnesene and β-farne-
sene are illustrated in Structure 4.17.

Farnesol 71 (Structure 4.18) is widely distributed in flower oils such as rose, 
acacia and cyclamen. 

Nerolidol is isomeric with farnesol and is found in neroli oil and many other 
oils. Its E isomer 72 is more frequently found in nature than its Z isomer 73
(Structure 4.19).

Structure 4.17

Structure 4.18

4.1 What Is an Essential Oil?
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Structure 4.19

4.1.2.1.2.2
Monocyclic Sesquiterpenes
Bisabolene-type sesquiterpenes, e.g. α-bisabolene 74 (Structure 4.20), are 
widely distributed in nature. This sesquiterpene hydrocarbon is a constituent 
of bergamot, myrrh and a wide variety of essential oils. Its oxygenated deriva-
tives α-bisabolol [6-methyl-2-(4-methyl-3-cyclohexen-1-yl)-5-hepten-2-ol] 75
and β-bisabolol [4-methyl-1-(6-methylhept-5-en-2-yl)cyclohex-3-enol] 76 are 
found abundantly in chamomile.

Structure 4.20

Zingiberene [5-(1,5-dimethyl-4-hexenyl)-2-methyl-1,3-cyclohexadien] 77
(Structure 4.21), is a constituent of ginger oil.

Structure 4.21

Lanceol or 2,7(14),10-bisabolatrien-12-ol 78 (Structure 4.22) is a primary 
alcohol found in the oil of sandalwood (Santalum lanceolatum). Z and E isomers 
exist.
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Structure 4.22

4.1.2.1.2.3
Bicyclic Sesquiterpenes
Cadinene is a trivial name of a number of isomers which occur in a wide vari-
ety of essential oils e.g. cubeb oil. Actually, it is derived from the Cade juniper 
(Juniperus oxycedrus L.). The cadalane (4-isopropyl-1,6-dimethyldecahydro-
naphthalene) carbon skeleton is the base. Prominent stereochemical isomers are 
α-cadinene 79, γ-cadinene 80 and δ-cadinene 81 (Structure 4.23). This group is 
also known as naphthalene-type sesquiterpenes.

α-Selinene 82, β-selinene 83, γ-selinene 84 and δ-selinenes 85 (Structure 4.24)
are found in celery oil and many other oils.

α-Eudesmol 86, β-eudesmol 87 and γ-eudesmol 88 (Structure 4.25) are ter-
tiary alcohols found in many oils. They are practically the oxygenated forms of 
selinenes.

α-Cyperone 89 (Structure 4.26) is a sesquiterpene ketone found in the essen-
tial oil of the tubers of Cyperus rotundus. Further hydroxylated derivatives such 
as α-cyperol 90 and isocyperol 91 can be found along with another ketone with 
a tricyclic unusual skeleton, namely cyperenone 92.

The bicyclic ketone eremophilone 93 (Structure 4.27) was first isolated from 
wood oil of Eremophila mitchelii. It is also found in many other oils. allo-Er-
emophilone 94 is also structurally related.

The azulenes are a group of bicyclic sesquiterpenes which are responsible for 
the blue colour of essential oils. They contain highly conjugated five- and six-
membered aromatic carbon rings fused together. Chamazulene 97, the blue-
colouring principle of chamomile oil, is actually formed from matricine 95 dur-
ing distillation, through the carboxylic acid 96 intermediate, as seen in Fig. 4.6
[1–4], whereas guaiazulene or 1,4-dimethyl-7-isopropylazulene 98 is found in 
geranium oil.

Vetivanes are sesquiterpene ketones occuring in vetiver oil. Vetivane is basi-
cally a spiro[4,5]decane 99 (Structure 4.28). Although structurally different as 
in the case of α-vetivone 100 and β-vetivone 101, they are characteristic com-
pounds present in vetiver oil. Analogues such as α-vetispirene 102 and β-veti-
spirene 103 may occur as well.

The tertiary alcohol guaiol 104 (Structure 4.29), also called 2-(1,2,3,4,5,6,7,8-
octahydro-1,4-dimethylazulen-7-yl)propan-2-ol, is found in guaiacum wood oil.

4.1 What Is an Essential Oil?
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Structure 4.23

Structure 4.24

Structure 4.25

Structure 4.26

Structure 4.27
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Fig. 4.6 Chamazulene chemistry

Structure 4.28

Structure 4.29

4.1.2.1.2.4
Miscellaneous Sesquiterpenes
Caryophyllene, a common constituent of essential oils, was first isolated from 
clove oil. β-Caryophyllene [(E)-caryophyllene] 105 (Structure 4.30) is the 
most widely encountered form of caryophyllenes. Caryophyllene derivatives 
(106–108) are characteristic constituents of most birch oils [49–51].

Humulene 109 (Structure 4.31) is isomeric with caryophyllene. First isolated 
from hops oil (Humulus lupulus), it is a common constituent of essential oils.

Structure 4.30

4.1 What Is an Essential Oil?
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Structure 4.31

4.1.2.1.3 
Diterpenes
Head-to-tail rearrangement of four isoprene units results in the formation of di-
terpenes (C20H32), as seen also in Fig. 4.2. Diterpenes are generally found in res-
ins, e.g. pimaric acid and abietic acid. Some diterpenoids are also constituents 
of essential oils, e.g. phytol [3, 7–14, 37, 52, 53]. Like sesquiterpenes, diterpenes 
are heavier than monoterpenes; therefore, they require more energy to go to the 
vapour phase. For this reason, longer distillation times are necessary for their 
recovery. The DNP lists 118 different structural types for diterpenoids [37]. Im-
portant diterpenes found in essential oils will be detailed. Some representatives 
of volatile diterpenes are as in Structure 4.32.

Structure 4.32
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4.1.2.1.3.1 
Acyclic Diterpenes
Phytol, a diterpene alcohol (3,7,11,15-tetramethyl-2-hexadecen-1-ol), occurs 
in two isomeric forms: trans-phytol 110 and cis-phytol 111 (Structure 4.33). 
Phytol was first isolated at the beginning of the nineteenth century during es-
terification of the chlorophyll molecule. It is a constituent of nettle and many 
essential oils. Another acyclic diterpene, geranylcitronellol 112, also occurs in 
essential oils.

Structure 4.33

4.1.2.1.3.2 
Cyclic Diterpene  
Camphorene 113 (Structure 4.34), which is a constituent of camphor oil, is iden-
tical to dimyrcene. Several dimyrcene derivatives are constituents of pistachio 
oils [54]. The gum resin of Commiphora mukul furnishes essential oil (0.4 %) 
consisting chiefly of myrcene 4 and “dimyrcene” (camphorene 113) [55].

Structure 4.34
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4.1.2.1.3.3 
Bicyclic Diterpenes
Sclareol 114 (Structure 4.35), a ditertiary glycol, is a constituent of clarysage 
(Salvia sclarea) oil [56, 57]. The diterpene ketone sclareolide 115 and the lactone 
ambrox 116 are important (bio)synthetic derivatives found in clarysage extract.

Manool 117 and manoyl oxide 118 (Structure 4.36) are found in pine oils. 
They are common diterpenes encountered in many essential oils.

Labdane 119, abienol 120 and labdanediol 121 (Structure 4.37) are represen-
tatives of volatile labdane derivatives.

Structure 4.35

Structure 4.36

Structure 4.37



63

4.1.2.1.3.4 
Tricyclic Diterpenes
Kaur-15-ene 122, kaur-16-ene 123 and phyllocladene 124 (Structure 4.38) are 
encountered in essential oils.

The diterpene pimaradiene 125 and sandaracopimaradiene (or isopimaradi-
ene) 126 (Structure 4.39) are found in some essential oils.

Structure 4.38

Structure 4.39

4.1.3
C13 Norterpenoids 

This is a fairly large group of C13 compounds generally thought to be degraded 
carotenoids or catabolites of abscisic acid. α-Ionone 127, β-ionone 128, γ-io-
none 129, dihydro-β-ionone 130, (E)-geranyl acetone 131 (Structure 4.40),
pseudoionones such as β-damascenone (3,5,8-megastigmatrien-7-one) 132,
megastigmadienones, megastigmatrienes, edulans such as edulan I 133, dihy-
droedulan II 134, theaspirane 135, 6-hydroxydihydrotheaspirane 136 (Struc-
ture 4.41) and related compounds are found in purple passiflora fruit (Passiflora 
edulis), tea (Thea sinensis) and many essential oils [1–4, 8–14, 18–23, 58].

4.1 What Is an Essential Oil?
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Structure 4.40

Structure 4.41

4.1.4
Phenylpropanoids

Phenylpropanoids are biosynthesised by the shikimic acid pathway (Fig. 4.7)
via the amino acid l-phenylalanine by the action of phenylalanine ammonia 
lyase (PAL), which removes the nitrogen function to generate trans-cinnamic 
acid through which via the action of various enzymes, including hydrolases, 
(ethyl)transferases, oxidoreductases and lygases, a wide range of phenylpro-
panoids are biosynthesised [12, 41, 59]. Phenylpropanoids contain one or more 
C6–C3 fragments, the C6 unit being a benzene ring. Simple phenylpropanoids 
are constituents of essential oils [3, 8, 9, 36]. There is no widely accepted clas-
sification method for this class of compounds. Important phenylpropanoids in-
clude anethole 137, methyl chavicol (estragol) 138, eugenol 139, cinnamic alde-
hyde 140 and vanillin 141 (Structure 4.42).

Structure 4.42
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Fig. 4.7 Shikimic acid pathway and volatile phenylpropanoids

4.1.5
Esters

Esters of benzenoid and monoterpenic acids and alcohols as well as unsaturated 
carboxylic acids such as tiglic acid 142 and angelic acid 143 (Structure 4.43) are 
found in essential oils [60, 61].

Structure 4.43

Methyl salicylate 144 (Structure 4.44), the main constituent of wintergreen 
oil, is derived from benzoic acid. Other important esters are linalyl acetate 145,
benzyl benzoate 146 and benzyl isobutyrate 147.

Structure 4.44

4.1 What Is an Essential Oil?
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4.1.6
Lactones

Lactones are cyclic esters derived from lactic acid (C3H6O3). They are constitu-
ents of many essential oils and plant volatiles. They contain a heterocyclic oxygen 
next to a carbonyl function in a five or more membered ring that is saturated or 
unsaturated. Those with a five-membered ring are called γ-lactones, e.g. γ-angel-
ica lactone 148, whereas compounds containing a six-membered ring are called 
δ-lactones, e.g. δ-valerolactone 149 (Structure 4.45) [1–4, 6, 9, 22, 23, 29, 62].

Some representatives of γ-lactones are γ-valerolactone 150, γ-decalactone 
151 with peach-like flavour, (Z)-6-dodecen-4-olide 152, 3-methyl-4-octanolide 
(whiskey lactone) 153 and 3-hydroxy-4,5-dimethyl-2(5H)-furanone (sotolone) 
154 (Structure 4.46), found in fenugreek, coffee and sake [1–4, 21–23, 62].

Additional representatives of six-membered δ-lactones are δ-decalactone 
155, constituent of fruits, cheese and dairy products with creamy-coconut and 
peachy aroma, jasmolactone 156 as well as δ-2-decenolactone (2-decen-5-olide) 
157 (Structure 4.47).

Macrocyclic lactones like ambrettolide (7-hexadecen-1,16-olide) 158,
15-pentadecanolide (cyclopentadecanolide) 159, hexadecanolide (cyclohexa-
decanolide) 160 and cyclohexadec-7-enolide 161 (Structure 4.48) are called 
musks. They are found in a variety of essential oils, e.g. ambrette seed oil and 
angelica root oil [1–4, 21–23, 62].

Coumarin 162 (Structure 4.49) is a naturally occurring lactone in crystal 
form found in hay and tonka beans. It is one of the most used fragrance materi-
als and is responsible for spicy green notes. Dihydrocoumarine 163 is also pres-
ent in various essential oils with a characteristic sweet herbal odour. Umbellif-
erone 164, scopoletin 165, bergaptene 166 and coumarin are found in Rutaceae, 
Apiaceae, Lamiaceae and Asteraceae oils. Nepetalactones 167 are confined to 
the oils of Nepeta species [1, 3, 21–23, 63].

Structure 4.45

Structure 4.46
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Structure 4.47

Structure 4.48

Structure 4.49

4.1.7
Phthalides

Phthalides are lactones of 2-hydroxymethyl benzoic acid. They are also called 
as benzofuran derivatives. Phthalides are found in some oils of Apiaceae, such 

Structure 4.50

4.1 What Is an Essential Oil?
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as celery, lovage and angelica [1–4, 21–23, 25]. Butylphthalides such as 3-bu-
tylphthalide 168 (Structure 4.50) are responsible for the celery aroma and odour 
in leaves, roots, tubers and seeds. The main compound in the oil is sedanolide 
(3-butyl-4,5-dihydrophthalide) 169, together with its isomer cis-neocnidilide. 
(Z)-Ligustilide also known as 3-butylidene-4,5-dihydro-1(3H)-isobenzofu-
ranone and 3-butylidene-4,5-dihydrophthalide 170 is also found along with 
3-butylhexahydrophthalide 171 [1–4, 18, 21–23, 25].

4.1.8
Nitrogen-Containing Essential Oil Constituents

Methyl anthranilate 172 (Structure 4.51) is found in the oils of sweet orange, 
lemon, mandarin, bergamot, neroli and ylang-ylang oils and jasmine and tube-
rose absolutes. Methyl N-methyl anthranilate 173 is the main constituent of man-
darin petit grain oil, and occurs also in bitter orange, mandarin and rue oils. 

Indole 174 and 3-methyl indole (skatole) 175 (Structure 4.52) are cyclic im-
ines and have a rather unpleasant faecal odour. 

2-Methoxy-3-isobutylpyrazine 176 (Structure 4.53) is found in galbanum oil 
obtained from Ferula galbaniflua. 2,4-disubstituted pyridines 177, N,N-dimeth-
ylated amino compounds 178, alkyl pyrazines 179, quinoline 180 and methyl 
quinolines 181 were isolated from fig leaf absolute [64].

Pyridines 177 and pyrazines 179 have been detected in black pepper, sweet 
orange and vetiver oils [1–4, 21–23, 54, 65].

Structure 4.51

Structure 4.52
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Structure 4.53

4.1.9
Sulphur-Containing Essential Oil Constituents 

Several sulphides and thiophenes such as dimethyl sulphide 182, dimethyl di-
sulphide 183, diallyl disulphide 184, and 3,2-dimethylthiophene 185 (Struc-
ture 4.54) are volatile constituents of garlic, onion, leek and shallot oils. 4-Mer-
capto-4-methyl-pentanone 186 is the characteristic component of blackcurrant 
(Ribes nigrum) oil. It has an obnoxious cat-urine smell but in proper dilutions it 
acquires cassis-like floral and fruity-green aspects [1–4, 21–23, 25, 66]. 8-Mer-
capto-p-menthan-3-one 187 (Structure 4.55), a sulphur derivative of pulegone, 
is a major constituent of buchu (Agathosma betulina) oil together with methyl-
thio and acetylthio derivatives of pulegone and other p-menthane molecules 
[67]. 1-p-Menthene-8-thiol 188 is an extremely potent component of grape-
fruit, orange, yuzu and must oils. 3-Mercaptohexanol 189 derivatives are found 
in passion fruit flavour. Several S-prenylthioesters 190 have been detected in 
essential oils of Rutaceae genera like Agathosma and Diosma.

Thiazols 191 (Structure 4.56) were identified in the essential oil of corian-
der. Sulphur compounds such as dimethyl disulphide, its analogues, rose thio-
phene (3-methyl-2-prenylthiophene) 192, the S-analogue of perillene, cyclic 
disulphides, thiodendrolasin 193, epithiosesquiterpenes 194, mint sulphide 195
and isomintsulphide 196 (Structure 4.57) have been detected in rose oil. Mint 
sulphide occurs in the essential oils of peppermint, spearmint, pepper, ylang 
ylang, narcissus, geranium, chamomile and davana. Sulphides of humulene 197
and caryophyllene 198 were found in rose and hops oils [1–4, 21–23]. There is 
a recent review on the comprehensive coverage of sulphur-containing flavour 
constituents [66].

Structure 4.54

4.1 What Is an Essential Oil?
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Structure 4.55

Structure 4.56

Structure 4.57

4.1.10
Isothiocyanates

Isothiocyanates are sulphur- and nitrogen-containing phytochemicals with the 
general formula R-NSC, e.g. phenylethyl isothiocyanate 199, 3-phenylpropyl 
isothiocyanate 200 and benzyl isothiocyanate 201 (Structure 4.58). Isothiocy-
anates occur naturally as glucosinolate conjugates mainly in cruciferous veg-
etables. Isothiocyanates are also responsible for the typical flavour of these veg-
etables [1–4, 21–23, 25, 54].

Isothiocyanates can be found in cruciferous vegetables such as mustard, 
broccoli, cauliflower, kale, turnips, collards, Brussels sprouts, cabbage, radish, 
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turnip and watercress. Glucosinolates are precursors of isothiocyanates along 
with other metabolites such as thiocyanates, as seen in Fig. 4.8. When the raw 
vegetables containing glucosinolates are chewed, the plant cells are broken and 
an enzyme (myrosinase) hydrolyses the glucosinolates into isothiocyanates [1–
4, 21–23, 25, 54].

Structure 4.58

Fig. 4.8 Formation of glucosinolate-derived metabolites

4.2 
Impact of Chirality: Enantiomers

Chirality is an important aspect of aroma chemicals since enantiomers of the 
same compound may possess different organoleptic characters. Chirality means 
the occurrence of one or more asymmetric carbon atoms in an organic mole-
cule. Such molecules exhibit optical activity and therefore have the ability to ro-
tate plane-polarised light by equal amounts but in opposite directions. In other 
words, two stereoisomers which are mirror images of each other are said to be 
enantiomers. If two enantiomers exist in equal proportions, then the compound 
is called racemic. Enantiomers can be laevorotatory (L, l, -, S), meaning rotating 
the plane of the polarised light to the left; or dextrorotatory (D, d, +, R), that is, 
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rotating the plane of the polarised light to the right. Racemic compounds show 
zero rotation [1–4, 9, 10, 14, 22, 68–71].

Many natural compounds originating from essential oils which are used in 
perfumes, flavours and fragrances are optically active. Each enantiomer may 
display entirely different organoleptic properties. Each enantiomer may be 
characteristic for a particular essential oil source. Some examples are given in 
Fig 4.9, illustrating frequently used compounds.

The pattern of distribution of enantiomers may serve as fingerprints to prove 
the authenticity of a certain essential oil or its adulteration. As high ratio of 

Fig. 4.9 Effect of stereochemistry on flavour and fragrance
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stereospecificity is achieved in enzyme-catalysed reactions; high enantiomeric 
purity is expected in chiral natural products. Essential oils generally possess chi-
ral compounds with high enantiomeric purity [70]. “Enantiotaxonomy” can use 
enantiomeric chemotypes or “enantiotypes” in order to recognise the chemical 
differences between closely related aromatic plants [72].

Capillary gas chromatography (GC) using modified cyclodextrins as chiral 
stationary phases is the preferred method for the separation of volatile enantio-
mers. Fused-silica capillary columns coated with several alkyl or aryl α-cyclo-
dextrin, β-cyclodextrin and γ-cyclodextrin derivatives are suitable to separate 
most of the volatile chiral compounds. Multidimensional GC (MDGC)–mass 
spectrometry (MS) allows the separation of essential oil components on an achi-
ral normal phase column and through heart-cutting techniques, the separated 
components are led to a chiral column for enantiomeric separation. The mass 
detector ensures the correct identification of the separated components [73]. 
Preparative chiral GC is suitable for the isolation of enantiomers [5, 73]. 
The formula for chiral purity is as follows:

where AS is the area of the peak due to the S enantiomer and AR is the area of the 
peak due to the R enantiomer.

4.3 
Analysis of Essential Oils

Several techniques and criteria are used for the assessment of the quality of es-
sential oils. These are:

1. Sensory evaluations
2. Physical tests
3. Chemical tests
4. Instrumental techniques

Sensory evaluation is carried out by the use of sensory organs and most im-
portantly by the nose. It is considered crucial for the acceptance of an essential 
oil in perfumery houses. A perfumer or a panel of fragrance experts often have 
the last word on the acceptance criteria; however, their assessment should be 
verified and documented by experimental proof [1, 2, 4, 5, 69–73].

Physicochemical tests are required in essential oil monographs published 
in standards, pharmacopoeias and codices. Chromatospectral techniques are 
modern methods used to assess the quality of essential oils. The most impor-
tant technique for the analysis of essential oils is GC. Several detectors may 
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be used in combination with GC. A flame ionisation detector is necessary for 
quantitative analysis of essential oil constituents. A quadrupole mass detector 
or an ion-trap detector is indispensable for the characterisation of essential oil 
constituents. This combination is commonly called GC/MS [1, 2, 4, 5]. This 
technique is more useful if it is used in conjunction with a reliable computer-
ised library. Several commercial GC/MS libraries exist. Wiley, National Bureau 
of Standards [74] and National Institute of Standards and Technology libraries 
[75] contain authentic or keyed-in mass spectra of volatile constituents which 
may or may not exist in essential oils. The major drawback of such libraries is 
the lack of retention data; therefore, compounds with identical mass spectra 
cannot be differentiated. The retention time is the time a compound remains in 
the column during analysis. The retention index is calculated by a formula and 
varies with the polarity of a column. Libraries like Adams [76] and MassFinder 
[77], on the other hand, are specialised libraries for essential oils. They contain 
the retention index of each compound measured on a non-polar column. Such 
libraries are more reliable. In case of doubt, coinjection with the suspected 
compound, checking the retention times in columns with different polarities 
or isolation and structure elucidation of the compound in question using other 
spectral techniques may be necessary. The ideal situation is to create a home 
library if essential oil analysis becomes a major activity. In such a case, mass 
spectra of known compounds can be entered along with their retention data. It 
takes several years to create a home library but once created it is more reliable 
than any other library. We use our own in-house Baser Library of Essential Oil 
Constituents which contains MS and retention data of over 3,500 genuine com-
pounds found is essential oils.

An atomic emission detector when coupled with GC is capable of separating 
compounds according to their atoms, such as carbon, hydrogen, oxygen, nitro-
gen, sulphur and halogens; therefore, it is very useful in detecting compounds 
containing atoms other than carbon and hydrogen. 

MDGC is useful for separating compounds of an essential oil using two col-
umns in line with different polarities. Through column-switching techniques, 
selected impure compounds in the first column can be diverted to the second 
column to ensure their complete separation. If the second column is chiral, then 
enantiomers potentially can be separated. The selected chiral stationary phase 
affects the resolution and separation drastically [73]. 

GC/isotope ratio MS and site-specific natural isotope fractionation deute-
rium NMR spectroscopy are useful more recent tools for detecting sophisticated 
adulterations [3–5]. 

Another technique is 13C NMR, which can be successfully utilised in the di-
rect analysis of essential oils without need to separate them by GC [5, 78]. 
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4.4 
Conclusions

Essential oils are important natural products used for their flavour and fragrances 
in food, pharmaceutical and perfumery industries. They are also sources of 
aroma chemicals, particularly of enantiomers and useful chiral building blocks 
in syntheses. Biological and pharmacological activities of essential oils and their 
constituents have been gathering momentum in recent years [79, 80]. Essential 
oils therefore will continue to be indispensable natural ingredients. The Euro-
pean Pharmacopeia contains monographs on 25 essential oils [81]. Many essen-
tial oils enjoy generally recognized as safe (GRAS) status. The budding aroma-
therapy sector is expected to expand the market in coming years.

The compositions of some important essential oils of trade are listed in 
Table 4.1.

Table 4.1 Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Terpene hydrocarbons

Cade Juniperus oxycedrus L. Sesquiterpene hydrocarbon (ca-
dinene), guaiacol, cresol

Copaiba Copaifera spp. Sesquiterpene hydrocarbons: 
β-caryophyllene (min. 50)

Cypress Cupressus sem-
pervirens L.

Monoterpene hydrocarbons, car-3-ene

Elemi Canarium luzo-
nicum Miq. 

Monoterpene hydrocarbons, limonene 
(40–72), α-phellandrene (10–24) and 
sesquiterpene alcohol elemol (1–25)

False pepper Schinus molle L. Fruit oil: Monoterpene hydrocar-
bons, α-phellandrene (5–26), β-phel-
landrene (5–7), limonene (4–9)
Leaf oil: β-pinene (14), sabinene 
(13), terpinen-4-ol (11), and sesqui-
terpene hydrocarbons, bicycloger-
macrene (29), germacrene D (12)

Ginger Zingiber officinale Roscoe Sesquiterpene hydrocarbons, zingib-
erene (34),  β-sesquiphellandrene (12)

CT chemotype

4.4 Conclusions
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Table 4.1 (continued) Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Terpene hydrocarbons (continued)

Gurjun balsam Dipterocarpus spp. Sesquiterpene hydrocarbons, α-gurju-
nene (min. 60), calarene, α-copaene

Indian curry leaf Murraya koenigii 
(L.) Spreng.

Sesquiterpene hydrocarbons, 
β-caryophyllene (29), β-gurju-
nene (21), α-selinene (13)

Juniper berry Juniperus communis L. Monoterpene hydrocarbons, 
pinenes, sabinene, myrcene

Kumquat Fortunella japonica 
(Thunb.) Swingle 

Rind oil: Monoterpene hydro-
carbons, limonene (92–95) 

Nutmeg Myristica fragrans Houtt. Monoterpene hydrocar-
bons, sabinene, pinenes

Opopanax Commiphora ery-
thraea Engl var.
glabrescens Engl.

Sesquiterpene hydrocarbons, α-
santalene, (E)-α-bergamotene, 
(Z)-α-bisabolene

Pepper Piper nigrum L. Monoterpene hydrocarbons 
(about 80), sabinene (20–25)

Pine silvestris Pinus silvestris L. Monoterpene hydrocarbons, pinenes, 
car-3-ene, limonene, myrcene

Sweet orange Citrus sinensis 
(L.) Osbeck

Monoterpene hydrocarbon, 
limonene (92–97)

Turpentine Pinus spp. Monoterpene hydrocarbons, 
pinenes, camphene

Alcohols
Ajowan Trachyspermum 

ammi Spraque
Thymol (4–55)

Amyris Amyris balsamifera L. Cadinol (50), valerianol (22), ca-
dinene (11), 7-epi-γ-eudesmol 
(11), 10-epi-γ-eudesmol (10)

Basil (Euro-
pean type)

Ocimum basilicum L. Linalool (45-62), estragol 
(trace-30), eugenol (2-15)

Carrot seed Daucus carota L. Carotol (min. 50)
Cedarwood 
oil, Chinese

Cupressus funebris Endl. Cedrol (10–16), α-cedrene 
(13–29), thujopsene (18–31)

Cedarwood 
oil, Texas

Juniperus mexi-
cana Schiede

Cedrol (min. 20), α-cedrene 
(15–25), thujopsene (25–32)

Cedarwood 
oil, Virginia

Juniperus virginiana L. Cedrol (5–30), α-cedrene 
(22–53), thujopsene (10–25)

CT chemotype
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Table 4.1 (continued) Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Alcohols (continued)

Coriander Coriandrum sativum L. (+)-Linalool (65–78)
Dementholised 
mint oil

Japanese mint oil (-)-Menthol (30–50), menthone 
(17–35), isomenthone (5–13)

Geranium Pelargonium spp. Citronellol, geraniol
Japanese mint Mentha canadensis L. (-)-Menthol (about 70)
Matricaria Matricaria recutita L. (-)-α-Bisabolol (10–65) and bis-

abolol oxides (29–81) types exist
Neroli Citrus aurantium L.

subsp. aurantium
(+)-Linalool (28–44), (E)-
nerolidol, (E,E)-farnesol, esters

Oregano Origanum onites L., O. 
vulgare L. subsp. hirtum 
(Link) Ietsw. or other 
Origanum spp., Thymbra 
spicata L., Coridothymus 
capitatus Rechb. fil., 
Satureja spp., Lippia 
graveolens Kunth

Carvacrol (min. 60 according to [81])

Palmarosa Cymbopogon martini 
(Roxb.) W. Wats. 

Geraniol (up to 95%)

Patchouli Pogostemon cablin 
(Blanco) Benth.

(-)-Patchoulol (27–35), nor-
patchoulenol (0.4–1)

Peppermint Mentha × piperita L. (-)-Menthol (30–55), menthone(14–32)
Pine, white Pinus palustris Mill. α-Terpineol (53)
Rose oil Rosa × damascena Miller Citronellol, geraniol, nerol, 

phenylethyl alcohol
Rosewood Aniba rosaeodora Ducke (-)-Linalool (up to 86)
Sandalwood, 
East Indian

Santalum album L. (+)-α-Santalol (45–55), 
(-)-β-santalol (18–24)

Sweet marjoram Origanum majorana L. Terpinen-4-ol (min 20), cis-sa-
binene hydrate (3–18)

Tea tree Melaleuca alternifolia 
(Maiden et Betch) Cheel,
M. linariifolia Smith,
M. dissitiflora F. Muel-
ler and other species

Terpinen-4-ol (min. 30), 1,8-cineole 
(max. 15), γ-terpinene (10–28), α-
terpinene (5–13), α-terpineol (1.5–8)

Thyme Thymus vulgaris L.,
T. zygis Loefl. ex L.

Thymol (36–55)

CT chemotype
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Table 4.1 (continued) Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Alcohols (continued)

Vetiver Vetiveria zizanoi-
des (L.) Nash

Sesquiterpene fraction: khusimol 
(15), α-vetivone and β-vetivone (10)

Esters
Bergamot Citrus aurantium 

L. subsp. bergamia
(Risso et Poit.) Engl. 

Linalyl acetate (22–36), linalool (3–15)

Cardamom Elettaria cardamo-
mum Maton

α-Terpinyl acetate (30), 1,8-cineole (30)

Clarysage Salvia sclarea L. Linalyl acetate (56–78), 
linalool (6.5–24)

Dwarf pine needle Pinus mugo Turra Esters calculated as bornyl 
acetate (1.5–5)

Fir needle, 
Canadian

Abies balsamea Mill. Esters calculated as bornyl 
acetate (8–16)

Fir needle, 
Siberian

Abies sibirica Ledeb. Esters calculated as bornyl 
acetate (32–44)

Lavandin, abrialis Lavandula angustifolia 
Mill. × L. latifolia Medik.

Linalyl acetate (20–29), 
linalool (26–38)

Lavandin, grosso Lavandula angustifolia 
Mill. × L. latifolia Medik.

Linalyl acetate (28–38), 
linalool (24–35)

Lavandin, super Lavandula angustifolia 
Mill. × L. latifolia Medik.

Linalyl acetate (35–47)

Lavender Lavandula angus-
tifolia Miller

Linalyl acetate (25–46), 
linalool (20–45)

Linaloe Bursera spp. Linalyl acetate (40–70)
Peru balsam Myroxylon pereirae 

(Royle) Klotzsch
Benzyl benzoate, benzyl cinnamate

Petitgrain oil, 
Bigarade

Citrus aurantium L.
subsp. Aurantium

Leaf and twig oil. French: linalyl 
acetate (51–71), linalool (12–24); 
Italian: linalyl acetate (51–63), 
linalool (22–33); Paraguayan: linalyl 
acetate (40–60), linalool (15–30)

Pine-needle Pinus silvestris L.,
P. nigra Arnold

Esters calculated as bornyl 
acetate (1.5–5)

Silver fir, European Abies alba Mill. Esters calculated as bornyl 
acetate (4–10)

Tolu balsam Myroxylon balsa-
mum (L.) Harms

Benzyl and cinnamyl esters of 
benzoic and cinnamic acid

CT chemotype
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Table 4.1 (continued) Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Esters (continued)

Valerian Valeriana officinalis L. (-)-Bornyl acetate 
Wintergreen Gaultheria procumbens L. Methyl salicylate (96-99)
Ylang-ylang Cananga odorata 

Hook. f. et Thoms.
Benzyl acetate (6–18), geranyl ac-
etate (3–14), p-cresyl methyl ether 
(15–16), methyl benzoate (4–9)

Aldehydes
Bitter almond Prunus amygdalus 

Batsch. var. amara 
(DC.) Focke

Benzaldehyde (min. 98)

Cinnamon 
bark, Ceylon

Cinnamomum zey-
lanicum Nees

Cinnamaldehyde (55–75)

Cinnamon 
bark, Chinese

Cinnamomum cas-
sia Blume

Cinnamaldehyde (70–88), 2-me-
thoxycinnamaldehyde (3–15)

Citronella, Ceylon Cymbopogon nar-
dus (L.) W. Wats.

Citronellal (3–6), geraniol 
(15–23), citronellol (3–9)

Citronella, Java Cymbopogon win-
terianus Jowitt.

Citronellal (30–45), geraniol 
(20–25), citronellol (9–15)

Cumin Cuminum cyminum L. Cuminaldehyde (20–40), p-mentha-
1,4-dien-7-al (20–45), 
p-mentha-1,3-dien-7-al (4–12)

Lemon oil Citrus limon (L.)
Burman fil.

Geranial (0.5–2), neral 
(0.2–1.2), limonene (60–80)

Lemongrass, 
Indian

Cymbopogon flexuosus 
(Nees ex Steud.) W. Wats.

Geranial (35–47), neral (25–35)

Lemongrass, 
West Indian

Cymbopogon citra-
tus (DC.) Stapf

Geranial (40–50), neral (31–40)

Lemon-scented 
eucalyptus

Eucalyptus citrio-
dora Hook.

Citronellal (75)

Litsea cubeba Litsea cubeba 
C.H. Persoon

Geranial (38–45), neral (25–33)

Ketones
Armoise Artemisia herba-

alba Asso
β-Thujone CT (43–94), camphor CT 
(40–70); chrysanthnone CT (51), da-
vanone CT (20–70), cis-chrysanthenyl 
acetate CT (38–71), 1,8-cineole/α-thu-
jone CT (50/27), 1,8-cineole/β-thujone 
CT (13/12), 1,8-cineole/camphor CT 
(38/25), cis-chrysanthenol CT (25), 
cis-chrysanthenyl acetate CT (25)

CT chemotype
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Table 4.1 (continued) Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Ketones (continued)

Caraway Carum carvi L. (+)-Carvone (50–65), 
limonene (30–45)

Common 
mugwort

Artemisia vulgaris L. α-Thujone (56), 1,8-cineole (27), cam-
phor (20), borneol (19), sabinene (16)

Davana Artemisia pallens Wall. cis-Davanone (38), trans-davanone (5)
Dill Anethum graveolens L. (+)-Carvone (30–40), limonene 

(30–40), α-phellandrene (10–20), 
(+)-dill ether (up to 10)

Orris root Iris pallida Lam., 
I. germanica L.

cis-γ-Irone (30–40), cis-α-irone 
(20–30) [I. pallida oil contains 
(+) enantiomers; I. germanica
oil contains (-) enantiomers]

Pennyroyal Mentha pulegium L. (+)-Pulegone (40–84)
Roman mugwort Artemisia pontica L. Artemisia ketone (23–46), α-thu-

jone (14–30), 1,8-cineole (12–23)
Sage, Dalmatian Salvia officinalis L. α-Thujone (18–43), β-thujone (3–9), 

18-cineole (6–13), camphor (3–9)
Spearmint Mentha spicata L. (-)-Carvone (50–80)
Tansy Tanacetum vulgare L. Thujones (70)
Wormwood Artemisia absinthium L. There are several chemotypes: 

(Z)-epoxy-ocimene CT (26–54); 
sabinyl acetate CT (32–85); chry-
santhenyl acetate CT (42); β-thujone 
CT (18–60); β-thujone/(Z)-ep-
oxy ocimene CT (21–41/22–29); 
cis-chrysanthenol CT (16–69)

Ethers
Cajuput Melaleuca leuca-

dendron L.
1,8-Cineole (50–60)

Eucalyptus Eucalyptus globu-
lus Labill. 

1,8-Cineole (min. 70); Eucalyptus glob-
ulus Labill. ssp. globulus oil: 1,8-cineole 
(62–82); Eucalyptus globulus Labill. 
ssp. maidenii oil: 1,8-cineole (69–80)

Laurel leaf Laurus nobilis L. 1,8-Cineole (30–70)
Sage, Turkish Salvia fruticosa Mill. 1,8-Cineole (35–51), camphor (7–13)

CT chemotype
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Table 4.1 (continued) Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Phenyl propanoids (phenyl ethers)

Anis Pimpinella anisum L. (E)-Anethole (87–94)
Basil (Re-
union type)

Ocimum basilicum L. Estragol (methyl chavicol) 
(75–87), linalool (0.5–3)

Bay Pimenta racemosa Moore Eugenol (44–56), myrcene 
(20–30), chavicol (8–11)

Bitter fennel Foeniculum vulgare
Mill. subsp. vul-
gare var. vulgare

(E)-Anethole (55–75), fenchone 
(12–26), limonene (1–5)

Calamus Acorus calamus L. β-Asarone: diploid variety (0), 
triploid variety (0–10), tetra-
ploid variety (up to 96%)

Chervil Anthriscus cerefo-
lium (L.) Hoffm. 

Estragol (75–80), 1-allyl-2,4-di-
methoxy benzene (16–22)

Cinnamon 
leaf, Ceylon

Cinnamomum zey-
lanicum Nees

Eugenol (70–85)

Clove Syzygium aromaticum 
(L.) Merill et L.M. Perry

Eugenol (75–88)

India dill Anethum sowa Roxb. Dill-apiole, limonene, carvone
Parsley seed Petroselinum crispum 

(Mill.) Nym. ex A.W. Hill
Myristicine (methoxy safrole) 
(25–50), apiole (dimethoxy saf-
role) (5–35), 2,3,4,5-tetrame-
thoxy allylbenzene (1–12)

Piper aduncum Piper aduncum L. Dill-apiole (32–97)
Sassafras, Brazilian Ocotea pretiosa 

(Nees) Mez.
Safrole (84)

Sassafras, Chinese Cinnamomum cam-
phora Sieb. 

High boiling fraction: safrole (80–90)

Star anis Illicium verum Hook fil. (E)-Anethole (86–93)
Sweet fennel Foeniculum vulgare Mill. 

subsp. vulgare var. dulce
(E)-Anethole (more than 75), 
fenchone (less than 5)

Tarragon Artemisia dracunculus L. French tarragon or Italian tarragon 
oil: β-pinene and sabinene (24–47); 
Russian tarragon or German tar-
ragon: sabinene(11–47), methyl 
eugenol (6–36), elemicin (1–60)

CT chemotype
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Table 4.1 (continued) Composition of important essential oils of trade

Oil Plant source Important constituents (%)
Peroxides

Chenopodium Chenopodium ambro-
sioides L. var. anthel-
minticum (L.) A. Gray

Ascaridole (60–77)

N- and/or S-containing oils
Asafoetida Ferula foetida Regel R-2-Butyl-1-propenyl disulphide 

(a mixture of E and Z isomers), 
1-(1-methylthiopropenyl)-1-
propenyl disulphide, 2-butyl-3-
methyl-thioallyl disulphide (both 
as a mixture of diasteromers)

Buchu leaf Agathosma betulina (Ber-
gius) Pillans,
A. crenulata (L.) Pillans

trans-p-Menthane-8-thiol-3-one and 
its S-acetate (characteristic minor 
components), (+)-limonene (10)

Galbanum Ferula galbaniflua Boiss., 
F. rubricaulis Boiss.

2-Methoxy-3-isobutyl pyrazine, 
5-sec-butyl-3-methyl-2-butenethioate, 
1,3,5-undecatriene as minor compo-
nents, and monoterpene hydrocarbons 
(75), sesquiterpene hydrocarbons (10), 
lactones umbellic acid, umbelliferone 

Garlic Allium sativum L. Diallyl disulphide (over 50%)
Mandarin Citrus reticulata Blanco Methyl N-methyl anthranilate 

(0.3–0.6), limonene (65–75), 
γ-terpinene (16–22)

Mustard Brassica spp. Allyl isothiocyanate (over 90)
Onion Allium cepa L. Methylpropyl disulphide, dipropyl 

disulphide, propenylpropyl disulphide, 
2-hexyl-5-methyl-3(2H)-furanone

Lactones
Ambrette seed Hibiscus abelmoschus L. (Z)-7-Hexadecan-16-olide, ambret-

tolide (8–9), 5-tetradecen-14-olide, 
(2E,6E)-farnesyl acetate (39–59)

Angelica root Angelica archangelica L. 15-Pentadecanolide, 13-tridecano-
lide as characteristic minor com-
ponents in addition to terpenoids 
and sesquiterpenoids (about 90)

Celery seed Apium graveolens L. 3-Butylphthalide and sedaneno-
lide (1.5–11), (+)-limonene 
(58–79), β-selinene (5–20)

CT chemotype
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5.1 
Introduction 

Essential oils (EOs) are secondary metabolites that plants usually synthesized 
for combating infectious or parasitic agents or generate in response to stress 
conditions [1]. EOs are aromatic components obtained from different plant 
parts such as flower, buds, seed, leaves and fruits, and they have been employed 
for a long time in different industries, mainly in perfumes (fragrances and after-
shaves), in food (as flavouring and preservatives) and in pharmaceuticals (ther-
apeutic action) [2]. 

Ten major EO crops account for 80% of the world market for EOs, the remain-
ing 20% of the world market comprises over 150 crops. The major producers of 
EOs are developing or emerging countries (Brazil, China, Egypt, India, Mexico, 
Guatemala and Indonesia), while the major consumers are the industrialized 
countries (USA, western Europe and Japan). The forecasted annual growth of 
EO markets of around 4% is thus generating new commercial opportunities for 
the developing world [3]. The large volumes of EOs produced worldwide and 
the limited number of species in the world trade show the economic potential of 
EO plants as new crops [4].

The commercialization of EOs can be targeted around their bioactivity, and 
in this context the discovery of new uses and applications of EOs will further 
drive the research and development process [5]. EOs with promising activities 
are thus reviewed in the present work.

5.2 
Antimicrobial Activity

In the last few years, there has been target interest in biologically active com-
pounds, isolated from plant species for the elimination of pathogenic microor-
ganisms, because of the resistance that microorganisms have built against anti-
biotics [6] or because they are ecologically safe compounds [7]. 
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A wide variety of EOs are known to possess antimicrobial properties and in 
many cases this activity is due to the presence of active constituents, mainly at-
tributable to isoprenes such as monoterpenes, sesquiterpenes and related alco-
hols, other hydrocarbons and phenols [8, 9]. 

The lipophilic character of their hydrocarbon skeleton and the hydrophilic 
character of their functional groups are of main importance in the antimicrobial 
action of EO components. Therefore, a rank of activity has been proposed as fol-
lows: phenols>aldehydes>ketones>alcohols>esters>hydrocarbons [10].

Some EOs containing phenolic structures, such as carvacrol and thymol, are 
highly active against a broad spectrum of microorganisms [10-12], including 
Shigella sp. [13]. The importance of the hydroxyl group has been confirmed [9, 
14] and the relative position of the hydroxyl group on the phenolic ring does not 
appear to strongly influence the degree of antibacterial activity [14, 15]; how-
ever, it was reported that carvacrol is more active than thymol [9, 16–18]. Fur-
thermore, the significance of the aromatic ring was demonstrated by the lack of 
activity of menthol [14]. Low activity was observed with components contain-
ing only an aromatic ring with alkyl sustituents as in p-cymene [9, 13, 19]. How-
ever, an aldehyde group with a conjugated double bond and a long hydrocarbon 
chain link to the aromatic ring might result in a better antibacterial activity [20]. 
Thus, cinnamaldehyde was highly effective in inhibiting the growth of several 
strains of bacteria [21] and fungi [22, 23]. Moreover, the strong inhibitory effect 
against fungi of Cinnamomum osmophloeum leaf oil was directly related to cin-
namaldehyde content [7, 24].

High antimicrobial and antifungal activities of carvacrol have been reported 
[17, 25–34] with Gram-positive bacteria being the most sensible germs [35]. 
Thymol had potential antimicrobial and antifungal properties against plant, 
animal and human pathogenic fungi [36–38]. When the phenolic group was 
methylated, components like anethole and estragole still showed antimicrobial 
activity [8, 39].

EOs rich in 1,8-cineole demonstrated activity against Gram-positive and 
Gram-negative bacteria [39–43], including Listeria monocytogenes [44], against 
the yeast Candida albicans [45, 46] and against phytopathogenic fungi species 
[47, 48]. 

The aldehyde citral displayed moderate activity [49–52]. Ketones such as pu-
legone [53–56], fenchone [39, 57], α-thujone [58] and camphor [48–67] were 
reported to have antimicrobial activities.

Oxygenated monoterpenes such as menthol and aliphatic alcohols (e.g. lin-
alool) were reported to possess strong to moderate activities against several 
bacteria [40, 68–73]. The position of the alcohol functional group was found 
to affect molecular properties of the component, such as a hydrogen-bonding 
capacity, and hence terpinen-4-ol was active against Pseudomonas aeruginosa,
while α-terpineol was inactive [8]. The antimicrobial effects of borneol [65, 74, 
75] and geraniol [76] were also reported. 

Monoterpenes hydrocarbons, such as sabinene [77, 78], terpinenes [12, 31, 
32, 79, 80] and limonene [30, 73, 81–83], have also shown antimicrobial proper-
ties that appear to have strong to moderate antibacterial activity against Gram-
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positive bacteria and against pathogenic fungi, but in general weaker activity 
was observed against Gram-negative bacteria [53, 84]. 

The bridged bicyclic monoterpenes α-pinene and β-pinene showed consid-
erable antifungal activity [19, 44, 67, 73, 78, 85–90]; however, there is no clear 
consensus yet as to which pinene isomer is more antimicrobially active [8, 44, 
85, 91].

Similarly, EOs that were characterized by high levels of sesquiterpenes, such 
as 8-cadinene, (Z)-β-farnesene, γ-muurolene, spathulenol, hexahydrofarnesyl 
acetone and α-selinene, exhibited antifungal and antibacterial activity [92, 93]. 
In addition, caryophyllene oxide has been reported with slight antibacterial ac-
tivity [55] and was inhibitory to the growth of several agricultural pathogenic 
fungi [94]. There are reports showing the antimicrobial activity of (E)-caryo-
phyllene, [88, 95, 96], cadinanes [79, 97, 98], farnesol [99], α-eudesmol [100], 
β-eudesmol [101], β-phellandrene [81], biclogermacrene [102] α-cedrene, β-ce-
drenes and sesquithuriferol [103]. 

The diterpenes ferruginol and hinokiol [104, 105], geranylgeraniol, tepre-
none and phytol [106] showed antibacterial activity. β-Hydroxykaurenoic acid 
produced permeabilisation of the cell membrane of the fungi Botrytis cinerea
[107, 108].

Antimicrobial activities of garlic and onion oil appeared to be determined 
by the concentrations of individual constituent sulfides. Sulfides with a single 
sulfur atom were not active, and sulfides with three or four sulfur atoms were 
highly inhibitory against the growth of Candida utilis and Staphylococcus aureus
[109, 110].

Usually, major components are mainly responsible for the antibacterial ac-
tivity in most of the EOs; however, there are some studies where whole EOs 
have a higher antibacterial activity than the combination of the major isolated 
components, indicating that minor components are critical to the activity, prob-
ably by producing a synergistic effect [111, 112]. The combination of citral with 
vanillin, thymol, carvacrol or eugenol was demonstrated to have synergistic ef-
fects on growth inhibition of Zygosaccharomyces bailii [113]. Synergistic activity 
between carvacrol and thymol [15] and carvacrol and cymene [14, 114] have 
also been described. Investigation of the two major chemical constituents of Os-
mitopsis asteriscoides, 1,8-cineole and (-)-camphor, both independently and in 
combination showed that synergistically they have a higher antimicrobial effect 
on Candida albicans than when tested independently [46]. Numerous other ex-
amples of synergism have been reported [26, 35, 48, 70, 91, 115, 116].

On the other hand, antagonism was observed in that the activity of differ-
ent combined components was less than that of the individual components. An 
antagonistic effect between p-cymene, thymol and carvacrol was reported in the 
oil of Lippia chevalieri [38]. It was demonstrated [117] that the physical proper-
ties of an aqueous tea tree oil dispersion significantly influenced the actions of 
the individual components, increasing or reducing antimicrobial efficacy. Thus, 
non-oxygenated monoterpene hydrocarbons such as γ-terpinene and p-cymene 
appear to create an antagonistic effect with the most active component (ter-
pinen-4-ol) by lowering its aqueous solubility. 

5.2 Antimicrobial Activity
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It was also reported that there were slight differences in the activity of enan-
tiomers. (R)-(+)-Limonene and (R)-(+)-carvone were more biologically active 
than their isomers (S)-(-)-limonene and (S)-(-)-carvone [115].

The antimicrobial activities and toxicity of terpenes have been documented, 
but their modes of action are complex and still in some cases unknown. Con-
sidering the large number of different groups of chemical compounds present 
in EOs, it is most likely that their antimicrobial properties are not attributable 
to one specific mechanism, because of other targets in the cell [118]. Terpe-
noids are lipophilic agents and consequently disrupt membrane integrity and 
permeability [14, 119]. Leakage of K+ ions [99, 119] is usually a sign of damage 
[120] and is often followed by efflux of cytoplasmic constituents [8, 14, 15, 119]. 
Terpinen-4-ol inhibited oxidative respiration and induced membrane swelling, 
increasing its permeability [119]. The antibacterial activity of oregano EO was 
due to the disruption of membrane integrity, which further affected pH homeo-
stasis and equilibrium of inorganic ions [15]. It has been hypothesized that car-
vacrol destabilizes the cytoplasmic membrane and, in addition, acts as a proton 
exchanger, thereby reducing the pH gradient across the cytoplasmic membrane. 
The resulting collapse of the proton motive force and depletion of the ATP pool 
eventually leads to cell death [14]. A change in the fatty acid composition of the 
yeast membrane in Saccharomyces cerevisiae with more saturated and fewer un-
saturated fatty acids in the membrane was reported after exposure to palmarosa 
oil [76].

Ergosterol, the predominant sterol in yeast cells, plays an important role in 
membrane fluidity, permeability and the activity of many membrane-bound en-
zymes. In terpene-treated cells, ergosterol synthesis was strongly inhibited, and 
a global upregulation of genes associated with the ergosterol biosynthesis path-
way was described in response to terpene toxicity [80, 121]. 

Different methods to measure the EO activity have been described [10, 122, 
123]; however, the diversity of ways of reporting the antibacterial activity of EOs 
limits comparison between the studies and could lead to duplications [111, 122, 
123]. Also, different solvents have been used to facilitate the dispersion of an-
timicrobial agents in the test media [70, 74, 120], and consequently careful at-
tention should be paid to possible interactive effects of solvents on bactericidal 
viability [15].

5.3 
Antiviral Activity

The development of viral resistance towards antiviral agents enhances the need 
for new compounds active against viral infections, and therefore natural prod-
ucts may offer a new source of antiviral agents [124]. 

EO of Melaleuca alternifolia and eucalyptus exhibited a high level of antiviral 
activity against Herpes simplex virus type 1 (HSV-1) and Herpes simplex virus
type 2 (HSV-2) in a viral suspension test [125]. Also, Santolina insularis EO 
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had direct antiviral effects on both HSV-1 and HSV-2 and inhibited cell-to-cell 
transmission of both herpes types [126]. Moreover, it was demonstrated that the 
incorporation of EOs in multilamellar liposomes greatly improved the antiviral 
activity against intracellular HSV-1 [127, 128]. EOs from Argentinean aromatic 
plants exhibited virucidal activity against HSV-1 and Junin virus, and the activ-
ity was time- and temperature-dependent [129, 130]. However, the authors were 
not able to elucidate the nature of the active components of the oils responsible 
for the inhibitory effect on virions. EOs from Mentha piperita [131] and lemon 
grass [132] had direct virucidal effect against HVS-1. Antiviral activity of EOs 
against several viruses has been described, such as poliovirus-1 [133], mollus-
cum contagiosum [134], adenoviruses [135] and influenza virus [136].

Isoborneol has been found to be an interesting compound for inhibiting HSV 
life cycle, on the basis of the specificity of the inhibition of the glycosilation 
of viral polyptides [137]. Also linalool exhibited the strongest activity against 
adenoviruses; however, carvone, cineole, β-caryophyllene, farnesol, fenchone, 
geraniol, β-myrcene and α-thujone did not exhibit activity [135]. 

A study conducted on EOs from different Melaleuca species showed that the 
EO containing 1,8-cineole and terpinen-4ol exhibited stronger antiviral activity 
than those with high methyleugenol or 1,8-cineole contents [138].

5.4 
Antioxidant Activity

Lipid peroxidation involves the oxidative deterioration of unsaturated fatty 
acids and the changes resulting from this process. Detrimental events include 
membrane fragmentation, disruption of membrane-bound enzyme activity, dis-
integration and swelling of mitochondria and lysosomal lysis. Reactive oxygen 
species (ROS) may be the causative factor involved in many human degenerative 
diseases, and antioxidants have been found to have some degree of preventive 
and therapeutic effects on these disorders. Hydrogen peroxide, one of the main 
ROS, causes lipid peroxidation and DNA oxidative damage in cells. Vitamins, 
phenolic compounds and EOs are naturally occurring antioxidants [139, 140]; 
thus, the commercial development of plants as new sources of antioxidants to 
enhance health and food preservation is of current interest [141, 142].

The antioxidant activity that some EOs possess is not surprising in view of 
the presence of phenol groups. It is well known that almost all phenols can func-
tion as antioxidants of lipid peroxidation because they trap the chain-carrying 
lipid peroxyl radicals [143]. Plant phenolics are multifunctional and can act as 
reducing agents, hydrogen-donating antioxidants and singlet-oxygen quench-
ers [141, 144]; therefore, dietary antioxidants are needed for diminishing the 
cumulative effects of oxidative damage [143]. 

There are numerous antioxidant methods and modifications for the evalua-
tion of antioxidant activity [139, 145–151]. Multiple assays in screening work 
are highly advisable, considering the chemical complexity of EOs [152]. 

5.4 Antioxidant Activity
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Many EOs also exhibit antioxidant activity and therefore several studies have 
been carried out in order to elucidate the activity of the components [139, 153]. 
For instance, γ-terpinene retarded the peroxidation of linoleic acid [139, 154–
156], sabinene showed strong radical-scavenging capacity [139, 157], α-pinene 
[158] and limonene [146] showed low antioxidant activity in the 2,2-diphenyl-
1-picrylhydrazyl (DPPH) test, while terpinene and terpinolene showed high hy-
drogen-donating capacity against the DPPH radical [146, 150, 155, 158].

The radical-scavenging effect of citronellal showed a strong protective activ-
ity in lipid peroxidation processes in a dose-dependent manner [139, 146, 159]. 
Also, scavenging effects have been described for neral and geranial [146, 152, 
160].

Among the oxigenated terpenes, geraniol had a high hydrogen-donating ca-
pacity towards the DPPH radical [146] and terpinen-4-ol is a weak antioxidant 
[146, 149, 158]. Eugenol has been shown to be effective for its scavenging ac-
tivities against free radicals [160, 162–165], and is more effective than terpin-
olene [149]. 1,8-Cineole showed scavenger activity [42, 166, 167] and inhibited 
malonaldehyde formation [168]. However, pro-oxidant activity of linalool and 
nerolidol has been reported [139].

The monoterpene ketones menthone and isomenthone [159, 166] exhibited 
OH· radical scavenging activity. Depending on the method employed, different 
activities for anethole have been reported [153, 169].

At higher concentrations, the antioxidant activities of thymol and carvacrol 
were close to that of α-tocopherol and were in fact responsible for the anti-
oxidant activity of many EOs which contain them [12, 17, 139, 153, 163, 164, 
168, 170–174]. The high potential of phenolic components to scavenge radicals 
might be explained by their ability to donate a hydrogen atom from their pheno-
lic hydroxyl groups [175].

Germacrene-D, a ten-membered-ring system with three double bonds act-
ing as electron-rich centers, and pinenes and menthadiene of Xylopia aethiopica
EO showed a significant ability to scavenge superoxide anion radical [176]. EOs 
with β-caryophyllene as the major compound showed radical-scavenging activ-
ity [177].

In many cases, the antioxidant activity of the EOs could not be attributed to 
the major compounds, and minor compounds might play a significant role in 
the antioxidant activity, and synergistic effects were reported [158, 171, 176]. 
For instance, in Melaleuca species, EO containing 1,8-cineole (34%) and ter-
pinen-4ol (19%) exhibited stronger antioxidant activity than those with high 
methyleugenol (97%) or 1,8-cineole (64.30%) contents [138].

The relative effectiveness of antioxidants depends on their antioxidant prop-
erties, their concentration, the test system, the emulsion system, the oxidation 
time and the test method used [155].
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5.5 
Analgesic Activity

Menthol is a naturally occurring compound of plant origin, and gives plants of 
the Mentha species the typical minty smell and flavour. Menthol is present in 
the EO of several species of mint plants, such as peppermint and corn mint oil, 
and it is classified by the US Food and Drug Administration as a topical anal-
gesic [178]. Menthol is a cyclic terpene alcohol with three asymmetric carbon 
atoms; therefore, it occurs as four pairs of optical isomers named (+)-menthol 
and (-)-menthol, (+)-neomenthol and (-)-neomenthol, (+)-isomenthol and 
(-)-isomenthol, and (+)-neoisomenthol and (-)-neoisomenthol. Among the 
optical isomers, (-)-menthol occurs most widely in nature. It was able to in-
crease the pain threshold, whereas (+)-menthol was completely devoid of any 
analgesic effect [179]. In contrast to what was observed for the analgesic effect, 
(+)-menthol and (-)-menthol were able to induce an equiactive anesthetic effect 
[180]. Applied topically, menthol caused a tingling sensation and a feeling of 
coolness owing to stimulation of ‘cold’ receptors by inhibiting Ca2+ currents of 
neuronal membranes [179, 181]. Menthol was able to block voltage-gated Ca2+

channels in human neuroblastoma cells [182]. Most research has focused on 
menthol’s effect on cold fibres, where it appeared to accelerate inactivation of 
L-type Ca2+ currents [183–185]. The integrity of the central κ-opioid system 
was fundamental for (-)-menthol antinociception [179]. The ability of a painful 
stimulus to suppress perception of another one (counterirritation) was assessed 
for menthol together with other potential analgesics [186, 187]; however, men-
thol was capable of producing counterirritation when applied in concentrations 
high enough to cause substantial sensory irritation [188, 189]. Methyl salicylate 
has been shown to produce significant counterirritation and had a synergic ef-
fect with menthol [190]. Menthol, as a topical irritant, may also cause analgesia 
by reducing the sensitivity of cutaneous apin fibres [191–193]. Earlier psycho-
physical work on the effects of menthol on thermal perception and heat pain 
had led to the conclusion that menthol did not desensitize nociceptors [194]. 
Studies on its supposed antipruritic activity have yielded contradictory results 
[195–197]. Menthol has shown antitussive activity that might be attributable to 
its effects on capsaicin-sensitive fibres [198, 199].

Higher analgesic efficacy was exhibited by Lavandula hybrida when adminis-
tration was through the inhalatory route, the noniceptive responses to chemical 
(writhing test) and thermal (hot plate test) stimuli being significantly reduced 
[200]. However, linalool and linalyl acetate produced only a scarce or no an-
algesic effect in the pain models (writhing test and hot-plate test) [201–205]. 
Although opioidergic neurotransmission seemed to be primarily involved in 
orally induced analgesia, the cholinergic system appeared to play a significant 
role in lavender oil analgesia [200]. Another terpene with anticholinesterase 
activity and an antinocicptive effect was 1,8-cineole [206, 207]. Lavender oil 
and its principal components, linalool and linalyl acetate [200], and 1,8-cineole 

5.5 Analgesic Activity
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[208] showed antiulcer activities that led to alleviation of pain. The ability of 
lavender oil to prevent experimental thrombus has been described [209]. The 
amelioration of gastric microcirculation could be the mechanism underlying 
the lavender gastroprotection against ethanol injury, which was known to be 
dependent on microvasculature engulfment in the gastric mucosa [200].

EO of Lavandula angustifolia containing 1,8-cineole and borneol as the main 
components inhibited both phases of the formalin test, reduced the number of 
abdominal constrictions (writhing test) and suppressed carrageenan-induced 
paw oedema [211]. EO of Salvia africana-lutea and Dodonaea angustifolia also 
showed analgesic activity [211]. The volatile oil of Cedrus deodara produced sig-
nificant inhibition in thewrithing test and the hot-plate reaction in mice [212].

Eucalyptus citriodora, E. tereticornis, and E. globulus induced analgesic effects 
in acetic acid induced writhes in mice and hot-plate thermal stimulation in rats 
[213]. This observation indicated that EOs have both peripheral (writhe reduc-
tion) and central (thermal reaction time prolongated) effects. E. citriodora con-
tains citronellal as the main component, whereas E. tereticornis, and E. globulus
contain 60–90% of 1,8-cineole; thus, E. citriodora EO showed the highest pe-
ripheral antinoniceptive effect, whereas E. tereticornis EO was the most potent 
central antinoniceptive substance [214]. Turpentine exudes from Pinus nigra
subsp. pallsiana had a strong analgesic effect when compared with metamizol 
as a standard analgesic compound [214]. The main components of Lippia multi-
flora EOs (p-cymene, thymolacetate and thymol) showed a significant and dose 
dependent analgesic effect on acetic acid induced writhing in mice [215].

5.6 
Digestive Activity

One of the most important uses of many native aromatic plants in popular 
medicine is for digestive complaints [216]. Some studies suggest that EOs are 
responsible, at least in part, for the digestive activities of this group of plants, 
although it is also possible that other components (e.g. caffeic acid esters) also 
contribute to this activity [217, 218].

Many reports have shown that EOs regulate the digestive process before food 
reaches the stomach. Lavender and ginger EOs as well as perfumes and strong 
odours were found to affect gastrointestinal function through activation of the 
vagus nerve [219, 220] and gastric secretion [221]. The olfactory stimulation 
generated by lavender oil scent and its main component linalool activated gas-
tric nerves that enhanced food intake and body weight in rodents [222], while 
grapefruit oil fragrance and its main component limonene showed the opposite 
effect [223].

Aromatic plants are commonly administered as an infusion or tea, and thus are 
delivered directly to the site of action, i.e. the gastrointestinal system [216, 224]. 
Basically, aromatic plants and their EOs exert their digestive action by inhibiting 
gastric motility (antispasmodics), releasing of bile from the gall bladder (choler-
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etics), inducing the expulsion of gases from the stomach and intestine (carmina-
tives), and more indirectly protecting liver function (hepatoprotectives). 

The depressant effect of EOs on smooth muscle in the small intestine is con-
sistent with the therapeutic uses of these aromatic plants as gastrointestinal anti-
spasmodics and carminatives [224]. In vitro studies showed that EOs produced 
the inhibition of gastric motility, and are thus the basis of the treatment of some 
gastrointestinal disorders [225, 226].

The EOs of Satureja obovata (37% camphor, 18% linalool/linlyl acetate) 
[227], cardamom seed [228], Acalypha phleoides (thymol, camphor and γ-ter-
pinene) [229], Satureja hortensis (γ-terpinene, carvacrol) [225], Croton zehne-
rii (estragol, anethole) [224], Croton nepetafolius (methyleugenol, α-terpineol, 
1,8-cineole) [230], Melissa officinalis (citral, 60%) [231], Pelargonium sp. (cit-
ronellol, geraniol, linalool) [232], lavender (linalool/linalyl acetate) [233], Plec-
tantrus barbatus (α-pinene, caryophyllene, myrcene) [234], Pycnocycla spinosa
(14.4% geranyl isopantanoate, 10.6% caryophyllene oxide) [235], Ferula gum-
mosa (α-pinene and β-pinene) [226] and peppermint [236] were reported to 
inhibit gastric motility in isolated segments of rodent intestine.

The EOs reduced the contraction induced by acetylcholine, histamine [226–
228, 210, 225, 232, 233], carbachol (muscarinic receptor activator) [237] and 
5-hydroxytryptamine [229]. The EOs were found to relax intestinal smooth 
muscle by reducing the influx of Ca2+ [227, 234], K+ [210, 224–226, 229, 230] 
and Ba2+ [229, 237]. However, other reports have shown that lavender and gera-
nium EOs were unlikely to act as cationic channel blockers [232]. The activities 
of the EOs resembled those of dicyclomine and atropine (muscarinic receptor 
antagonists) and dihydropyridine (calcium antagonist) by producing smooth-
muscle relaxation [225, 236].

All these experiments suggested that EOs and their components inhibit 
muscarinic receptors that block cationic influx and produce smooth-muscle 
relaxation [238], while in vivo studies showed that a commercial peppermint–
caraway oil combination had blocking effects on gastroduodenal motility, de-
creasing the number and amplitude of contractions, thus acting locally to cause 
smooth-muscle relaxation. All these activities produced symptom-relieving ef-
fects in patients suffering from functional dyspepsia [239]. The physiological 
significance of the inhibition of duodenum mobility was to provide more time 
to process chyme [240]. The expulsion of gases from stomach and intestine (car-
minative effect), that was associated with smooth-muscle relaxation, provided 
additional relief to abdominal complaints (feeling of pressure, heaviness and 
fullness) [239, 241].

Chemical structure–activity relationships suggested that phenolic monoter-
penes (thymol, methyleugenol) seemed to be the most active, followed by al-
cohols (terpineol) and other oxigenated monoterpenes (1,8-cineole) [225, 229, 
230]. Within the monoterpenes, β-pinene was more active than α-pinene [226], 
and α-pinene was more active than caryophyllene and myrcene [234].

The inhibitory effect of a mixture of α-pinene and β-pinene was reported to 
be less than the sum of the separate effects [226]. α-Pinene and caryophyllene 
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showed additive effects but did not achieve the maximum effect obtained with 
the crude oil. The final therapeutic activity was due to the combine effect of sev-
eral minor constituents of the oil [234].

The choleretic effect induced by EOs that involves the release of bile from the 
gall bladder is also important for digestion of fats, but this activity of EOs has 
been less studied in the last decade. The EO of Salvia desoleana (1,8-cineole, 
linalool/linalylacetate and a terpenylacetate), the purified components (linalool 
and α-terpineol), different chemotypes of the EOs of Thapsia sp. (limonene, ge-
ranylacetate and methyleugenol), menthol, peppermint oil and a commercial 
preparation (containing pinenes, camphene, cineole, menthone, menthol and 
borneol) produced a significant increase in bile secretion [242–244, 252]. In 
vitro studies also showed that Croton zhenerii EO increased contractile activity 
of the bladder in a concentration-dependent manner [224] that could also affect 
bile release.

Many studies have related the antioxidant activity with liver protection 
against free radicals [245–247], although other mechanisms also contribute to 
the hepatoprotective action of EOs and their components [248].

The EO of Santolina canescens, its main component santolinediacetylene 
[249], thymol [250] and Foeniculum vulgare (fennel) [251] showed significant 
hepatoprotective effects against carbon tetrachloride induced hepatotoxicity in 
rodents. These studies suggested that the protective effect might be mediated 
through inhibition of lipid peroxidation [249, 250]. Myristicin (the major com-
ponents of nutmeg EO) exhibited a potent hepatoprotective activity in rats as 
assessed by marker enzymes of liver injury [248]. The hepatoprotective activity 
of myristicin might be, at least in part, due to the inhibition of tumour necrosis 
factor released from macrophages [248]. In Rosmarinus officinalis, the hepato-
protective and antimutagenic activities of ethanolic extracts and EO were at-
tributed to the presence of phenolic compounds with high antioxidant activity 
[253].

Other activities on the gastrointestinal system included antidiarrhoeal and 
gastroprotective effects. Satureja hortensis and Aloysia triphylla EOs inhibited 
castor oil induced diarrhoea in rodents [225, 255]. The EO of lavender and its 
components (linalool, linalyl acetate) and the EO of Cryptomeria japonica (ter-
pin-4-ol and elemol) showed protective activities against acute ethanol/aspirin-
induced gastric ulcers in rodents [200, 254]. 

5.7 
Anticarcinogenic Activity

Tumorigenesis is a multistep process that begins with cellular transformation, 
progresses to hyperproliferation and culminates with the acquisition of invasive 
potential, angiogenic properties and establishment of metastatic lesions [256].

The major factors for human carcinogenesis are cigarette smoking, industrial 
emissions, gasoline vapours, infection and inflammation, nutrition and dietary 
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carcinogens. Studies of nutrition and dietary condition will eventually lead to 
cancer prevention [257–264]. 

Non-nutrient compounds in the diet have been found to exert inhibitory 
effects in experimental carcinogenesis [259, 260, 265–269]. Monoterpenes are 
non-nutritive dietary components found in the EOs of aromatic plants. Several 
experimental and population-based studies indicate that isoprenoids in the diet 
play an important role in the ability to avoid cancers [263, 266, 270–276]. 

Among monoterpenes, perillyl alcohol and d-limonene are isoprenoids of 
great clinical interest. The monocyclic monoterpene limonene, a major com-
ponent in many citrus EOs, has been used for many years as a flavouring agent, 
food additive and fragrance [277, 278]. R-(+)-limonene exhibited chemopre-
ventive and therapeutic effects against chemically induced mammary tumours 
in rats [279–281] and metastasis of human gastric cancer [282]. The EO of Cit-
rus limonum modulated the apoptosis through the activation of the interleukin-
1β-converting enzyme-like caspases [283]. 

Mechanistic studies revealed that the effects of limonene on cell proliferation 
and cell cycle progression were preceded by a decrease in cyclin D1 messenger 
RNA levels [284] and inhibition of posttranslational isoprenylation, rather than 
through the suppression of cholesterol biosynthesis [271; 279, 285–293]. Limo-
nene and perillyl alcohol and their active serum metabolites inhibit protein iso-
prenylation [287, 289–291, 294].

Although farnesol did not affect the prenylation of small G-proteins [295], 
the derivatized forms of farnesol inhibited methyltransferase activity [296–299] 
and suppressed the prenylation of G-proteins [300].

Limonene was extensively metabolized by a variety of mammalian species 
[279, 290, 292, 301]. Its principal circulating metabolites identified in the rat 
were perillic acid and dihydroperillic acid. These components were effective in-
hibitors of isoprenylation and cellular proliferation in vitro [271]. 

Limonene and perillic acid remarkably reduced the lung metatastatic tu-
mour nodule formation by 65 and 67%, respectively; however, perillyl alcohol 
was considerably more potent than limonene against breast cancer [284, 302], 
rat mammary cancer and pancreatic tumours [288]. Phase I studies of d-limo-
nene [303, 304] and phase I and phase II [305–311] studies of perillyl alcohol 
revealed dose-limiting toxicities: nausea, vomiting, anorexia, unpleasant taste 
and eructation, and thus a maximum tolerated dose for perillyl alcohol was de-
termined [305].

Perillyl alcohol induced apoptosis and was more effective than perillaldehyde 
at inhibiting the proliferation of human carcinoma cell lines cultured in vitro 
[319]. Perillyl alcohol treatments suppressed cell growth [313–315], reduced cy-
clin D1 RNA and protein levels and prevented the formation of active cyclin D1 
associated with kinase complexes in synchronous cells during the exit of G0 and 
entry into the cell cycle [284, 316, 317]. In addition, perillyl alcohol treatment 
induced an increased association of p21 [316–318] with cyclin E-Cdk2 com-
plexes, inhibited the activating phosphorylation of Cdk2 [312, 316, 318–320], 
initiated apoptosis [321–324] and suppressed small G-protein isoprenylation 

5.7 Anticarcinogenic Activity
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[289, 290, 325–328]. All these effects of perillyl alcohol may contribute to the 
inhibition of the transition out of gap phase (G1) of the cell cycle [271, 284, 317, 
329].

Perillyl alcohol represents a novel small molecule that might be effective for 
treating leukaemia by inducing growth arrest and apoptosis in transformed cells 
[313]. Blends of isoprenoids suppressed growth of murine melanoma and hu-
man leukaemic cells [265, 271].

A phase I clinical trial with limonene indicated its toxic effects in humans; 
thus, perillyl alcohol is more effective at lower doses [279]. 

The hydroxylation of limonene affected its chemopreventive potential. The 
hydroxylated forms carveol, uroterpenol and sobrerol decreased tumour yield, 
sobrerol being the most potent. These monoterpenes were reported as cancer 
chemopreventive agents with little or no toxicity [292]. Also, carveol showed 
chemoprentive activity against carcinogens [293].

The EO of Syzigium aromaticum (Myrtaceae), which contains high levels 
of eugenol, exhibited anticarcinogenic activities and antimutagenic properties 
[330–336]. Although a single mechanism may not account for chemoprotection 
exerted by eugenol, it is an effective inducer of detoxifying enzymes [332, 337, 
338]. Eugenol is known to inhibit lipid peroxidation by acting as a chain-break-
ing antioxidant [339, 340], and lipid peroxidation may play a very important 
role in cell proliferation, especially in tumours [341, 342]; thus, lipid peroxida-
tion control could be a mechanism of action of eugenol as an antitumoral agent. 
Other reports showed that eugenol is involved in cytotoxic process and can 
cause apoptotic cell death [343]. Eugenol inhibited the mutagenicity of aflatoxin 
B1 and N-methyl-N´-nitro-N-nitrosoguanidine [344] and the genotoxicity of 
cyclophosphamide, procarbazine, N-methyl-N´-nitro-N-nitrosoguanidine and 
urethane [345].

Carvone prevented chemically induced lung and forestomach carcinoma 
[346], but had no effect on the lung metatastic tumour growth [347]. Geraniol 
showed in vivo antitumour activity against murine leukaemia, hepatoma and 
melanoma cells [348, 349]. Geraniol caused 70% inhibition of human colon can-
cer cell growth, with cells accumulating in the S transition phase of the cell cycle, 
and concomitant inhibition of DNA synthesis. No signs of cytotoxicity or apop-
tosis were detected. Geraniol reduced cancer growth by inhibiting polyamine 
metabolism, which is a process involved in cancer proliferation [350]. Geraniol 
induced membrane depolarisation with a decrease of membrane resistance ow-
ing to local perforation of the cell membrane, caused a 60% reduction of protein 
kinase C activity and decreased by 50% the amount of active forms of p44/p42 
extracellular signal-regulated protein kinases [351]. The combined administra-
tion of 5-fluorouracil (20 mg kg-1) and geraniol (150 mg kg-1) caused a 53% 
reduction of the tumour volume [352]. 3-Hydroxy-3-methylglutarylcoenzyme 
A (HMG-CoA) reductase catalyses the formation of mevalonate, a precursor of 
cholesterol that is also required for cell proliferation. Inhibition of mevalonate 
synthesis could be a useful strategy to impair the growth of malignant cells. Ge-
raniol inhibited HMG-CoA reductase activity in human breast cancer cells, and 
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this effect was closely correlated with the inhibition of cell proliferation [353]. 
HMG-CoA reductase activity [271] was also inhibited by farnesol and its de-
rivatives [354], as well as by limonene and menthol [355].

The EO of Matricaria chamomilla and its main component, the sesquiterpene 
alcohol α-bisabolol, is considered to be the main component contributing to the 
mild anti-inflammatory effect of chamomile. Owing to its non-toxic effect in 
animals, it is widely used in cosmetic preparations [356]. α-Bisabolol was found 
to have a strong time- and dose-dependent cytotoxic effect on human and rat 
glioma cells. α-Bisabolol rapidly induced apoptosis through the mitochondrial 
pathway with no toxic effect on normal glial cells. Glioma is among the most 
invasive tumours, against which no efficient and non-toxic treatments have so 
far been reported; thus, α-bisabolol is very promising for the clinical treatment 
of this highly malignant tumour [357]. The EO of chamomile also inhibited the 
mutagenic effects induced by daunorubicin and methanesulfonate [358].

Anethole is known to block the nuclear factor kappa B activation process 
[359] that is linked with cancer proliferation [272, 360]. trans-Anethole was also 
found to inhibit the in vivo genotoxicity of xenobionts [345].

Cadalene reduced the incidence of adenomas and inhibited the development 
of induced lung tumorigenesis in mice [361], while carvacrol inhibited growth 
of myoblast cells [362]. Menthol exhibited chemopreventive activity against in-
duced rat mammary cancer [363]. 

Cinnamaldehyde (Cinnamomum cassia) is a potent inducer of apoptosis via 
ROS generation, thereby inducing mitochondrial permeability, depletion of in-
tracellular thiols, activation of caspase-3 and DNA fragmentation [364]. Farne-
sol was also found to initiate apoptotic cell death [312, 318, 365], while other 
studies showed that dietary administration of cinnamaldehyde significantly in-
hibited pulmonary tumorigenesis in mice [366]. 

The possibility of moderating the response of cells to a particular mutagen 
by natural substances opens new horizons in cancer control. On this basis, the 
research for antimutagens could bring about surprises in the discovery of new 
anticarciongenic substances.

The antimutagenic effect of EOs of Helichrysum italicum, Ledum groenlandi-
cum and Ravensara aromatica could be explained by the interaction of their 
constituents with cytochrome P450 activation involving in the detoxification 
system [367]. 

Linalool showed no toxic or mutagenic effects on erythrocytes and micronu-
cleus [368], or in numerical chromosome aberrations tests [369], indicating that 
linalool has no potential for carcinogenicity when used as a fragrance ingredi-
ent [370]. Linalyl acetate showed neither mutagenic effects in the Ames assay 
nor genotoxic potential [203], nor did it show carcinogenic activity [202, 371]. 
Coriander oil, dominated by linalool, did not show any significant potential for 
immunotoxic or neurotoxic effects [370].

Estragole is a natural constituent of a number of plants and their EOs have 
been widely used in foodstuffs as flavouring agents. Several studies have shown 
the hepatocarcinogenicity of EOs with estragole and its metabolites [372]. 

5.7 Anticarcinogenic Activity
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Methyleugenol, a substituted alkenylbenzene found in a variety of food prod-
ucts, caused neoplastic lesions in mice liver. Safrole caused cytotoxicity and 
genotoxicity in rodents [373]. However, the no-observed-effect level of meth-
yleugenol for rodents was estimated at 10 mg kg-1 [374]. The concentrations 
(1–10 mg kg-1) are approximately 100–1,000 times the anticipated human 
exposure to these substances. For these reasons it was concluded that the present 
exposure to methyleugenol and estragole resulting from consumption of food 
(e.g. spices) does not pose a significant cancer risk. Nevertheless, further studies 
are needed to define both the nature and the implications of the dose–response 
curve in rats at low levels of exposure to methyleugenol and estragole [375].

Tumour cells use multiple cell survival pathways to prevail, and thus the ter-
penes that can suppress multiple pathways have great potential for the treatment 
of cancer. This review presents evidence that terpenes can be used not only for 
cancer prevention but also for its treatment.

5.8 
Semiochemical Activity

Insect control is becoming difficult because of the development of strains resis-
tant against insecticides, and transgenic varieties [376]. Leaves, flowers, bark and 
ripe fruits are important for human use and are usually hosts for a wide range 
of herbivorous insects, and evidence is accumulating that host finding is largely 
guided by volatile phytochemicals [377–379]. Behaviour-modifying chemicals 
also have significant potential for commercial application in pest management. 
In fact, a major impetus for the development of the field of chemical ecology has 
been generated by the expectation that identified semiochemicals could be used 
operationally in pest management programmes [380]. Semiochemicals are mol-
ecules that carry signals from one organism to another, while pheromones are 
substances secreted by an individual that induce a specific reaction in another 
individual of the same species [381].

Gas chromatography linked to electroantennography (EAG) is a technique de-
veloped for the identification of a wide range of semiochemicals that could lead 
to alternative strategies to control economically important insects [376–379].

Male attraction to the female sex pheromone has been studied for the devel-
opment of environmentally safe control methods. One important drawback of 
the mating disruption technique is that only male behaviour is affected, so the 
efficacy of pheromonal methods can be greatly enhanced by compounds that 
affect also female behaviour [378].

Nine compounds from branches with leaves and green fruit from apple 
consistently elicited an antennal response in codling female moths (Cydia po-
monella, Lepidoptera), including methyl salicylate, (E)-β-farnesene, β-caryo-
phyllene, 4,8-dimethyl-1,3(E)-7-nonatriene, (3Z)-hexenol, (Z,E)-α-farnesene, 
(E,E)-α-farnesene, linalool and germacrene D [378].
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Straight-chain aliphatic alcohols elicited higher significant EAG responses in 
Helicoverpa armigera (Lepidoptera) female antennae. Hexan-1-ol and hexan-2-
ol showed higher responses (hexan-1-ol being dose-dependent) than hexanal, 
(2E)-hexenal and (2E)-hexenyl acetate. The responses to ocimene and β-phel-
landrene were significantly larger than those elicited by the other monoterpe-
noids. Phenylacetaldehyde and benzaldehyde elicited EAG responses that were 
significantly larger than those of acetophenone and methyl salicylate, while the 
corresponding alcohols did not elicit a significant response [376].

Female antennae detected small amounts of (E)-β-farnesene, (Z,E)-α-farne-
sene, methyl salicylate and germacrene D, while other more abundant com-
pounds, such as (3Z)-hexenyl acetate and (E)-β-ocimene, gave no significant 
antennal response [378].

In the weevil Pissodes notatus (Coleoptera), single olfactory receptor neu-
rones on the antennae were screened for sensitivity to naturally produced plant 
volatiles The two most abundant types responded to α-pinene, β-pinene and 
3-carene and to isopinocamphone and pinocamphone, respectively. Major as 
well as minor constituents of plant volatile blends were employed for host and 
non-host detection, mainly including monoterpenes (bicyclic and monocyclic) 
[382].

In female Heliothis sp. (Lepidoptera) moths, four colocated receptor neurone 
types were identified, of which three types responded most strongly to the in-
ducible compounds (E)-β-ocimene and (E,E)-α-farnesene. The fourth type re-
sponded most strongly to geraniol, which is a common floral volatile [383].

Single receptor neurons on the antennae of tobacco budworm moth re-
sponded with high sensitivity and selectivity to germacrene D, suggesting that 
this component is an important signal for insects in the interaction with plants 
[384]. Experimental data demonstrated that plants containing germacrene D 
dispensers had great attractiveness and showed greater ovoposition than plants 
without them [385].

Single receptor neurons were tuned to a few structurally related components 
[383–384], while neurons in the antennae of individual insects were more re-
sponsive to specific enantiomers, e.g. (+)-linalool [377, 386].

Conifer monoterpenes (mainly α-pinene, β-pinene, myrcene, limonene/phel-
landrene) elicited antennal responses in tree-killing bark beetles. These com-
ponents have potential behavioural roles in host location and discrimination 
[379].

Semiochemicals are being used in commercial products in mass trapping 
programmes. Only traps baited with ipsenol and/or ipsdienol together with the 
host volatiles ethanol and α-pinene caught significantly more male and female 
Monochamus scutellatus and Monochamus clamator than traps baited with host 
volatiles alone. Semiochemicals and pheromones thus exhibited synergistic/
adding effects [387] and both could be used as the basis of more integrated con-
trol strategies [376].

5.8 Semiochemical Activity
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5.9 
Other Activities

EOs and their monoterpenes affected bone metabolism when added to the food 
of rats. It was demonstrated that these lipophilic compounds inhibited bone re-
sorption [388]. It was reported that (2E,6R)-8-hydroxy-2,6-dimethyl-2-octenoic 
acid, a novel monoterpene, from Cistanche salsa had antiosteoporotic proper-
ties [389].

Pine EOs prevented bone loss in an osteoporosis model (ovariectomized 
rats). The monoterpenes borneol, thymol and camphor directly inhibited os-
teoclast resorption [388]. It was observed that inactive monoterpenes can be 
metabolized to their active forms in vivo; thus, cis-verbenol, a metabolite of α-
pinene, inhibited osteoclastic resorption activity, in contrast to the parent com-
pound α-pinene.

Potential activities for the treatment of Alzheimer’s disease were demon-
strated in a pilot open-label study involving oral administration of the EO of 
Salvia lavandulaefolia Vahl. known as Spanish sage [390].

Chinese angelica (Angelica sinensis) is the most important female tonic rem-
edy in Chinese medicine. The effects of angelica EO in three assays in mice (el-
evated plus maze, light/dark and stress-induced hyperthermia test) suggested 
that angelica EO exhibited an anxiolytic-like effect [391]. A link to emotion and 
cognitive performance with the olfactory system was reported [392]. Moreover, 
the EOs could affect mood, concentration and sleep [393], while other studies 
had shown that EOs were potentially important to boost the immune system 
[394, 395].

EOs from different Lippia alba chemotypes showed behavioural effects. 
Greater effects were presented by chemotype 2 (with citral and limonene), 
while chemotype 1, containing citral, myrcene and limonene, decreased only 
the number of rearings in the open-field test [396]. The EO of lemon was found 
to modulate the behavioural and neuronal responses related to nociception, 
pain and anxiety [397, 398]. Thus, there is widespread and increasing interest in 
complementary and alternative medicines using EOs [399].

Aloe vera gel enhanced the antiacne properties of Ocimum gratissimum L. 
oil; the oil or its combination with Aloe vera gel was more effective than 1% 
clindamycin in the treatment of Acne vulgaris [399]. Linalool-rich EO was po-
tent against promastigotes and amastigotes of Leishmania amazonensis [400].

5.10 
Conclusions

The present review demonstrates that EOs and their components have many 
functional properties and exert their action in mammals as well as in other or-
ganisms (insects, fungi, bacteria and viruses). The synergistic effect of EO com-
ponents is a promising field that could lead to the optimisation of a given bioac-
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tivity. This phenomenon has been observed in many activities, such as those of 
antimicrobials, antioxidants, analgesics and semiochemicals. EOs are complex 
mixtures of components that show higher activities than their isolated compo-
nents; their final activities are due to the combine effects of several minor com-
ponents. Thus, EOs contain multifunctional components that exert their activi-
ties through different mechanisms. EOs and their components may have new 
applications against various diseases of different origins (cancer, fungal, bacte-
rial or viral), because some of these complex diseases require multiple compo-
nents and multifunctional therapies.

The natural product industry is actively seeking natural therapeutics, preser-
vatives, repellents and other agents that can replace synthetic compounds. The 
scientific literature has identified new applications and uses of both traditional 
and exotic EOs. These applications can ultimately assist growers and rural com-
munities in the developing world to increase interest in their products.
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6.1 
Introduction

The total world production of citrus fruit grew tremendously during the last 
four decades of the twentieth century. Oranges constitute the largest single por-
tion of citrus produced and currently contribute over 60% of the total world 
production. This is a decrease from past decades where oranges constituted as 
much as 70% of total citrus production. The reason for this diminished portion 
has not been the result of decreased orange production but rather the increased 
popularity of mandarin fresh fruit cultivars. Orange production tripled between 
1961 and 2001, rising from approximately 18,000,000 t in 1961 to 60,000,000 t
in 2001. Drought, disease and hurricanes have diminished total orange produc-
tion in the last 3 years. Sweet oranges will be the major citrus discussed in this 
chapter because of their overwhelming predominance. However, other citrus 
cultivars such as lemon, grapefruit and lime are lesser but still important sources 
of citrus flavours and will also be discussed.

About two thirds of the citrus produced worldwide is consumed as fresh 
fruit. Unfortunately, citrus utilised as fresh fruit cannot constitute a source of 
commercial flavours. However, in certain high-production countries such as the 
USA (Florida) and Brazil, the majority of the citrus crop is processed. In Florida 
over 90% of the orange crop is processed and is a major source for citrus fla-
vouring material. Citrus fruits are processed primarily into juice, but oil from 
the outer layer of the peel, flavedo, and the condensate from making concen-
trated juice are also major sources of flavour products from citrus fruit. 

Citrus has been the source of distinctive flavours that have been esteemed 
by people throughout the world for centuries. Citrus fruit can be found in a 
wide range of size, colour and flavour. Sizes range from the 40–45-cm-diameter 
pummelo (Citrus grandis) to the 3-cm Mexican or Key lime (C. aurantifolia).
Citrus flavours range from the acidic, zesty and distinctive light aroma of limes 
(C. aurantifolia) to the rich sweet, full-bodied taste and aroma of sweet oranges 
(C. sinensis) to the pungent aroma and astringent taste of the citron (C. medica).
Of these flavours, orange flavour is the most widely recognised and esteemed 
citrus flavour throughout the world and has been used extensively to flavour a 
host of foods and beverages. Lemon flavour is the second most popular citrus 
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flavour. Lemon oil has been used extensively to flavour beverages, especially 
carbonated beverages and to aromatise household products, imparting a clean, 
light citrus/lemon fragrance. Grapefruit, lime and mandarin oils each possess 
distinctive aroma profiles but are used to a much lesser extent for fragrance and 
flavour applications.

Citrus volatiles have been extensively examined over the last several decades 
and several reviews have summarised composition and concentration data 
which existed at that time [1–7]. Careful attention should be paid to the analy-
tical technology employed in each study cited. Many of the early studies em-
ployed packed-column gas chromatography (GC) which had limited resolving 
power. Results from these studies should therefore not be accepted uncritically. 
Studies employing high-resolution capillary GC are less prone to coelution and 
are probably more reliable.

6.2
Physical Characteristics of Citrus Fruit

Botanically speaking, citrus is a hesperidium, a berry with a leathery aromatic 
rind and a fleshy interior divided into sections. As shown by the cross section 
shown in Fig. 6.1, the exocarp or peel consists of an outer layer called the flavedo 
which contains oil glands and pigments and a white spongy inner layer called 
the albedo. The fleshy interior or endocarp of the fruit consists of wedge-shaped 
sections (segments) filled with multiple fluid-filled sacs or vesicles. These juice 
sacs constitute the edible portion of a citrus fruit. The cytoplasm contents 
provide the primary source of the citrus juice. The juice consists primarily of 
water, sugars, pectins, lipids, terpenes, amino acids, phenolics, carotenoids and 
minerals.

A microscopic section of the flavedo containing a single oil gland is shown 
in Fig. 6.2. This section of the peel contains the essential oil in circular cavities 

Fig. 6.1 Cross section of a citrus 
fruit
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lined with several layers of specialised epithelial cells which are impervious to 
the cytotoxic oil. A mature orange will contain between 8,000 and 12,000 small, 
ductless, oil glands [8]. Essential oils in the oil gland are removed from the peel 
using a variety of techniques, including maceration and pressing. Most peel oil 
recovery techniques involve the use of water to physically capture or remove the 
oil from the fruit.

6.3
Technological Flavour Products

6.3.1
Peel Oil 

Fruit oil glands are mechanically ruptured either prior to or during juice extrac-
tion and are captured with a steam of water producing an oil–water emulsion 
containing 0.5–2% oil. Typically, the oil is separated from the water using two 
centrifuges in series. Polar peel oil components can partition into the aqueous 
emulsion if allowed sufficient contact time; therefore, the highest-quality oils 
usually have minimal contact time with water. The first centrifuge (desludging 
or concentrating centrifuge) concentrates the oil to 70–90%. The final centri-
fuge (polishing centrifuge) concentrates the oil up to 99% oil. The oil still con-
tains dissolved cuticle wax from the surface of the fruit, along with methoxyl-
ated flavones and carotenoids. Concentrations of these nonvolatile components 
can be reduced by chilling the oil and precipitating the waxes and methoxylated 
flavones. The resulting oil is often called cold pressed oil or CPO.

Orange peel oil is the major oil produced worldwide and is used extensively 
in the food industry, primarily as a flavouring in beverages and sweets. It pos-
sesses a light, sweet, fresh top note with fruity and aldehydic character. Many 
household and personal-care products employ orange oil owing to its pleasing 

Fig. 6.2 Microscopic section of the 
flavedo

6.3 Technological Flavour Products
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character, ability to blend with other aroma components, low cost and avail-
ability. Citrus peel and/or essence oils are commonly employed as a top note 
component in some perfumes and colognes [9].

6.3.2
Essences 

Essence oil and aqueous essence (sometimes called aqueous aroma) are both 
formed from the condensate from steam distillation/evaporation of citrus 
juices. These products consist of volatile juice compounds and do not contain 
non-volatile pigments.

6.3.3
Petitgrain Oil

This bitter-sweet, floral, woody smelling oil is a product from the steam distil-
lation of citrus leaves and twigs. Sour orange is the cultivar which produces the 
highest-quality oil. Oil yields are fairly low, ranging from 0.25 to 0.5%. Even 
though over 400 components have been reported in this oil [10], the top 25 
components comprise 95% of the total oil weight. The combination of linalyl 
acetate and linalool alone constitutes 80% of the total oil [11]. There are a few 
monoterpene hydrocarbons in the 1–3% range, including myrcene α-ocimene, 
β-pinene and β-ocimene. Even though total carbonyl compounds are respon-
sible for only 0.37% of the oil, they are undoubtedly important aroma contrib-
utors. The potent β-ionone and β-damascenone are each reported to exist at 
concentrations 1 million times greater than their odour threshold [10]. Some 
substituted pyrazines are also present at concentrations 1 million times greater 
than their odour threshold. Recombination experiments based on quantitative 
data have not effectively duplicated the aroma of this oil, suggesting the need for 
the identification of additional trace aroma impact components. Even though 
analytical concentrations of up to 60 compounds have been reported [12, 13], 
GC–olfactometry has yet to be employed to determine the aroma-active com-
ponents in this product.

6.3.4
Oil of Neroli

This highly prized, floral oil is produced from the steam distillation of orange 
blossoms. Neroli oil is extensively employed in the formulation of perfumes and 
other high-end fragrances [14]. This oil requires about 850 kg of orange blos-
soms to produce a single kilogram of neroli oil [15]. Although many of the com-
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ponents found in petitgrain oil are also found in neroli oil [16], their relative 
compositions differ considerably. Concentrations of α-ocimene and β-ocimene, 
β-pinene and limonene are considerably higher (6.5, 11 and 17%, respectively) 
[10]; however, linalyl acetate and linalool are still major components (6 and 
36%, respectively). Methyl anthranilate and indole are thought to be the aroma 
components which primarily differentiate the aroma profile of neroli oil from 
that of petitgrain oil.

6.4
Botanical Sources of Citrus Flavours

Botanically, Citrus is part of the family Rutaceae, subfamily Aurantioideae, con-
taining six closely related genera: Citrus, Fortunella, Poncitrus, Microcitrus, Er-
emocitrus and Clymenia. Most flavours of commercial value are found in the 
Citrus genus and subgenus Eucitrus. Citrus species have been classified using the 
taxonomic systems of either Swingle [17] or Tanaka [18]. In Swingle’s taxonomic 
system there are 16 species; in Tanaka’s system there are 145 citrus species. In 
this discussion the taxonomy system of Swingle will be used without judging 
the merit of either system. As citrus has been cultivated and bred for over 2,000 
years there are hundreds of named cultivars but only species and cultivars of 
major commercial interest will be considered in this discussion.

6.4.1
Sweet Orange (Citrus sinensis)

This is the major citrus fruit produced worldwide. Since this citrus type has 
been produced for over 2,000 years, there are a wide range of named cultivars. 
However, the major cultivars of commercial importance include Valencia, Pera, 
Navel, Hamlin and Shamouti. The sensory characteristics of juices from a few of 
these cultivars have been reported [19].

Some of the more thorough studies of orange juice volatile composition were 
carried out by Schreier et al. [20], Duerr and Schobinger [21] and Nisperos-
Carriedo and Shaw [22]. For example, Schreier et al. peeled the oranges before 
extraction in methanol to inactivate enzymes and prevent contamination from 
peel oil. Volatiles were separated from the aqueous juice using solvent extrac-
tion and were subsequently concentrated. Internal standards were employed 
to compensate for changes in concentration due to extraction/concentration 
or variation in sample introduction. Few subsequent studies prepared and ana-
lysed juice samples as thoroughly.

Compositional analysis of orange essence oil from Florida was reported by 
Moshonas and Shaw [23] and more recently by Hognadottir and Rouseff [24]. 

Sweet orange peel oil composition has been reviewed in [1, 4].

6.4 Botanical Sources of Citrus Flavours
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6.4.2
Sour/Bitter Orange (C. aurantium)

This species is little used for its juice because it is bitter owing primarily to nar-
ingin, a bitter flavanone [25], and it contains high levels of citric acid which 
produces the sour taste. However, the volatiles of this species are prized by the 
fragrance industry. The highly appreciated Oil of Neroli is prepared from the 
flowers of this species grown in the Mediterranean region of Europe and North 
Africa. More recently, production has shifted to South America, notably Argen-
tina and Paraguay. 

Of all citrus cultivars, the compositional information on C. aurantium vola-
tiles is the most conflicted. Maekawa et al. [26] reported relative peak area values 
for 18 components from peel oil of four sour orange cultivars grown in Japan. 
Terpenes such as limonene (74–86%) and myrcene (1.6–10.9%) comprised the 
bulk of the oil. A subsequent capillary GC–mass spectrometry (MS) study [27] 
reported unusually high (24.3% peak area) values for myrcene in sumikan oil, a 
cultivar of C. aurantium grown in Japan. Most recent studies have reported rela-
tive limonene concentrations greater than 90% and myrcene in the 1–2% range. 
Relative terpene composition such as ratios of β-pinene to sabinene has been 
used as a marker of sour orange authenticity [28]. The relative compositions of 
oxygenated terpenes have also been used as markers of sour orange oil authen-
ticity [29], especially the absence of citronellal in genuine oil.

Fruit maturity has a major impact on peel oil composition. Terpenes are al-
most exclusively present in the oil from unripe fruit. As fruit mature, concentra-
tions of aliphatic aldehydes and oxygen-containing terpenes and sesquiterpenes 
increase [30]. For example, nootkatone and α-selinenone were not detected in 
the peel oils from fully developed immature fruit, but the oil from ripe fruits 
contained up to 0.15% of these oxygenated sesquiterpenes.

6.4.3
Lemon (C. lemon)

Lemon peel oil is much more valuable than its juice; therefore, extensive re-
search efforts have been expended to determine its natural composition as a way 
to detect adulteration as well as to determine quality factors [6, 31, 32]. How-
ever, a few studies on lemon juice volatiles can be found [33–35]. Lemon oils are 
notable for possessing relatively low levels of limonene (more than 70%) and 
relatively high levels of α-pinene (1–2%), β-pinene (6–13%), sabinene (1–2%) 
and γ-terpinene (8–10%) [32]. The relatively high concentration of β-pinene 
is thought to instil the green peely odour of lemon oil. The concentrations of 
aliphatic and monoterpenic aldehydes, (especially citral) as well as those of es-
ters and alcohols are critical components in the perceived quality of the oil. As 
lemon oil is unstable, quality can deteriorate with improper storage, resulting in 
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the production of quality-degrading components such as p-cymene, carvone, 
p-menthadiene-8 ols and p-menthen-1,8-diols [36–38].

One of the uncommon compounds observed in lemon oil is methyl jasmo-
nate. This compound, found in two isomeric forms, is thought to contribute to 
ripe lemon aroma [39].

6.4.4 
Grapefruit (C. paradisi)

Grapefruit juice volatiles were initially determined from concentrated conden-
sates as aqueous essence or essence oil. Moshonas and Shaw [40] reported find-
ing 32 volatile components in a commercial grapefruit juice aqueous essence 
after it was further extracted with methylene chloride and concentrated. As 
might be expected from an aqueous product, the reported components were all 
relatively polar, consisting of 15 alcohols, six aldehydes, four esters, two ethers, 
acetal, nootkatone and two other ketones. Limonene was present as a minor 
component. A direct simultaneous distillation/extraction of a grapefruit juice 
coupled with GC-MS allowed for the identification of 58 volatiles [41]. Purge-
and-trap GC-MS was subsequently used to identify 23 of the most volatile 
components in fresh grapefruit juice. The advantage of this technique was that 
it allows the detection and quantification of the most volatile juice components 
(which are normally obscured by the solvent in solvent extracts). Furthermore, 
it eliminates distillation and extraction steps required for the other analysis, 
thus saving time and reducing the possibility of artefact formation. The dis-
advantage of purge-and-trap techniques is that the relatively important noot-
katone [42] is not detected. Although not measured in this study, some of the 
more volatile sulphur compounds, such as hydrogen sulphide, methyl sulphide 
and possibly 1-p-menthene-8-thiol, which are thought to contribute to the fla-
vour of fresh grapefruit juice [43, 44] could be detected if a suitably sensitive 
sulphur detector was employed. In a subsequent study employing methylene 
chloride extraction, 52 volatiles were identified and correlated with flavour 
preference. Surprisingly, nootkatone was not strongly associated with sensory 
preference. 

Grapefruit peel oil was also included in the earlier mentioned reviews on cit-
rus peel oils [1, 4, 7]. Since grapefruit oils can contain up to 7% non-volatile 
material in the form of carotenoids, coumarins, furanocoumarins, lipids and 
waxes, there is some slight disagreement in the literature depending on how this 
material is taken into account. If just the volatile material is considered, total 
hydrocarbon (monoterpene) content ranges from 94 to 97%, almost all of which 
is composed of limonene. The only other terpene present over 1% is myrcene 
(1–2%). All the other terpenes are generally found to be present at less than 
0.5% [45–47]. In the case of grapefruit volatiles, the differences between juice 
and peel oil composition are quantitative rather than qualitative.

6.4 Botanical Sources of Citrus Flavours
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6.4.5
Lime (C. aurantifolia)

Lime juice like lemon juice is of less economic value that its peel and essence 
oils. There are two major cultivars which are responsible for the bulk of lime 
oil, namely Persian limes and Mexican or Key limes. Mexican or Key lime oils 
are further separated into two separate classes, type A and type B, depending 
on how they are prepared. The method of preparation makes a profound dif-
ference in their composition. Type A is produced by pricking the peel surface 
on a needled surface and washing off the oil with water. The water and oil are 
separated as discussed in Sect. 6.3.1. Type B oil is produced from the distillation 
of the crushed fruit. Because the oil has come in contact with the hot, acidic 
juice, acid hydrolysis takes place [48] and this oil contains much higher levels of 
alcohols than type A juice.

6.4.6
Mandarin (C. reticulata)

Mandarin cultivars are among the most popular citrus consumed as fresh fruit 
because they have brightly coloured peels which are easily removed and pos-
sess a balanced sweet–sour taste with a pleasing citrus aroma. The analytical 
composition of juice volatiles from various mandarin cultivars has been the 
subject of several studies [49–53]. Most of the volatiles reported were similar 
to those found in orange juices, but the number of volatiles and the amounts 
reported varied widely. The wide range in analytical techniques and sample 
preparation procedures precludes meaningful comparison of results from dif-
ferent reports. For example Moshonas and Shaw [53] reported limonene values 
from 19–226 µg/mL in a single study involving 15 mandarin and mandarin hy-
brid juices. Even though the juices were analysed in the same manner (dynamic 
headspace purge-and-trap GC), the juices were extracted from the fruit using 
different equipment and treated in different manners; thus, observed differ-
ences could not be attributed to cultivar, juice extraction or heating differences 
alone.

Mandarin peel oil volatiles contain many of the same volatiles as orange peel 
oil; however, there are a few differences such as elevated levels of dimethyl an-
thranilate and thymol. It has been reported [54] that the characteristic manda-
rin peel oil aroma was due to a combination of dimethyl anthranilate, thymol, 
α-terpinene and β-pinene.

The major volatile components in mandarin peel oil have been separated 
and quantified using capillary GC with flame ionisation detection/MS detec-
tion [7, 55, 56]. The identities and relative composition of 17–85 volatiles were 
reported.
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6.5
Flavour-Impact Compounds

As in most foods of commercial interest, the components of citrus juice and es-
sential oil volatiles found in concentrations greater than 1% have been known 
for some time. However, it appears that most aroma impact is produced from 
compounds found at concentrations less than 1%.There is disagreement, how-
ever, as to the aroma activity of limonene, the single volatile found in the highest 
concentrations in citrus juices and oils. Tables 6.1–6.6 contain listings of juice 
volatiles reported to be aroma-active largely from GC–olfactometry studies. In 
addition, respective sensory descriptions are listed along with orthonasal and 
retronasal thresholds and juice concentrations. In each case the original source of 
the information is cited. Because of space limitations and their relative commer-
cial importance, only orange volatiles have been considered. Orange juice (and 
essential oil) quality is largely determined from the kinds and relative amounts 
of aldehydes and esters present. However, until the advent of GC–olfactometry, 
it was not possible to determine which aldehydes and in what proportions were 
most responsible for good orange flavour. As seen in Tables 6.1 and 6.2, there 
are 14 aliphatic and four terpenic aldehydes with reported aroma activity. This 
is by far the largest group of aroma-active compounds in orange juice and the 
list does not include all reported aldehydes. Relative amounts are extremely im-
portant. Esters are important as they are responsible for the fruity character. The 
ten esters listed in Table 6.5 are primarily ethyl esters of three-carbon to four-
carbon organic acids. Linalool is by far the most important alcohol included 
in Table 6.3; others are simply alcohol versions of their more potent aldehyde 
forms. Three of the ten ketones listed in Table 6.4 are off-flavours. They are oxi-
dation products or products of microbial contamination. Their presence above 
threshold levels severely degrades the quality of the juice/oil and is an indication 
of microbial contamination, thermal abuse and/or storage abuse. Three of the 
six aroma-active volatiles listed in Table 6.6 are off-flavours. 4-Vinyl guaiacol is 
a well-known indicator of thermal abuse and guaiacol is an indicator of micro-
bial contamination most probably from Alicyclobacillus bacteria [82].
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7.1 
Introduction

The flavour of fruits and vegetables is determined by taste and odour-active 
compounds. Taste is perceived on the tongue and odour in the olfactory sys-
tem. The olfactory system is extremely sensitive; it can detect odours in amounts 
of parts per trillion, whereas receptors on the tongue can detect flavour com-
pounds in amounts of parts per hundred. Sugars, acids, salts and compounds 
that contribute to bitterness, e.g. isocoumarins and polyacetylenes in carrots and 
related vegetables [1, 2] and sesquiterpene lactones in chicory and lettuce [3, 4], 
and to astringency such as phenolic acids, flavonoids, alkaloids, tannins [5,  6], 
are important for the taste of fruits and vegetables. The perception of sweetness, 
which is mainly due to fructose, glucose and sucrose, is one of the most impor-
tant flavours of fruit and vegetables. Sweetness may be modified by sourness 
or acid levels from, e.g., citric, malic, oxalic and tartaric acids and odour-ac-
tive compounds. The contribution of odour-active compounds to the flavours 
of fresh and processed fruits and vegetables has gained increasing attention be-
cause these compounds are important for the characteristic flavours of fruits and 
vegetables. The present chapter contains information on odour-active volatiles 
of fruits and vegetables of moderate climate.

Many factors affect the volatile composition of fruit and vegetables, e.g. ge-
netics, maturity, growing conditions and postharvest handling. Furthermore, 
preparation of the fruits and vegetables for consumption and the method for 
isolation of volatile compounds may change the volatile profile and key aroma 
compounds compared to non-processed fruits and vegetables. 

The most difficult problem in flavour research is to interpret the results of the 
volatile analysis, which gives information on the identity and the quantity of the 
volatile compounds collected from a given product. Many volatile compounds 
are not flavour-active, i.e. they cannot be detected in the olfactory system, while 
others may even in trace amounts have significant effects on flavour owing to 
their low odour-threshold values that is defined as the minimum concentra-
tion needed to produce an olfactory response. Consequently, the most abundant 
volatiles are not necessarily the most important contributors to flavour. Much 
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attention has been given to identify the odour-active or character-impact com-
pounds in fruits and vegetables by various techniques based on gas chromatog-
raphy–olfactometry (GC-O). In the classic GC-O procedure, the effluent of the 
GC column is split, with one portion of the eluted volatiles flowing to the instru-
ment detector and the rest to a sniff port where the odour-active compounds 
are identified and described [7]. In recent years, the GC-O technique has been 
combined with methods that determine the intensity of the odour-active com-
pounds by dilution techniques and determination of odour-detection thresh-
old values [7–11] as in CharmAnalysis and aromatic extract dilution analysis 
(AEDA). More recently, the Osme method, which determines the quality, in-
tensity and duration of odour-active compounds, was introduced. Although all 
these techniques ignore synergism and antagonism between compounds, they 
seem to be the best methods to identify odour-active compounds in fruits and 
vegetables at present. The information on key odour compounds given in this 
chapter was mainly obtained by the use of these techniques. 

7.2 
Formation of Flavours in Fruits and Vegetables

A large number of volatile compounds are formed in fruits and vegetables dur-
ing maturation and preparation such as cutting, chewing and mild heat treat-
ment. The typical flavour of most fruits is not present during early fruit growth 
and development but develops after a ripening process. During this period, me-
tabolism changes to catabolism and volatile compounds are formed from major 
plant constituents through various biochemical pathways [12, 13]. Many cli-
macteric fruits, e.g. apples, pears, peaches, nectarines, apricots and plums, have 
a green note when unripe [14]. This note disappears during ripening and the 
characteristic aroma for the intact fruit becomes prominent [14, 15]. However, 
this profile may change again during preparation. In stone fruits, for example, 
glycoside-bound monoterpene alcohols and lactones are released upon macera-
tion [16, 17]. 

The release of volatile compounds owing to cutting, chewing and mild heat 
treatment is an uncontrolled effect, where enzymes are mixed with primary and 
secondary metabolites that are separated in the intact tissue. Cooking for a long 
time or at high temperature can result in the formation of a whole new group 
of volatile flavour compounds that are usually a result of the breakdown of car-
bohydrates, proteins, lipids and carotenoids. Volatile compounds produced by 
severe cooking may completely overshadow key flavour compounds of fruits 
and vegetables, but they are not included in this chapter. 

Volatile compounds formed by anabolic or catabolic pathways include fatty 
acid derivatives, terpenes and phenolics. In contrast, volatile compounds formed 
during tissue damage are typically formed through enzymatic degradation and/
or autoxidation reactions of primary and/or secondary metabolites and includes 
lipids, amino acids, glucosinolates, terpenoids and phenolics.
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7.2.1
Compounds Formed by Degradation of Fatty Acids 

Fatty acids originate from triglycerides, phospholipids or glycolipids that are 
important parts of the cell membranes. Fatty acids are precursors for a large 
number of volatile compounds of which many are important character-impact 
aroma compounds responsible for the fresh, green and fruity notes of fruits and 
vegetables. Degradation of fatty acids occurs mainly by three different oxidative 
routes: (1) β-oxidation, (2) oxidation by the lipoxygenase (LOX) pathway and 
(3) autoxidation. However, fatty acids do not accumulate in healthy plant tissue 
and therefore the initial phase in the oxidative degradation process of fatty acids 
is their liberation by acyl hydrolases before an oxidative degradation [18].

β-oxidation is the classical biochemical pathway involved in fatty acid degra-
dation [19, 20] that typically occurs in intact tissue during ripening of fruits and 
vegetables. β-oxidation acts on acylcoenzyme A (acetyl-CoA) and consists of a 
four-step reaction sequence, yielding an acyl-CoA, which has two carbons less 
and an acetyl-CoA. This sequence is repeated several times until the complete 
breakdown of the compound (Scheme 7.1). Depending on many factors, the 
breakdown can be stopped, resulting in the liberation of medium-chain-length 
or short-chain-length volatile compounds. These metabolites can exit the path-
way between β-oxidation cycles or inside the sequence. This can lead to a variety 
of volatile compounds such as saturated and unsaturated lactones, esters, alco-
hols, ketones and acids (Scheme 7.1). 

The volatiles produced by the LOX pathway and autoxidation are typically 
volatile aldehydes and alcohols responsible for fresh and green sensorial notes. 
In the LOX pathway these volatile compounds are produced in response to 
stress, during ripening or after damage of the plant tissue. The pathway is illus-
trated in Scheme 7.2. Precursors of the LOX (EC 1.13.11.12) catalysed reactions 
are C18-polyunsaturated fatty acids with a (Z,Z)-1,4-pentadiene moiety such as 
linoleic and α-linolenic acids that are typically oxidised into 9-, 10- or 13-hydro-
peroxides depending on the specificity of the LOX catalyst. These compounds 
are then cleaved by hydroperoxide lyase (HPL) into mainly C6, C9 and C10 al-
dehydes, which can then be reduced into the corresponding alcohols by alco-
hol dehydrogenase (ADH; EC 1.1.1.1) (Scheme 7.2) [21, 22]. The production 
of volatile compounds by the LOX pathway depends, however, on the plants as 
they have different sets of enzymes, pH in the cells, fatty acid composition of cell 
walls, etc. 

Many of the compounds derived from enzyme-catalysed oxidative break-
down of unsaturated fatty acids may also be produced by autoxidation [23]. 
While the enzymatically produced hydroperoxides in most cases yield one hy-
droperoxide as the dominant product, non-enzymatic oxidation of unsaturated 
fatty acids yields a mixture of hydroperoxides which differ in the position of the 
peroxide group and in the geometrical isomerism of the double bonds [24]. As 
the number of double bonds increases, the number of oxidation and oxygen-
addition sites increases proportionally and thus the number of possible volatile 
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degradation products increases [24]. Autoxidation of linoleic acid produces the 
9- and 13-hydroperoxides, whereas linolenic acid in addition also produces 12- 
and 16-hydroperoxides [25]. Hexanal and 2,4-decadienal are the primary oxida-
tion products of linoleic acid, whereas autoxidation of linolenic acid produces 
2,4-heptadienal as the major product. Further autoxidation of these aldehydes 
leads to the formation of other volatile products [23]. 

Unsaturated fatty acids also seem to undergo oxidative breakdown during 
cooking. The volatile compounds found in cooked products are generally the 
same as in the raw product. Frequently there are, however, quantitative differ-
ences between the cooked and the raw product. However, not much is known 
about the thermal fatty acid breakdown, but possibly it involves decomposi-
tion of already formed hydroperoxides in the raw product and/or oxidation of 
already formed volatile compounds. For example, 1-octen-3-ol occurs in raw 
cut mushroom, whereas 1-octen-3-one cannot be detected. On the other hand, 
1-octen-3-one is found in relatively large amounts in cooked mushroom [26].

Scheme 7.1 Enzymatic degradation of fatty acids by the β-oxidation cycle and formation of vari-
ous types of aroma compounds in fruits and vegetables
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7.2.2
Compounds Formed from Amino Acids 

Some volatile compounds are produced by the action of enzyme systems on 
amino acids when the tissue of the vegetable is damaged. This seems to be par-
ticular true for sulfur-containing amino acids in vegetables of the Alliaceae and 
Brassicaceae families. The distinct aroma of freshly cut Allium species (Allia-
ceae) is dominated by numerous sulfur-containing volatile compounds origi-
nating from the decomposition of the odourless non-volatile precursors (+)-S-
alk(en)yl cysteine sulfoxides by the action of the enzyme alliinase (EC 4.4.1.4) 
as shown in Scheme 7.3 [27–29]. Owing to the compartmentation of alliinase 
in the vacuole and the cysteine sulfoxides in the cytoplasm, volatile compounds 
are not produced until cell rupture, e.g., by cutting. The products of this are 
pyruvate, ammonia and various sulfenic acids depending on the (+)-S-alk(en)yl 
cysteine sulfoxides present in the tissue. At least five different cysteine sulfoxides 
occur commonly in Allium species, which gives rise to different sulfenic acids 
and hence different volatile sulfur compounds (Scheme 7.3) [30, 31]. The sulfenic 
acids are highly reactive and will quickly combine to form thiosulfinates, which 
are responsible for the odour of freshly cut Allium species. The thiosulfinates 
are also unstable and will rearrange to form disulfides and thiosulfonates. The 
thiosulfonates expel sulfur dioxide to give the corresponding monosulfides, and 
the disulfides can rearrange to form monosulfides and trisulfides, so the final 
products of the reaction will end up being a combination of monosulfides and 
polysulfides (Scheme 7.3a). Further, the amino acid (E)-S-1-propenyl cysteine 
sulfoxide (isoalliin) can apart from taking part in the formation of polysulfides 
as described earlier result in the formation of thiopropanal-S-oxide (the lachry-
matory factor) (Scheme 7.3b). Thiopropanal-S-oxide is also unstable and rear-
ranges spontaneously to form propanal and sulfur. Propanal may undergo an 
aldol condensation with a further propanal molecule and give rise to 2-methyl-
2-pentenal and other volatile aldehydes [31, 32].

If the disulfides are methylpropenyl disulfide or propylpropenyl disulfide  
(Scheme 7.3a) this may lead to thiophene compounds [31, 32]. This is not a very 
common process in freshly cut Allium species, but heating seems to promote 
this process [33, 34].

Amino acids may also undergo thermal degradation, which is almost always 
coupled with some other food components, particular sugars. The major types 
of volatile compounds formed from amino–sugar interactions include Strecker 
degradation aldehydes, alkyl pyrazines, alkyl thiazolines and thiazoles and other 
heterocycles [35, 36]. As the subject has mainly relevance for baked and roasted 
vegetable food products, this subject will not be discussed in further detail. 

Finally amino acids are precursors for some branched aliphatic compounds 
such as 2-methyl-1-butanol and 3-methyl-1-butanol that are formed during the 
amino acid catabolism [20].
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Scheme 7.3 Enzymatic production of sulfur-containing flavour compounds in Allium species from 
amino acid flavour precursors. a S-Alk(en)yl cysteine sulfoxides and b (+)-S-1-propenyl cysteine 
sulfoxide (isoalliin) P-5´-P pyridoxal-5´-phosphate

7.2 Formation of Flavours in Fruits and Vegetables
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7.2.3
Compounds Formed from Glucosinolates

In a number of vegetables, in particular those of the cabbage family (Brassica-
ceae), glucosinolates are present. Glucosinolates are thioglucosides that consist 
of a common basic skeleton containing a β-thioglucose grouping, a side chain 
and a sulfonated oxime moiety (Scheme 7.4). When the plant tissue is damaged, 
e.g. by cutting or chewing, glucosinolates are hydrolysed enzymatically by the 
enzyme myrosinase (EC 3.2.3.1), which is physically separated from the gluco-
sinolates in intact plant tissue. The products of this reaction are initially isothio-
cyanates, nitriles, glucose and a sulfate (Scheme 7.4). Some glucosinolates also 
give rise to the formation of thiocyanates. The nature of the hydrolysis products 
depends primarily on the side chain of the glucosinolate, the conditions of the 
hydrolysis, such as pH, and the presence of cofactors [37, 38]. In the cabbage 
family, the major breakdown products from the glucosinolates are 2-propenyl 
isothiocyanate, 3-butenyl isothiocyanate and the corresponding nitriles. The 
shredding of cabbage tissue in the preparation of coleslaw is particular effective 
in bringing about the enzymatic conversion of the glucosinolates. The nitriles 
can also be produced by the thermal decomposition of the glucosinolates.

Scheme 7.4 Products of thioglucosidase (myrosinase) hydrolysis of glucosinolates. Volatile iso-
thiocyantes and their corresponding nitriles are important flavour compounds, in particular in 
vegetables of the cabbage family. At low pH the formation of nitrile is favoured, whereas neutral or 
high pH favours the formation of the isothiocyanate
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7.2.4
Compounds of Terpenoid Origin 

Terpenoids are widely distributed among vegetables and fruits, and in some veg-
etables, e.g. carrots, they are the major contributor to the flavour of this vegeta-
ble. There are two main types of terpenoids that may contribute significantly to 
the flavour of vegetables and fruits and these are (1) monoterpenes and sesqui-
terpenes and (2) irregular terpenes mainly produced by catabolistic pathways 
and/or autoxidation. The monoterpenes and sesquiterpenes are mainly formed 
by anabolic processes and are therefore present in intact plant tissue [39]. Tis-
sue disruption therefore does not normally alter the profile of monoterpenes 
and sesquiterpenes significantly in the raw product, although changes in the 
concentration of some monoterpenes and sesquiterpenes may occur owing to 
oxidation and release of glycoside-bound oxygenated terpenoids. 

α-Terpineol and terpinen-4-ol might result from oxidation of terpinolene 
and further it cannot be ruled out that some monoterpenes and sesquiterpenes, 
such as geraniol and geranial, may arise from oxidative cleavage of carotenoids. 
Finally, glycoside-bound oxygenated terpenoids that are released enzymatically 
may be a source of volatile oxygenated terpenoids, especially in fruits during 
ripening or cell disruption [40]. 

The formation of some irregular terpenes cannot be explained by anabolic 
pathways in plants. These terpenoids are primarily oxidative degradation prod-
ucts of the carotenoids. The oxidative breakdown of carotenoids seem some-
what related to the oxidative breakdown of unsaturated fatty acids discussed 
earlier in Sect. 7.2.1. As with fatty acids, carotenoid oxidation occurs whenever 
the plant tissue is damaged and/or during senescence (ripening or bleaching) 
and the volatile degradation products generated obviously depend on the carot-
enoids present in the different vegetables and fruits [19, 41, 42]. For example, 
the tomato volatiles 6-methyl-5-hepten-2-one, geranyl acetone and farnesyl 
acetone may result from the oxidative cleavage of acyclic carotenoids (Scheme 
7.5a). Similarly, α-ionone, β-ionone and β-damascenone probably result from 
the oxidative breakdown of cyclic carotenoids (Scheme 7.5b) and as for other 
terpenoids may exist in intact plant tissue bound as glycosides [40]. 

Heating (cooking) seems to produce certain terpenoids. In some vegetables, 
such as tomatoes and potatoes, there is a considerable increase in the formation 
of some terpene alcohols, including linalool, α-terpineol and terpinen-4-ol dur-
ing heat treatments.

7.2.5
Phenols and Related Compounds

A large number of volatile phenols and related compounds occur in vegetables 
and fruits, and some of them are potent aroma compounds. The majority of 
volatile phenols and related compounds in plants are formed mainly through 
the shikimic acid pathway, and are present in intact plant tissue either as free 

7.2 Formation of Flavours in Fruits and Vegetables
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Scheme 7.5 Formation of some aroma compounds after oxidative cleavage of a acyclic carotenoids 
(e.g., lycopene, phytofluene and phytoene) and b cyclic carotenoids (e.g. α-carotene and β-caro-
tene)
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aglycones or bound as glycosides that can be liberated by enzymatic hydrolysis 
[40]. Although many of the phenols and related compounds, in particular the 
phenylpropanoids, originate from some of the “building blocks” of lignin such 
as ferulic acid and p-coumaric acid, these compounds are not breakdown prod-
ucts of lignin. Generally the volatile phenols and related compounds are substi-
tuted benzene derivatives with methoxy and phenolic groups with often an allyl, 
a vinyl or an aldehyde group. Common flavour compounds of this group are 
eugenol, vanillin, myristicin, apiole, elemicin and benzaldehyde.

7.3 
Fruits

Volatile compounds in fruits are diverse, consisting of hundreds of different 
chemical compounds comprising only 0.001–0.01% of the fruit’s fresh weight 
[36, 43]. This diversity is partially responsible for the unique flavours found in 
different species of fruit as well as differences among individual cultivars.

7.3.1
Pome Fruits

7.3.1.1
Apple

More than 350 volatile compounds have been identified in apples [44]. Only a 
few of these volatiles have been identified as being responsible for apple aroma 
[45]. The most abundant volatile components in apples are esters (78–92% of 
total volatiles), alcohols (6–16% of total volatiles), aldehydes, ketones and ethers 
[35, 45], which are present in various amounts in different cultivars [46]. Esters 
are the principal compounds responsible for apple odour (Table 7.1, Fig 7.1)
[47]. The ultimate levels of esters in fresh and stored apples are determined by 
the amount of precursors for ester formation, e.g. lipids, which are influenced 
by cultivar, growing conditions, harvest maturity and storage conditions [47]. In 
Fuji apples, acetate ester concentrations increase during maturation, 2-methyl-
butyl acetate being the major ester component in the volatile compound profile 
[48]. Ethyl 2-methylbutanoate, 2-methylbutyl acetate and hexyl acetate contrib-
ute most to the characteristic aroma of Fuji apples [49]. In Red Delicious ap-
ples, ethyl butanoate, ethyl 2-methylbutanoate, propyl 2-methylbutanoate and 
hexyl acetate contribute to the characteristic aroma as determined by Charm-
Analysis and/or AEDA [50, 51]. In a comparative study of 40 apple cultivars, 
the highest odour potency or Charm value was found for β-damascenone [52]. 
This compound usually occurs in a glycosidically bound form and is present 
primarily in processed products owing to hydrolysis of the glycoside bond af-
ter crushing fruit cells [53]. β-Damascenone has a very low odour threshold 
with a sweet, fruity, perfumery odour and is not typical of apple aroma in gen-

7.3 Fruits
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eral [54]. Sensory evaluation of Gala apples revealed that 2-methylbutyl acetate 
and hexyl acetate contribute to the flavour of this cultivar [55, 56]. In a study 
of Gala apple aroma, the Osme method revealed that butyl acetate, hexyl ac-
etate, butyl 2-methylbutanoate, hexyl 2-methylbutanoate and hexyl propano-
ate contributed to apple-like, fruity aroma and methyl 2-methylbutanoate, ethyl 
2-methylbutanoate and propyl 2-methylbutanoate to sweet and berry-like 
odours [54]. Fuhrmann and Grosch [44] showed that the character impact 
odours of Elstar and Cox Orange apples depend on sample preparation. Ethyl 
butanoate and ethyl 2-methylbutanoate were the odour-active compounds in 
intact Elstar apples and ethyl butanoate, acetaldehyde, 2-methyl-1-butanol and 
ethyl methylpropanoate in that of Cox Orange. Ethyl 2-methylbutanoate had 
also a direct impact on Granny Smith apple flavour [57].

7.3.1.2
Pear

Pears are divided into European pears, which combine a buttery juicy texture 
with rich flavour and aroma, and Asian pears, which are characterised by a crisp 
texture and sweet but subacid flavour [58]. European pears are considered to be 

Table 7.1 Key flavour compounds in pome fruits

Key flavour compounds Apple (Malus domestica) Pear (Pyrus communis)
Esters

Butyl acetate
Pentyl acetate
Hexyl acetate
2-Methylbutyl acetate
Hexyl propanoate
Ethyl butanoate
Butyl butanoate
Hexyl butanoate
Methyl 2-methylbutanoate
Ethyl 2-methylbutanoate
Propyl 2-methylbutanoate
Butyl 2-methylbutanoate
Hexyl 2-methylbutanoate
Ethyl hexanoate
Ethyl octanoate
Ethyl (E)-2-octenoate
Methyl (E,Z)-2,4-decadienoate
Ethyl (E,Z)-2,4-decadienoate

[44, 48, 54, 231]
[57]
[44, 48, 49, 54, 231]
[44, 48, 49, 54, 57, 231]
[54]
[44]

[231]
[54]
[44, 48, 49, 54, 57]
[54]
[54]
[54]

[58–60, 62]
[58]
[58–60, 62]

[58]

[58]
[58]
[58]
[58–62]
[59–62]

Terpenoids

β-Damascenone [44, 52, 54]
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Fig. 7.1 Some aliphatic esters that are important flavour compounds in fruits and vegetables that 
mainly contribute with fruity odours

7.3 Fruits
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cultivars of Pyrus communis, whereas Asian cultivars are derived from Pyrus pyr-
ifolia. More than 300 volatile compounds have been identified in pears, includ-
ing hydrocarbons, aldehydes, alcohols, esters, ketones and sulfur compounds 
[58]. Some of the most important character-impact compounds of pears are 
summarised in Table 7.1 and Fig. 7.1. Methyl to hexyl esters of decadienoate are 
the character-impact compounds of the European pear [58–62]. Other volatile 
esters, e.g. hexyl acetate, 2-methylpropyl acetate, butyl acetate, butyl butanoate, 
pentyl acetate, and ethyl hexanoate also possess strong pear-like aromas (Table 
7.1, Fig. 7.1) [58]. Ethyl octanoate and ethyl (E)-2-octenoate contribute with flo-
ral, sweet or fruity odours in pears [58]. Pears with a high concentration of 2,4-
decadienoates in the fruit flesh are more accepted by consumers than those with 
a low content [59]. The acetate ester concentrations increase in La France pears 
during maturation, butyl acetate and hexyl acetate being the major ester com-
ponents in the volatile compound profile [60]. However, the metabolism of the 
volatile compounds can be reactivated in pears after cold storage, controlled-
atmosphere storage or treatment with 1-methylcyclopropene (1-MCP) [58]. In 
Passa Crassana pears, the concentration of butyl acetate, hexyl acetate and deca-
dienoate esters increased during maturation following storage for 25 weeks at 
5 °C [59]. D’Anjou pears treated with 1-MCP developed a volatile profile similar 
to that of untreated fruits during ripening, while lower amounts of volatile com-
pounds were produced in Packham’s Triumph pears during ripening [61, 63]. 

7.3.2
Stone Fruits

γ-Lactones and δ-lactones (Fig. 7.2) from chain length C6 to C12 are impor-
tant for the typical flavour of stone fruit [64]. These compounds are actively 
formed in the final period of fruit maturation only [13, 14, 65–67]. Stone fruits 
that are picked early for easy handling and shipping may lack γ-lactones and 
δ-lactones and their characteristic aroma [13, 64]. The most important charac-
ter-impact compounds of stone fruits are summarised in Table 7.2.

7.3.2.1 
Peach and Nectarine

Peaches and nectarines are members of the same species (Prunus persica). There 
is controversy over whether nectarine is a separate and distinct fruit or merely 
a variety of peach [68]. Nectarines lack skin fuzz or pubescence. Approximately 
100 volatile compounds have been identified in peaches and nectarines, in-
cluding alcohols, aldehydes, alkanes, esters, ketones, lactones and terpenes [14, 
15, 17, 64, 65, 68–71]. Among them, lactones, particularly γ-decalactone and 
δ-decalactone, have been reported as character-impact compounds in peaches 
and nectarines where they process a strong peach-like aroma [66]. Lactones 
act in association with C6 aldehydes, aliphatic alcohols and terpenes (Table 7.2, 
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Figs. 7.1–7.4), which are responsible for a spicy, floral and fruity characteristic 
of stone fruits [17, 64, 71, 72]. C6 compounds are the major volatiles in imma-
ture, green fruits but the levels of these compounds decrease drastically dur-
ing maturation, and lactones (lactonic note), aldehydes (benzaldehyde with an 
almond, nutty and stone fruit note), terpenes (linalool with a floral note) and 
esters become prominent [14, 15, 65, 66, 68, 70].

Fig. 7.2 Examples of volatile lactones important for the flavour of fruits and/or vegetables

7.3 Fruits
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Fig. 7.3 Some aliphatic alcohols, aldehydes and ketones which are important flavour compounds 
in fruits and vegetables that mainly contribute with green and/or sweet notes



153

Fig. 7.4 Examples of some terpenes that contribute to the flavour of fruits and vegetables

7.3 Fruits
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7.3.2.2
Apricot

Approximately 80 volatile compounds have been identified in apricot [73], in-
cluding alcohols, aldehydes, alkanes, esters, ketones, lactones and terpenols [13, 
16, 67, 73–76]. Toth-Markus et al. [76] identified γ-decalactone (apricot, apricot 
jam-like odour), linalool, nerol and geraniol (floral, rose-like odour), α-terpineol 
(spicy, turpentine-like odour) and 2-methylbutyric acid (spicy odour) as impor-
tant for the flavour of macerated apricots. Takeoka et al. [16] listed linalool and 
β-ionone as responsible for the floral character of apricots, while γ-octalactone, 
γ-decalactone and γ-dodecalactone provided a fruity, peach and coconut-like 
background odour. Ethyl butanoate, ethyl 2-methylbutanoate, butyl butanoate, 
ethyl hexanoate, butyl 2-methylbutanoate and hexyl 2-methylbutanoate seemed 
to play a role in the fruity odour of fresh, intact apricot fruits [16]. Similarly, 
Guichard et al. [77] identified hexyl acetate, γ-octalactone and γ-decalactone as 
the key flavours of apricots by combining sensory and instrumental data. The R
form of γ-octalactone, which predominates in apricots, has a spicy-green, coco-
nut and almond note and that of γ-decalactone has a strong, fatty-sweet fruity 
note somewhat reminiscent of coconut and caramel [75]. Guichard and Souty 
[73] reported that apricots with a high concentration of C6 volatiles have a her-
baceous note, while apricots that possess irregular terpenes, e.g. β-ionone, have 
a flowery aroma. Apricots that contain a broad range of C6 volatiles, terpenes 
and lactones have the most pleasant aroma.

7.3.2.3
Plum

Approximately 75 volatile compounds have been identified in juices prepared 
from plums (Prunus domestica) [35]. Lactones from C6 to C12 are the major 
class of compound in plums [78]. The distribution of plum lactones differs from 
that found in peaches in that the C12 γ-lactones are found in higher concentra-
tions than the corresponding C10 γ-lactones and δ-decalactone (Fig. 7.2) [78]. 
GC sniffing has uncovered benzaldehyde, linalool, ethyl nonanoate, methyl cin-
namate, γ-decalactone and δ-decalactone as volatile compounds contributing to 
plum juice aroma (Table 7.2, Figs. 7.1, 7.2, 7.4, 7.5) [35].

7.3.2.4
Cherry

Cherries are divided into sweet cherries (Prunus avium) and sour cherries 
(Prunus cerasus). The majority of sweet cherry volatile compounds are alco-
hols, aldehydes, esters and acetic acid. Sweet cherry fruits contain many volatile 
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compounds [79], and a number of these compounds, including benzaldehyde, 
(E)-2-hexenal and hexanal, contribute to fruit flavour and the aroma of macer-
ated sweet cherry fruits, juice and jam [80]. Quantitative and qualitative changes 
occur in the volatile production during fruit development and ripening and 
during controlled-atmosphere storage [80, 81]. 

The typical flavour of sour cherries is produced during processing into wine, 
liqueur, juice, jam or fruit sauce. Benzaldehyde has been determined to be the 
most important aroma compound in sour cherries [82], but benzyl alcohol, eu-
genol and vanillin are also important flavour compounds (Table 7.2, Fig. 7.5) 
[83]. Growing and storage conditions affect the concentration of benzaldehyde, 
benzyl alcohol, eugenol and vanillin [83, 84], and cold and rainy weather pro-
duces sour cherries with a less delicate sour cherry aroma [83].

Fig. 7.5 Some phenols and related compounds that are important for the flavour of fruits and 
vegetables

7.3 Fruits
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7.3.3
Berry Fruits

The berry or the small fruits consist of strawberry, raspberry, blackberry, black 
currant, blueberry, cranberry and elderberry. The volatiles responsible for the fla-
vour of small fruits are esters, alcohols, ketones, aldehydes, terpenoids, furanones 
and sulfur compounds (Table 7.3, Figs. 7.1–7.7). As fruit ripen, the concentration 
of aroma volatiles rapidly increases, closely following pigment formation [43].

7.3.3.1
Strawberry

Sugars, acids and aroma compounds contribute to the characteristic strawberry 
flavour [85]. Over 360 different volatile compounds have been identified in 
strawberry fruit [35]. Strawberry aroma is composed predominately of esters 
(25–90% of the total volatile mass in ripe strawberry fruit) with alcohols, ke-
tones, lactones and aldehydes being present in smaller quantities [85]. Esters 
provide a fruity and floral characteristic to the aroma [35, 86], but aldehydes and 
furanones also contribute to the strawberry aroma [85, 87]. Terpenoids and sul-
fur compounds may also have a significant impact on the characteristic straw-
berry fruit aroma although they normally only make up a small portion of the 
strawberry volatile compounds [88, 89]. Sulfur compounds, e.g. methanethiol, 

Fig. 7.7 Some pyrazines that are important contributors to the flavour of fruits and vegetables
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dimethyl sulfide and dimethyl disulfide (Fig. 7.6), are also considered to be im-
portant compounds, particularly in some “older” cultivars [88]. The most im-
portant aroma compounds in strawberry include those with a sweet, fruity and 
green note, e.g. ethyl butanoate, methyl butanoate, methyl hexanoate, ethyl hex-
anoate, ethyl 3-methylbutanoate, hexyl acetate, (E)-2-hexen-1-yl acetate, and 
those with a caramel-sweet note, e.g. furaneol, mesifurane and linalool (Table 
7.3) [43, 85, 90–94]. The concentration of these key flavour compounds depends 
on the maturation of the fruits and the level of light at harvest as a low light level 
reduces the concentration of glucose and sucrose in the fruit [91, 95–98]. Larsen 
et al. [99] proposed that furaneol, linalool and ethyl hexanoate were important 
for general strawberry aroma and that ethyl butanoate, methyl butanoate, γ-de-
calactone and 2-heptanone were important for cultivar-specific aroma. Ulrich 
et al. [100] divided strawberries into three aroma groups: a methyl anthranilate 
type, which contain methyl anthranilate (spicy-aromatic and flowery note) (Fig. 
7.7) as in wood strawberries (Fragaria vesca); an ester type, which has a high 
content of fresh and fruity ester aroma; and a furaneol type, which has a high 
content of furaneol and mesifurane, but has a medium to poor strawberry fla-
vour.

7.3.3.2
Raspberry

Approximately 230 volatile compounds have been identified in raspberry fruit 
[35]. The aroma of raspberries is composed of a mixture of ketones and aldehydes
(27%) and terpenoids (30%), alcohols (23%), esters (13%) and furanones (5%). 
The raspberry ketone (Fig. 7.5) along with α-ionone and β-ionone have been 
found to be the primary character-impact compounds in raspberries. Other com-
pounds such as benzyl alcohol, (Z)-3-hexen-1-ol, acetic acid, linalool, geraniol, α-
pinene, β-pinene, α-phellandrene, β-phellandrene and β-caryophyllene contrib-
ute to the overall aroma of mature red raspberries [101–105]. The most important 
character-impact compounds of raspberries are summarised in Table 7.3.

7.3.3.3
Blackberry

Wild and cultivated blackberries have been used as food and medicine for 
hundreds of years [106]. Approximately 150 volatiles have been reported from 
blackberries [107]. The aroma profile is complex, as no single volatile is de-
scribed as characteristic for blackberry [108, 109]. Several compounds have 
been suggested as prominent volatiles in blackberries using AEDA, e.g. ethyl 
hexanoate, ethyl 2-methylbutanoate, ethyl 2-methylpropanoate, 2-heptanone, 
2-undecanone, 2-heptanol, 2-methylbutanal, 3-methylbutanal, hexanal, (E)-2-
hexenal, furaneol, thiophene, dimethyl sulfide, dimethyl disulfide, dimethyl tri-
sulfide, 2-methylthiophene, methional, α-pinene, limonene, linalool, sabinene, 
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α-ionone and β-ionone [109, 110]; however, these volatiles may vary between 
growing regions [109–111]. Recently, Wang et al. [111] demonstrated that the 
same cultivar grown in different regions in the USA had similar aroma composi-
tions; however, in one region ethyl butanoate (fruity, apple-like), linalool (floral, 
perfume), methional (cooked potato), (E,Z)-2,6-nonadienal (green cucumber), 
(Z)-1,5-octadien-3-one (green grass) and furaneol (sweet, strawberry-like) were 
prominent, while ethyl butanoate, linalool, methional, methyl 2-methylbutano-
ate (fruity), β-damascenone (rose-like, berry) and geraniol (sweet, rose-like) 
were prominent volatiles in another region. The most important character-im-
pact compounds of blackberries are summarised in Table 7.3.

7.3.3.4
Black Currant

The aroma of intact black currant fruit is mostly produced by anabolic pathways 
of the plant, and production of fruit volatiles occurs mainly during a short rip-
ening period [112]. The aroma profile of black currant shares similarities with 
that of other berry fruits, although terpenes are more abundantly present in 
black currant [107]. Black currant is mainly used for the production of juice. 
Over 150 volatile compounds have been reported from either black currant ber-
ries and/or juice, of which the major groups are monoterpenes, sesquiterpenes, 
esters and alcohols [107]. Processing of berries to juice has been shown to lead 
to major changes in the aroma composition [113–118]. 

Important aroma compounds of black currant berries have been identified 
mainly by GC-O techniques by Latrasse et al. [119], Mikkelsen and Poll [115] 
and Varming et al. [7] and those of black currant nectar and juice by Iversen 
et al. [113]. The most important volatile compounds for black currant berry 
and juice aroma include esters such as 2-methylbutyl acetate, methyl butano-
ate, ethyl butanoate and ethyl hexanoate with fruity and sweet notes, nonanal, 
β-damascenone and several monoterpenes (α-pinene, 1,8-cineole, linalool, ter-
pinen-4-ol and α-terpineol) as well as aliphatic ketones (e.g. 1-octen-3-one) and 
sulfur compounds such as 4-methoxy-2-methyl-butanethiol (Table 7.3, Figs. 
7.3, 7.4, 7.6). 4-Methoxy-2-methylbutanethiol has a characteristic “catty note” 
and is very important to black currant flavour [119].

7.3.3.5
Blueberry

Blueberry consists of cultivated highbush blueberries (Vaccinium corymbo-
sum) and wild lowbush blueberries (Vaccinium angustifolium). The aroma of 
cultivated and wild blueberries is dominated by long-chain alcohols, esters and 
terpenoids. Forney [43] reported that γ-butyrolactone, α-terpineol, 6-ethyl 
2,6-decadiene-4,5-diol, linalool, benzaldehyde and 2-ethyl-2-hexenal contrib-
ute to the aroma of fresh, whole highbush blueberries using GC-O analysis. In 

7.3 Fruits
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another study, Parliament and Scarpellino [120] determined that a combina-
tion of linalool and (Z)-3-hexen-1-ol produced a blueberry-like flavour, while 
Horvat and Senter [121] reported that a mixture of (Z)-3-hexen-1-ol, (E)-2-
hexen-1-ol, (E)-2-hexenal, linalool and geraniol gave an aroma similar to the 
aroma isolated from blueberries. The odour-active volatiles of intact lowbush 
blueberries (Vaccinium angustifolium) include methyl 2-methylbutanoate, ethyl 
3-methylbutanoate, ethyl 2-methylbutanoate, ethyl 3-methylbutanoate, methyl 
butanoate and linalool [122]. The major contributors to the aroma profile of 
blueberry juice are hexanal, (E)-2-hexenal and (E)-2-hexen-1-ol, limonene, lin-
alool, α-terpineol, geraniol and nerol (Table 7.3) [123].

7.3.3.6
Cranberry

The American cranberry (Vaccinium macrocarpon) is larger than the Euro-
pean cranberry (Vaccinium oxycoccous) but poorer in aroma. The European 
cranberry is a valuable raw material in the production of alcoholic drinks, li-
queurs and jams in Scandinavia [35]. A few older studies report approximately 
70 volatile compounds in cranberry [124, 125]. Cranberry aroma is character-
ised by several aromatic compounds, such as 1-phenylethanol, 2-phenylethanol, 
3-phenylpropanol, (E)-cinnamyl alcohol, 2-(4-hydroxyphenyl)ethanol, 2-(4-me-
thoxyphenyl)ethanol, salicylaldehyde and 4-methoxybenzaldehyde. A tart fla-
vour has been attributed to the levels of benzoic acid, although benzaldehyde, 
4-methoxybenzaldehyde, benzoate and benzyl esters might significantly con-
tribute to the overall cranberry aroma [35]. The most important character-im-
pact compounds of cranberry are summarised in the Table 7.3.

7.3.3.7
Elderberry

Elderberry (Sambucus nigra) is cultivated on small scale in Europe. The fruits 
have a high concentration of red and purple anthocyanins and a relatively low 
concentration of sugars, organic acids and aroma compounds, which make 
this juice attractive as a natural colour ingredient in other red fruit products 
[126–129]. The fresh green odour of elderberry juice is associated with volatile 
compounds with typical green notes such as 1-hexanol, 1-octanol, (Z)-3-hexen-
1-ol, (E)-2-hexen-1-ol, hexanal and (E)-2-hexenal, whereas the floral aroma is 
mainly due to the presence of hotrienol and nonanal [127–130]. 

The characteristic elderberry odour has been shown to be correlated to 
β-damascenone, dihydroedulan and ethyl 9-decenoate with elderberry-like 
notes, and to some extent also to 2-phenylethanol, phenylacetaldehyde and 
nonanal with elderflower-like notes [127, 128, 130, 131]; however, only nonanal, 
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dihydroedulan and β-damascenone have repeatedly been identified in various 
investigations as character-impact compounds for elderberry odour. 

The fruity-sweet flavours in elderberry juice and products have primarily 
been associated with aliphatic esters such as ethyl 2-methylbutanoate, ethyl 3-
methylbutanoate, methyl heptanoate, methyl octanoate, methyl nonanoate, al-
cohols (2-methyl-1-propanol, 2-methyl-1-butanol and 3-methyl-1-butanol) and 
the aldehydes pentanal, heptanal and octanal [127, 129, 130, 132]. 

The most important character-impact compounds of elderberries are sum-
marised in Table 7.3.

7.3.4
Soft Fruits

7.3.4.1
Grapes

The flavour of grapes is made up of volatile alcohols, esters, acids, terpenes and 
carbonyl compounds. Grapes (genus Vitis) are used for winemaking or as table 
grapes. Grape varieties may be divided into aromatic and non-aromatic variet-
ies. Most wine-producing varieties belong to the non-aromatic type [133] which 
mainly produce C6 alcohols and aldehydes such as hexanal, (E)-2-hexenal, 
1-hexanol, (Z)-3-hexen-1-ol and (E)-2-hexen-1-ol, formed after crushing of the 
skin [133, 134]. Octanoic acid and alcohols, particularly 2-phenylethanol, are 
also recognised after crushing [133]. Free terpenols, e.g. linalool and geraniol, 
have been identified as major aroma compounds in red grapes and in white 
Muscat grapes (Table 7.4) [133, 135]. Fruity flavour, sweetness and skin friabil-
ity are highly correlated with consumer likings of table grapes [136]; however, 
the key flavour compounds of table grapes still need to be identified.

7.3.4.2
Kiwi

The kiwi fruit is a cultivar group of the species Actinidia deliciosa. More than 
80 compounds have been identified in fresh and processed kiwi [137]. Methyl 
acetate, methyl butanoate, ethyl butanoate, methyl hexanoate and (E)-2-hexenal 
have the most prominent effect on consumer acceptability of kiwi fruit flavour 
[137–140]. The volatile composition of kiwi fruit is very sensitive to ripeness, 
maturity and storage period [138, 139]. Bartley and Schwede [140] found that 
(E)-2-hexenal was the major aroma compound in mature kiwi fruits, but on 
further ripening ethyl butanoate began to dominate. Ripe fruits had sweet and 
fruity flavours, which were attributed to butanoate esters, while unripe fruits 
had a green grassy note due to (E)-2-hexenal [140]. The most important charac-
ter-impact compounds of kiwi fruits are summarised in Table 7.4.

7.3 Fruits
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Table 7.4 Key flavour compounds in soft fruits

Key flavour compounds Kiwi (Actinidia deliciosa) Grapes (Vitis vinifera)
Esters

Methyl acetate
Methyl butanoate
Ethyl butanoate
Methyl hexanoate

[139]
[138–140]
[137–140]
[139]

Alcohols

1-Hexanol
(E)-2-Hexen-1-ol
(Z)-3-Hexen-1-ol

[133, 134]
[134]
[134, 232]

Aldehydes
Hexanal
(E)-2-Hexenal [137–140]

[134, 232]
[134, 232]

Terpenoids
Geraniol
Linalool

[133]
[133, 232]

7.4 
Vegetables

The modern distinction between vegetable and fruit has been applied and 
therefore those plants or plant parts that are usually consumed with the main 
course of a meal will be regarded as vegetables; thus, cucumber, tomato and 
pumpkin that botanically are classified as fruits are included in this section. 
The flavour compounds found in vegetables are diverse and include fatty acid 
derivatives, terpenes, sulfur compounds as well as alkaloids. This diversity is 
partially responsible for the unique flavours found in different species of vege-
tables.

7.4.1
Alliaceae

7.4.1.1 
Onion and Shallot

The bulb of the onion (Allium cepa L.) can be eaten raw or cooked after boiling, 
roasting or frying. More than 140 volatile compounds have been identified in 
onions. The characteristic onion flavour develops when the cells are disrupted, 
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allowing the enzyme alliinase to act upon the aroma precursors (+)-S-alk(en)yl 
cysteine sulfoxides (Sect. 7.2.2), yielding a large number of volatile sulfur com-
pounds that contribute significantly to the aroma of raw onion [35, 36, 141, 
142]. The chemistry of onion volatiles is, however, quite complex, in particular, 
because significant changes occur during storage and/or processing in the vola-
tile spectrum owing to disruption of the cell walls [143, 144].

The most important flavour compound in raw onions is thiopropanal-S-ox-
ide, the lachrymatory factor [145, 146]. Other important flavour compounds are 
3,4-dimethyl-2,5-dioxo-2,5-dihydrothiophene and alkyl alkane thiosulfonates 
such as propyl methanethiosulfonate and propyl propanethiosulfonate with a 
distinct odour of freshly cut onions [35, 36, 147]. Various thiosulfinates that 
have a sharp and pungent odour may also contribute to the flavour of onions. 
These compounds, however, are rapidly decomposed to a mixture of alkyl and 
alkenyl monosulfides, disulfides and trisulfides (Scheme 7.3) of which dipropyl 
disulfide, methyl (E)-propenyl disulfide, propyl (E)-propenyl disulfide, dipropyl 
trisulfide and methyl propyl trisulfide are the most important contributors to 
the aroma of raw and cooked onions (Table 7.5, Fig. 7.6) [148–150]. Recently, 
3-mercapto-2-methylpentan-1-ol was identified in raw and cooked onions elic-
iting intense meat broth, sweaty, onion and leek-like odours [142, 151]. 

Shallots (Allium ascalonicum) are an allium wherein the bulb laterals separate 
into individual bulbs. Apparently, shallots do not develop a lachrymatory factor, 
such as thiopropanal-S-oxide upon maceration [35]. The major aroma constitu-
ents in shallots are similar to those found in A.cepa. In raw shallots, the most 
important aroma compounds appear to be dipropyl disulfide, propyl (E)-prope-
nyl disulfide, methyl propyl trisulfide, dimethyl trisulfide and dipropyl trisulfide 
(Table 7.5, Fig. 7.6) [35, 152, 153].

7.4.1.2
Garlic

The bulb-like root of garlic (Allium sativum) consists of several cloves. Gar-
lic is used principally as a flavouring agent, fresh, dried or as an oil obtained 
by steam distillation. More than 30 volatiles have been identified in garlic [35, 
154–157]. The characteristic flavour of crushed raw garlic is due to formation 
of dialkyl thiosulfinates by the action of alliinase upon S-alk(en)yl cysteine sulf-
oxides. Allicin, which is formed from alliin (S-allyl cysteine sulfoxides) is the 
most abundant and important dialkyl thiosulfinate formed in garlic [35, 141, 
146, 157]. However, allicin is very unstable and will undergo non-enzymatic 
disproportionation and form symmetrical and mixed monosulfides, disulfides 
and trisulfides, many of which contribute to garlic flavour [35, 141, 146, 157]. 
Volatile sulfur compounds with a characteristic Allium flavour found in garlic 
include allicin, di-2-propenyl disulfide, methyl 2-propenyl disulfide, dimethyl 
trisulfide, methyl 2-propenyl trisulfide and di-2-propenyl trisulfide (Table 7.5, 
Fig. 7.6) [154–160].
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7.4.1.3
Leek

The edible portion of leek (Allium ampeloprasum var. porrum) is a false stem or 
elongated bulb. More than 90 volatile compounds have been reported from leek, 
including numerous sulfur-containing volatile compounds. It is the thiosul-
finates that originate from alliinase-catalysed decomposition of (+)-S-alk(en)yl 
cysteine sulfoxides [161, 162] that are responsible for the odour of freshly cut 
leeks [144, 145, 163]. The thiosulfinates readily rearrange to thiosulfonates, 
which then transform to various monosulfides, disulfides and trisulfides 
(Scheme 7.3). 1-Propanethiol, dipropyl disulfide, dipropyl trisulfide, methyl 
(E)-propenyl disulfide and propyl (E)-propenyl disulfide are the most important 
sulfur-containing aroma compounds possessing leek aroma notes in fresh and 
blanched leek (Table 7.5, Fig. 7.6) [31, 35, 148, 163, 164].

Products of the LOX pathway or compounds formed by autoxidation of fatty 
acids (Scheme 7.2) are also important for leek aroma [31, 163]. Volatile com-
pounds of the LOX pathway are not pronounced in the aroma profile of freshly 
cut leeks owing to a high content of thiosulfinates and thiopropanal-S-oxide 
[30]. In processed leeks that have been stored for a long time (frozen storage), 
however, these aliphatic aldehydes and alcohols have a greater impact on the 
aroma profile owing to volatilisation and transformations of sulfur compounds 
[31, 165]. The most important volatiles produced from fatty acids and perceived 
by GC-O of raw or cooked leeks are pentanal, hexanal, decanal and 1-octen-3-ol 
(Table 7.5) [31, 35, 148, 163, 164].

7.4.2
Brassicaceae (Formerly Cruciferae)

7.4.2.1
Broccoli

The edible portion of broccoli (Brassica oleracea var. italica) is the inflorescence, 
and it is normally eaten cooked, with the main meal. Over 40 volatile com-
pounds have been identified from raw or cooked broccoli. The most influential 
aroma compounds found in broccoli are sulfides, isothiocyanates, aliphatic al-
dehydes, alcohols and aromatic compounds [35, 166–169]. Broccoli is mainly 
characterised by sulfurous aroma compounds, which are formed from gluco-
sinolates and amino acid precursors (Sects. 7.2.2, 7.2.3) [170–173]. The strong 
off-odours produced by broccoli have mainly been associated with volatile 
sulfur compounds, such as methanethiol, hydrogen sulfide, dimethyl disulfide 
and trimethyl disulfide [169, 171, 174, 175]. Other volatile compounds that also 
have been reported as important to broccoli aroma and odour are dimethyl sul-
fide, hexanal, (Z)-3-hexen-1-ol, nonanal, ethanol, methyl thiocyanate, butyl iso-
thiocyanate, 2-methylbutyl isothiocyanate and 3-isopropyl-2-methoxypyrazine 
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(Table 7.6) [166, 168, 169, 174, 175]. Some of the odour sensations characteristic 
of these volatile compounds are “cabbage”, “boiled potato”, “cut grass”, “floral”, 
“citrus”, “sour”, “laundry” and “vegetation” [166, 167].

Table 7.6 Key flavour compounds in Brassica species (Brassicaceae)

Key flavour compounds Broccoli 
(B. oleraceae
var. italica)

Brussel 
sprout 
(B. olera-
ceae var. 
gem-
mifera)

Cabbage 
(B. olera-
ceae var. 
capita)

Cauli-
flower 
(B. olera-
ceae var. 
botrytis)

Sulfur compounds

Methanethiol
Dimethyl sulfide (methyl sulfide)
Dimethyl disulfide
Dimethyl trisulfide
3-(Methylthio)propyl 
isothiocyanate
4-(Methylthio)butyl 
isothiocyanate
2-Propenyl isothiocyanate
Butyl isothiocyanate
2-Methylbutyl isothiocyanate
3-Butenyl isothiocyanate

[166]
[166, 169, 174]
[166, 174]

[35]

[168, 169, 174]
[168, 169, 174]

[35]
[176]
[35]

[35, 176]

[35, 177]

[178]

[35, 178]

[35]

[183]
[177, 183]

[177, 183]
[35, 177]

[183]

Esters

Methyl acetate
Ethyl acetate

[35]
[35]

Alcohols

Ethanol
(Z)-3-Hexen-1-ol

[166, 168, 169]
[166]

[35]
[35]

Aldehydes

Hexanal
Nonanal
(E)-2-Hexenal

[166, 167, 169]
[166]

[35]

[35]
[175, 177]

Pyrazines

3-Isopropyl-2-methoxypyrazine [166, 168, 169]



171

7.4.2.2
Brussels Sprout

The buds and the leaves (less often) of the Brussels sprout plant (Brassica olera-
cea var. gemmifera) are eaten cooked with the main meal. In Brussels sprouts, 
breakdown products from glucosinolates are dominant and represent about 
80–90% of the volatiles in headspace samples [176]. The residual volatiles are 
mostly sulfur compounds [176]. Compounds likely to be associated with the 
aroma of Brussels sprouts are 2-propenyl isothiocyanate, dimethyl sulfide, di-
methyl disulfide and dimethyl trisulfide (Table 7.6) [35, 176].

7.4.2.3
Cabbage

The leaves of cabbage (Brassica oleracea var. capitata) can be eaten cooked as 
part of the main meal, raw as coleslaw or as a fermented product. They can be 
cooked after processing such as by dehydration. A total of approximately 160 
volatile compounds have been identified in the raw, cooked, and dehydrated 
material, and includes aliphatic alcohols, aldehydes and esters as well as isothio-
cyanates and other sulfur containing compounds [35, 177–180]. 2-Propenyl iso-
thiocyanate is generally considered one of the desirable flavour compounds in 
cabbage where it provides characteristic fresh cabbage notes and hotness. This 
component appears to be important in very fresh cabbage, since it is found to be 
the major flavour-bearing sulfur compound detected soon after blending [177]. 
Other major compounds identified in raw cabbage include methanethiol, di-
methyl trisulfide, ethanol, methyl acetate, ethyl acetate, hexanal, (E)-2-hexenal 
and (Z)-3-hexen-1-ol [35, 177, 178]. The most important flavour compounds of 
cabbage leaves are summarised in the Table 7.6.

7.4.2.4
Cauliflower

The roundish flower head, the curd, of the cauliflower plant (Brassica oleracea 
var. botrytis) is the edible portion of this vegetable. It can be eaten raw in salads 
or as a pickled condiment in vinegar. More often it is boiled and eaten with 
the main meal or is converted into sauces and soups. Over 80 volatile com-
pounds have been identified in raw and cooked cauliflower. Among the com-
pounds potentially active in cooked cauliflower, certain sulfides such as meth-
anethiol, dimethyl sulfide and dimethyl trisulfide have often been incriminated 
in objectionable sulfurous aromas and overcooked off-flavours [169, 177, 178, 
181–183]. Additional aldehydes have been found to be the most abundant cau-
liflower volatiles, with nonanal as a major component [175, 177]. A recent study 
showed that volatiles such as 2-propenyl isothiocyanate, dimethyl trisulfide, di-
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methyl sulfide and methanethiol were the key odorants of cooked cauliflower 
“sulfur” odours, whereas different glucosinolates were correlated with bitterness 
intensity [183]. Some of the most important character-impact compounds of 
raw and/or cooked cauliflower are summarised in Table 7.6.

7.4.3
Cucurbitaceae

7.4.3.1
Cucumber 

The fruit of the cucumber plant (Cucumis sativus) is mainly eaten raw or as 
pickle. Approximately 30 volatile compounds have been detected in the volatile 
fraction of cucumber, with aliphatic alcohols and carbonyl compounds being 
most abundant [35]. Fresh cucumber flavour develops as a result of enzymatic 
degradation of linoleic and linolenic acid rapidly after the tissue is disrupted 
(Scheme 7.2), by which (E,Z)-2,6-nonadienal and (E)-2-nonenal mainly are 
formed [184]. (E,Z)-2,6-Nonadienal is the main flavour volatile of cucumber 
fruit, with (E)-2-nonenal as the second most important compound (Table 7.7) 
[185, 186].

Table 7.7 Key flavour compounds in Cucurbitaceae fruits

Key flavour compounds Cucumber 
(Cucumis sativus)

Pumpkin 
(Cucurbita pepo)

Alcohols
(Z)-3-Hexen-1-ol [35]

Aldehydes

Hexanal
(E)-2-Hexenal
(E,Z)-2,6-Nonadienal
(E)-2-Nonenal

[184–186]
[184–186]

[35]
[35]

Ketones
2,3-Butanedione [35]

Pyrazines

3-Isopropyl-2-methoxypyrazine [35]
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7.4.3.2
Pumpkin

The fruit of pumpkin (Cucurbita pepo) is eaten boiled or baked. About 30 com-
pounds have been identified in the volatile extracts of raw pumpkin, with the 
major classes of compounds being aliphatic alcohols and carbonyl compounds, 
furan derivatives and sulfur-containing compounds. Hexanal, (E)-2-hexenal, 
(Z)-3-hexen-1-ol and 2,3-butanedione have been identified as important for the 
flavour of freshly cooked pumpkins (Table 7.7) [35]; however, studies using GC-
O techniques are needed to get a better understanding of the character-impact 
compounds of pumpkins.

7.4.4
Fabaceae (Formerly Leguminosae) and Solanaceae

7.4.4.1
Potato

The tuber of potato (Solanum tuberosum) is eaten boiled, baked or fried, and 
after rehydration or reheating of dried, frozen or canned products. 

Raw potato possesses little aroma. Approximately 50 compounds have been 
reported to contribute to raw potato aroma. Raw potatoes have a high content 
of LOX, which catalyses the oxidation of unsaturated fatty acids into volatile 
degradation products (Scheme 7.2) [187]. These reactions occur as the cells 
are disrupted, e.g. during peeling or cutting. Freshly cut, raw potatoes contain 
(E,Z)-2,4-decadienal, (E,Z)-2,6-nonadienal, (E)-2-octenal and hexanal, which 
are all products of LOX-initiated reactions of unsaturated fatty acids [188, 189]. 
It is reported that two compounds represent typical potato aroma in raw potato: 
methional and (E,Z)-2,6-nonadienal [189]. Other important volatiles in raw 
potatoes produced via the LOX pathway are 1-penten-3-one, heptanal, 2-pen-
tyl furan, 1-pentanol and (E,E)-2,4-heptadienal [189]. Pyrazines such as 3-iso-
propyl-2-methoxypyrazine could be responsible for the earthy aroma of potato 
[35]. Some of the most important character-impact compounds of raw potatoes 
are summarised in Table 7.8. Aroma compounds from cooked, fried and baked 
potatoes have previously been reviewed [35].

7.4.4.2
Tomato

The fruit of the tomato plant (Lycopersicon esculentum) is eaten raw, boiled, baked 
or fried. Tomato is also canned whole or pureed. More than 400 volatile com-
pounds have been identified in tomato [190, 191], of which 16 or so have odour-

7.4 Vegetables



7 Key flavour compounds in fruits and vegetables174

Ta
bl

e 
7.

8
Ke

y 
fla

vo
ur

 co
m

po
un

ds
 in

 F
ab

ac
ea

e (
pe

a)
 an

d 
So

la
na

ce
ae

 (p
ot

at
o,

 to
m

at
o)

 v
eg

et
ab

le
s

Ke
y 

fla
vo

ur
 co

m
po

un
ds

Pe
a 

(P
isu

m
 sa

tiv
um

)
Po

ta
to

 
(S

ol
an

um
 tu

be
ro

su
m

)
To

m
at

o 
(L

yc
op

er
sic

on
 es

cu
len

tu
m

)
A

lco
ho

ls
3-

M
et

hy
l-1

-b
ut

an
ol

1-
Pe

nt
an

ol
1-

H
ex

an
ol

1-
O

ct
en

-3
-o

l
(Z

)-
3-

H
ex

en
-1

-o
l

(E
)-

2-
O

ct
en

ol
2-

Ph
en

yl
et

ha
no

l

[2
06

]

[2
06

]

[1
89

]

[3
5]

[3
5]

[2
34

]

[1
92

]

[3
5,

 1
92

]

[1
92

]

A
ld

eh
yd

es
3-

M
et

hy
lb

ut
an

al
H

ex
an

al
H

ep
ta

na
l

(E
)-

2-
H

ex
en

al
(Z

)-
3-

H
ex

en
al

(E
)-

2-
O

ct
en

al
(E

,E
)-

2,
4-

H
ep

ta
di

en
al

(E
,Z

)-
2,

6-
N

on
ad

ie
na

l

[2
06

]

[2
06

]

[1
88

]
[1

89
]

[1
88

]
[1

89
]

[1
89

]

[1
92

]
[1

96
, 1

98
, 2

34
, 2

35
]

[1
92

]
[1

90
, 1

98
, 2

35
, 2

36
]

Ke
to

ne
s

1-
Pe

nt
en

-3
-o

ne
1-

O
ct

en
-3

-o
ne

[1
89

]
[1

96
, 2

34
]

[1
96

]



175

Ta
bl

e 
7.

8
(c

on
tin

ue
d)

 K
ey

 fl
av

ou
r c

om
po

un
ds

 in
 F

ab
ac

ea
e (

pe
a)

 an
d 

So
la

na
ce

ae
 (p

ot
at

o,
 to

m
at

o)
 v

eg
et

ab
le

s

Ke
y 

fla
vo

ur
 co

m
po

un
ds

Pe
a 

(P
isu

m
 sa

tiv
um

)
Po

ta
to

 
(S

ol
an

um
 tu

be
ro

su
m

)
To

m
at

o 
(L

yc
op

er
sic

on
 es

cu
len

tu
m

)
Su

lfu
r c

om
po

un
ds

M
et

hi
on

al
2-

Is
ob

ut
yl

th
ia

zo
le

[1
89

]
[1

92
]

Py
ra

zi
ne

s

3-
Is

op
ro

py
l-2

-m
et

ho
xy

py
ra

zi
ne

3-
se

c-
Bu

ty
l-2

-m
et

ho
xy

py
ra

zi
ne

3-
Is

ob
ut

yl
-2

-m
et

ho
xy

py
ra

zi
ne

5-
M

et
hy

l-3
-is

op
ro

py
l-2

-m
et

ho
xy

py
ra

zi
ne

6-
M

et
hy

l-3
-is

op
ro

py
l-2

-m
et

ho
xy

py
ra

zi
ne

[2
03

, 2
04

, 2
06

]
[2

03
, 2

04
, 2

06
]

[2
06

]
[2

06
]

[2
06

]

[3
5]

Te
rp

en
oi

ds

6-
M

et
hy

l-5
-h

ep
te

n-
2-

on
e

β-
Io

no
ne

β-
D

am
as

ce
no

ne

[1
92

]
[1

92
]

[3
5]

M
isc

el
la

ne
ou

s

Fu
ra

ne
ol

[2
02

]

7.4 Vegetables



7 Key flavour compounds in fruits and vegetables176

threshold values that indicate that they contribute to tomato flavour. The nature 
and relative amount of volatiles in tomato seem to depend on species, maturity 
and preparation of the product more than in any other vegetable. No character-
impact compound has been identified in tomatoes, although 2-isobutylthiazole 
is unique to tomato flavour [192]. The most important compounds in tomatoes 
are 3-methylbutanal, hexanal, (Z)-3-hexenal, (E)-2-hexenal, 3-methyl-1-butanol, 
1-hexanol, (Z)-3-hexen-1-ol, 1-penten-3-one, 6-methyl-5-hepten-2-one, β-ion-
one, β-damascenone, 2-phenylethanol, methyl salicylate, furaneol and 2-isobutyl-
thiazole, and of these, (Z)-3-hexenal and β-ionone have the highest odour units 
[190–202].

7.4.4.3
Pea

The seed and immature pod of the pea plant (Pisum sativum) are traditionally 
eaten raw or cooked or fried. Approximately, 120 volatile compounds have been 
identified in peas, with 1-hexanol, 1-propanol, 2-methylpropanol, 1-pentanol, 
2-methyl-1-butanol, 3-methyl-1-butanol and (Z)-3-hexen-1-ol found in the 
highest concentrations [35, 203–206]. Compounds contributing to the aroma 
profile of peas seem to be grouped in two main categories: (1) the fatty acid 
breakdown products, which contribute to the pea aroma with “strong, green”, 
“perfume, sweet”, “orange, sweet” and “mushroom” odours and (2) the methoxy-
pyrazines, responsible for the characteristic pea aroma also associated with bell 
pepper [206]. The most important volatile compounds of the first category in-
clude hexanal, (E)-2-heptenal, (E)-2-octenal, 1-hexanol and (Z)-3-hexen-1-ol, 
and those of the second category include 3-alkyl-2-methoxypyrazines, such as 
3-isopropyl-2-methoxypyrazine, 3-sec-butyl-2-methoxypyrazine, 3-isobutyl-2-
methoxypyrazine, 5-methyl-3-isopropyl-2-methoxypyrazine and 6-methyl-3-
isopropyl-2-methoxypyrazine (Table 7.8) [35, 206].

7.4.5
Apiaceae (Formerly Umbelliferae)

7.4.5.1
Carrots

The root of carrot (Daucus carota) is eaten raw or cooked. The characteristic 
aroma and flavour of carrots are mainly due to volatile compounds, although 
non-volatile polyacetylenes and isocoumarins contribute significantly to the 
bitterness of carrots [1, 2]. More than 90 volatile compounds have been identi-
fied from carrots (Table 7.9) [207–215]. The carrot volatiles consist mainly of 
terpenoids in terms of numbers and amounts and include monoterpenes, ses-
quiterpenes and irregular terpenes. Monoterpenes and sesquiterpenes account 
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for about 98% of the total volatile mass in carrots [208, 213]. The characteristic 
flavour of carrots depends on the composition of different volatiles. α-Pinene, 
sabinene, myrcene, limonene, β-ocimene, γ-terpinene, p-cymene, terpinolene, 
β-caryophyllene, α-humulene, (E)-γ-bisabolene and β-ionone are found to be 
the key flavour compounds of raw carrots [207, 209, 210, 212, 216, 217]. Some 
of the odour sensations characteristic for the volatiles are “carrot top”, “terpene-
like”, “green”, “earthy”, “fruity”, “citrus-like”, “spicy”, “woody” and “sweet”. Mono-
terpenes like sabinene, myrcene and p-cymene seems to be important con-
tributors to “green”, “earthy” or “carrot top” flavour with relatively high odour 
activity values. Sesquiterpenes like β-caryophyllene and α-humulene contribute 
to “spicy” and “woody” notes, whereas a “sweet” note is mainly due to β-ionone 
[209].

7.4.5.2
Celery and Celeriac

Cultivated celery (Apium graveolens var. dulce) and celeriac (Apium graveolens 
var. rapaceum) are closely related members of the Apiaceae. The leaf stem is the 
edible part of celery and the swollen base of the stem the edible part of celeriac. 
Both vegetables are eaten raw in salads or cooked. Terpenes and phthalides are 
the volatiles responsible for the aroma of celery and celeriac. The phthalides are 
represented in smaller amounts than the terpenes, but their contribution to cel-
ery aroma is dominant. Over 165 volatile components have been characterised 
in celery and celeriac [218–225]. Major aroma components of celery are 3-bu-
tylphthalide and 3-butyltetrahydrophthalide (sedanolide) (Fig. 7.2) with strong 
characteristic celery aroma [220, 221, 224, 226]. Other main volatile compounds 
found in celery and celeriac include (Z)-3-hexen-1-ol, myrcene, limonene, α-pi-
nene, γ-terpinene, 1,4-cyclohexadiene, 1,5,5-trimethyl-6-methylene-cyclohex-
ene, 3,7,11,15-tetramethyl-2-hexadecen-1-ol and α-humulene [218–223]. The 
most important character-impact compounds of cranberry are summarised in 
Table 7.9.

7.4.5.3
Parsley

Parsley (Petroselinum crispum) is a member of the Apiaceae family. The fresh 
leaves of parsley and the dried herb are widely used as flavouring. More than 80 
compounds have been identified in the volatile fraction, and the aromatic vola-
tiles of parsley are mainly monoterpenes and the aromatics myristicin and api-
ole. It is suggested that the characteristic odour of parsley is due to the presence 
of p-mentha-1,3,8-triene, myrcene, 3-sec-butyl-2-methoxypyrazine, myristicin, 
linalool, (Z)-6-decenal and (Z)-3-hexenal [227, 228]. Furthermore, β-phellan-
drene, 4-isopropenyl-1-methylbenzene and terpinolene contribute significantly 
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to parsley flavour [229]. Studies have shown that a decrease in the intensities of 
parsley-like and green notes in the odour profile during storage is particularly 
due to losses of p-mentha-1,3,8-triene, myrcene and (Z)-6-decenal [227, 230].

7.4.5.4
Parsnip

The root of parsnip (Pastinaca sativa) is eaten boiled or baked. The major classes 
of compounds identified in raw and cooked parsnip are monoterpenoids, ali-
phatic sulfur compounds, and 3-alkyl-2-methoxypyrazines [35]. To the best of 
our knowledge, no investigations have been performed to elucidate the char-
acter-impact compounds in parsnip by modern GC-O techniques; however, it 
has been suggested that volatile compounds such as terpinolene, myristicin and 
3-sec-butyl-2-methoxypyrazine may be important contributors to the flavour of 
parsnip owing to either their high concentrations or their low threshold values, 
or both [35].

7.5 
Conclusions

The flavour of fruits and vegetables is a very important aspect of quality. This 
review has focused on the most important aroma compounds in fruits and veg-
etables of moderate climate and demonstrated that a wide variety of volatile 
compounds are formed naturally in the products or after processing that influ-
ence the aroma and flavour of fresh and processed fruits and vegetables. 

It is characteristic for many of the compounds responsible for the aroma of 
fruits and vegetables that they have strong penetration odours with low thresh-
old values. Recent advances in isolation techniques combined with more sensi-
tive and advance chromatographic and spectroscopic techniques for identifying 
and quantifying volatile compounds in various types of extracts have increased 
our knowledge about volatile compounds of fruits and vegetables. Recent ad-
vances in olfactometric techniques on how to interpret the results of the volatile 
analysis have also increased our knowledge; however, we still know too little 
about the synergistic or antagonistic interactions between aroma compounds 
and nonvolatile flavour compounds such as sugars, acids and bitter compounds 
in fruits and vegetables. Recent advances in methods for measuring flavour 
release in complex matrices and sensory techniques combined with advanced 
chemometric methods may give some answers in the future to this central as-
pect of flavour science. 

A complete understanding of the flavour chemistry and biochemistry of vol-
atile components of fruits and vegetables is important in order to improve the 
flavour quality of fresh and processed produce that complies with the consumer 
needs for better quality vegetable and fruit products. 
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8.1 
Introduction

The characteristic exotic flavour of fruits from the tropics is one of the most at-
tractive attributes to consumers. Nowadays, food industries are looking at how 
to use these volatiles to produce amazing new products that can accommodate 
this new demand. The following sections report some of the relevant research 
data on volatiles of some important tropical fruits.

8.2 
Guava (Genus Psidium)

Guava is native to Central America. It was distributed into other parts of tropical 
and subtropical areas such as Asia, South Africa, Egypt, and Brazil by the early 
seventeenth century [49]. Some examples of impact-flavour compounds have 
already been identified in guava: β-ionone [58], terpene hydrocarbons [63], and 
esters [43] could be mentioned.

Essences of pink and white fresh guava obtained by direct extraction of flesh 
juices with dichloromethane revealed that the total amount of C6 aldehydes, 
alcohols, and acids comprised 20 and 44% of the essence of fresh white and 
pink guavas, respectively [49]. The flavour of the Costa Rican guava has been 
described as sweet with strong fruity, woody-spicy, and floral notes [53]. One 
hundred and seventy-three volatile compounds were isolated by simultaneous 
steam distillation–solvent extraction. The terpenes and terpenic derivatives 
were found in this fruit in major concentrations and were strong contributors to 
tropical fruit notes (Fig. 8.1). The aliphatic esters contributed much to its typical 
flavour.

Characterisation of the aromatic profile in commercial guava essence and 
fresh fruit puree extracted with solvent yielded a total of 51 components [29]. 
Commercial essence was shown to be rich in components with low molecular 
weight, especially alcohols, esters, and aldehydes, whereas in the fresh fruit pu-
ree terpenic hydrocarbons and 3-hydroxy-2-butanone were the most abundant 
components.
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Volatile compounds isolated from strawberry guava fruit by simultaneous 
steam distillation–solvent extraction were identified by capillary gas chroma-
tography–mass spectrometry (GC-MS) and were characterised sensorially by 
sniffing GC [52]. Terpenes and terpenic derivatives were identified and were 
shown to contribute much to the typical strawberry guava flavour. The presence 
of many aliphatic esters and terpenic compounds is thought to contribute to the 
unique flavour of the strawberry guava fruit. 

Some plagues that jeopardise guava cultivars are caused by Timocrata albella,
which attacks the stalk, and Conotrachelus psidii (a beetle that attacks the fruits). 
Diseases in guava are also caused by Puccinia psidii, a fungus that attacks leaves, 
flowers, and fruits (http://www.seagri.ba.gov.br).

Fig. 8.1 Acyclic, monocyclic, and bicyclic terpenes contribute to tropical fruit flavours; 1 linalool 
to papaya; 2 ∆3-carene to mango; 3 ß-caryophyllene to guava fruit

8.3 
Banana (Genus Musa)

Banana (Musa sapientum L.) is one of the most common tropical fruits, and 
one of Central America’s most important crops. It is grown in all tropical re-
gions and is one of the oldest known fruits [45]. From a consumer perspec-
tive, bananas are nutritious with a pleasant flavour and are widely consumed 
throughout the world [57]. Esters predominate in the volatile fraction of banana 
(Fig. 8.2). Acetates are present in high concentrations in the fruit and generally 
possess a low threshold. Isopentyl acetate and isobutyl acetate are known as the 
two most important impact compounds of banana aroma. Alcohols are the sec-
ond most important group of volatiles in banana extracts. 3-Methyl-1-butanol, 
2-pentanol, 2-methyl-1-propanol, hexanol, and linalool are the alcohols present 
in higher concentrations in the fresh fruit [45]. 

The concentrations of acetates and butanoates seemed to increase during 
ripening of Valery bananas [40]. This was confirmed by an investigation in 
which bananas were treated with the ethylene antagonist 1-methylcyclopropene 
(1-MCP) [22]. The volatiles were recovered by a Tenax TA trap. The 1-MCP 
treatments caused quantitative changes in the amounts and the composition of 
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the aroma volatile compounds, resulting in a substantial increase in the concen-
tration of alcohols and a decrease in the concentration of their related esters.

Later, another research group suggested that not all of the volatile components 
found in large concentration in the commercial banana essence contributed 
to the aroma, such as 2-pentanone, 2-pentanol, butanol, and isobutyl acetate. 
However, isoamyl acetate, 2-pentanol acetate, 2-methyl-1-propanol, 3-methyl-
1-butanol, 3-methylbutanal, acetal, isobutyl acetate, hexanal, ethyl butanoate, 
2-heptanol, and butyl butanoate contributed and defined the aroma in the com-
mercial fruit essence [30]. Isoamyl alcohol was the most abundant compound 
found in headspace flavour compounds of Taiwanese banana recovered by solid 
phase microextraction [39]. 

Aroma compounds of fresh banana from different countries (Martinique, 
Canary Islands, and Côte d’Ivoire) were examined using the same extraction 
technique. As expected, differences in aroma composition were detected in the 
fruits of different origins. Isoamyl alcohol, isoamyl acetate, butyl acetate, and 
elemicine were detected by olfactometric analyses as characteristics of banana 
odour [7].

Among the diseases of banana cultivars, yellow sigatoka (caused by Myco-
sphaerella musicola), black sigatoka (caused by the ascomycete Mycosphaerella 
fijiensis) and mal-do-Panamá (caused by Fusarium oxysporum strains) are the 
most important. Damage caused by yellow sigatoka can reach a loss of 50–100%. 
But the black sigatoka is a more severe disease, causing destruction of the leaves 
leading to a loss of 100%. The damages caused by mal-do-Panamá vary with soil 
and cultivar (http://www.embrapa.br).

Fig. 8.2 Esters as character-impact compounds: 4 isobutyl acetate in passion fruit; 5 isopen-
tyl acetate in banana; 6 ethyl butanoate in cupuacu; 7 ethyl (3Z)-hexenoate and 8 ethyl-3-
(methylthio)propanoate in pineapple

8.3. Banana (Genus Musa)
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8.4 
Mango (Mangifera indica)

Mango is one of the most popular and best known tropical fruits [44] and pos-
sesses a very attractive and characteristic flavour. Some authors reported great 
differences in flavour compounds (including esters, lactones, monoterpenes, 
and sesquiterpenes) [14].

A wide range of volatile compounds from Indian mango were identified by 
pioneer group research [20, 21]. Esters, lactones, monoterpenes, sesquiterpenes, 
and furanones were among the volatiles. It has been suggested that the ratio of 
palmitic to palmitoleic acids determines the flavour quality of the ripe fruit, a 
ratio of less than 1 resulting in strong aroma and flavour [44]. 

Terpenes were identified as the most abundant compounds (over 54% of the 
solvent-extracted volatiles) from Venezuelan mangoes [44]. Figure 8.1 shows 
structures of some monoterpenes found in tropical fruits. Car-3-ene, described 
as having the characteristic aroma of mango leaves, was the major contributor 
with 26% of volatiles in the sample. This result was confirmed for African man-
goes [55]. The acids, esters, and lactones found were considered to be produced 
by the lipid metabolism in the development of the aroma and flavour of mango 
fruit during ripening.

Volatiles of three cultivars of mango (Jaffna, Willard, and Parrot) from Sri 
Lanka were analysed, and among the 76 components identified, monoterpenes 
and sesquiterpenes hydrocarbons were described as the major contributors [42]. 
Variations in the amounts of esters, ketones, and alcohols were also related.

The importance of glycosidically bound volatile compounds (GBVC) and 
their contribution to fruit aroma were evidenced in African mango [54]. Some 
terpenes (like α-terpineol and linalool oxide isomers), phenolic compounds, 
carotenoid aroma derivatives like 9-hydroxymegastigma-4,7-dien-3-one, and 
acids (like palmitic and stearic) were reported. In the same way, another investi-
gation reported that the composition and concentrations of GBVC in pulp and 
skin of the Kensington Pride variety were strongly influenced by the fruit part 
and maturity stages [36]. Most of the GBVC increased in the pulp as maturity 
progressed.

Fifteen Brazilian varieties of Mango fruit were divided in three groups ac-
cording to the component present in the greatest concentration [3]. The first 
group comprised the varieties rich in α-terpinolene: Cheiro (66.1% of α-ter-
pinolene), Chana (62.4%), Bacuri (57.0%), Cametá (56.3%), Gojoba (54.8%), 
Carlota (52.0%), Coquinho (51.4%), and Comum (45.0%). The second group, 
with the varieties rich in car-3-ene, was represented by Haden (71.4%), Tommy 
(64.5%), and Keith (57.4%) and the third group, rich in myrcene, was composed 
of the varieties Cavalo (57.1%), Rosa (52.4%), Espada (37.2%), and Paulista 
(30.3%).

The changes in the production of volatile aroma compounds during fruit rip-
ening seemed to be mediated by ethylene. The production of most terpenes dur-
ing ripening of the Kensington Pride mango has been reported to occur parallel 
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to the production of ethylene; however, the exact role of ethylene in biosynthesis 
of volatiles was not well established. Experiments carried out with ethylene in-
hibitors clearly suggested that biosynthesis of monoterpenes, esters, and alde-
hydes in the mango fruit were strongly dependent on ethylene production and 
action [36–38].

In mango cultivation, the tree may be attacked by several plagues (mosquitoes 
and mites). Two particular species of mosquitoes (Anastrepha spp. and Ceratitis 
capitata) can severely damage the tree, causing a great decrease in the produc-
tion. Other plagues that result in minor damage are caused by Eriophyes mangif-
erae, Selenothrips rubrocinctus, and Aphis gossypii (hpp://www.embrapa.br).

8.5 
Melon (Cucumis melo)

The species Cucumis melo comprises a great number of varieties that exhibit 
considerable diversity in their biological characteristics [65]. The dessert melons 
of commercial importance exhibit a wide variation in flavour and aroma profiles 
[66].

Charentais cantaloupe melon (Cucumismelo L. var. cantalupensis Naud.) 
was characterised by abundant sweetness and a good aromatic flavour [68]. 
The aroma volatiles of Charentais-type cantaloupe melons, as with other can-
taloupes, comprise a complex mixture of compounds including esters, saturated 
and unsaturated aldehydes and alcohols, as well as sulfur compounds [26, 65]. 
Among these compounds, volatile esters were quantitatively the most important 
and therefore represent key contributors to the aroma [68]. The linear saturated 
and unsaturated aldehydes seem to originate from the degradation of linolenic 
and linoleic acids [26, 32, 33, 67]. 

The aroma volatiles of some melon species consist of a complex mixture of 
esters together with other components, including C9 unsaturated aldehydes, al-
cohols, and acetates whose sensory properties have been described as “melon-
like’’ [10, 31–33, 35]. Several esters and alcohols were described among the vola-
tiles of muskmelons [33, 34]. 

Melons stored at low temperatures showed different relative amounts of vola-
tiles recovered by solvent extraction [34]. Some of the C9 unsaturated esters and 
alcohols presumably originated as a result of lipoxygenase activity. The previous 
results together with some investigations of the C9 unsaturated esters and alco-
hols suggested that the activity of lipoxygenase on melons seems to be depen-
dent on cultivar, age, storage conditions, and sample location [65].

More recently, static headspace GC analysis of eight cultivars of melons de-
tected esters as the major volatile components. Differences among the composi-
tions of the volatiles of the cultivars studied were also reported and are probably 
due to different efficiencies of biosynthetic pathways of each variety [56].

Sulfur compounds are also likely to be of considerable sensory importance 
in melon aroma. Dimethyl sulfide and ethyl (methylthio)acetate were found to 

8.5 Melon (Cucumis melo)
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be sulfur volatiles from Golden Crispy melons [65]. 2-(Methylthio)ethyl acetate 
was present in greater amounts in the majority of the melon cultivars analysed. 
The structures of the sulfur volatile compounds suggested that they may have 
been derived from methionine [66]. 

The extraction technique can play an important role in the recovery of vol-
atiles, resulting in different profiles of volatiles for the same variety [67]. The 
direct extraction of Cucumis melo L. var. cantaloupensis with Freon 11 under 
low temperature was capable of recovering compounds never found before in 
melons [26]. The authors attributed this to the non-destructive extraction at low 
temperatures and the very efficient capillary chromatographic system used for 
the analysis. 

It has been shown that suppression of ethylene production results in a strong 
inhibition of aroma volatiles in Charentais-type melons [4, 68]. 

Cultivars of Cucumis melo L. can be attacked by Didymella bryoniae Auersew, 
which can cause considerable losses, because fruits attacked by this organism do 
not have commercial value anymore. Mosquitoes, mainly Bemisia tabaci, also 
attack melon cultivars. Reductions in weight, size, and sugar content are evi-
dent consequences of mosquitoes attack. Diaphania nitidalis attacks flowers and 
fruits, whereas Diaphania hyalinata generally attacks the leaves of the melon 
tree.

8.6 
Papaya (Carica papaya)

Papaya is a native fruit from America and is widely planted throughout the trop-
ics [41], and is a crop of economic importance to tropical countries [11]. It has 
become a commercially important fresh fruit crop, particularly in the USA and 
Europe [51]. Papaya possesses a characteristic aroma, which is due to several 
volatile components, such as alcohols, esters, aldehydes, and sulfur compounds 
[11].

Several volatile components of papaya (Solo variety) were recovered by four 
methods: vacuum trapping train (distillation under low temperatures with liq-
uid nitrogen traps), codistillation–extraction (vacuum), vacuum distillation, 
and codistillation–extraction (1 atm) [17]. In spite of great variations due to the 
recovery method, the results showed that linalool was always the major com-
pound detected for all the methods.

In another investigation, linalool (Fig. 8.1) was detected in relatively low con-
centration in the solvent-extracted volatiles of fresh papaya pulp from Sri Lanka 
[41]. The authors attributed the characteristic sweaty note of this papaya fruit 
mainly to methyl butanoate. Phenylacetonitrile was also found in high amounts 
(17.7%), which, according to the authors, combined with lesser concentrations 
of benzyl isothiocyanate (1.5%) can play a role in the aroma of papaya.

The concentrations of linalool and benzyl isothiocyanate in papaya are clearly 
affected by the addition of Hg2+. It is suggested that the mercurous ion could 
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block the activity of different enzymes taking part in monoterpene formation 
[25]. Oxygenated terpenoids derived from linalool can play an important role 
in Brazilian papaya aroma [64]. Several oxygenated derivatives of linalool were 
identified in the solvent-extracted samples, such as the two diasteroisomers of 
6,7-epoxy-linalool: 2,6-dimethyl-octa-1,7-diene-3,6-diol and 2,6-dimethyl-
octa-3,7-diene-2,6-diol. The terpenes linalool and terpinen-4-ol showed an 
increased production ratio in a Cuban papaya variety (Carica papaya L. var. 
maradol roja) [1].

Fifty-one volatile components from intact Hawaiian papayas in different 
ripeness stages were recovered by trapping with Tenax [18]. As expected, the 
greatest number of components were found in the fully ripe fruits. Linalool, 
followed by linalool oxide A, linalool oxide B, and ethyl acetate were the major 
components in the fully ripe fruits. Several compounds were also present in the 
four ripeness stages: linalool and all aldehydes can be mentioned.

Another investigation reported the esters as the predominant volatile com-
ponents of the Maradol variety (about 41% w/w of the total volatiles) [51]. The 
major representative compounds in the simultaneous steam distillation–solvent 
extraction were methyl butanoate and ethyl butanoate. Previous work described 
the esters as the predominant compounds among the volatiles; papayas, for ex-
ample, from Sri Lanka and Colombia had 52 and 63% of esters in the total vola-
tiles respectively [25, 41]. 

Plagues in papaya cultivation are generally mites (Polyphagotarsonemuis la-
tus, Tetranychus urticae). Polyphagotarsonemuis latus is known as “tropical mite” 
and attacks the leaves causing death of the tree. Other diseases are caused by 
Phytophthora palmivora and Colletotrichum gloesosporioides. The fruits do not 
possess commercial value after the attack (http://www.seagri.ba.gov.br).

8.7 
Passion Fruit (Passiflora edulis)

Owing to their unique and delicate flavour, species of the genus Passiflora have 
been the subject of intensive research on their volatile constituents [13]. The 
purple passion fruit (Passiflora edulis Sims) is a tropical fruit native to Brazil but 
is now grown in most tropical and subtropical countries [50]. Purple passion 
fruit is cultivated in Australia, India, Sri Lanka, New Zealand, and South Africa 
[48]. Yellow passion fruit (Passiflora edulis f. flavicarpa) is one of the most popu-
lar and best known tropical fruits, having a floral, estery aroma with an exotic 
tropical sulfury note [62]. Yellow passion fruit is cultivated in Brazil, Hawaii, 
Fiji, and Taiwan [48]. Because of its more desirable flavour, the purple passion 
fruit is preferred for consumption as fresh fruit, whereas the yellow passion fruit 
is considered more suitable for processing [28].

The first report about volatile constituents in purple passion fruit (Passiflora 
edulis Sims) described the identification of 20 volatiles in the solvent extract 
of passion fruit juice from New Guinea [50]. The author attributed the unique 
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aroma of the purple passion fruit to the several esters (Fig. 8.2) identified (about 
80% of neutral essence). Similarly, the volatile fraction of passion fruit juice (Pas-
siflora edulis Sims) was reported as a complex mixture of components [47], but 
the majority was esters derived largely from various combinations of alkanols 
with acids. Sulfur compounds can play an important role in the overall flavour 
characteristics of passion fruit [13]. The attractive tropical flavour note of ripe 
yellow passion fruits has been shown to be associated with trace levels of sulfur 
volatiles [62].

The analyses of the flavour composition of yellow passion fruits were per-
formed by four different isolation techniques, namely vacuum headspace sam-
pling (VHS), the dynamic headspace method, simultaneous distillation and ex-
traction at atmospheric pressure, and simultaneous distillation and extraction 
under reduced pressure [62]. Significant differences were found not only in the 
chemical composition of the resultant extracts but also in their sensory proper-
ties. The most representative and typical extract was obtained by VHS.

Later, the chemical characterisation of the volatiles from yellow passion fruit 
essence and from the juice of the fruit was done by GC-MS and GC–olfactom-
etry (GC-O) [27]. Esters were the components found in the largest concentra-
tions in passion fruit juice and essence extracted with methylene chloride. Ana-
lysis by GC-O yielded a total of 66 components which appeared to contribute to 
the aroma of passion fruit juice and its aqueous essence. Forty-eight compounds 
were identified in the pulp of Brazilian yellow passion fruits (Passiflora edulis f. 
flavicarpa) [48]. The predominant volatile compounds belonged to the classes of 
esters (59%), aldehydes (15%), ketones (11%), and alcohols (6%). 

Plagues in passion fruit are mainly caterpillars (Dione juno juno and Agraulis 
vanillae vanillae), which attack mainly the leaves, decreasing the growth and the 
production of fruits. Passion fruit rot and withering can be caused by Colletotri-
chum, Rhizopus, Cladosporium, Fusarium, Lasiodiplodia, Phomopsis, Alternaria 
alternata, A. passiflorae, Septoria passiflorae, and Sclerotinia sclerotium. (http://
www.seagri.ba.gov.br)

8.8 
Pineapple (Ananas comosus)

Pineapple, one of the most popular tropical fruits in the world, has been culti-
vated in South America since the fifteenth century [61]. It has been very popular 
throughout the world for many years [16]. Native to Central America and South 
America, pineapples grow in several tropical countries, such as Hawaii, India, 
Malaysia, the Philippines, and Thailand [12]. Owing to its attractive sweet fla-
vour, pineapple is widely consumed as fresh fruit, processed juice, canned fruit, 
and as an ingredient in exotic foods. The volatile constituents of pineapple have 
been studied for over 60 years by many researchers. More than 280 compounds 
have been found among volatiles of pineapples so far [60].

The earliest investigations concerning pineapple volatiles date from 1945 [23, 
24]. The great majority of pineapple components are contributed by ethyl and 
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methyl esters (Fig. 8.2) In 1970, a North American group reported that aliphatic 
esters were the predominant compounds among the solvent extract of Smooth 
Cayenne pineapple. Monoterpene alcohols (linalool, α-terpineol, and terpinen-
4-ol) were also identified [16].

Sesquiterpenes recovered by solvent extraction were identified in pineapple 
fruit (Ananas comosus Merr.) from Côte d’Ivoire. The authors suggested that 
some of the sesquiterpenoids found were derived from germacrene precursors 
[6]. The same authors studied the identification of trace compounds with impact 
character in pineapple fruit (Ananas comosus Merr.). Some potent compounds 
were an undecatriene, an undecatraene, and ethyl esters [5].

The sulfur components ethyl S-(+)-2-methylbutanoate and dimethyl trisul-
fide (with 0.006 and 0.01 µg/L odour thresholds in water, respectively) were re-
ported as impact-flavour compounds in fresh Hawaiian pineapple essence pre-
pared by solvent extraction. The major volatile components were methyl and 
ethyl esters [59].

The volatile compounds of juices made from freshly cut pineapple fruits from 
different cultivars from Costa Rica, Ghana, Honduras, Côte d’Ivoire, the Phil-
ippines, Réunion, South Africa, and Thailand were studied in comparison to 
that of commercial water phases/recovery aromas, juice concentrates as well as 
commercially available juices [12]. The qualitative pineapple fruit flavour pro-
file showed several methyl esters, some characteristic sulfur-containing esters, 
and various hydroxy esters were responsible for the typical pineapple flavour 
profile. 

Twenty-nine odour-active compounds were detected by using aroma ex-
tract dilution analysis (AEDA) [60]. The results of AEDA together with GC-
MS analysis showed ethyl 2-methylbutanoate (described as ‘fruity’ flavour), fol-
lowed by methyl 2-methylbutanoate and 3-methylbutanoate (fruity, apple-like), 
4-hydroxy-2,5-dimethyl-3(2H)-furanone (sweet, pineapple-like, caramel-like), 
δ-decalactone (sweet, coconut-like), 1-(E,Z)-3,5-undecatriene (fresh, pineap-
ple-like), and a unknown compound (fruity, pineapple-like) as the most odour-
active compounds.

The most common plagues in pineapple cultivation are caused by Thecla ba-
salides and Dysmicoccus brevipes. Fusarium subglutinans also causes an impor-
tant disease, leading to the most significant losses. (http://www.seagri.ba.gov.
br).

8.9 
Cupuacu (Theobroma grandiflorum)

Cupuacu is an Amazonian forest tree from Para state, Brazil. The fruits are 15–
25 cm in length, 10–12 cm in diameter, and weigh between 0.8 and 2 kg. They 
are oblong fruits with a hard skin. The seeds contain caffeine and theobromine, 
alkaloids with stimulant properties. The seeds contain about 48% of a white fat 
similar to cocoa butter. The creamy-white pulp has an attractive and character-
istic aroma and flavour. The fruits are consumed mainly as juice.

8.9 Cupuacu (Theobroma grandiflorum)
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Volatile constituents of cupuacu were isolated by steam distillation–extrac-
tion of pulp or juice [2].The identification of volatile constituents was based 
on mass spectral analysis. The pleasant aroma compounds were mainly esters 
(Fig. 8.2). Large amounts of ethyl butanoate and small amounts of ethyl acetate, 
butyl acetate, and butyl isobutanoate were described.

More recently, several aroma compounds were isolated from cupuacu pulp 
by vacuum distillation, solid-phase extraction, and simultaneous steam distil-
lation–extarction and were analysed by GC, GC-MS, and GC-O [8]. The olfac-
tion of the extracts obtained by solid-phase extraction indicated linalool, α-ter-
pineol, 2-phenylethanol, myrcene, and limonene as contributors of the pleasant 
floral flavour. In this study, the esters ethyl 2-methylbutanoate, ethyl hexanoate, 
and butyl butanoate were involved in the typical fruity characteristics.

In another investigation, the volatile compounds were isolated [19] using a 
Porapack Q trap by vacuum for 2 h and were then eluted with hexane. The es-
ters were the chemical class of compounds that predominated in the samples 
among 21 volatile compounds detected. Ethyl butanoate, ethyl 2-methylbutano-
ate, 1-butanol, ethyl hexanoate, 3-hydroxy-2-butanone, ethyl octanoate, acetic 
acid, linalool, palmitic acid, and oleic acid were identified in cupuacu pulp by 
solid-phase extracton [15]. 

Plagues in cupuacu cultivation are mainly caused by beetles (Costalimaita
sp.) which attack the leaves, grasshoppers and ants. Vassoura de bruxa disease is 
caused by the fungus Crinipellis perniciosa (http://www.seagri.ba.gov.br)

8.10 
Bacuri (Platonia insignis M. or Platonia sculenta)

The bacuri tree grows in the south of the Amazonian forest in Para state, Brazil. 
The fruits are ovoid to subglobose, are 7–15 cm in diameter and weigh 200–
1,000 g. They have a creamy white mucilaginous, fibrous, juicy pulp with a very 
attractive exotic flavour. The fruit is consumed as such, as a juice, or in ice cream 
or jellies.

The first study on the volatile composition of bacuri revealed linalool, 2-hep-
tanone, and cis-3-hexenyl acetate as the most important flavour compounds [2]. 
Volatiles were isolated by a steam distillation–extraction of pulp. 

The main volatile components isolated from bacuri shells using various isola-
tion methods, such as steam distillation and supercritical CO2 extractions were 
(Z)-linalool oxide, (E)-linalool oxide, 2-pentanone, 2-nonanone, cis-hexenyl ac-
etate, methyl dodecacanoate, and several hydrocarbons, including bisabolene 
[46].

The free and bound flavour components of bacuri fruits were analysed by GC 
and GC-MS using XAD-amberlite separation. Seventy-five components were 
identified in the free volatile fraction, and the most abundant components were 
terpene alcohols. Among the saturated and unsaturated alcohols present in the 
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volatile fraction of bacuri, hexanol and (Z)-hex-3-en-1-ol seemed to contribute 
to the herbaceous odour detected in intact fruits [8]. Bacuri glycosides identified 
in this work, like benzyl, 2-phenylethyl, and (E)-linalool furanooxides, linalool 
glucosides, and benzyl, 2-phenylethyl, and linalool rutinosides, were considered 
by the authors as the most important glycosides. The formation of volatile com-
pounds using heat treatment of the bacuri pulp at its natural pH and at pH 7 
was verified during the simultaneous distillation and extraction technique [9]. 
Increased amounts of oxygenated and hydrocarbon terpenes and of aldehydes 
were observed after simultaneous distillation and extraction at pH 3. More par-
ticularly, linalool, linalaool furanoxides, α-terpineol, hotrienol, nerol oxide, ne-
rol, and geraniol were described as the main components. These results were 
partially explained by the hydrolysis of the glycosidically bound compounds.

8.11 
Sustainability of Tropical Cultivation

Tropical soils may seem fertile when covered with luxuriant vegetation, but they 
are sometimes surprisingly poor in nutrients. The low fertility of tropical areas 
may result from natural and anthropogenic causes. The soil composition and 
the pluviometer index are the main factors determining fertility; the flushing 
out of nutrients is higher at higher temperatures and at higher incidence of rain. 
The amount of organic matter and nutrient elements accumulated in vegetation 
relative to that in soil is generally larger in tropical forests than in temperate 
ones; therefore, exhaustion of nutrients by removing forest vegetation is more 
serious in the tropics than in temperate regions.

Desertification is caused by overcultivation, overgrazing, and deforestation. 
This may result in soil exhaustion and erosion. This will in turn decrease the soil 
productivity, reduce food production, deprive the land of its vegetative cover, 
and negatively impact areas not directly affected by its symptoms, by causing 
floods, soil salinisation, deterioration of water quality, and silting of rivers, 
streams, and reservoirs (http://www.fao.org).

The aroma compounds from the tropical fruits described in this chapter can 
be very important for consumers and industry as they are exotic and extremely 
pleasant; however, the production of these compounds by biotechnological pro-
cesses should be emphasised since the extraction from the fruits is a hard task. 
Many tropical soils contain less nitrogen and phosphorus, have lower capacity 
to absorb fertilisers, and therefore have lower conventional productive capacity, 
but some tropical soils have been very intensively farmed and further intensifi-
cation is possible in other areas. Thus, the evaluation of a sustainable agriculture 
in tropical regions requires a sophisticated approach including the estimation 
of the risk of microbial or insect infestations. As many fruits go directly to fresh 
markets or to immediate processing, a continuing supply of the flavour manu-
facturers in the future is not completely assured.

8.11 Sustainability of Tropical Cultivation
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9.1 
Introduction

Vanilla is widely used in food, beverages and cosmetics. It is produced from 
the beans of Vanilla planifolia Andrews, a member of the orchid family (Orchi-
daceae). The plant originates from Mexico where it was already used when the 
Spaniards arrived. Now it is cultured in various tropical countries, such as Mad-
agascar, Indonesia, Uganda, Comoro, Tahiti, Papua Guinea, India and Mexico. 
Each of these growth sites yields vanilla with different flavour characteristics. 

The total world consumption of vanilla beans is decreasing, mainly owing 
to the very high price ($300–500 per kilogram in 2004); in 2004 the demand 
was about half of the 2,200 t used in 1999 [5]. Madagascar produces more than 
half of the world production (1,000–1,200 t). Indonesia is the second largest 
producer, with some 350 t. Owing to various diseases of the plant and strong 
international competition, including from new production regions, Indonesian 
production has considerably decreased in the past few years, but the quality has 
increased [3].

The plant requires special growth conditions and the formation of beans re-
quires pollination by specialised insects, which means that in most places polli-
nation is done by hand. After 9 months of maturation, the vanilla beans undergo 
an elaborate processing known as curing, a process which takes about 6 months. 
Basically curing is a sort of fermentation process at elevated temperature, in 
which the beans are dried and the flavour develops, among others through the 
hydrolysis of the vanillin glucoside, resulting in free vanillin (Fig. 9.1), the most 
important flavour compound in the beans. The curing process is a highly tradi-
tional process; it is still not well understood and differs in the various producing 
regions. Despite various studies concerning the biosynthesis of vanillin and its 
role for the plant, many questions still remain. But to increase and ensure re-
producible quality and to improve the efficiency of the curing process, further 
insight into the biochemistry of the vanillin production in the plant is required, 
as well as of other characteristic flavour compounds occurring in the beans. 

Vanilla and vanillin are very versatile flavours, at any concentration they are 
acceptable, and most people enjoy the flavour, making it the world’s most popu-
lar flavour. It is used in food (e.g. ice cream, various other diary products, choco-
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lates and cakes), beverages (cola-type drinks), cosmetics and tobacco. There is a 
distinct difference between vanilla extract and vanillin, and most people prefer 
the extract-based products. Hoffman et al. [21] reviewed the analysis of vanilla 
constituents and flavours of vanilla. Improved or altered methods of curing and 
new cultivars may lead to a further diversification of the vanilla flavour.

Because of the large consumption of vanilla-flavoured products, vanillin is 
also made by other routes, such as (bio)conversion of related natural products 
or via synthesis. Only 0.2% of the approximately 6,000 t of vanillin used in the 
flavour market is derived from plants, for which vanilla is the major source [60, 
61]. Most vanillin is synthetic; some several tons comes from microbial pro-
cesses [38, 52]. About 60% of the vanillin goes into food and beverages, 33% 
into perfumes and cosmetics and 7% into pharmaceuticals [44]. The price of 
natural vanillin extracted from vanilla is estimated to be between $1,200 and 
$4,000 per kilogram [60, 61]. Natural vanillin derived from microbial produc-
tion has a price of about $1,000 per kilogram [52]. Synthetic vanillin costs about 
$11–15 per kilogram [52, 53]. Consequently counterfeiting occurs because of 
the large price differences between natural vanillin and synthetic vanillin. Spe-
cial analytical tools such as NMR spectrometry are applied to analyse the source 
from which the vanillin is derived.

Here we will review the current knowledge about the vanilla curing process, 
the biosynthesis of vanillin and alternative biotechnological production meth-
ods.

Fig. 9.1 Vanillin

9.2 
The Plant

The genus Vanilla belongs to the family Orchidaceae, one of the largest plant 
families, with more than 18,500 species. The Vanilla Swartz genus has more 
than 100 species, amongst which 15 are aromatic. Three species have economic 
value, one of which is Vanilla planifolia Andrews (previously known as V. fra-
grans (Salisb.) Ames). Two other species, V. pompona Schiede and V. tahitensis
J.W. Moore, are cultivated on a small scale for vanillin production. The former 
is more resistant against diseases, but gives pods of an inferior quality. The latter 
species is grown in Tahiti; it has a distinctly different flavour. It might be a man-
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made hybrid. Because of its unique flavour, the beans are more expensive than 
those of V. planifolia [46]

The diseases include fungal infestations caused by, among others, Calospora 
vanillae (anthracnose, whole plant), Fusarium sp. (root rot, fruit rot), Phytoph-
thora sp. (fruit rot), Colletotrichum sp. and Gloeralla vanilliae (root rot). Besides 
these fungal diseases, viral diseases also pose a serious problem, e.g. Cymbidium 
mosaic virus and the cucumber mosaic virus. Suboptimal growing conditions 
and excessive rain or drought are the major reasons for diseases [46].Vanilla is a 
fleshy perennial vine, and requires a tree or artificial support for its growth. Ad-
ventitious aerial roots adhere to the supporting tree. The plant can grow as high 
as 10–15 m, but for cultivation the plants are kept low to facilitate the hand pol-
lination and the harvest of the beans. The plant, propagated by cuttings, needs 
about 2–4 years before it flowers, and can produce for a period of 5–6 years. 
Each plant has about ten to 20 flower clusters of 15–20 flowers each. After hand 
pollination eight to 12 of these flowers will develop into pods.

The plant grows best in humid, tropical conditions; drought can easily kill 
the plant. Direct sun should also be avoided for growth sites, but full shade is 
also detrimental for the plant; therefore, vanilla is often planted between small 
shade-giving trees such as bananas and coffee, which should reduce the full sun-
shine to about one third to half of its intensity. Also artificial nets are used to 
create the right growth conditions. The plant grows well from sea level to alti-
tudes of more than 760 m at a temperature ranging from 20 to 30 °C [46]. 

9.3 
Vanillin

Vanillin is the most widely appreciated flavour compound in the world. Its 
odour threshold for humans is 11.8 x 10-14 M [6]. It has the unique character-
istic that even at very high dose the flavour is still pleasant. Vanillin has vari-
ous activities. The antimicrobial effects on the fungi Aspargillus flavus, A. niger,
A. ochraeus and A. parasiticus and the bacteria Escherichia coli, Bacillus subtilus
and Staphylococcus aureus were reviewed by Tipparaju et al. [57]. This makes 
vanillin a potential food preservative for a wide variety of products like diary 
products, soft drinks and fruit juices [13, 61]. In several studies the antioxidant, 
antimutagenic, anticlastogenic and anticarcinogenic activities of vanillin were 
demonstrated [12, 27, 54]. 

9.4 
Biosynthesis

The biosynthesis of vanillin has been extensively studied both in the plant and in 
plant cell cultures (Scheme 9.1). There are some contradictions between the re-
sults of these studies, and consequently several questions about the biosynthetic 

9.4 Biosynthesis
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pathway remain unanswered. At least all studies support the involvement of the 
shikimate pathway and the phenylalanine (phenylpropanoid) pathway. The first 
question is at what stage the C3 side chain is oxidised to yield the aldehyde func-
tion. This could be before or after the formation of the typical 3-methoxy, 4-hy-
droxy substitution pattern in the aromatic ring. It is also unknown whether van-
illin is derived from the lignan precursors having an alcohol function in the C3
part of the phenylpropanoid, or from the cinnamic acid type (acid group). Zenk 
[63] showed that labelled ferulic acid was incorporated into vanillin. However, 
Kanisawa et al. [26] proposed that the major pathway would go via 4-coumaric 
acid glucoside, which is the precursor for p-hydroxybenzaldehyde glucoside, 
the central intermediate for the biosynthesis of the glucosides A and B as well 
as vanillin (Scheme 9.1). But their hypothesis left the possibility that the more 
oxidised compounds such as ferulic acid glucoside also can be converted into 
the corresponding aldehyde.

Various experiments in Vanilla plant cell cultures, however, gave different re-
sults [14–18, 30, 51]. This might be due to the fact that different biosynthetic 
pathways operate in the beans and in the cell culture. In fact most of the work 
in cell cultures showed only conversion of non-glucosylated products. Ferulic 
acid feeding resulted in increased vanillin levels. The fact that the V. planifolia
cell cultures do not produce vanillin in any significant amount means that the 
results from studies using vanilla cell cultures for elucidation of the pathway 
should be considered with caution. Finally, it cannot be excluded that different 
pathways may contribute to the vanillin production in the beans. Scheme 9.1 
shows that vanillin can be formed through different ways in a complex network 
of compounds.

For a general review of the biosynthesis of C6C1 compounds, see Mustafa and 
Verpoorte [39].

9.5 
Enzymes

Only a few steps of the biosynthesis of vanillin are known down to the level of the 
enzymes and the genes. Particularly the glucosidases involved in the formation 
of vanillin from its glucoside have been studied extensively. As vanillin is almost 
completely stored in the form of a glucoside, the role of the glucosidase is crucial 
for the quality of the final product, as a high level of vanillin is required for good 
quality. Concerning the glucosidases, different results have been reported.

Kanisawa et al. [26] reported that two glucosidases are present in vanilla 
pods. A non-specific enzyme occurs in both leaves and beans, whereas a specific 
vanillin glucosidase was detected only in the beans. Using the p-nitrophenyl-
glucoside (NPG) assay for detecting activity, Odoux et al. [42] and Ranjoanisafy 
[47] (cited in Odoux and Havkin-Frenkel [41]) purified and characterised a glu-
cosidase from the beans. The enzyme with a molecular mass of 201 kDa con-
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Scheme 9.1 Proposed pathway for vanillin biosynthesis in Vanilla planifolia beans according to 
Kanisawa et al. [26]. The thick arrows represent the most likely pathway

9.5 Enzymes
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sisted of four subunits (50 kDa each). Because no specific enzyme assay was 
used, the occurrence of a highly specific vanillin glucoside hydrolysing enzyme, 
as reported by Kanisawa et al. [26], cannot be excluded. 

Havkin-Frenkel (cited in Odoux and Havkin-Frenkel [41]) found a series of 
glucosyl hydrolases in green vanilla beans. The enzymes included α-glucosidase, 
β-glucosidase, α-galactosidase, β-galactosidase, α-mannosidase and β-mannosi-
dase. The β-glucosidase showed maximum activity at 50 °C; the α-galactosidase 
and the β-galactosidase had optima at 55 and 60 °C, respectively, temperatures 
which are similar as those during the curing process. 

Dignum et al.[9] followed glucosidase activity during the curing process us-
ing the NPG assay. They could not detect glucosidase activity anymore after the 
autoclaving step, though vanillin glucoside was still hydrolysed in the beans. The 
presence of a non-NPG-assay-detectable glucosidase can thus not be excluded. 
The glucosidase activity measured in green beans was also strongly dependent 
on the type and pH of the incubation buffer used. The highest activity was ob-
tained at pH 8 with a [bis(2-hydroxyethyl)amino]tris(hydroxymethyl)methane 
propane buffer. Freezing of the green beans caused a dramatic loss of glucosidase 
activity, and the enzyme extract lost much of its activity when stored at -20 °C;
storage at -80 °C particularly in the presence of glycerol gave better results. 
Dignum et al. [10] measured the kinetic properties of the glucosidase from the 
green beans for several glucosides occurring in vanilla. For vanillin glucoside 
the Vmax was 9.4 IU mg-1 protein and Km was 5.1 mM; values in the same range 
were found for the glucosides of vanillic acid, p-hydroxybenzaldehyde and feru-
lic acid, Also for the synthetic substrate NPG, a similar activity was found; how-
ever, for creosol, and guaiacol glucosides a much higher Km was found, whereas 
for 2-phenylethanol and p-cresol glucosides no activity was detected. Hanum 
[20] reported a much higher Vmax and a lower Km for vanilla glucosidase.

The enzyme is localised in the placental tissue of the beans, i.e. where the 
vanillin glucoside is also found [41, 42]. The enzyme seems to be localised in 
the cytoplasm. Though not proven, it is hypothesised that the enzyme and the 
glucoside are in different cellular compartments, similar to the case for many 
other secondary metabolite glucosides in other plants (e.g. see Geerlings et al. 
[19]). The compartmentation is part of the plant defence. Once a cell has been 
destroyed by, e.g., an insect, the glucosidase will come together with the gluco-
side, resulting in the formation of a toxic aglycone. A common defence response 
in plants, a phytoanticipin present in the plant cell is converted immediately 
into a highly toxic and reactive compound after attack by a microorganism or an 
insect. During the curing process when the cell integrity is destroyed, the vanil-
lin glucoside will diffuse through the bean and in contact with the enzyme it will 
be converted into vanillin.

Roeling et al. [50] studied the possibility that microorganisms may be in-
volved in the hydrolysis of the glucoside during the curing process; however, 
they could not find any evidence for the presence of specific microorganisms 
growing on the beans after the killing step. 
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For the biosynthesis of vanillin, several other enzymes are of interest. First of 
all, phenylalanine ammonia lyase (PAL); this enzyme converts phenylalanine 
into the cinnamic acid type of compounds, the first intermediates in the vanil-
lin biosynthesis after the primary metabolism. PAL activity could be detected 
in green beans, but after scalding this activity is lost. The chain shortening en-
zyme (CSE), responsible for the conversion of a C6C3 compound into a C6C1
compound, was found to be localised in the cytosol of cells of the placental tri-
chomes in the green beans [23]. 

Peroxidases might play a role in decomposition of vanillin and in flavour gen-
eration during the curing process. Their activity is high in green beans and the 
enzymes also remain active during the curing. The same applies for proteases, 
which might be a reason for not recovering glucosidase activity from the beans 
in the curing process.

9.6 
Curing

Dignum et al. [10] studied the curing process in Bali (Indonesia). The curing 
process starts with the so called killing or scalding. After harvesting, the green 
beans are thrown into hot water (60–70 °C) for 1–2 min. After that they are 
stored in boxes for 2–5 days; this phase of the process is called autoclaving, a 
confusing name as the temperature never goes over 50 °C. After this step the 
beans are spread in the sun on blankets and wrapped up again during the night 
in boxes; this phase (sunning and sweating) goes on for about 2 weeks. As the 
beans are everyday in the hands of the labourers, they sort the beans during this 
process into different quality classes. In the next phase (2–4 weeks) the beans 
are dried further; at the end of this step they have reached a water content of 
25–40%. The final stage consists of storing the beans for several months in small 
bundles in a sealed box, or in plastic vacuum bags. After this stage the beans are 
ready for use. The total curing process may last as long as 6 months. 

Dignum et al. [8, 10] followed this process in detail on a production site in 
Bali to measure the various parameters of the processing in order to mimic 
these in a laboratory model curing system. The parameters are summarised in 
Table 9.1. On the basis of the observations, a model curing system was set up to 
study different parameters under controlled conditions and the effect on some 
enzymes and the vanillin production.

The curing process is an essential step for the production as the flavour de-
velops gradually during the process, in part due to enzymatic conversion of the 
vanillin glucoside, in part due to other enzymatic and chemical reactions, in-
cluding oxidations. Further knowledge of these chemical and biochemical pro-
cesses is thus of great importance for optimising the production of high-quality 
vanilla beans.

9.6 Curing
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Table 9.1 Parameters of laboratory curing processes under traditional Indonesian conditions [10]

Stage Temperature (°C) Relative 
humidity (%)

Time

Scalding (killing) 70   1.5 min
Autoclaving 60

55
50
45

95
95
95
95

3 h
3 h
3 h
3 h

Sunning/sweating 40
47.5
55
50
42.5

70
62.5
55
95
95

1 h
3 h
2 h
6 h

12 h 
Slow drying 30 80   3 weeks

9.7 
Chemistry

More than 250 compounds have already been identified in vanilla beans, repre-
senting a broad variety of classes of natural products such as monoterpenoids, 
fatty acids and various esters thereof, benzoic acid derivatives, hydrocarbon ke-
tones and alcohols, phenylpropanoids and other phenolics [8, 21]. Some of these 
phenolics occur also as glucoside [8, 25, 26]. Major components in cured beans, 
besides vanillin (0.3–2%), are p-hydroxybenzaldehyde (0.2%), p-hydroxyben-
zylmethyl ether (0.02%) and acetic acid (0.02%). In green beans glucovanillin, 
bis[4-(β-D-glucopyranosyloxy)benzyl-2-isopropyltartrate] (glucoside A) and 
bis[4-(β-D-glucopyranosyloxy)benzyl-2-(2-butyl)tartrate] (glucoside B) are the 
major compounds [8, 25, 26] .

More than 95% of the volatile components are present at very low level (below 
10 ppm) [21]. For a review on the various compounds identified in vanilla, see 
Dignum et al. [8]. For studies on the specificity of the glucosidase(s) in vanilla a 
series of glucosides occurring in green beans have been synthesised [11, 31, 40]. 
Glucovanilline can also be produced by feeding vanillin to plant cell cultures 
[28, 55]—an almost 50% yield of glucosylation was obtained from V. planifolia
cell cultures [62].

Synthetic vanillin is a major intermediate in the production of various chem-
icals, including medicines and herbicides. Because of the large difference in 
price between vanillin from a natural origin and synthetic vanillin, counterfeit-
ing is not uncommon. As natural and synthetic vanillin are chemically identi-
cal, isotope ratios of hydrogen (D/H) and carbon (13C/12C) isotopes are used to 
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determine the source of vanillin. Such analyses can be done by means of mass 
spectrometry or NMR. The latter has the advantage that the position-specific 
incorporation is determined (site-specific natural isotope fractionation NMR 
spectrometry). This highly specific method enables the differentiation of vanil-
lin of all known sources [49].

To cater for the large demand for vanillin, besides different synthetic meth-
ods also biotechnological processes have been developed. Synthetic vanillin has 
a major drawback that products containing this compound cannot be labelled 
as containing a natural flavour. On the other hand, biotechnological products 
can be labelled as natural.

For the synthesis several processes have been described using different natu-
ral starting materials, such as coniferin, eugenol, guaiacol and lignin (for re-
views, see [22, 44, 48, 60, 61].

9.8 
Biotechnological Production of Vanillin

To produce natural vanillin at a lower price, various biotechnological approaches 
have been explored, such as plant cell cultures and bioconversion of natural 
compounds by means of microorganisms or isolated enzymes.

The production of fine chemicals by means of large-scale plant cell cultures 
is feasible [59]. But although V. planifolia cell cultures have been studied exten-
sively, no economically feasible vanillin production has resulted from this (for 
reviews, see [22, 44, 48, 61]. Capsicum frutescens cell cultures were able to pro-
duce some vanilla flavour compounds upon being fed various precursors [48]. 
The amount of vanilla flavour compounds could be enhanced by treating the 
cultures with methyl jasmonate [56]. Cell suspension cultures of Capsicum an-
nuum were able to produce vanillin after being fed with exogenous ferulic acid 
[24]. Next to plant cell cultures, it was shown that crude enzyme extracts from 
plants could be used for bioconversions of readily available precursors. Enzymes 
from soybean are able to convert isoeugenol into vanillin after addition of pow-
dered activated carbon and peroxide [34]. A soybean lipoxygenase can produce 
vanillin from esters of coniferyl alcohol [35]. A vanillyl alcohol oxidase with 
broad specificity was obtained from Penicillium; this enzyme can convert vanil-
lylamine (e.g. obtainable from the hydrolysis of capsaicin) or creosol [58].

Various microorganisms (e.g. Bacillus fusiformis, Pseudomonas fluorescens,
Pseudomonas acidovorans, Penicillium simplicissimum, E. coli, Corynebacte-
rium glutamicum, Saccharomyces cerevisiae, Pycnoporus cinnabarinus, A. niger)
are able to convert fed natural phenylpropanoids precursors, such as ferulic 
acid, eugenol, isoeugenol, coniferyl alcohol, vanillyl alcohol and vanillylamin-
eisorhapotin (a stilbene), into vanillin [1, 2, 29, 38, 44, 48, 52, 60, 61, 64]. All 
these precursors have the same aromatic substitution pattern as vanillin; thus, 
they only require a chemical modification in the aliphatic carbon side chain. 
Priefert et al. [44] distinguished four different mechanisms for the shortening of 

9.8 Biotechnological Production of Vanillin
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the side chain of ferulic acid: non-oxidative decarboxylation, side chain reduc-
tion, and coenzyme A (CoA) dependent as well as independent deacetylation. 
In all cases the toxic and highly reactive aldehyde formed is rapidly converted 
to the corresponding alcohol or acid. Rabenhorst and Hopp [45] using an Amy-
colatopsis species and Mueller et al. [37] using Streptomyces setonii were able 
to obtain high yields of vanillin (more than10 g l-1) in the conversion of feru-
lic acid. The molar yields were about 75%. In both cases the bacterial species 
used had a high tolerance for vanillin. Muheim and Lerch [38] reported that 
the Streptomyces setonii strain mentioned could be the basis of an economical 
microbial production of vanillin from ferulic acid with a production of more 
than 6.4 g l-1. The major bottleneck for these processes is the high price of feru-
lic acid. Eugenol is a much cheaper alternative ($9 per kilogram) [44], but so far 
the reported vanillin yields are lower than for ferulic acid conversion. When fe-
rulic acid can be obtained from agricultural by-products for a low cost, it might 
be an interesting alternative for the production of vanillin. Ferulic acid is the 
most abundant hydroxycinnamic acid in the plant world, since it is an impor-
tant structural component of the plant cell wall. Feruloyl esterases from a wide 
range of microorganisms can be used to release ferulic acid from the plant [36]. 
Cheap agricultural by-products like sugar beet pulp and maize bran are a good 
source for ferulic acid that could be released by the filamentous fungus Pycnopo-
rus cinnabarinus [4, 32]. Interestingly, addition of a culture filtrate of the fungus 
A. niger resulted in direct biotransformation of autoclaved maize bran into van-
illin [32]. A novel strain of Bacillus fusiformis was described that produced high 
amounts of vanillin from isoeugenol [64]. The cost of vanillin from a microbial 
production was estimated to be $1,000 per kilogram [52].

High-rate bioconversion of eugenol to ferulic acid was reported for an E. coli
XL1-blue strain expressing the vaoA gene from Penicillium simplicissimum en-
coding vanillyl alcohol oxidase, which converts eugenol to coniferyl alcohol, 
together with the genes calA and calB encoding coniferyl dehydrogenase and 
coniferyl aldehyde dehydrogenase of Pseudomonas. This transgenic bacterial 
strain was able to convert eugenol to ferulic acid (14.7 g l-1) with a molar yield 
of 93.3% [43]. The enzyme 4-hydroxycinnamoyl-CoA hydratase/lyase (HCHL) 
from Pseudomonas fluorescens converted ferulic acid CoA into vanillin. This 
gene in combination with 4-hydroxycinnamoyl-CoA ligase was overexpressed 
in E. coli; this strain is capable of converting ferulic acid into vanillin.

E. coli has been genetically engineered to convert shikimate into vanillin by 
introducing the genes encoding a shikimate dehydrogenase yielding 3-dehy-
droshikimic acid, a dehydratase converting this into protocatechuic acid and 
a catechol-O-methyltransferase converting this acid into vanillic acid. Finally 
a reductase yielded vanillin [33, 44]. The various patents for biotechnological 
production of vanillin were reviewed by Priefert et al. [44] and Daugsch and 
Pastore [7].

The HCHL encoding gene (see above) has been overexpressed in various 
plant cells and plants by Walton and co-workers (tobacco, Datura stramonium).
In none of these systems could vanillin be detected; however, various benzoic 
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acid derivatives were found, including vanillic acid glucoside [61]. This might 
be due to a lack of ferulic acid as a substrate in the plant cells and/or due to the 
toxic aldehydes being immediately converted into the corresponding acids or 
alcohols, similar to what is found in experiments on feeding vanillin to various 
cell cultures [62]. Genetic engineering of vanilla plants to overexpress this en-
zyme is not likely to be very successful, as the plants already contain a very high 
level of vanillin (2–6%) in the producing tissues.

Whether genetically engineered organisms will be successful for the produc-
tion of vanillin not only depends on the economic feasibility of the process, but 
also on the acceptance by the public of GMO-produced vanillin.

9.9 
Conclusions

Vanillin is the most important flavour compound in vanilla, and is often used to 
replace the extract. Vanillin can be obtained from vanilla beans, but because of 
the high costs of the beans, various other production methods have been devel-
oped. By far the cheapest production method is chemical synthesis, but vanillin 
made in this way cannot be labelled as natural. Of course this provokes coun-
terfeiting and necessitates advanced quality control methods (NMR). It also ini-
tiates many studies in alternative natural production methods. These include 
microbial production and genetic engineering of microorganisms and plants. 
Microbial production of vanillin has been achieved, but the price is high ($1,000 
per kilogram). Genetic engineering might be possible to either increase vanil-
lin production in vanilla or introduce the pathway into other plants. However, 
public opinion against GMOs will be a major hurdle for this approach, besides 
the fact that the vanillin biosynthetic pathway is not known and no transforma-
tion–regeneration system for vanilla has been developed yet. In any case, all 
these methods only focus on vanillin, whereas the flavour of vanilla is more 
than only vanillin. Therefore, improvement of the agricultural practices and the 
curing system might be a more important strategy, also as it would offer farmers 
in the developing countries higher yields of better quality and thus higher in-
comes. To improve agricultural practice and yields, more knowledge about the 
pest and disease resistance of the plant and about the regulation of flowering, 
fruit ripening and vanillin biosynthesis is required. Further studies on vanilla 
are thus of great interest.
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10.1 
Introduction

Spirit drinks are food products and represent a major outlet for the agricultural 
industry all over the world. This outlet is largely the result of the flavour quality 
and reputation these products have acquired on the world market over hundreds 
of years; various national and international legal decrees, standards, and speci-
fications lay down rules on the definition, description, and presentation of the 
different categories of spirit drinks [1–4] which can be separated in two main 
categories, distilled spirits and liqueurs. Distilled spirits have alcoholic strengths 
between 30 and 50% v/v and are produced by distillation from fermented agri-
cultural products containing carbohydrates; their flavour is not only character-
ised by aroma compounds originating from the raw material and the alcoholic 
fermentation, but also from distillation, storage, and ageing. Liqueurs are spirits 
with a minimum ethanol content of 15% v/v and a sugar content of 100 g L-1;
they are produced by flavouring ethanol of agricultural origin, distillates of agri-
cultural origin, or one or more spirit drinks with natural plant materials such as 
herbs, fruits, fruit juice, cream, chocolate, steam-distilled essential oils, distilled 
spirit drinks, or natural or artificial flavouring extracts.

Aroma compounds in distilled spirits and liqueurs, their levels, odour attri-
butes, and thresholds are most important for quality and authenticity. Using gas 
chromatography and mass spectrometry, especially the composition of volatile 
aroma compounds in distilled spirits has been widely investigated [4–8]. By 
direct injection of an alcoholic distillate it is possible to determine more than 
50 components within levels between 0.1 and 1,000 mg L-1; special methods of 
extraction can be used to increase this number up to more than 1,000 volatile 
substances [6]. However, sensory analysis is still indispensable to describe and 
evaluate spirit drinks. 

The following review focuses on the composition of flavour compounds in 
spirit drinks, their origin, and their sensory attributes like odour quality and 
threshold value. Important information on flavour-related aspects of technology, 
like distillation and ageing, as well as the main categories and brands of spirits 
to be found on the national and international markets are summarised. Finally, 
aspects of sustainability in the production of distilled spirits are discussed.

10 Flavour of Spirit Drinks: Raw Materials, 
Fermentation, Distillation, and Ageing

Norbert Christoph, Claudia Bauer-Christoph
Bavarian Health and Food Safety Authority, 
Luitpoldstr. 1, 97082 Würzburg, Germany
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10.2 
Flavour Compounds in Distilled Spirits 

Flavour compounds of distilled spirits originate from the raw materials used for 
fermentation and from alcoholic fermentation by yeasts (Saccharomyces cerevi-
siae) and other microorganisms which metabolise carbohydrates, amino acids, 
fatty acids, and other organic compounds. Figure 10.1 shows a basic scheme of 
precursors, intermediates, and metabolites of the main groups of flavour com-
pounds which are produced during alcoholic fermentation in yeast cells [4–9]. 
Fermentation of carbohydrates not only leads to the main products ethanol, 
glycerol and carbon dioxide, but also to a typical fingerprint of volatile metabo-
lites at relatively low levels, like aldehydes, ketones, higher alcohols, organic ac-
ids, and esters, which are called ‘fermentation by-products’ or ‘congeners’. 

Table 10.1 gives a summary of the main by-products of fermentation by yeasts 
and other microbiological activities which can be identified in distilled spirits 
from different raw materials, like fruits, wine, grain, sugar cane, or other carbo-
hydrate-containing plants. Since the sensory relevance of a flavour compound is 
related to its odour thresholds and odour quality, Table 10.1 presents also odour 
qualities and a review of threshold values of the fermentation by-products in 
ethanol solutions [9–10] and/or water [11–14] (Christoph and Bauer-Christoph 
2006, unpublished results).

The concentration range of the flavour compounds is given in milligram per 
litre for distilled spirits adjusted to about 40% v/v ethanol. In order to com-
pare distillates with different ethanol content, it is also common to calculate the 
relative concentrations of volatile compounds in milligram 0.1 L-1 pure ethanol 
(p.e.); thus a propanol concentration of 400 mg L-1 in a distilled spirit with 40% 
v/v ethanol would correspond to a concentration of 100 mg 0.1 L-1 p.e. The rea-
son for the variations of the absolute concentrations of the volatile compounds 
in commercial products is mainly a result of the different conditions of fermen-
tation and the distillation technique. The threshold data to be found in the lit-
erature [9–14] are rather different and threshold values in water are significant 
lower than in ethanol solutions owing to the masking effect of the high ethanol 
concentration present in spirits.

Some of the volatile substances which are produced during fermentation, like 
acrolein, diacetyl, 2-butanol, allyl alcohol, or acetic acid, are a result of enhanced 
microbiological activities and may cause an unpleasant flavour (off-flavour) at 
certain levels; thus, elevated concentrations of such compounds are markers for 
spoilage of the raw material, negative microbiological influences during or after 
the fermentation process, or a poor distillation technique.

10.2.1
Carbonyl Compounds

Acetaldehyde is the major important carbonyl compound of alcoholic fermen-
tation and is formed as an intermediate compound by degradation of pyruvate; 
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its production by yeasts depends on the pyruvate decarboxylase activity of the 
yeast. Since acetaldehyde is one of the most volatile compounds, the highest 
levels are in the ‘head cut’ of the distillation and thus can be separated from 
the ‘heart cut’. In vodka-type spirits 10 mg L-1 may cause off-flavours owing to 
the pungent odour, whereas in fruit or wine distillates higher concentrations 
do not affect the quality owing to an odour threshold of about 100 mg L-1. Ac-
rolein (2-propenal) has a peppery, horseradish-like smell and is either formed 
by dehydration of glycerol during distillation in the presence of acids on hot 
metallic surfaces or especially by bacteria during fermentation of spoiled raw 
materials. The biochemical pathway of the formation of acrolein is initiated by 
a bacterial dehydratase enzyme which converts glycerol to 3-hydroxypropional-
dehyde. The compound undergoes slow, spontaneous dehydration to acrolein in 
an acidic medium [15, 16]. Acetaldehyde as well as acrolein reacts with ethanol 
to form the acetals 1,1-diethoxyethane and 1,1,3-triethoxypropane, respectively, 
with the consequence of a reduction of the pungent odour of the aldehydes; the 
equilibrium concentration of the 1,1-diethoxyethane formed is close to 10% in 
relation to the amount of acetaldehyde present [17]. Higher aldehydes and their 
acetals can be found at concentrations less than 0.1 mg L-1. Diacetyl (2,3-butan-
dione) is responsible for buttery flavour notes that sometimes arise in beer or 
wine distillates. It is formed by lactic acid bacteria; thus, distillates from wine 

Fig. 10.1 Precursors, intermediates, and metabolites of the main groups of flavour compounds 
produced during alcoholic fermentation of carbohydrates by Saccharomyces cerevisiae yeast
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Table 10.1 Odour quality, odour threshold value in water and/or ethanol solution, and concentra-
tion range of single volatile compounds in distilled spirits produced during alcoholic fermentation 
from carbohydrates by yeasts and other microorganisms 

Compound Flavour quality Threshold 
(mg L-1
water)a

Threshold 
(mg L-1
ethanol 
solution)a

Typical con-
centration 
[mg L-1
(40% v/v)]a

Carbonyl compounds
Acetaldehyde Pungent, sweet, 0.025 10 <2–160
Diethoxyethane Fruity, sherry-like 0.005 1 <3–72
Triethoxyethane Pungent <0.5–6
Acrolein (2-propenal) Horse radish, peppery 0.04 <0.1–1.2
Diacetyl 
(2,3-butandione)

Buttery 0.1; 2.5 <0.1–12

Alcohols
Ethanol Alcoholic 24.9
Methanol Alcoholic 668 20–1,000
1-Propanol Stupefying 500 830 40–800
1-Butanol Alcoholic 0.5; 1.3 820 1–80
2-Methyl-1-propanol Alcoholic 40; 75 40–400
2-Butanol Alcoholic 1,000 0.4–320
2-Methyl-1-butanol Malty 0.32 7; 30 8–720
3-Methyl-1-butanol Malty 1 7; 30 4–1,200
Allyl alcohol Unpleasant 19 4–52
Phenethyl alcohol Rose-like 1 7.5; 10 4–32

Esters 
Ethyl acetate Solvent-like, nail polish 17.6 7.5 4–800
Ethyl butanoate Fruity, floral 0.001 0.02 <0.1–3.2
Methylbutyl acetate Fruity, banana, pear 0.3 0.03 1.2–12
2-Phenethyl acetate Rose, honey, fruity 0.02 0.25 4–12
Ethyl hexanoate Apple, banana, violet 0.005 0.005 0.4–3.2
Ethyl octanoate Pineapple, pear 0.07 0.26; 0.002 4–20
Ethyl decanoate Floral, fatty 0.5 4–36
Ethyl dodecanoate Floral 1.6–32
Diethyl succinate 100 2–12
Ethyl lactate 100 <10–400

Acids
Acetic acid Vinegar-like, pungent 100; 1,000 1–50
Butyric acid Buttery 1 4; 10 <0.1
Hexanoic acid Rancid, fatty 8; 3 1–19
Octanoic acid Oily, fatty , soapy 15; 8.8 1–4
Decanoic acid Fatty, citrus 10; 15 0.3–5

aMinimum and maximum threshold values cited from the literature 
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or cider which have undergone a malolactic fermentation may have rather high 
levels of diacetyl [5–9].

10.2.2
Aliphatic and Aromatic Alcohols

Methanol, 1-butanol, and 2-butanol are not compounds of alcoholic fermenta-
tion but characteristic substances for the type and authenticity of specific raw 
materials in distilled spirits; their threshold values are rather high and therefore 
they do not contribute significantly to the flavour. High methanol concentrations 
are typical for fruit spirits as a result of the enzymatic degradation of the pectin 
in the fruits and grapes, respectively. 1-Butanol levels below 3 mg 0.1 L-1 p.e. are 
typical for cherry distillates, whereas in other fruit distillates the level may rise to 
100 mg 0.1 L-1 p.e. [5–8]. 2-Butanol levels higher than 50 mg 0.1 L-1 p.e. indicate 
a bacterial spoilage of raw materials or mash; also 1-propanol levels higher than 
500 mg 0.1 L-1 p.e are an indicator for the spoilage of fruit mashes [5–8].

Higher alcohols, also called ‘fusel alcohols’, are quantitatively the largest group 
of volatile flavour compounds produced as metabolites from the degradation 
of amino acids via keto acids (2-oxo acids). The most important alcohols are 
1-propanol, 2-methyl-1-propanol, 2-methylbutanol, 3-methylbutanol, and the 
aromatic alcohol 2-phenylethanol. The term ‘fusel alcohols’ refers to their malty 
and burnt flavour, with the exception of 2-phenethyl alcohol, which has a rose-
like odour. The concentrations of aliphatic alcohols in distilled spirits vary over 
a large range and depend mainly on the type of distillation, separation, and frac-
tionation, respectively. Excessive concentrations of higher alcohols can result in 
a strong pungent and ‘fusel-like’ smell and taste, whereas optimal levels impart 
fruity character [5–9]. 2-Methylbutanol and 3-methylbutanol, the mixture of 
which is also called isoamyl alcohol, are the most abundant minor components 
of distilled spirits synthesised by yeasts; depending on the nature of the raw ma-
terial, these alcohols comprise 40–70% of the total fusel alcohol fraction [9].

10.2.3
Fatty Acids 

The biosynthesis of fatty acids produced during alcoholic fermentation is initi-
ated in the yeast cell by the formation of acetylcoenzyme A, which reacts with 
malonylcoenzyme A to form mainly saturated straight-chained fatty acids with 
an even number of four to 18 carbon atoms; the appearance of relatively low 
levels of fatty acids with odd numbers of carbon atoms as well as unsaturated 
fatty acids depends on the fermentation conditions [6]. The volatile fatty acids 
contribute to the flavour of fermented beverages like wine or beer and their con-
centration usually lies between 100 and 250 mg 0.1 L-1 p.e. In distilled spirits the 
concentration of free fatty acids is significantly lower owing to the esterification 
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and separation by distillation; thus, the concentration in wine distillates like Co-
gnac is in the range of 50 mg 0.1 L-1 p.e. Acetic acid can be produced during 
and/or after fermentation by oxidation of ethanol under aerobic conditions by 
the acetic acid bacteria Acetobacter; acetic acid levels should not be higher than 
100 mg 0.1 L-1 p.e in distilled spirits, since higher levels may contribute to a typi-
cal vinegar-like off-flavour.

10.2.4
Esters

Esters are the largest group of flavour compounds [5–7] with mostly pleasant 
flavour properties. Their quantities and mutual proportions are of great impor-
tance for the perceived flavour of a spirit drink since their concentrations are 
generally above the sensory threshold values. Especially the low-boiling ethyl 
esters like ethyl 2-methylbutanoate, ethyl hexanoate, and ethyl octanoate, and 
the acetates like ethyl acetate, isoamyl acetate, isobutyl acetate, hexyl acetate, 
and 2-phenethyl acetate are of great importance for the flavour of distilled spir-
its. Ethyl acetate, mainly produced as a result of esterification of acetic acid, is 
the main ester which occurs in fermented products and their distillates; it con-
tributes significantly to a solvent-like nail polish off-flavour at levels higher than 
400 mg 0.1 L-1 p.e. The flavour fraction with the lowest volatility is composed of 
C14–C18 fatty acid esters; these esters as well as the long-chain fatty alcohols may 
contribute to the stearine-like smell that is characteristic of Scotch malt whisky 
in particular. Malolactic fermentation also has an influence on the concentra-
tion of these compounds; distillates show a loss of fruitiness and aroma intensity 
with decreasing levels of ethyl hexanoate, hexyl acetate, 2-phenethyl acetate, and 
with increasing levels of ethyl lactate, acetic acid, and diethyl succinate [18].

10.3 
Important Flavour Compounds from Raw Materials 

Table 10.2 presents a summary of odour qualities, odour thresholds in water, 
and concentrations of some selected volatile compounds, which are character-
istic flavour impact compounds, owing to their typical flavour quality and their 
rather low odour thresholds. These compounds are not formed during fermen-
tation but originate from the raw material and contribute significantly to the 
typical flavour of a fruit. The components summarised in Table 10.2 are impor-
tant compounds in wine and different fruits and are discussed later. 
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10.4 
Distillation—Separation and Fractionation of Flavour 

Distillation of wines, fermented juices, and mashes with an alcoholic strength 
between 5 and 15% v/v is the main technological step in the production of dis-
tilled spirits by which ethanol and flavour compounds are separated and trans-
ferred into the distillate; ethanol is distilled as a water–ethanol azeotropic mix-
ture at 78.15 °C, together with other more or less volatile compounds. Two types 
of distillation apparatus (stills) are used [4, 8]. The most basic type of still is the 
batch distillation with a pot still for the production of heavily flavoured distil-
lates, which is an enclosed copper vessel (the ‘kettle’ or ‘pot’) that narrows into 
an overhead-vapour pipe at the top to collect alcohol vapour. The pipe bends 
downwards off the top of the pot to a water-cooled condenser which causes the 
alcohol vapour to condense back into liquid. The first distillate (‘head cut’) with 
an alcoholic strength of less than 30% v/v has to be distilled a second time in or-
der to increase the alcoholic strength to more than 60% v/v. The traditional pot 
stills mostly are used for production of brandies, whiskies, and fruit distillates. 
Modern distillation columns are equipped with up to three column plates. The 
vapour is fractionated at these plates via reflux from the descending liquid and 
is carried over into a second and third plate where it is once more circulated and 
concentrated to the desired percentage of alcohol. Finally a so-called dephleg-

Table 10.2 Odour quality and minimum and maximum odour thresholds in water [11] (Christoph 
and Bauer-Christoph 2006, unpublished results) of selected volatile impact compounds of raw ma-
terials for distilled spirits

Compound Odour quality Threshold 
(µg L-1)a

Raw material

Hexanol Green, flowery 500; 2,500 Wine, fruits
(E)-2-Hexenol Green, apple 20; 500 Apple
Hexyl acetate Fruity 20; 50 Wine, fruits
Ethyl (S)-2-methylbutanoate Apple 0,006 Apple
Ethyl (2E,4Z) decadienoate Pear 300 Bartlett, Williams pear
Benzaldehyde Almond 35 Stone fruits
Hydrocyanic acid Bitter almond 2,000 Stone fruits
1-(p-Hydroxyphenyl)-3-butanone Raspberry 5; 100 Raspberry
α-Ionone Flowery, violet 0.05; 5 Raspberry
β-Ionone Flowery, violet 0.007; 0.5 Raspberry
(R)-Linalool Flowery, citrus 0.00014 Wine, fruits
Geraniol Rose 5; 75 Wine, fruits
Citronellol Citrus fruits 10; 40 Wine, fruits
γ-Decalactone Fruity, peach 5; 10 Fruits
γ-Dodecalactone Fruity, peach 7 Fruits 
Ethyl cinnamate Fruity 15; 0.06 Stone fruits

aMinimum and maximum threshold values cited from the literature 
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mator, a device placed in the upper part of the column, also increases the etha-
nol content in the vapour phase by partial condensation of water. Column stills 
are more efficient than pot stills in extracting a higher concentration of alcohol. 
With both stills it is possible to separate different fractions (‘cuts’). The ‘head 
cut’ contains rather volatile compounds like acetaldehyde whereas the ‘tail cut’ 
(below 40% v/v) is characterised by high-boiling compounds such as ethyl esters 
of long-chained fatty acids; since the flavours of both fractions contain undesir-
able aroma compounds, these substances can be separated off from the ‘heart 
cut’ which is rich in aroma compounds important for sensory quality. However, 
since regulations on distillation limits and minimum amounts of volatiles exist 
for many types of distilled spirits [1–3], it is important to take the distillation 
behaviour of the different volatile components into consideration [19]. Using 
distillation plants with high fractionation capacity as well as further purification 
techniques (activated charcoal), ‘ethyl alcohol of agricultural origin’ [1] with a 
minimum alcoholic strength of 96.0% v/v and a maximum level of other aroma 
compounds lower than 3.8 mg 0.1 L-1 p.e. can be produced.

10.5 
Flavour Compounds Originating from Ageing

Ageing of distilled spirits is an important technological step to improve the fla-
vour since fresh distillates are often characterised by a raw, pungent odour and 
taste. Different components of a fresh distillate may react during the matura-
tion period, which is favoured by a high ethanol content of the distillates to be 
stored. Thus, the concentrations of ethyl esters of fatty acids increase during 
ageing, but the concentrations of esters of other alcohols, such as 3-methylbutyl 
acetate, decrease by transesterification. Further reactions during ageing are the 
evaporation of aldehydes or their reaction to form acetals [15, 20]. By storing 
distillates in wooden casks, volatile aroma compounds like cis-β-methyl-γ-octa-
lactone and trans-β-methyl-γ-octalactone (‘whisky lactone’), vanillin, guajacol, 
eugenol, cresols, and other phenolic compounds migrate from the toasted wood 
into the distillate. These compounds are responsible for the characteristic oak 
wood and vanilla-like flavour [21]. Table 10.3 gives a summary of typical aroma 
compounds of oak wood and their odour thresholds.

Semivolatile and non-volatile compounds of wood change the colour of the 
distillate and contribute to an up-rounded flavour. The wooden barrels which are 
permeable allow air to pass in and cause ethanol to evaporate; thus, the ethanol 
content decreases and the aroma gets more intense, complex, and concentrated. 
Also harsher aroma constituents are removed and the spirit changes to mellow. 
The period of maturation depends on the size of the casks used, the alcoholic 
strength, as well as the temperature and humidity in the warehouse which leads 
to a smoother flavour. For production of neutral highly rectified distilled spirits 
like vodka, grain spirit, or white rum, the quality of water is of utmost impor-
tance to the flavour. In vodka production different treatments of water like de-
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ionisation, alkalinisation, or neutralisation are used. Thus, anions like chloride, 
nitrate, or sulphate can be used as marker compounds in ion chromatography 
for such special technologies and for authentication of specific brands of colour-
less neutral spirits [22].

10.6 
Flavour and Flavour-Related Aspects of Distilled Spirits 

Distilled spirits are produced from different fermented plant materials grown 
all over the world. The most important criteria of quality and authenticity of 
each type of distilled spirits are the typical flavour composition originating from 
the raw material and/or the special techniques of fermentation, distillation, and 
ageing. In the following sections, specific flavour compounds and flavour-re-
lated technologies as well as peculiarities of the most important categories of 
distilled spirits are summarised.

10.6.1
Wine and Wine-Pomace Brandies 

The term ‘brandy’ traces back to the Dutch word brandewijn (‘burnt wine’) which 
was introduced by Dutch traders in the sixteenth century to describe wine that 
had been ‘burnt’ or boiled, in order to distil it. Actually only spirits distilled from 
wine are called brandy. These spirits are normally aged in wooden casks (usually 

Table 10.3 Odour qualities and threshold values of aroma impact compounds from toasted oak 
wood 

Compound Odour quality Threshold (mg L-1 water)
Furfural Smoky, almond 8
Guajacol Smoky 0.005
cis-Methyl-γ-octalactone/
trans-Methyl-γ-octalactone

Oak, wood 0.02

Vinylguajacol Phenolic, clove 0.03
4-Methylguajacol Smoky, burnt wood 0.01
4-Ethylguajacol Smoky, phenolic 0.02
4-Ethylphenol Stable-like, horse 0.13
Eugenol Spicy, clove 0.007
Vanillin Vanilla, spicy 0.1
o-Cresol Medicinal, tar 0.04
m-Cresol Medicinal, smoky 0.2
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oak), a process by which colour, mouthfeel and flavour are significantly changed. 
They are also frequently blended with a so-called typage which may contain 
wine, grape juice, caramel sugar, and flavourings like extracts of dried plums, 
green walnuts, and almond peels. Each wine-growing country produces typical 
brandies mostly labelled with a specific geographic designation. Brandies from 
different countries like France (Cognac, Armagnac), Germany (Weinbrand), 
Spain (Brandy de Jerez), Italy, Mexico, and Chile (Pisco from muscat grapes) 
are usually distilled in column stills and aged in oak casks for varying periods of 
time. The most famous region-specific brandies Cognac and Armagnac must be 
produced from wines exclusively from those specific geographical regions; the 
flavour of the final products is not characterised by single specific flavour com-
pounds, but to a greater degree the quality is determined by the grape varieties 
of the wines used for distillation, the distillation itself, the ageing technology, as 
well as the blending [23, 24]. By gaschromatography–mass spectrometry analy-
sis, 34 volatile compounds were found to be responsible for the typical sensory 
descriptors attributed to freshly distilled Cognac not matured in oak barrels [25]; 
the most relevant sensory descriptors were diacetyl (butter), nerolidol (hay), (Z)-
3-hexen-1-ol (grass), 2-phenylethyl acetate (rose), 2-methylbutyl acetate (pear-
like), and 3-methylbutyl acetate (banana-like).

Brandies like Italian Grappa and French Marc are the best-known examples 
of distillates which are made from pomace, i.e. the pressed grape pulp, skins, 
and stems that remain after the grapes have been crushed and pressed to extract 
most of the juice for wine. Pomace brandies usually are minimally aged in wood 
but have an acquired flavour; they often tend to be rather raw, although they 
can offer a fresh, fruity aroma of the type of grape used, a characteristic that is 
lost in regular oak-aged brandy. The products have comparatively high concen-
trations of methanol, higher alcohols, acetaldehyde, ethyl acetate, higher esters, 
and distinctive aroma compounds of the wines’ grape cultivars which were used 
for distillation [26].

10.6.2
Fruit Spirits

According to the EEC Regulations distilled spirits from fruits shall be called 
‘spirit’ proceeded by the name of the fruit, such as cherry spirit. They may be 
also called Wasser (Germany) or eau de vie (France) with the name of the fruit 
[1]. These distilled spirits are made by fermentation and distillation from fresh 
and fleshy fruits and their musts, respectively. The aroma of these spirits is 
significantly influenced by the specific flavour compounds (Table 10.2) of the 
fruits. Stone fruits like cherry, plum, apricot, and yellow plum as well as poma-
ceous fruits like apples, pears, and single varieties like Bartlett (Williams Christ) 
pear, and Golden Delicious or Cox Orange apples are mostly used; however, 
also rare fruit varieties or even fruits with a relatively low sugar content like 
quince, strawberry, and elderberry are fermented. 
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The flavour of distillates from apple and pear is characterised by typical aroma 
compounds from these fruits formed by enzymatic degradation of fatty acids to 
C6-fragments like hexanol, trans-2-hexenol, as well as ethyl esters and acetates 
of hexanoic acid. In distillates of pears, especially of the variety Bartlett pear, the 
characteristic pear flavour is mainly dominated by the ethyl and methyl esters 
of trans-2-cis-4-decadienoic acid and trans-2-trans-4-decadienoic acid [27–29]. 
The biogenesis of these monounsaturated, diunsaturated, and triunsaturated es-
ters may be explained by β-oxidation of unsaturated linoleic and linolenic acid 
in the fruits. The sesquiterpene compound α-farnesene, which is formed during 
postharvest ripening and storage of Bartlett pears [28], shows that quality and 
intensity of distilled pear spirits is mainly influenced by the quality and degree 
of ripeness of the fruits. 

A special fruit spirit called Calvados is distilled in the French region of the 
Normandy from cider (cidre). It is necessary to mix different apple varieties to 
obtain a well-balanced flavour of the cider; apple size, ripeness, and storage are 
important to achieve the highest aromatic level before pressing. The fermen-
tation of the must (mout) lasts approximately 2 months at low temperatures 
(10–15 °C) in order to reduce the loss of volatile esters which occur at high fer-
mentation temperatures [30]. After ageing for about 1 year, the cider is distilled 
with a pot still; the resulting petite eau, is distilled a second time. The aroma of 
the resulting Calvados is gained through the ageing process in young oak bar-
rels, which should give the Calvados its vanilla taste; this storage should not be 
too long to keep the apple flavour. In a next stage of maturation, the distillate 
is stored in older barrels. A total of 169 volatile compounds were identified in 
dichloromethane extracts obtained by liquid-liquid extraction in studies on the 
chemical and sensorial aroma characterisation of freshly distilled Calvados [31, 
32]. Esters have a probable maximum level around 500 mg 0.1 L-1 p.e. Acetal-
dehyde and acetals are typical compounds that contribute to the “green” note, 
whereas higher alcohols do not have a direct impact on quality. Especially un-
saturated alcohols and aldehydes as well as phenolic derivatives are specific for 
flavour.

Distilled spirits are produced from stone fruits like cherry (Kirschwasser, 
Cherry, Kirsch), plum (Zwetschgenwasser, Slivovitz), yellow plum, and apricots 
not only in many regions of Europe but also in many other parts of the world. 
The flavour of stone fruit spirits is mostly affected by the aroma compound benz-
aldehyde, which originates from the enzymatic degradation of amygdalin in the 
stones of the fruits, passing into the mash during fermentation and later into the 
distillate at rather high levels. Since the aroma-active compound hydrocyanide 
which is also a product of enzymatic degradation of amygdalin is known as the 
precursor of the genotoxic compound ethylcarbamate, several technologies (ad-
dition of copper salt before distillation, use of copper inlets in stills) have been 
developed since 1989 to reduce and eliminate hydrocyanic acid during produc-
tion [33, 34]. These distillates are characterised by more fruity and flowery notes 
owing to less benzaldehyde and hydrocyanic acid and the enhanced perception 
of aroma compounds like ethyl hexanoate, γ-decalactone, γ-dodecalactone, ge-
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raniol, and eugenol [27, 35, 36]. Fruits like peach, apricot, raspberry, blackberry, 
bilberry, sloe, or rowanberry have very intensive and pleasant flavour notes, but 
have generally not enough sugar to yield ethanol. Especially in Austria, France, 
Germany, Hungary, and northern Italy, distilled spirits from these fruits are 
produced by macerating the fresh fruits in high-proof ethyl alcohol of agricul-
tural origin in order to extract their flavour and aroma; the macerate is distilled 
once at a low proof. The flavour of these spirits, which are called Geist, like for 
raspberry Himbeergeist or Framboise, are characterised by the typical flavour 
compounds of the fruits only. The flavour impact compound of raspberry 1-
(4-hydroxyphenyl)-3-butanone is detected only at trace levels (below 10 µg 0.1 
L-1 p.e.) in authentic distillates, since it is a very high boiling component; other 
aroma compounds like linalool, α-terpineol, α-ionone, β-ionone, benzyl alco-
hol, γ-lactones, and cis-3-hexenol seem to be important for the flavour of Him-
beergeist [27, 37]. 

10.6.3
Grain Spirits 

Grain spirits are produced by distillation of a fermented mash of cereals, malted 
or not malted, and they have the organoleptic characteristics derived from the 
raw material used. German grain spirit may be labelled as Korn or Kornbrand, 
provided that it is traditionally and exclusively produced by the distillation of a 
fermented mash of whole grains of wheat, barley, oats, rye, or buckwheat with 
all component parts or by redistillation of such distillates [1]. Whisky in the 
sense of the EEC decree 1576/89 [1] is also a spirit drink produced by the dis-
tillation of a mash of cereals, which is saccharified by diastase of the malt con-
tained therein, with or without natural enzymes. It must be distilled at less than 
94.8% v/v to keep the aroma and taste derived from the raw material. Whisky 
must be matured for at least 3 years in wooden oak barrels not exceeding 700-L 
capacity. This barrel-ageing smoothes the rough palate of the raw spirit and adds 
aromatic and flavouring nuances (Table 10.3), all of which set whiskies apart 
from colourless grain spirits which are distilled closer to neutrality in taste and 
generally are not aged in wood. Scotch whisky can be differentiated into grain 
whisky, produced by continuous distillation, and malt whisky, which is distilled 
twice in large copper pot stills [38]. Blending is a process of mixing different 
whiskies in order to reach uniformity in a product with definite standard co-
lour and flavour. The typical flavour of Scotch whisky is mainly related to the 
presence of volatile phenolic compounds due to the burning of peat during the 
barley kilning. Among these aroma compounds, cresols, guajacol, ethylphenol, 
and vinylguajacol are responsible for the phenolic, medicinal, smoky, and burnt 
flavour [38]. Whiskies from North America, bourbon whiskey, and Canadian 
whiskey are grain spirits that have been produced from a mash bill that usually 
mixes together corn, rye, wheat, barley, and other grains in different propor-
tions, and then the mixture is generally aged for an extended period of time in 
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wooden barrels. Whisky is also produced in other countries; in Asia the most 
important product is Thai whisky.

10.6.4
Vodka

Vodka is the dominant spirit in Russia, Finland, Poland, Sweden, and other 
eastern European countries. It is made by rectifying ethyl alcohol of agricul-
tural origin mainly produced from grain, potatoes, molasses of beets, and other 
plants. Rye and wheat are the main raw materials of vodka, with most of the best 
Russian vodkas being produced from wheat, while in Poland they are mostly 
distilled from a rye mash; Swedish and Baltic distillers only partially use wheat 
mashes. Molasses, a sticky, sweet residue from sugar production, is widely used 
for inexpensive, mass-produced brands of vodka [39]. The aim to produce high-
quality vodka with its typical mellow and soft flavour is reached by filtration 
through activated charcoal, further fractionation, and special treatments of the 
water used for dilution [22]. These special technologies reduce the levels of vola-
tile compounds down to traces of some few congeners. Except for a few minor 
styles, vodka is not put in wooden casks or aged for an extensive period of time. 
It can, however, be flavoured or coloured with a wide variety of fruits, herbs, and 
spices. In Russia and Poland different flavours are used, like dried lemon and 
orange peels, ginger, cloves, coffee, anise and other herbs and spices, fruit tree 
leaves, port, Malaga wine, or buffalo (bison) grass, an aromatic grass favoured 
by the herds of the rare European bison. In recent years numerous other fla-
voured vodkas have been launched on the world market e.g. with fruit flavours 
such as currant or orange.

10.6.5
Rum, Cachaça

Rum is a product obtained from distillation of fermented sugar-cane juice, mo-
lasses, or mixtures of both. The molasses contain over 50% sugar, but also sig-
nificant amounts of other components, which may contribute to the final typical 
rum flavour. Rums made from cane juice, primarily on Haiti and Martinique, 
have a naturally smooth palate. Depending on the recipe, the ‘wash’ (the cane 
juice, or molasses and water) is fermented, using either cultured yeast or air-
borne wild yeasts, for a period ranging from 24 h for light rums up to several 
weeks for heavy, full varieties. The choice of stills has a profound effect on the fi-
nal flavour of rum. White rums are primarily used as mixers and blends particu-
larly well with fruit flavours. Golden rums, also known as amber rums, are gen-
erally medium-bodied. Most have spent several years ageing in oak casks, which 
give them smooth, mellow palates. Dark rums are traditionally full-bodied, and 
caramel-dominated rums. The best are produced mostly from pot stills and are 
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frequently aged in oak casks for extended periods. The composition of aroma 
compounds is related to these different categories. Heavy, full varieties are char-
acterised by high concentrations of fusel alcohols and ethyl esters. Ethyl esters of 
acetic, propionic, butyric, and valeric acids and higher homologues contribute 
to the distinct aroma of rum [40]. Also other flavour-active compounds like 
heterocyclic nitrogen compounds originating from the Maillard reaction as well 
as phenolic compounds are important for rum flavour.

Cachaça and aguardente de cana are the most consumed distilled spirits in 
Brazil exclusively made from cane-sugar juice. Sugar and caramel may be added 
for colour adjustment. The total content of congeners is between 200 and 650 
mg 0.1 L-1 p.e. Like other spirits, the flavour of cachaça is mainly characterised 
by the presence of fermentation by-products such as higher alcohols, esters, car-
boxylic acids, and carbonyl compounds [41–43].

10.6.6
Juniper-, Caraway-, and Aniseed-Flavoured Spirits

Spirit drinks called gin (genever) are white spirits flavoured with the highly aro-
matic berries of juniper, a low-slung evergreen bush (genus Juniperus). Addi-
tional botanical flavourings can include anise, angelica root, cinnamon, orange 
peel, coriander, and cassia bark. All gin and genever producers have their own 
secret combination of botanicals, the number of which can range from as few 
as four to as many as 15. Unlike liqueurs, where flavourings are added to the 
distilled spirits, gin is made by redistilling the spirit with the flavourings, either 
with the flavouring ingredients in the still, or by passing the vapour through the 
flavouring agents during distillation. The spirit base of gin is primarily grain 
(usually wheat or rye), which results in a light-bodied spirit. Top-quality gins 
and genevers are flavoured in a unique manner. After one or more distillations 
the base spirit is redistilled one last time. During this final distillation the alco-
hol vapour wafts through a chamber in which the dried juniper berries and bo-
tanicals are suspended. The vapour gently extracts aromatic and flavouring oils 
and compounds from the berries and spices as it travels through the chamber 
on its way to the condenser. The resulting flavoured spirit has a noticeable de-
gree of complexity. The main components detected in gin are the monoterpenes 
α-pinene, β-myrcene, limonene, γ-terpinene, and p-cymene, reflecting the typi-
cal composition of character-impact compounds of juniper berries; further oxy-
genated monoterpenes like linalool, α-terpineol, 4-terpineol, and bornyl acetate 
as well as sesquiterpenes like γ-cadinene, δ-cadinene, caryophyllene, and β-el-
emene were detected [44].

Spirit drinks which are produced by flavouring ethyl alcohol of agricultural 
origin with distillates of caraway or dill are called akvavit or aquavit and mainly 
come from Denmark and Scandinavia; these spirits are flavoured using neutral 
alcohol distillates of caraway (Carvum carvi) and/or dill (Anethum graveolens);
the use of essential oils is prohibited. The impact compounds of these spirits are 
(+)-carvone and anethol. 
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Aniseed-flavoured spirit drinks are produced in Greece (ouzo), Turkey (raki), 
or France (pastis); they are produced by flavouring ethyl alcohol of agricultural 
origin with natural extracts of star anise, anise, fennel, or any other plant con-
taining trans-anethol, the principal aromatic constituent of aniseed and further 
aroma compounds like cis-anethol, estragol, anisaldehyde, and anise alcohol. 
For flavouring, different technologies like maceration and distillation, redistil-
lation in the presence of the plant materials, or addition of natural distilled ex-
tracts may be used. Pastis must also contain natural extracts of liquorice root 
(Glycyrrhiza glabra), which implies the presence of the colorants known as chal-
cones, as well as glycyrrhetinic acid between a minimum of 0.05 and a maxi-
mum of 0.5 g L-1; the anethol level of pastis must be between 1.5 and 2 g L-1 [1].
The concentration of anethol in raki is between 1 and 1.7 g L-1, whereas ouzo 
contains less than 1 g L-1 [45].

10.6.7
Tequila, Mezcal 

The typical Mexican distilled spirits tequila and mezcal are made by distilling 
the fermented juice of the agave plant, a spiky-leafed member of the lily fam-
ily. By Mexican law the agave spirit called tequila can be made only from one 
particular type of agave, the blue agave (Agave tequiliana Weber), and can be 
produced only in specifically designated geographic areas, primarily the state of 
Jalisco in west-central Mexico [41]. Mezcal is made from the fermented juice of 
other species of agave. Both tequila and mezcal are prepared for distillation in 
similar ways. When the plant reaches sexual maturity, it starts to grow a flower 
stalk, which is cut off just as it is starting to grow; in consequence, the central 
stalk swells into a large bulbous shape that contains a sweet juicy pulp. The so-
called piña, which resembles a giant green and white pineapple, is cut into quar-
ters, and is slowly baked in steam ovens or autoclaves until all of the starch has 
been converted to sugars. For mezcal it is baked in underground ovens heated 
with wood charcoal, which gives mezcal its distinctive smoky flavour. In conse-
quence, Maillard compounds like 5-hydroxymethylfurfural, 2-furanmethanol, 
or 2-furancarboxyaldheyde result from these thermal processings [45]. The piña 
is then crushed and shredded to extract the sweet juice, called aguamiel (honey 
water). The fermentation stage determines whether the final product will be 
100% agave; this highest-quality tequila is made from agave juice only mixed 
with some water. ‘Mixto’ is made by fermenting and then distilling a mix of 
agave juice and other sugars, usually cane sugar with water. Traditionally tequila 
and mezcal are distilled in pot stills; the resulting spirit is clear, but contains a 
significant amount of congeners and other flavour compounds like different es-
ters, terpenes, phenoles, and thiazoles; the most important flavour compounds 
are isovaleraldehyde, isoamyl alcohol, β-damascenone, 2-phenethyl alcohol, 
phenethyl acetate, and eugenol [46, 47]. Colour in tequila and mezcal comes 
mostly from the addition of caramel, although barrel ageing is a factor in some 
high-quality brands. Additionally, some distillers add small amounts of natu-

10.6 Flavour and Flavour-Related Aspects of Distilled Spirits
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ral flavourings such as sherry, prune concentrate, and coconut to smooth out 
the often hard-edged palate of agave spirits. Beyond the two basic designations 
of ‘100% tequila’ and ‘mixto’, there are four further categories: silver or blanco 
tequilas, which are clear, with little or no ageing, gold tequila, which is an un-
aged silver tequila that has been coloured and flavoured with caramel, reposado 
tequila, which is aged in wooden tanks or casks for a legal minimum period of 
at least 2 months and añejo tequila, which is aged in wooden barrels (usually 
old bourbon barrels) for a minimum of 12 months. Ageing tequila for more 
than 4 years is a matter of controversy; most tequila producers oppose doing so 
because they feel that excessive oak ageing will overwhelm the distinctive earthy 
and vegetal agave flavour notes.

10.6.8
Shochu, Soju, Awamori

Shochu is Japan’s other indigenous alcoholic beverage, but unlike sake, which 
is the wine-like rice brew, shochu is distilled. The Korean counterpart is called 
soju. Shochu and soju are made from one of several raw materials like rice, soba 
(buckwheat), or barley, but even from sweet potato (imo-shochu), brown sugar, 
chestnuts, and other grains. Each of these raw materials gives a very distinct 
flavour and aroma profile to the final sake, which ranges from smooth and light 
(rice) to peaty, earthy, and strong (sweet potato). For distillation of the sake, two 
different methods are used: the first is the traditional single-round (batch) dis-
tillation of individual raw material (otsu-rui or honkaku shochu); using the sec-
ond method, kou shochu produced from different raw materials goes through 
continuous distillation (kou-rui shochu). The alcoholic content usually is 25% 
v/v although sometimes it can be as high as 42% v/v or more. Awamori is made 
from long-grain indica rice imported from Thailand [48, 49].

10.6.9
Absinth

Spirit drinks with a predominantly bitter taste are produced by flavouring ethyl 
alcohol of agricultural origin with natural and/or nature-identical flavouring 
substances. Absinth is the most famous representative of this category, a high-
alcoholic sometimes anise-flavoured spirit drink derived from herbs including 
the flowers and leaves of the medicinal plant Artemisia absinthum, also called 
wormwood. The main aroma compounds of wormwood essential oil are α-thu-
jone and β-thujone (40–90%), absinthin, and artabsin, whereas the sesquiter-
pene absinthin is the most bitter compound [48, 49]. Thujone is restricted for 
bitter spirits to a level of 35 mg kg-1 in the EU; in commercial products the 
thujone level investigated was lower than 2 ppm in 51% of cases, between 2 and 
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10 ppm in 26% of cases, between 10 and 35 ppm in 14% of cases, and more than 
35 ppm in 9% of cases [50]. 

10.6.10
Liqueurs and Speciality Products 

Liqueurs and speciality products are a very important group of spirit drinks 
on the world market with an enormous global consumption, representing an 
extremely wide range of traditional brands and products of special composi-
tion. Liqueurs are, by definition, coloured or colourless sweet spirits which are 
produced by adding products of agricultural origin or flavourings to ethyl al-
cohol or distillates of agricultural origin. According to the European Council 
Regulation 1576/1989 [1], liqueurs have a minimum ethanol content of 15% 
v/v and a minimum sugar content of 100 g L-1. The flavour of liqueurs can 
originate from plant materials such as herbs, fruits or fruit juice, from differ-
ent food products like wine, cream or chocolate, from steam distilled essential 
oils, distilled spirit drinks and/or from natural and artificial flavouring extracts 
or flavour compounds. The natural extracts can be obtained by infusion (di-
gestion), percolation, distillation, or any combination of these processes [51]. 
Fruit liqueurs of cherry, blackcurrant, raspberry, bilberry, pineapple, and citrus 
fruits are produced by adding juices of the named fruits and natural aroma; 
the use of nature-identical aroma is not allowed for these fruit juices, whereas 
fruit liqueurs from peach, apricot, plums, banana, apple, pear, and strawberry 
can be produced with nature-identical aroma compounds too. Bitter liqueurs 
have a bittersweet flavour and are produced with spices, herbs, and bitter-tasting 
drugs like quinine or calmus. Egg liqueurs contain a minimum sugar or honey 
content of 150 g L-1 and a minimum content of egg yolk of 140 g L-1 (70 g L-1 for 
liqueurs with eggs). The additional descriptor ‘crème’ with the name of a spe-
cific fruit or raw material used, excluding milk products, is reserved for liqueurs 
with a minimum sugar content of 250 g L-1. In the USA, the manufacture and 
definition of liqueurs and so-called cordials is controlled by federal regulations; 
boosted natural flavours are allowed, which means that flavours may contain 
up to 0.1% of artificial (synthetic) flavour components and still be classified as 
natural. Regulations in other countries may also differ.

Table 10.4 summarises some of the most famous international brands of li-
queurs and their composition; a summary of more than 400 liqueurs and spe-
ciality products and their composition is given by Clutton [51]. 

The world’s top brands of liqueurs and speciality products are products 
from companies like De Kuyper, Berentzen, Bols, and Marie Brizard. Famous 
brands are Kahlua (coffee liqueur), Bailey’s Original Irish Cream, Grand Mar-
nier, Cointreau, Amaretto, and Sambuca as well as the bitter liqueurs or aperitifs 
like Campari, Jägermeister, Fernet Branca, Ramazzotti, Averna, Unicum, and 
Suze. 

10.6 Flavour and Flavour-Related Aspects of Distilled Spirits
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Table 10.4 Composition of some selected liqueurs and brands of liqueurs 

Liqueur brands Raw material
Fruit liqueurs

Crème de Cassis Black currant juice
Grand Marnier, Cointreau Orange, orange peels
Curacao Citrus fruits, bitter orange
Maraschino Marasca cherries
Apricot brandy Apricot flavour, brandy
Apfelkorn Apple juice, Korn, apple flavour
Bitter liqueurs, Amaro:
Campari, Picon, Wormwood, quinine
Fernet Branca, Ramazzotti, 
Averna, Jägermeister, Unicum

Different herbs, wormwood

Cynar Artichokes
Angostura Extracts of bark, roots, spices, 

vegetables, gentian
Boonekamp Herbs, spices

Miscellaneous
Crème de Cacao, chocolat, Bailey’s Cacao, chocolate, cream 
Kahlua Coffee, 490 g L-1 sugar
Irish Cream Whisky, cream, chocolate
Coconut Liqueur Rum, coconut 
Advocaat Egg yolk, vacilla 
Crème de menthe Peppermint
Crème de vanille Vanilla
Rose Liqueur Rose flowers, rose oil
Allasch Caraway seeds, bitter almonds, aniseed
Amaretto Almonds
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10.7 
Sustainability in Production of Flavour of Spirits

Ethanol and distilled spirits are produced from various renewable raw mate-
rials such as fruits, grapes, grain, sugar beet, and sugar cane, and even from 
waste materials like pomace and other fermentation residues; thus, production 
of spirit drinks, especially distilled spirits, is based on further essential issues 
and components of sustainability: 
• Spirit drinks with their manifold and unique composition of ethanol and fla-

vour compounds are not only used for direct human consumption but also 
as flavourings in many other food products, like bakery products and sweets; 
their consumption and the regeneration of their raw materials are well bal-
anced because all raw materials are regenerative plant materials. 

• Even the waste which arises during production of ethanol can be recycled, for 
example for fertilisation of agricultural areas or as cattle fodder.

• Fruit brandies produced in Europe are a very good example of a sustainable 
and ecological production; the fruits which are used are not cropped from 
plantations but mainly are fruits from trees grown in special meadows; these 
areas are important ecological systems within monoagricultural areas. Since 
these fruits cannot be put on the market as table fruits, the conservation of 
these ecological areas is only possible by growing fruits which are used as raw 
materials for distilled spirits by small-scale distillers.

• The social component which is also very important for sustainability of a 
production of spirits is fulfilled too; the production of fruit brandy, cachaça, 
tequila, rum, etc. is a very important basis of existence or additional earn-
ing for small-scale agricultural producers. These producers either directly sell 
their distillates as spirit drinks or they offer them to bigger distilleries for 
mass marketing.

10.8 
Conclusions

Although researchers have been successful in identifying a great number of fla-
vour compounds in spirit drinks and their raw materials, knowledge on factors 
which contribute to the quality and the typical, unique flavour of these food 
products is still fragmentary. The flavour of spirit drinks is mainly influenced 
by the quality and flavour of the raw materials, their varieties and their geo-
graphical origin. Flavour quality is also influenced by the various special, mostly 
traditional technologies of fermentation, distillation, and maturation. Thus, the 
composition of the flavour of spirit drinks will remain unique and even in future 
it will not be possible to replicate or displace it by synthetic flavourings [52].

10.8 Conclusions
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11.1 
Introduction

Wine is not only considered as one of the oldest beverages of the world, it may 
be also the beverage with the most sophisticated diversity, which in turn at-
tracts enormous attention of consumers worldwide across many cultures. This 
phenomenon, as illustrated by the great number of wine competitions and the 
abundance of wine magazines, is at least partially explained by the enormous 
sensory variation of wine. This complexity originates from three major sources: 
the raw material, which originates from thousands of grape varieties growing on 
a wide array of geological formations in different climates and altitudes, the fer-
mentation process accomplished by a multitude of yeast and malolactic bacteria 
species and strains, and the ageing process, which varies owing to different stor-
age methods, container size and material, such as oak barrels of varying origin, 
but also owing to stocking time, which may range from a few weeks to more 
than several decades. Finally, wine is not only produced by industrial winer-
ies, applying standardised protocols as it is often common for many other food 
items, but also by a myriad of artisan wine producers employing traditional pro-
cesses for their local vine varieties. 

Although wine is principally considered as a traditional beverage, production 
of wine is subject to stylistic changes initiated by changing consumer sentiments 
and expectations, and is also subject to the planting of new varieties and the im-
plementation of novel viticultural practices and enological techniques. Most re-
cently, global warming has resulted in dramatic changes, including replacement 
of cool-climate varieties for hot-climate vine varieties, a tendency to switch from 
white to red grapes, and new viticulture techniques to limit the stress due to wa-
ter shortage or enhanced UV irradiation. Consequently, research has increased 
to find chemical markers for stress-induced sensory aberrations and a growing 
trend is towards use of ethanol-reducing techniques. 

According to the scope of this book, the discussion of key factors contributing 
to the wine sensory variation will be limited to aroma compounds. In general, 
research on wine aroma follows four major goals: determination of the key com-
ponents explaining the sensory properties of varieties and geographical origin, 
comprehension of the role of microorganisms during winemaking, examination 
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of the modifications encountered by viticultural and enological measures as well 
as ageing, and understanding the biochemical and chemical pathways leading 
to those results. Emphasis will be placed on the impact of environmental factors 
related to climatic changes and aromas generated and modified by the applica-
tion of modern viticulture and enology.

11.2 
Logic behind Varietal Aroma

Most wines are identified by variety. Although traditional wine producing coun-
tries such as France, Italy and Spain usually label their wines by region of origin 
and not variety, often one leading grape variety such as Cabernet Sauvignon 
or Merlot for Bordeaux, Pinot noir or Chardonnay for Burgundy, Tempranillo 
for Rioja or Sangiovese for Chianti dominates their sensory properties. To date, 
over 700 aroma compounds have been identified [1–5], which is strong evi-
dence for the complexity of wine. However, with the exception of potent char-
acter-impact compounds such as linalool or cis-rose oxide for Muscat varieties 
or methoxypyrazine derivates for Sauvignon blanc and Cabernet Sauvignon, the 
aroma of varietal wines arises from specific combination of odour-active aroma 
compounds. Only recently, the application of sensory-based analytical strategies 
involving aroma extracted dilution analysis (AEDA) or multivariate statistics 
relating aroma compounds with descriptive sensory analysis made it possible to 
reconstitute the aroma of some neutral vine varieties [6–8] and to build some 
models to explain important single sensory characters such as tropical fruit [9, 
10]. Examining the contribution of volatile compounds to characteristic varietal 
aromas, Ferreira [11] suggested three patterns. The most obvious is to produce 
a huge amount of distinctive volatiles, which are absent or not detectable in 
other varieties, as is the case for monoterpenes in Muscat varieties. The second, 
somewhat overlapping, mechanism is based on non-odorous precursors, such 
as glycoside or cysteine conjugates which are specific for the particular wine 
variety. In order to make these aroma compounds accessible for sensory percep-
tion, acid-catalysed hydrolysis or enzymatic release by microorganisms or tech-
nical enzymes has to take place during winemaking or ageing. In the study of 
the aroma of neutral wine varieties, such as Airen or Chenin blanc, which lack 
impact odorants, the focus shifts towards identification of the by-products of 
alcoholic fermentation, protein metabolism and utilisation of unsaturated fatty 
acids of the grape. As outlined in more detail in Chap. 10 by Christoph and 
Bauer-Christoph, amino acids are important aroma precursors for the yeast. 
Thus, the amino acid profile in a grape must, which varies significantly among 
wine varieties and during ripening, has a strong influence on the wine aroma 
of neutral varieties. This has been directly demonstrated by supplementing a 
synthetic grape juice with amino acids, resembling those natural profiles found 
in different grape varieties [12], yielding an aroma composition close to the ex-
pected varietal specific profiles. Among 28 aroma compounds analysed, 17 var-
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ied significantly with the amino acid supplementation, including fusel alcohols 
and their acetate esters and iso-acids and their ethyl esters. However, aroma for-
mation is not only governed by the amino acid composition of the grape juice 
alone, but also by complex interaction with yeast strains and their specific fer-
mentation behaviour and nitrogen requirements.

11.3 
Chemical Basis of Varietal Aroma

Focusing more closely on the aroma compounds, four distinct classes of varietal 
aromas are well defined and comprise the groups of monoterpenes, C13 noriso-
prenoids, substituted methoxypyrazines and sulphur compounds with a thiol 
function. Typically, grape juice has very little flavour and is not varietally dis-
tinct. Only a few impact compounds, such as the monoterpene linalool or the 
methoxypyrazines, are present in their free form in the grape and in the juice af-
ter pressing. In contrast, the majority of varietal aroma compounds are present 
in a bound form, making them non-volatile and hence they have no odour. Ex-
amples of non-volatile precursors are monoterpenes or norisoprenoids bound 
to monosaccharides or disaccharides, thiols as cysteine conjugates as well as 
fatty acids, carotenoids and phenolic acids which are enzymatically cleaved to 
powerful odorants such as 3-cis-hexenol, β-damascenone or 4-vinylguaiacol, 
respectively. A third source for varietal aroma is acid-catalysed rearrangements 
of odourless or barely volatile compounds yielding highly active odorants, such 
cis-rose oxide/trans-rose oxide of Gewürztraminer or 1,1,6-trimethyl-1,2-dihy-
dronaphthaline of aged Riesling wines.

11.3.1
Monoterpenes

During the last decade, the parents of most grape varieties were identified by ap-
plication of molecular biology techniques. For many traditional European white 
Vitis vinifera varieties such as Riesling, Sauvignon blanc, Pinot gris or Silvaner, 
Gewürztraminer has been identified as one parent [13]. Thus, monoterpenes 
are found in a great number of white wine varieties, although they are classified 
as character-impact compounds only for Muscat, Gewürztraminer and Morio 
Muskat. Besides the acyclic alcohols linalool, geraniol and nerol, cyclic ethers 
such as cis-rose oxide/trans-rose oxide or wine lactone [(3S,3aS,7aR)-3a,4,5,7a-
tetrahydro-3,6-dimethylbenzofuran-2(3H)-one] are potent odorants with thres-
holds in the low nanogram per litre range (Table 11.1). A more complete list is 
provided in the excellent review of Francis and Newton [14].

The odour thresholds given in Table 11.1 should be interpreted with caution. 
They differ according to the matrix in which they were determined (air, water, 
water–ethanol model, real wine), the sensitivity of the judges, the methodology 
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applied and the rigour of sensory testing. Furthermore, odour activity of ortho-
nasal and retronasal perception is different for the same compound as well as 
the psychophysical function, explaining the relation between volatile concentra-
tion and perceived sensory intensity. Still, odour thresholds give an orientation 
to which order of magnitude the compounds are sensorialy active.

Synthesis of monoterpenes has been located in the grape berries on the ba-
sis of an intuitive experiment where the inflorescence of a Muscat variety was 
grafted on a Shiraz shoot and vice versa [26]. Indeed, the Muscat grape grafted 
on a Shiraz vine produced high amounts of monoterpenes but no anthocya-
nins, while the red Shiraz grapes provided no monoterpenes, although they 
were grown on a Muscat vine. In order to elucidate the biosynthesis of mono-
terpenes in grapes, precursors which were labelled by stable radioactive isotopes 
were injected directly into the grape berry. Metabolites were extracted by a 
stir-bar–sorptive extraction coupled with multidimensional gas chromatogra-
phy–mass spectrometry [27]. As a result, two independent biosynthesis path-
ways were revealed which take place in different cell compartments of the berry. 
While the classical mevalonate pathway is located in the cytoplasm of the grape, 
the newly described 1-desoxy-d-xylulose-5-phosphate (DOXP) pathway takes 
place in the plastids [27]. The biosynthesis of cis-rose oxide/trans-rose oxide 
could be explained by a stereoselective reduction of geraniol to (S)-citronellol, 
which is rearranged under acidic conditions to the odour-active rose oxide [28], 
which is considered as one impact aroma compound of Gewürztraminer [4, 29]. 
The wine lactone (3S,3aS,7aR)-3a,4,5,7a-tetrahydro-3,6-dimethylbenzofuran-
2(3H)-one may be formed in the grape by an acid-catalysed rearrangement of 
(S)-linalool through an intermediate, which has been identified as a glucose es-
ter in a Riesling wine [30].

Since the initial research suggesting the presence of non-volatile precursors 
of wine aroma compounds in grape [31], extensive work has established a good 
understanding of the chemical nature of the glycosidic precursors [32–35]. The 
majority of the aglycones are not linked to a single β-d-glucopyranose, but to di-
saccharides combing the β-d-glucopyranose with a second sugar molecule such 
as α-l-rhamnopyranose, α-l-arabinofuranose or β-d-apiofuranose. The release 
from these precursors can be achieved by acidic hydrolysis at low pH or by en-
zymatic hydrolysis [36]. Enzymatic hydrolysis using a pectinase with β-glucosi-
dase side activities releases only a small portion of the total precursor potential, 
since the lack of rhamnosidase, arabinosidase and apiosidase activities prevents 
the cleavage of the complete disaccharides moiety. However, in modern wine-
making pectinase or yeast strains exhibiting a specific β-glucosidase side activ-
ity are used as so-called aroma enzymes or aroma yeast to enhance the floral 
odour of Muscat varieties, as well as Gewürztraminer or Riesling wines [37]. 
Acid-catalysed hydrolysis not only releases the aglycones, but also induces rear-
rangements of odour-active monoterpene alcohols to less volatile diols [2]. 
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Table 11.1 Odour-active compounds involved in varietal aroma of wine

Compound Odour description White wine
(µg/L)

Red wine 
(µg/L)

Odour 
threshold 
(µg/L)

Monoterpenes
Linalool Lily of the valley, lychee, 

floral with citrus notes
4.7 [6], 
307 [8]

1.7–220
[15]

15 [16], 
25 [17]

Geraniol Sweet, rose blossom, 
geranium

221 [18, 19] 0.91–44.4
[18, 19]

30 [8]

cis-Rose oxide Green, grassy, lycee, rose 3–21 [8] 0.2 [8]

Wine lactone Sweet, coconut like, spice 0.1 [8] <0.01–0.09
[15]

0.01 [8]

C13 norisoprenoids
β-Damescenone Apple, rose, honey, 

lemon balm
0.089–9.4
[8]

0.29 [15], 
6.2 [18, 19]

0.05 [8]

β-Ionone Violet, flower, raspberry, 0.059–0.11
[6]

0.032–1.95
[18, 19]

0.09 [17], 
0.8 [20] 

Vitispiran (E)-6-
methylene-2,10,10-
trimethyl-1-
oxaspiro[4.5]dec-7-en

Balsamic, resinous 20–320,
>800 in 
port wine 
[5]

800 [5]

1,1,6-Trimethyl-1,2-
dihydronaphthalene

Petroleum-like, 
kerosene-like 

1–59 [5] 20 [5]

Methoxypyrazines
3-Isobutyl-2-me-
thoxypyrazine

Green bell pepper <0.006 [5], 
0.042 [18, 
19]

0.002
in water [5]

3-Isopropyl-2-me-
thoxypyrazine

Green bell pepper, 
earthy, raw potato, musty

0.035 [5] 0.002
in water [5]

3-sec-Butyl-2-me-
thoxypyrazine

Green bell pepper 0.0005 [5] 0.001
in water [5]

Thiols
4-Mercapto-4-me-
thylpentan-2-one

Box tree, passion 
fruit, cat urine

<0.01–30
ng/L [21]

0.0008 [22], 
0.030 [21]

3-Mercaptohexan-1-ol Passion fruit, grapefruit <0.05–5
[21]

0.07–4 [23] 0.06 [22]

3-Mercapto-
hexyl acetate

Grapefruit, passion 
fruit, black currant

0.12-1.3
[24]

ND–0.02
[23]

0.004 [22]

Miscellaneous
2-Aminoaceto-
phenone

Acacia blossom 0.1–5 1.29 in wine 
[25]

ND not detected

11.3 Chemical Basis of Varietal Aroma
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11.3.2
C13 Norisoprenoids

This very diverse group of natural compounds is presumably generated by an 
oxidative cleavage of the carotenoidal molecule between the C9 and C10 posi-
tions, yielding norisoprenoids with 13 carbon atoms. Although other noriso-
prenoids of nine to 20 carbon atoms are present in nature, for wine only the 
C13 norisoprenoids are of importance. Comparable to the monoterpenes, the 
majority of the C13 norisoprenoids are present as glycosides; however, they ex-
ist only as monoglucosides. Acid-catalysed rearrangements in the wine yield 
very potent aroma compounds, such as (E)-β-damescenone, which is formed 
via the intermediate “grasshopper” ketone from the breakdown of neoxanthin 
[38]. (E)-β-Damescenone not only has a very low odour threshold of 50 ng/L in 
a model wine [6], but also exhibits different odours. While low concentrations at 
the odour threshold levels are described as lemon balm, 100 times higher con-
centrations are likely to exhibit apple, rose and honey notes [39]. (E)-β-Dama-
scenone was identified for the first time in Chardonnay and Riesling wines [40, 
41], and has been reported lately in many gas chromatography–olfactometry 
studies utilising aroma-extract-dilution analysis owing to its omnipresent pre-
cursor carotene [42]. Similar to β-damascenone, β-ionone with its odour remi-
niscent of violets has been identified in a wide range of varieties, but occurs at 
higher concentrations up to 2.45 µg/L in red wines only [20]. However, owing 
to a recognition threshold of 1.5 g/L in a red wine, its sensory contribution to 
white and red wine is rather limited.

This is not the case for vitispiran, Riesling acetal or 1,1,6-trimethyl-1,2-di-
hydronaphthalene (TDN), which arise from the breakdown of the carotenoids 
antheraxanthin, violaxanthin and neoxantin and subsequent enzyme- and acid-
catalysed rearrangements [16]. TDN is linked to the famous ageing flavour of 
Riesling, which is described as petroleum, kerosene, diesel, Band-Aid® or the 
German expression Firne [43]. Especially in wines made from Riesling grapes 
grown in warm climate areas such as Australia or South Africa, evolution of this 
ageing flavour is accelerated and may impart the wine quality as soon as after 6 
months after harvest [44–46]. Other varieties such as Chardonnay or Silvaner 
and even grape varieties descending from a crossing involving Riesling, such as 
Müller-Thurgau, do not exhibit the TDN flavour to such an extent as is the case 
in Riesling. While TDN is generally absent in grapes or young wines, it may de-
velop up to 200 µg/L in aged wines, exceeding the odour threshold of 20 µg/L by 
a factor of 10. Tasting Riesling wines from the same vineyard in a vertical tasting 
of more than 30 years, formation of TDN cannot be exclusively linked to hot 
and dry climatic conditions alone. Other factors, such as infection with Botrytis 
cineria, have an impact as well and have not been completely revealed yet. In a 
comparison of Riesling grapes grown in northern and southern Italy, a second 
precursor for TDN was identified [47] from which TDN is released by a different 
mechanism from that previously published [48], which may explain why Ries-
ling grapes grown in very hot years at higher latitude have lower TDN levels than 
Riesling grapes grown in regions of lower latitude at the same temperature.
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11.3.3
Methoxypyrazines

These extremely potent odorants with very low odour thresholds in water and 
wine are N-heterocycles and are formed during the reaction of glycine with leu-
cine, isoleucine and valine, explaining the different moieties at the C3-position 
[49]. Methoxypyrazines have been identified in a wide range of varieties, but 
their aroma impact is restricted to Cabernet Sauvignon, Sauvignon blanc and to 
some extent Cabernet franc, Merlot and recent crossings involving the latter va-
rieties. Although it has been reported that methoxypyrazines are predominantly 
located in the berry skin [50], the so-called saigner juice of Cabernet Sauvignon 
or Merlot, which is removed directly after crushing of the grapes in order to in-
crease the skin-to-juice ratio for improved colour and tannin extraction shows 
extremely high levels of methoxypyrazines. These saigner juices may even be 
used as a methoxypyrazine “reserve” to enhance the green bell pepper aroma of 
an overripe Sauvignon blanc. The appreciation of the green bell pepper aroma 
may change strongly from region to region. In Sauvignon blanc wines from New 
Zealand, a strong, green aroma is highly appreciated, while in the Bordeaux re-
gion the same flavour is regarded as a marker for unripe grapes, especially for 
Cabernet and Merlot. Most recently, low levels of methoxypyrazines in South 
African Sauvignon blanc wines led winemakers to add illegally green bell pep-
per extracts in order to enhance the varietal flavour.

11.3.4
Sulphur Compounds with a Thiol Function

Sulphur compounds are generally viewed as being responsible for a range of 
off-flavours caused by the smell of rotten eggs exhibited by H2S and the odour 
of onions, green asparagus, burnt rubber or even garlic due to methyl and ethyl 
sulphides, disulphides and thiols [51, 52]. While specific thiols were identified 
as impact aromas in several fruits such as blackcurrant, grapefruit, passion fruit 
or guava in the 1980s, their strong impact for the aroma of Sauvignon blanc was 
reported for the first time in 1993 in Sauvignon blanc [53]. The first compound 
found to exhibit a typical Sauvginon blanc aroma was 4-mercapto-4-methyl-
pentan-2-one (4-MMP), whose odour is reminiscent of black currant, boxwood 
and broom, exhibiting an extremely low odour threshold of 0.8 ng/L in a wine 
model solution [20]. The tropical fruit of Sauvginon blanc could be linked to 
3-mercapto-hexan-1-ol (3-MH) and its acetate ester (3-MHA), the latter ex-
hibiting an odour threshold of 4.2 ng/L, close that one of 4-MMP [20]. Higher 
odour thresholds have been reported for 4-mercapto-4-methylpentan-2-ol 
(4-MMPOH) exhibiting a smell of citrus, while 3-mercapto-3-methylbutan-1-
ol (3-MMB) yields an odour reminiscent of cooked leeks [20]. Several of these 
thiols have been analysed in an array of varietal wines ranging from Cabernet 
Sauvignon and Merlot to the white varieties Gewürztraminer, Scheurebe, Ries-
ling, Muscat, Pinot gris, Pinot blanc, Semillion, Colombard and even Silvaner 
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[8, 20, 54]. Reviewing the odour thresholds, only 4-MMP, 3-MH and 3-MHA 
should be considered of sensory importance.

In contrast to many tropical fruits, the thiols are not present in their free and 
odorous form in the grape berries, but as their odourless cystein conjugate [55], 
which of course hindered and delayed the identification of these powerful odor-
ants in grapes. On the other hand, this research led to the detection of a novel 
type of precursors in grapes, which was described in plants for the first time. 
The recent identification of 3-MH glutathione in a Sauvginon blanc juice [56] 
supports the role of a glutathione transferase in the biosynthesis of the cysteine 
conjugates, which reacts with an unsaturated α,ß-unsaturated carbonyl com-
pound such as 4-methyl-3-penten-2-one acting as an electrophile towards the 
mercapto group of glutathione. Further cleavage of the glutathione moiety by 
a peptidase in the vacuole results in the specific cysteine conjugate [16]. While 
cysteine conjugates of 4-MMP and 4-MMPOH are equally distributed between 
berry skin and pulp of Sauvignon blanc grapes, the precursors of 3-MH were 
found in concentrations 8 times higher in the berry skin [57], indicating an 
aroma-enhancing effect of skin maceration in the case of 3-MH.

According to Dubourdieu [20], the French enologist Emile Peynaud showed 
remarkable intuition when he described on tasting a Sauvignon blanc grape, 
“the initial flavour is quite discreet. 20 to 30 seconds later, after you have swal-
lowed it, an intense, aromatic Sauvignon blanc aftertaste suddenly appears in 
the rear nasal cavity”. He concluded that “fermentation brings out the primary 
aroma hidden in the fruit”. Indeed, the enzymatic activity of a specific β-lyase 
exhibited by yeasts during fermentation is responsible for the release of the 
odorous thiols, which will be addressed in more detail in Sect. 11.5.2. Extensive 
screening of different Saccharomyces cerevisiae strains has led to a range of com-
mercially available dry yeast cultures, which provide the desired β-lyase activity. 
The sensory effect can be demonstrated by a descriptive analysis made from two 
Scheurebe wines made from the same juice, but fermented by two different yeast 
strains on an industrial scale in Fig. 11.1 [58]. Besides the H2S odour, the only 
significant difference was observed for the cassis aroma, presumably owing to 
the release of 4-MMP by the β-lyase activity of the Maurivin 350 yeast strain. 

Most concentration data regarding the thiols are based on winemaking which 
was not aware of the special role of the yeast strain and hence neglected the 
use of dry cultured yeasts exhibiting enhanced β-lyase activity. Thus, it can be 
speculated that in the future we will see much higher amounts of these potent 
odorants in the wines in general and more grape varieties exhibiting these vari-
etal aromas than to date.

Recently, methods for recovering and identifying thiols were developed, in-
cluding a preservation of the highly reactive mercapto group with p-hydroxy-
mercuribenzoate [22]. As a consequence, other thiols have been identified 
which have an impact on wine aroma: 2-furanmethanthiol evolves in wines 
fermented in oak barrels [59]; levels of benzenemethanethiol, 2-furanmeth-
anethiol and ethyl 3-mercaptopropionate increase during ageing of champagne 
[60].
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11.4 
Impact of Viticulture and Growing Conditions 

Viticultural practices in the vineyard have been increasingly used to modify the 
flavour of grapes and wines rather than solely focusing on controlling crop yield. 
Increasing the exposure of grape clusters to sunlight by removing basal leaves af-
fects the formation and concentration of several important flavour compounds.

11.4.1
Sun Exposure

In cool viticultural climates increased sun exposure enhanced the glycosidic 
aroma precursors [61, 62], including monoterpene and C13 norisoprenoid agly-
cones. However, increased sunlight exposure may have detrimental effects as 
well: berry temperatures may rise up to 50 °C, leading to cell disruption and the 
socalled sunburn may cause crop losses up to 30%. Especially in cool climates, 
ripening could be hindered by a low leaf-to-fruit ratio, due to severe leaf re-
moval. Delayed picking of very mature, but still sound grapes increases overall 

Fig. 11.1 Descriptive analysis of two Scheurebe wines made from the same juice but fermented by 
two different commercial yeast strains (ten judges × two replications) [58]

11.4 Impact of Viticulture and Growing Conditions
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wine aroma in the wines, as has been demonstrated for monoterpenes in Mus-
cat varieties [63, 64].

Monoterpene accumulation proceeds in three phases [64]: high concentra-
tions in young berries are diluted by water incorporation during berry growth 
until véraison, succeeded by a strong increase during ripening. Similar patterns 
have been observed for glycosidically bound 2-phenylethanol and benzyl alco-
hol [65]. In respect to global warming, the scientific dissent about the situation 
in overripe fruit is noteworthy. While some authors report further increase even 
beyond the point where the maximum sugar level is reached [64, 66], others 
found at least the free monoterpenes to decrease before the sugar maximum 
[65].

Exposure of grapes to sunlight during ripening generally accelerates carotenoid 
breakdown [67]. Increase of glycosylated C13 norisoprenoids has been reported in 
Riesling and Syrah grapes [68]. Grape enzymes are involved in oxidative carot-
enoid breakdown as well as the following glycosylation mechanism [68].

Increased levels of methoxypyrazines are found in rather unripe grapes which 
are grown in a cool climate [69] or on heavy limestone or clay soils [20], which 
enhance vegetative growth. Concentrations of methoxypyrazines gradually de-
crease during ripening, which is at least partially explained by the light sensi-
tivity of methoxypyrazines [70]. Thus, limiting vegetative growth by planting 
vines in well-drained, gravely soils, using less vigorous root stocks, establishing 
trellising systems and a canopy management with reduced shading of the grapes 
and active leaf removal during ripening are successful measures to reduce me-
thoxypyrazines. Vice versa, increasing shading in hot climates may preserve an 
important residual of methoxypyrazines, contributing to the varietal aroma of 
Sauvignon varieties, making canopy management a reliable and powerful tool 
to determine the final expression of methoxypyrazines in relevant varietal wines 
[71].

It is a common reaction of grapes against sun exposure to increase the con-
centration of polyphenols and carotenoids in the berry skin. Additional antho-
cyanins and flavonols may enhance colour and tannins in red wine, but in white 
wines higher levels of polyphenols may enhance a bitter taste and a undesired 
astringency. Ferulic and coumaric acid and their tartrate esters fertaric and 
coutaric acid may act as precursors for the volatile phenols 4-vinylguaiacol and 
4-vinylphenol, respectively [72]. Tartrate esters are cleaved by a cinnamyl es-
terase activity, which belongs to the spectrum of less purified pectinases made 
from Aspergillus niger cultures [20]. Free ferulic and coumaric acids and those 
liberated from their tartrate esters are decarboxylated by a highly specific cin-
namate decarboxylase (CD) expressed by Saccharomyces cerevisiae, which is 
only active during alcoholic fermentation. Other cinnamic acids are not de-
carboxylated. Lower amounts of 4-vinylguaiacol may contribute to the varietal 
odour of Gewürztraminer and Pinot gris [73], while in most cases the medicinal 
and smoky smell masks other more desirable flavours. In red wines, increased 
amounts of polyphenols inhibit the CD activity of Saccharomyces cerevisiae,
leading to low levels of grape-related volatile phenols in red wines. In measure-



251

ments of cinnamate tartrates in Riesling grapes grown in a sun-exposed steep 
slope vineyard in the hot vintage 2003, the highest levels were observed in the 
water-stressed control, owing to the senescence of basal leaves, and followed by 
the irrigated trial [74]. The lowest amounts, however, were found in a non-ir-
rigated, but sun-protected trial, where partially transparent gauze was covering 
the fruit zone. In Germany, Riesling wines from the extremely hot and dry vin-
tage of 2003 and in some regions 2005 as well showed masked varietal aroma, 
due to 4-vinylguaiacol concentrations above their sensory threshold. Presum-
ably, these unusually high levels were due to enhanced generation of cinnamate 
tartrates. Strategies to circumvent this stress-related off-flavour include more 
shading of the fruit zone, application of pectinases free of cinnamyl esterase 
activity during grape and juice processing, removal of hydroxyl cinnamic acids 
and their tartrate esters by polyvinyl polypyrrolidone fining or by hyperoxida-
tion in the grape juice and fermentation with yeast strains with low or no CD 
activity [20, 75]. 

Comparing sun-exposed with shaded grape bunches in South African Ries-
ling during the ripening period [45], sun-exposed grapes had up to 3 times 
more acid-releasable TDN than shaded bunches in the same vineyard. In the 
wines made from sun-exposed and shaded grapes, sun exposure induced a 50% 
increase in TDN. 

Research on the impact of viticulture, soil composition and climate on the 
cysteine conjugates is still very limited. Only recently, it was demonstrated that 
severe water stress reduced the levels of the cysteine conjugates of 4-MMP and 
3-MH, respectively [76]; however, moderate water stress enhanced the content 
of the cysteine conjugates. Low nitrogen supply of the grapes also limited the 
precursor formation, as well as excessive nitrogen levels [76]. Optimising the 
nitrogen nutrition with respect to precursor formation, nitrogen deficiency can 
be induced not only by reduced fertilisation but also by limited water supply. On 
the other hand, excess of nitrogen favours infestation by Botrytis cineria, which 
seems to be able to metabolise the cysteine conjugates [76] and hence reduce the 
flavour potential.

11.4.2
Stress-Induced Aroma Compounds

It is extremely difficult to study the impact of the climatic changes observed 
during the last decades for wine, because several highly correlated climatic vari-
ables such as temperature, water supply and UV radiation have an impact on 
vine physiology and grape constituents. Furthermore, it is not the grape which 
really matters to consumers, it is the wine. Wine is produced by a multistage 
winemaking process, which by itself can be manipulated by the grape composi-
tion. For example, nutrition of yeast and malolactic bacteria through the native 
grape constituents has a strong impact on flavour formation. At the same time, 
concurrent analysis of several important aroma compounds is not trivial at all. 

11.4 Impact of Viticulture and Growing Conditions



11 Wine Aroma252

Thus, much research regarding environmental stress had been done with red 
grapes, limiting the impact of stress to changes in colour formation, which is 
easily measured in grapes and wines by straightforward photometric analysis. 

A global-warming trend is suggested by the fact that the seven warmest years 
in global records have all occurred since 1990. Longer vegetation periods, en-
hanced evaporation and reduced water availability will definitely change the 
portfolio of grape varieties planted in moderate latitudes, proliferation of irriga-
tion and altered soil management. In general, a continuing rise in CO2 concen-
tration will stimulate photosynthesis in grapes as shown for Riesling in Mont-
pellier, France, where doubling the CO2 concentration enhanced photosynthesis 
by 35% [77]. Increased leaf area and vegetative dry weight as consequences of 
raised photosynthesis may lead to more fruit shading and could translate into 
higher levels of methoxypyrazines in some varieties. Plant responses to increased 
UV-B radiation during the last few decades vary from species to species, but it 
seems a general adaptation to enhance the accumulation of UV-absorbing com-
pounds, such as red anthocyanins or the antioxidants ascorbic acid and glutathi-
one. Concurrently, carotenoid pigment formation and incorporation of nitrogen 
into amino acids can be inhibited [77]. In order to study the effects of these direct 
aroma precursors or at least flavour-modulating constituents, the fruit zone of 
Riesling grapevines were shielded by a UV-B absorbing polyester film and by a 
UV-A and UV-B absorbing diacetate film. Protection from UV radiation leads to 
a nearly complete absence of visible pigmentation of the berries, leading to a 15% 
decrease in reflectance over the entire visible range. From analysis of the berry 
skin samples, it was found that current ambient levels of UV-B radiation reduced 
significantly both amino acid and carotenoid concentrations at harvest [77]. 
Degradation of carotenoids was more pronounced in berries under natural UV-
B exposed conditions than in UV-B protected berries [77]. With respect to the 
impact of carotenoids on the evolution of C13 norisoprenoids and the impact of 
amino acids on fermentation aroma [11], but also with respect to the impact on 
stress-induced off-flavour such as 2-aminoacetophenone [78], more data should 
be gathered in order to study the complex interaction of UV-B radiation with 
fruit composition and subsequent aroma development during winemaking.

In the late 1980s, the hot and dry seasons in Germany led to the appearance 
of an off-flavour which has been described by acacia blossom, naphthalene, 
fusel alcohol, furniture polish and wet wool, combined with a loss of varietal 
aromas and increased bitterness in a study using sensory descriptive analysis 
[79]. This off-flavour was named “untypical ageing flavour” (UTA), owing to the 
premature loss of fermentation and varietal odours occurring 4–6 months after 
harvest. After its precise sensory description, wines exhibiting UTA off-flavours 
were also reported in northern Italy, Oregon, southern France and eastern Eu-
rope. 2-Aminoacetophenone (2-AAP), an odorant reminiscent of acacia blos-
som and an integral part of the labrusca grape flavour, has been identified as a 
chemical marker for this off-flavour [78]. 

Formation of 2-AAP could be traced back to the plant hormone indole-3-
acetic acid (IAA) [80], which is formed in the grape berry. The oxidative degra-
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dation of IAA is started by superoxide radicals, which are formed in wine by the 
co-oxidation of sulphite to sulphate, following the addition of the antioxidant 
and antimicrobial preservative SO2. After decarboxylation, pyrrole oxidation 
and ring cleavage, 2-formylacetophenone (2-FAP) was the main volatile com-
pound of the non-enzymatic degradation of IAA induced by sulphite addition. 
In a last step, 2-FAP is completely hydrolysed to 2-AAP. The formation of 2-AAP 
and 2-FAP was significantly lower in white wines than in ethanolic solutions 
spiked with IAA. Owing to a low odour threshold of 1.29 µg/L in white wines 
[25], low formation rates of less than 5% are sufficient to cause the UTA off-
flavour. Formation of 2-AAP continues during ageing. At the same time, acid-
catalysed ester hydrolysis and oxidation of monoterpenes during wine ageing 
will decrease fermentation and even partially varietal aroma; thus, the sensory 
significance of UTA will increase with time. Even though IAA is accepted as 
the major precursor of 2-AAP, no correlation could be established between the 
IAA content in grape juice and the 2-AAP formation in the subsequent wines 
[81]. Bound precursors of IAA, their enzymatic cleavage by yeasts as well as the 
nitrogen content of the grape juice seem to govern 2-AAP formation as well 
[82]. Although sensory UTA ratings are highly correlated with 2-AAP concen-
trations, enrichment of wines with 2-AAP alone failed to describe the whole 
sensory spectrum of UTA. Especially the occurrence of notes reminiscent of 
naphthalene, fusel alcohol and the long-lasting bitter phenolic sensation has not 
been explained yet on a molecular level. Thus, further research is essential to 
fully explore and predict the UTA potential in grape juice. 

In red wine, polyphenolic compounds act as scavengers towards the super-
oxide radicals, preventing the appearance of UTA. Besides the legal additive 
ascorbic acid [80], an increase of gallic acid, catechine and grape seed extracts 
of 30 mg/L proved to be sufficient to limit the formation of 2-AAP below its 
sensory threshold in a wine spiked with 1 mg/L IAA [25]. Thus, skin contact of 
4–12 h of white grapes after crushing as well as the addition of ascorbic acid af-
ter fermentation and prior to SO2 addition is part of a UTA prevention regime. 
However, the major action has to be devoted to the vineyard, where a combina-
tion of crop reduction, delayed harvesting, avoidance of water stress and suffi-
cient nitrogen fertilisation has been proven to be a successful strategy to prevent 
the occurrence of UTA. Unfortunately, irrigation of stressed vines, which is the 
most efficient measure to prevent UTA, is not easy to establish in all vineyards. 
However, even without much irrigation, an intelligent vineyard management 
and enological provisions successfully avoided UTA formation in the extremely 
hot and dry 2003 vintage in Germany.

11.5 
Impact of Enology

Governed by worldwide consumer attitude and purchasing habits, wine pro-
duction tends to separate more and more into two different wine segments. The 
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first is composed of high-volume/low-price wines with rather standardised sen-
sory properties, restricted to a few varieties that are planted worldwide such 
as Chardonnay, Sauvignon blanc, Cabernet Sauvignon, Merlot and Syrah. The 
second segment comprises low-volume/high-price wines and a strong focus on 
geographic origin: autochthonous grape varieties such as Sangiovese, Tempra-
nillio and Riesling and winemaking employing traditional methods in small-
scale operations. Membrane processes such as reverse osmosis or nanofiltration, 
vacuum distillation and even upscaled countercurrent chromatography and 
the addition of toasted oak particles (oak chips) are widely implemented in the 
winemaking process of the high-volume wines to achieve a low-cost wine whose 
sensory properties precisely match those which market research has identified 
as drivers of consumer preferences. Triggered by bilateral negotiations between 
the EU and the USA or Australia, most recently (2005/2006) consumers have 
been confronted with the application of these techniques, predominantly out-
side the EU, which started an intense public discussion about modern versus 
traditional winemaking among consumers as well as in the wine industry.

Winemaking can be divided into three important phases. During grape and 
juice processing, it is the objective to transfer as much of the desired grape con-
stituents such as flavour precursors or anthocyanins as possible in the grape 
juice. Owing to the breakdown of cell compartments during grape crushing, 
many precursors are subject to acidic hydrolysis, which will continue during the 
whole shelf life of wine. Substances leading to detrimental sensory properties 
or increased instabilities in wines may be removed by fining and clarification 
of the juice or wine. In the second phase, alcoholic and malolactic fermenta-
tion not only convert sugar to ethanol and malic acid to lactic acid, respectively, 
but also generate de novo a wide range of flavour compounds, such as esters or 
fusel alcohols. Selected yeast strains even enzymatically release important vari-
etal odours such as monoterpenes or carbonyl thiols. For red wines, maceration 
on the skins will provide extensive extraction of anthocyanins and polyphenols 
from grape skins and seeds. Prolonged yeast contact (sur lie) extends the reduc-
tive environment and may protect highly reactive aroma compounds such as the 
carbonyl thiols from oxidation owing to an overall reductive environment.

The third phase is dominated by stabilisation efforts in order to prevent for-
mation of tartrates or protein hazes, and also in red wines to enhance polymeri-
sation of anthocyanins and polyphenols to achieve a stable colour and smooth-
tasting tannins. In the course of stabilisation, some wines are stored and aged 
in small oak barrels, which additionally act as a source of oak-derived volatiles 
such as vanillin or oak lactones. In conclusion, winemaking has the objective 
to gain the maximum from the aroma potential generated in the grapes, then 
to convert this potential to the maximum of free odorants accessible to human 
sensory perception and finally to maintain this pleasant composition of sensory 
stimuli as long as possible during the shelf life of wine.
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11.5.1
Grape Processing

During grape processing, prolonged maceration regimes increase the transfer of 
water-soluble free aroma compounds, glycosidic precursors and cysteine con-
jugates into the grape juice. To monitor aroma precursors in day-to-day opera-
tions during harvest and to facilitate a more complete grape assessment, the gly-
cosidic glucose assay (GG assay) was developed [34, 83]. During the GG assay, 
glycosidically bound juice constituents are separated via solid-phase extraction, 
followed by elution of these bound compounds with methanol, subsequent re-
lease of the bound glucose at elevated temperature by acid hydrolysis and a final 
enzymatic determination of the released glucose moiety as a measure for the 
glyosidically bound aroma precursors. According to the GG assay, the macera-
tion time of 6–24 h increased significantly the transfer of aroma precursors into 
the juice in Riesling, Gewürztraminer and Müller-Thurgau, which can be fur-
ther enhanced by the application of a pectinase [84]. Sensory analysis revealed 
increased floral, peach, passion fruit and citrus aroma (Fig. 11.2), showing good 
correlation of glycosidic glucose concentration and floral aroma (R2 = 0.66) 
and body (R2 = 0.56), but only weak correlation for peach and passion fruit 
(R2 = 0.40) [84], the aroma of which is presumably determined more by thiols 
such as 3-mercaptohexan-1-ol than by monoterpenes. The limited application of 
the GG assay outside Australia may not only be explained by the sophisticated 
analysis, but also by the fact that monoterpenes make up only a small portion 
of the precursors determined by glycosidic glucose: in a Gewürztraminer, for 
example, three different pectinases released 40–50 µmol of glycosidic glucose, 
but only 2.19–2.38 µmol of total monoterpenes [84]. The length of the macera-

Fig. 11.2 Sensory impact of skin maceration during white wine making in Muscat (left) and Ries-
ling (right) [37]
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tion time in white wines is limited by excessive extraction of bitter polyphenols 
and the loss in acidity due to increased potassium extraction and subsequent 
precipitation of potassium bitartrate. 

11.5.2
Impact of Yeast

The generation of general fermentation flavours such as fusel alcohols and es-
ters was covered in Chap. 10 by Christoph and Christoph-Bauer dealing with 
flavours in spirits, and an excellent review on microbial modulation of wine fla-
vour is provided by Swiegers et al. [21]. According to the main focus of this 
book, only the impact of microorganisms on flavour precursors generated by 
grapes in vineyards will be addressed. 

Many varietal aromas such as monoterpenes or C13 norisoprenoids are pres-
ent as odourless glucose conjugates in the juice. During and after fermentation 
they are liberated by a rather slow acid-catalysed hydrolysis and a much faster 
enzymatic hydrolysis, due to side activities of added technical pectinases or na-
tive enzymes expressed by the grape itself or microorganisms. While most C13
norisoprenoids are only bound to glucose, the majority of monoterpenes are 
linked to disaccharides. Before a β-glucosidase may release the aglycon, it is first 
necessary to remove the terminal sugar moiety by a specific β-glycosidase (ara-
binosidase, rhamnosidase, xylosidase or apiosidase). With use of a chemically 
defined grape juice medium supplemented by a precursor extract of Muscat 
Frontignac, the enzymatic aroma release of three yeast strains was investigated, 
by excluding any grape enzymes. As expected, the liberation of monoterpenes 
by acid hydrolysis alone was very low in the control and was restricted to the 
release of linalool, α-terpineol and geraniol [85]. The yeast strains varied not 
only in their release of aglycons, but also in their further transformation to di-
ols or oxidised monoterpenes. Furthermore, four commercial strains differed 
in the time course of their liberation of aglycons during fermentation [85]. In 
view of the complex enzymatic requirements for aglycon liberation, it was note-
worthy that fermentation released α-l-rhamopyranosyl glucopyranoside and 
α-l-arabinofuranosyl glucopyranoside glycons at the same rate of 30–40% as 
did β-d-glucopyranoside alone; only the β-d-apiofranosyl glucopyranoside re-
mained stable [85]. Since no significant differences occurred among the three 
yeast strains, these β-glycosidase activities seem to be quite common in Sac-
charomyces strains. 

The role of microorganisms for the release of thiols from odourless cysteine 
conjugates were first proposed after a cell-free enzyme extract of the gastroin-
testinal bacterium Eubacterium limosum was found to be able to release 4-MMP
from cysteine–4-MMP [55]. Owing to the modulation of 4-MMP with regard to 
different yeast strains, a yeast carbon–sulphur lyase was suggested [86]. Indeed, 
deletion of genes encoding putative carbon–sulphur lyases in laboratory strains 
of Saccharomyces cerevisiae led to reduced 4-MMP levels. It was also shown that 
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ester-forming alcohol-acetyl transferase of yeast is responsible for the conver-
sion of 3-MH to its subsequent acetate ester 3-MHA [87]. At the same time, 
chemically synthesised cysteine–4-MMP and cysteine–3-MH decreased during 
fermentation, while free 4-MMP and 3-MH increased [88]. However, only 3.2% 
of the cysteine–3-MH was liberated and the overall amounts of free 3-MH cor-
related with the initial concentration of its precursor cysteine–3-MH present in 
the grape juice [89]. In conclusion, an enormous potential of non-released cys-
teine conjugates remains in the wine after fermentation, and could be utilised 
more efficiently, if yeast with enhanced carbon–sulphur lyase activity could be 
selected. In analogy to the highly restricted release rate of thiols from cysteine 
conjugates, the release of grape-derived glycosidic precursors by yeast is limited 
as well, presumably because the majority of sugar moieties are disaccharides, 
which cannot be liberated by yeast β-glucosidase activities alone. Comparing 
yeast strains in general, Sacchromyces bayanus strains release more 4-MMP than 
Saccharomyces cerevisiae and even hybrids obtained by crossing of both strains 
release more thiols than Saccharomyces cervisiae [23]. Anecdotally, the typical 
flavour reminiscent of passion fruit of the German Scheurebe variety can be 
enhanced owing to a spontaneous fermentation, including wild yeast such as 
Kloeckera apiculata in the initial phase of fermentation. Current sensory stud-
ies with German Riesling, comparing spontaneous fermentations with those 
conducted with a commercial Saccharomyces cerevisiae strain, revealed higher 
intensities of passion fruit and elderberry blossom, suggesting an enhanced re-
lease of 3-MH, 3-MHA and 4-MMP, respectively, by the spontaneous yeast flora 
[90]. Screening commercially available yeast strains, the VIN7 strain could triple 
the released amount of 4-MMP compared with the industry standard “Sauvi-
gnon” strain VL3 [91]. Enhancement of 3-MH and 3-MHA ranged between 20 
and 120%. According to this screening, yeast strains vary regarding the release 
of 4-MMP and 3-MH and even more with respect to the ester formation lead-
ing to 3-MHA, as well as altering the 3-MHA to 3-MH ratio [91]. Yeast strains 
showing a high “thiol release” activity do not exhibit concurrently the strongest 
3-MH to 3-MHA conversion and vice versa; thus, carbon–sulphur lyase and 
acetate acetyl transferase activities do not seem to be coupled in natural yeast 
[91]. Since 3-MHA has a much lower odour threshold than 3-MH, a strategy 
to maximise flavour generation would combine a yeast strain with a high “thiol 
release” with a second strain exhibiting a maximal “thiol-conversion” rate.

Besides yeast selection, the choice of a proper temperature regime during fer-
mentation is a major factor in practical winemaking. While some authors report 
higher release rates for 4-MMP or 3-MH at higher temperatures [92], others 
found no significant differences [91]. The benefits of higher temperature, rang-
ing between 20 and 28 °C in the experiments, seem to be limited to the start of 
fermentation, where in general the bulk of sensory-relevant flavour generation 
during fermentation takes place [91] and which may be related to active yeast 
growth. For the rest of fermentation, lower temperatures will be beneficial by 
limiting volatility of the aroma compounds formed and preventing them from 
being removed by CO2 percolation. Temperature seems to have an impact as 
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well during skin maceration, where higher temperatures enhanced the extrac-
tion of cysteine–3-MH from its major source, the exocarp [57]. Because cyste-
ine–4-MMP is mostly present in the pulp, skin maceration and temperature do 
not have a profound impact on 4-MMP levels in the wines [57].

Over the last few years, concurrent application of skin contact for flavour en-
hancement and use of yeast strains with a cysteine lyase activity at moderate to 
cool fermentation temperatures led to an unusual increase of “Sauvignon blanc” 
aroma even in varieties classified as “neutral” regarding their impact aromas. In 
Germany, varieties such as Silvaner, Müller-Thurgau, Pinot blanc, Pinot gris and 
even Riesling exhibit enhanced aroma characters such as passion fruit, elder-
berry blossom and black currant, which are likely to be induced by thiols. These 
observations highlight the critical impact of yeast not only on fermentation aro-
mas, but also varietal aroma and suggest a wider distribution of cysteine conju-
gate precursors in white wine varieties than so far anticipated. In addition to the 
aroma compounds involved in the varietal aroma of grapes in Table 11.1, the 
Table 11.2 summarises the impact of grapes and microorganisms on the release 
of the most important aroma compounds in wine, excluding off-flavors [11].

11.5.3
Impact of Modern Wine Technology

New enological technologies aim to lower volatile acidity, enhance sugar content 
in must in cool climates and vice versa reduce the alcohol content of wines from 
hot climates, modify pH, cations, anions and acidity to achieve tartrate stability, 
complement traditional ageing in oak barrels with the use of small oak wood 
particles and most recently, extract phenolic compounds by a countercurrent 
chromatography process from wine to diminish or enrich tannins in red wines. 

To meet growing public concern about chemical treatments and additives to 
wine, a general trend towards the application of physical processes can be ob-
served. This trend goes hand in hand with the objective of modern enology, to be 
as gentle as possible to grape must and wine. In order to reach this goal, in some 
cases physical methods are employed first to separate those compounds which 
should be removed or modified from the general wine matrix with its precious 
constituents. In a second step, only the fraction obtained will be treated. For ex-
ample, to lower volatile acidity, a water–alcohol–acetic acid fraction is obtained 
through reverse osmosis and only this fraction, which is free of valuable aroma, 
colour or phenolic compounds, will undergo ion exchange, removing specifi-
cally acetic acid, while alcohol and water are redirected into the wine.

Global warming, improved viticultural techniques, irrigation and continuing 
selection of highly productive clones of traditional Vitis vinifera varieties give 
rise to the grape’s sugar content. This worldwide trend is indirectly supported by 
the highly acclaimed benefits of a long hang time, utilising an extended vegeta-
tion period in order to achieve a maximum of flavour, colour and tannin gen-
eration in the grapes. Although grapes of Vitis vinifera are not classified as cli-
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macteric fruits, the term “physiological ripeness” is prevalently discussed with 
respect to the determination of an optimal picking time. In both cool-climate 
and hot-climate viticulture, “physiological ripeness” refers to sufficient colour, 
tannin and flavour development and in case of cooler growing regions moderate 
acidity as well. Without much scientific basis for the benefits of stable colour, 
soft tannins and improved varietal aroma, a late picking time is recommended, 
accepting a high sugar content and subsequently enhanced ethanol levels in the 
fermented wines.

It is a major objective of modern enology to make flavour development inde-
pendent of sugar accumulation. In cool climates, reverse osmosis and vacuum 
distillation are utilised to enhance sugar content by the removal of water at the 
juice stage and outside the EU also at the wine stage. In hot climates, and more 
and more former cool climates are becoming hot owing to global warming, the 
same methods are used to remove excessive ethanol, which is detrimental from 
a sensory and health point of view. As ethanol is a better solvent for aroma com-
pounds than water, an increase in alcohol content in wines will reduce the vola-
tility of odorants and will subsequently diminish their sensory perception. In a 
simple experiment the odour threshold for hexyl acetate decreased by 30% when 
the ethanol concentration in a white wine was raised from 11 to 14% vol [93]. 
For less-volatile aroma compounds, the effect could be even more pronounced.

To facilitate must concentration by the removal of water, reverse osmosis is 
widely utilised (Fig. 11.3). This technique applies high pressure to cause water to 
move through a membrane against the osmotic pressure, while valuable odour, 
colour and phenolic compounds cannot pass the membrane owing to their high 
molecular weight. Alternatively, vacuum distillation can be applied for must 
concentration, where differences in volatility govern separation. Application of 
reverse osmosis to concentrating 30 must samples from different German grape 
varieties to the legally defined maximum increase of 2% vol potential alcohol 
yielded an average increase of 5–15% of esters, monoterpenes, fusel alcohols and 
C6-alcohols in the final wines [94]. Vacuum distillation showed similar results 
for aroma compounds such as esters or monoterpenes, which are generated or 
released during fermentation. However, volatiles either formed or already pres-
ent in their free form in the grape juice such as Z-3-hexen-1-ol and the Botrytis 
cineria marker 1-octen-3-ol were strongly diminished by vacuum distillation. 
This was even true for hexyl acetate, which was explained by the loss of the pre-
cursor hexanol in the juice stage [94].

In hot-climate viticulture it is a common practice to lower the high ethanol 
content of wines made from overripe fruit by partial dealcoholisation. This ob-
jective can be achieved by vacuum distillation, where the spinning cone column 
technique allows even more viscous liquids to be processed. Alternatively, a wa-
ter–ethanol fraction can be separated from wine by reverse osmosis, followed by 
distillation of the water–ethanol permeate to yield high-grade ethanol and pure 
water. The latter will be added back to the treated wine. 

Applying vacuum distillation in an one-stage process removes nearly 75% of 
the wine volatiles, predominantly owing to the transfer of esters and fusel alco-

11.5 Impact of Enology
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hols into the distillate. More polar aroma compounds, however, such as mono-
terpenes, lactones, volatile phenols and short chain fatty acids, are retained [39]. 
To counteract these flavour losses, the spinning cone column process first pro-
duces a highly volatile flavour fraction at lower temperatures, before the alcohol 
is removed using higher temperatures. Applying reverse osmosis, more than 60% 
of the total volatiles remained in the dealcoholised wine, 25% were transferred 
into the permeate and a small portion was absorbed by the membrane itself. In 
contrast to vacuum distillation, where volatility and polarity mainly determined 
the degree of separation, permeation through the reverse osmosis membrane 
occurred across all different chemical classes, only limited by molecular weight 
[39]. Although some flavour loss still occurs during dealcoholisation, this short-
coming does not pose a critical question, since only a small portion of the high-
alcohol wine is dealcoholised, while the major fraction is not treated at all. 

However, from a legal point of view, new questions arise from these frac-
tioning techniques in general. Should fractions be considered as wine? Should 
a recombination of vitivinicultural fractions, containing alcohol, water, flavour, 
tannins or pigments, still be accepted as wine production? If the volatile flavour 
fraction, which has been removed from the wine prior to dealcoholisation, is 
not added back completely to the original wine, but is added to another, more 
valuable wine for sensory improvement, we may call this practice flavorisation, 
which is currently illegal in all wine-producing countries of the world.

In general, new enological treatments not only offer more possibilities for 
modification, but owing to their complex technology they are highly versatile 
While a traditional enological treatment such as the removal of H2S off-flavour 
by copper sulphate is limited to a defined effect, the reverse osmosis unit can be 
used for concentration of must as well as wine, dealcoholisation, and removal of 
acetic acid or even volatile phenols derived from Brettanomyces yeast. In conclu-
sion, new enological technologies are not just an advancement of traditional 
enology, which relies primarily on grape quality and reacts to specific shortcom-
ings of a must or wine. In fact, their application introduces a new concept of 
enology, where winemaking is a steered process to produce well-defined wine 
styles, according to results obtained by consumer research and demand ex-
pressed by worldwide markets.

11.6 
The Mystery of Wine Ageing

As outlined in Sect. 11.1, part of the fascination of wine is due to its nearly un-
limited ageing potential. If we had access to the hidden treasures of the top wine 
collectors, we may still be able to drink wines which were produced decades 
and even centuries ago. Apart from this more intellectual fascination, more and 
more wine is consumed relatively young and even top-class red wine produc-
ers were deprived of the privilege to market a wine not earlier than when it has 
reached its sensory peak. 
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During the first few years of ageing, esters generated during fermentation 
undergo cleavage by acid-catalysed ester hydrolysis [46]. Predominantly acetate 
esters are diminished, while a range of ethyl esters even increase, and the ratio of 
acetate to ethyl esters has been suggested as an ageing marker as well as the slow 
build-up of ethyl tartrate [95]. Wines of neutral varieties and of low ripeness 
will lose a lot of their sensory edge during this phase, while wines with a strong 
varietal character may even benefit from the loss of fermentation aroma and 
are able to reveal their true values. While free monoterpenes slowly undergo 
oxidation and sensory extinction [2], acid-catalysed hydrolysis is able to replen-
ish the lost free monoterpenes from the reservoir of still-bound monoterpenes 
[95]. For Riesling, in some years the build-up of TDN will give the wines their 
so-called kerosene or diesel ageing flavour [96], while in many red wines methi-
onal seems to be a strong ageing marker [20]. While slow oxidation is a threat 
to fruity and reductive white wines such as Riesling or Sauvignon blanc, wines 
aged sur lie for more than 1 year in oak barrels as well as most red wines are 
not threatened at all, because most oxidative changes already happened during 
winemaking before bottling. Consequently, further slow oxidation during bottle 
storage will not make a strong difference during the next 5–10 years.

11.7 
Conclusion

The impact of global warming can be well documented in worldwide viticul-
ture by a invariably earlier initiation of blossoming, véraison and grape matu-

Fig.11.3 Impact of must concentration technologies on aroma compounds in Riesling wines (n=3)
[94]

11.7 Conclusion
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ration with increasing sugar accumulation. At the same time, grapes have to 
adapt to increased stress exerted by water deficiency and enhanced UV-B radia-
tion. While cool climates may alter their portfolio from early-ripening varieties 
to late-ripening varieties, hot climates have to counteract the impact of global 
warming by technological measures to reduce sugar or more likely remove ex-
cessive ethanol after fermentation. 

With respect to flavour formation in grapes, knowledge has tremendously in-
creased during the last two decades and the chemical basis of numerous varietal 
aromas as well as stress-induced off-flavours has been elucidated. This enables 
viticulturists to develop new techniques to gain the maximum varietal aroma, 
by either protecting the grapes against excessive sun exposure in hot climates or 
enhancing the benefits of sun exposure in cool climates.

At the same time, improved grape processing and a better understanding of 
the role of yeast in the release of varietal aromas during fermentation facilitates 
enologists to use the aroma potential present in the grapes to a greater extent 
and to produce wines of high extinction.

Application of modern technologies adapted from other food-processing ar-
eas, such as that of milk, introduces the possibility to freely recombine fractions 
obtained from wine. This may be beneficial for large-scale winemaking in order 
to produce mass-market wine styles according to consumer demands, but it also 
threatens the common public perception of wine as being an authentic image of 
unique growing conditions defined by geologic and climatic diversity, as well as 
regional wine varieties and traditional winemaking techniques. In this respect 
it seems to be of utmost importance to maintain the worldwide ban on adding 
any flavours to wine or grape juice. Only by sustaining this ban, the enormous 
sensory variation perceived in wines will reflect exclusively the natural flavour 
formation in grapes and during grape processing, fermentation and bottle mat-
uration.
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12.1 
Introduction

Since man first discovered fire, thermal treatment of foods has been one of the 
most common ways to prepare food. The use of heating improved the eating 
quality of food in terms of flavour and digestibility and it also became apparent 
that cooked food could be stored for longer time than the raw material. Cooked 
foods develop characteristic flavour and colour and the main reactions which 
take place are the breakdown of lipid, sugars, amino acids, carotenes, thiamine 
and other trace food components.

The Maillard reaction, which occurs between amino compounds and reduc-
ing sugars, has been recognised for over 60 years as one of the most impor-
tant routes to flavour and browning in cooked foods [1]. This extremely com-
plex reaction has been the subject of much research by food scientists seeking 
to identify compounds that provide the flavour and colour characteristics of 
heated foods (see reviews by Hodge [2], Hurrell [3], Mauron [4], Mottram [5] 
and Nursten [6, 7]). The reaction has implications in other areas of the food in-
dustry, including the deterioration of food during processing and storage (ow-
ing to the loss of essential amino acids and other nutrients) and the protective 
effect of the antioxidant properties of some Maillard reaction products [7]. In 
recent years the physiological significance of the reaction has been recognised 
in relation to in vivo glycation of proteins and the link to diabetic complica-
tions and cardiovascular and other diseases [7, 8]. The possibility of mutagenic 
compounds being formed in the Maillard reaction has also been recognised for 
many years and this was given particular attention in the 1980s when carcino-
genic heterocyclic aromatic amines were isolated from well-grilled or charred 
steaks and were shown to derive from Maillard reactions involving amino acids, 
reducing sugars and creatinine [9]. In 2002 the Maillard reaction between the 
amino acid asparagine and reducing sugars was shown to be responsible for the 
formation of the suspect carcinogen acrylamide (2-propenamide) in fried and 
oven-cooked potato and cereal products at concentrations as high as 5 mg/kg 
[10, 11]. This illustrates the complexity of the reaction and its important place 
in food science. 
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The Maillard reaction is inextricably linked to the desirable flavour and co-
lour characteristics of cooked foods and this review provides an insight into 
some of the chemistry associated with flavour generation in the reaction and the 
different aromas which are involved. The chemical pathways associated with the 
initial and intermediate stages of the Maillard reaction are presented and routes 
by which the important classes of aroma compounds may be formed from Mail-
lard intermediates are discussed.

12.2 
The Chemistry of the Maillard Reaction

Thermal reactions between amino acids and carbonyl compounds were first 
observed by Strecker [12] in 1862, who described the formation of aldehydes 
through oxidative degradation of amino acids. Soon after this Schiff [13] started 
investigating the addition reactions between amino and carbonyl groups. How-
ever, it was a French scientist, Louis-Camille Maillard, who in 1912 first reported 
the formation of colour through the interaction of amino acids with glucose 
[14]. The chemical interpretation of the reaction had to wait another 40 years 
until Hodge in 1953 drew up a scheme to explain the essential steps in the com-
plex reaction [15]. It is noteworthy that some 50 years later the Hodge scheme 
still provides the basis for our understanding of the reaction.

12.2.1
Stages in the Maillard Reaction

The chemical mechanisms involved in initial stages of the Maillard reaction 
have been studied in some detail and involve the condensation of the carbonyl 
group of the reducing sugar with the amino compound to give a glycosylamine. 
During thermal processing this breaks down to various sugar dehydration and 
degradation products. These compounds interact with other reactive compo-
nents such as amines, amino acids, aldehydes, hydrogen sulphide and ammonia, 
and it is these interactions which provide the basis for the colours and aromas 
which characterise cooked foods. 

The scheme devised by Hodge divides the Maillard reaction into three stages. 
The reaction is initiated by the condensation of the carbonyl group of a reducing 
sugar with an amino compound (Scheme 12.1), producing a Schiff base. If the 
sugar is an aldose, this cyclises to an N-substituted aldosylamine. Acid-cata-
lysed rearrangement gives a 1,2-enaminol, which is in equilibrium with its keto 
tautomer, an N-substituted 1-amino-2-deoxyketose, known as an Amadori re-
arrangement product. Ketosugars, such as fructose, give Heyns rearrangement 
products by related pathways. It is also considered that the N-substituted aldo-
sylamine can degrade to fission products via free radicals without forming the 
Amadori or Heyns rearrangement products [16].
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The Amadori and Heyns rearrangement products are unstable above ambient 
temperature. They have various keto-enol tautomers, which undergo enolisa-
tion, deamination, dehydration and fragmentation steps giving rise to a collec-
tion of sugar dehydration and fragmentation products, containing one or more 
carbonyl groups, as well as furfurals, furanones and pyranones (Scheme 12.2). 
In this intermediate stage of the Maillard reaction the amino acid also undergoes 
deamination and decarboxylation through Strecker degradation (Sect. 12.2.2).
The aldehydes, furfurals, furanones and other carbonyls produced at this stage 
may contribute to flavour characteristics associated with the Maillard reaction.

Scheme 12.1 Initial steps in the Maillard reaction showing the formation of an Amadori com-
pound

Scheme 12.2 Intermediate stages of the Maillard reaction showing the formation of carbonyl com-
pounds 

12.2 The Chemistry of the Maillard Reaction



12 The Maillard Reaction: Source of Flavour in Thermally Processed Foods272

The products of the initial and intermediate stages of the Maillard reaction 
are colourless or pale yellow and Hodge attributed colour formation to the fi-
nal stage of the reaction, where condensation between carbonyls (especially al-
dehydes) and amines occurs to give high molecular mass, coloured products 
known as melanoidins. These have been shown to contain heterocyclic ring 
systems, such as pyrroles, pyridines and imidazoles, but their detailed struc-
tures are unknown. The final stage of the reaction is of great importance for 
flavour formation when carbonyl compounds react with each other, as well as 
with amino compounds and amino acid degradation products, such as hydro-
gen sulphide and ammonia. It is these interactions that lead to the formation of 
flavour compounds, including important heterocyclics, such as pyrazines, pyr-
roles, furans, oxazoles, thiazoles and thiophenes.

12.2.2
Strecker Degradation

An important reaction associated with the Maillard reaction is the Strecker deg-
radation of amino acids [12, 17]. In the initial and intermediate stages of the 
Maillard reaction the mechanisms focus on the degradation of sugar, initiated 
or catalysed by amino compounds. Strecker degradation, on the other hand, can 
be seen as the degradation of α-amino acids initiated by carbonyl compounds. 
It is usually considered as the reaction between an amino acid and an α-dicar-
bonyl compound in which the amino acid is decarboxylated and deaminated, 
yielding an aldehyde, containing one less carbon atom than the original acid 
(termed a Strecker aldehyde), and an α-aminoketone (Scheme 12.3). However, 
the reaction need not be restricted to dicarbonyls. Any active carbonyl group 
which can form a Schiff base with the amino group of an amino acid should, 
under appropriate conditions, promote the decarboxylation and deamination of 
an amino acid. Thus, α-hydroxycarbonyls and deoxyosones, formed as Maillard 
intermediates, as well as dicarbonyls, can act as Strecker reagents and produce 
Strecker aldehydes. Other carbonyl compounds found in foods which could act 
as Strecker reagents include 2-enals, 2,4-decadienals and dehydroascorbic acid.

Strecker degradation is very important in flavour generation, as it provides 
routes by which nitrogen and sulphur can be introduced into heterocyclic com-
pounds in the final stage of the Maillard reaction. The α-aminoketones are key 
precursors for heterocyclic compounds, such as pyrazines, oxazoles and thia-
zoles. In the case of alkylpyrazines, the most direct and important route for their 
formation is thought to be via self-condensation of α-aminoketones, or con-
densation with other aminoketones [18]. If the amino acid is cysteine, Strecker 
degradation can lead to the production of hydrogen sulphide, ammonia and 
acetaldehyde, while methionine will yield methanethiol (Scheme 12.4). These 
compounds, together with carbonyl compounds produced in the Maillard reac-
tion, provide intermediates for reactions giving rise to important aroma com-
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pounds, including sulphur-containing compounds such as thiophenes, thia-
zoles, trithiolanes, thianes, thienothiophenes and furanthiols and disulphides.

Proline and hydroxyproline differ from the other amino acids in that they 
contain a secondary amino group in a pyrrolidine ring; therefore, they do not 
produce aminoketones and Strecker aldehydes in the reaction with dicarbonyls. 
However, nitrogen heterocyclics are produced, including 1-pyrroline, pyrro-
lidine, 2-acetyl-1-pyrroline and 2-acetyltetrahydropyridine (Scheme 12.5) [19].

Scheme 12.4 Strecker degradation of cysteine

Scheme 12.3 Strecker degradation

12.2 The Chemistry of the Maillard Reaction
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12.3 
Classes of Aroma Compounds Formed in the Maillard Reaction 

The aroma volatiles produced in the Maillard reaction have been classified into 
three groups by Nursten [6], and this provides a convenient way of viewing the 
origin of the complex mixture of volatile compounds derived from the Maillard 
reaction in foods: 

1. “Simple” sugar dehydration/fragmentation products: furans, pyrones, 
cyclopentenes, carbonyl compounds, acids

2. “Simple” amino acid degradation products: aldehydes, sulphur com-
pounds (e.g. hydrogen sulphide, methanethiol), nitrogen compounds 
(e.g. ammonia, amines) 

3. Volatiles produced by further interactions: pyrroles, pyridines, pyr-
azines, imidazoles, oxazoles, thiazoles, thiophenes, dithiolanes, trithi-
olanes, dithianes, trithianes, furanthiols 

The first group contains compounds produced in the early stages of the reac-
tion by the breakdown of the Amadori or Heynes intermediates, and includes 
similar compounds to those found in the caramelisation of sugars. Many of 
these compounds possess aromas that could contribute to food flavour, but they 
are also important intermediates for other compounds. The second group com-
prises simple aldehydes, hydrogen sulphide or amino compounds that result 
from the Strecker degradation occurring between amino acids and dicarbonyl 
compounds. 

The products in these two groups are capable of further reaction, and the sub-
sequent stages of the Maillard reaction involve the interaction of furfurals, fu-
ranones and dicarbonyls with other reactive compounds such as amines, amino 
acids, hydrogen sulphide, thiols, ammonia, acetaldehyde and other aldehydes. 

Scheme 12.5 Routes to the formation of compounds with bread-like aromas from the reaction of 
proline with 2-oxopropanal
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These reactions lead to many important classes of flavour compounds that com-
prise the third group of compounds in the classification.

12.3.1
Oxygen-Containing Compounds 

Furans and pyrans with oxygenated substituents (furfurals, furanones, py-
ranones) occur in the volatiles of all heated foods, and are among the most 
abundant products of the Maillard reaction. Compounds such as furfural, 
5-hyroxymethylfurfural, 2-acetylfuran, maltol and isomaltol generally impart 
caramel-like, sweet, fruity characteristics to foods. 2,5-Dimethyl-4-hydroxy-
3(2H)-furanone and its 5-methyl homologue, which have been found in many 
heated and non-heated foods, have aromas described as caramel-like, burnt 
pineapple-like, although at low concentrations the dimethyl derivative attains a 
strawberry-like note. These furanones are believed to be important contributors 
to the aroma of cooked meat in their own right and as precursors of other aroma 
compounds [20, 21]. The odour threshold values of furfurals and furanones are 
generally at the parts per million level [22]. Oxygenated furans may contribute 
to caramel-like, sweet aromas in heated foods; however, they are important in-
termediates to other flavour compounds, including thiophenes, furanthiols and 
other sulphur-containing compounds. 

Aliphatic carbonyl compounds, such as diacetyl, which has a butter-like 
odour, also may contribute to the aromas derived from the Maillard reaction, 
and many of the Strecker aldehydes also have characteristic aromas (Table 
12.1).

Table 12.1 Aldehydes and some other related intermediates formed in by Strecker degradation

Amino acid Strecker aldehyde Odour description
Valine 2-Methylpropanal Green, overripe fruit 

Leucine 3-Methylbutanal Malty, fruity, toasted bread

Isoleucine 2-Methylbutanal Fruity, sweet, roasted

Phenylalanine Phenylacetaldehyde Green, floral, hyacinths

Methionine Methional, methane-
thiol, 2-propenal

Vegetable-like aromas

Proline Pyrrolidine, 1-pyrroline. 
No Strecker aldehyde

Important intermediates 
for bread-like aromas

Cysteine Mercaptoacetaldehyde, 
acetaldehyde, hydrogen 
sulphide, ammonia

Important intermediates 
for meat-like aromas

12.3 Classes of Aroma Compounds Formed in the Maillard Reaction
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12.3.2
Nitrogen-Containing Compounds 

12.3.2.1
Pyrazines

These important aroma compounds are believed to contribute to the pleasant 
and desirable flavour of many different foods. Although tetramethylpyrazine 
was first isolated from the molasses of sugar beet in 1879 and several alkyl pyr-
azines were found in coffee in 1928, it was not until the mid-1960s that their 
occurrence in foods was widely reported, and since then this class of aroma 
compound has received considerable attention [23]. The alkylpyrazines gen-
erally have nutty, roast aromas with some eliciting earthy or potato-like com-
ments [22]. The odour threshold values of the monomethylpyrazines, dimeth-
ylpyrazines, trimethylpyrazines and tetramethylpyrazines are all relatively high 
(above 1 mg/kg), and these pyrazines probably only play minor roles in food 
aromas. However, replacing one or more of the methyl groups with ethyl can 
give a marked decrease in the threshold value [24], and some ethyl-substituted 
pyrazines have sufficiently low threshold values for them to be important in the 
roast aroma of cooked foods. 

Several mechanisms have been proposed for the formation of pyrazines in 
food flavours [18, 23, 25], but the major route is from α-aminoketones, which 
are products of the condensation of a dicarbonyl with an amino compound via 
Strecker degradation (Scheme 12.3). Self-condensation of the aminoketones, or 
condensation with other aminoketones, affords a dihydropyrazine that is oxi-
dised to the pyrazine.

12.3.2.2
Oxazoles and Oxazolines

Oxazoles have been found in relatively few cooked foods, although over 30 have 
been reported in coffee and cocoa, and 9 in cooked meat. Oxazolines have been 
found in cooked meat and roast peanuts, but not to any extent in other foods. 
2,4,5-Trimethyl-3-oxazoline has been regularly detected in cooked meat [26], 
and when it was first identified in boiled beef [27] it was thought that the com-
pound possessed the characteristic meat aroma; however, on synthesis it was 
shown to have a woody, musty, green flavour with a threshold value of 1 mg/kg 
[28]. Other 3-oxazolines have nutty, sweet or vegetable-like aromas and the oxa-
zoles also appear to be green and vegetable-like [28]. The contribution of these 
compounds to the overall aroma of heated foods is probably not as important as 
the closely related thiazoles and thiazolines.
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12.3.2.3
Pyrroles, Pyrrolines and Related Compounds

Pyrroles are found in the volatiles of most heated foods [29], although they have 
received less attention than some other classes of aroma volatiles. Some pyrroles 
may contribute desirable aromas, e.g. 2-acetylpyrrole has a caramel-like aroma, 
and pyrrole-2-carboxaldehyde is sweet and corn-like, but alkylpyrroles and ac-
ylpyrroles have been reported to have unfavourable odours [22]. Many more 
volatile pyrroles have been found in coffee than in other foods [30], and they are 
common products of amino acid–sugar model systems. Pyrroles are closely re-
lated in structure to the furans, and they are probably formed in a related man-
ner from the reaction of a 3-deoxyketose with ammonia or an amino compound 
followed by dehydration and ring closure (cf. Scheme 12.2). 

The characteristic aroma of wheat bread crust has been attributed to 2-acetyl-
l-pyrroline, and its formation depends on the presence of bakers’ yeast [31]. In 
model systems it was demonstrated that the acetylpyrroline is formed from the 
reaction of proline with pyruvaldehyde or dihydroxyacetone. Other compounds 
with bread-like aromas formed in the reaction of proline with pyruvaldehyde 
include l-acetonyl-2-pyrroline and 2-acetyltetrahydropyridine (Scheme 12.5). 
These compounds are unstable, which explains why the characteristic aroma of 
freshly baked bread disappears quickly during storage.

Since proline already contains a pyrrolidine ring it provides a potential source 
of nitrogen heterocyclics in the Maillard reaction, and a number of proline-con-
taining model systems have been examined. Tressl et al. [32] identified more 
than 120 proline-specific compounds in the reaction of proline or hydroxypro-
line with various sugars. These include pyrrolines, pyrroles, pyridines, indolines, 
pyrrolizines and azepines, but relatively few of the compounds have been identi-
fied among food volatiles. 

The roasting of foods such as malt or coffee can result in bitter-tasting com-
pounds; however, until recently little was known about the chemistry of any 
compounds formed in the Maillard reaction that could be responsible for such 
tastes. Frank et al. [33] identified a new class of compound, 1-oxo-2,3-dihydro-
1H-indolizinium-6-oxalates, from reaction mixtures containing xylose, rham-
nose and alanine (Fig. 12.1). A number of such compounds have been reported 
and they appear to have low taste thresholds (below 1 × 10-3 mmol/L).

Fig. 12.1 Structures of some bitter tasting 1-oxo-2,3-dihydro-1H-indolizinium-6-oxalates found 
in Maillard reaction systems

12.3 Classes of Aroma Compounds Formed in the Maillard Reaction
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12.3.3
Sulphur-Containing Compounds 

Aliphatic thiols, sulphides and disulphides are found in the volatiles of heated 
foods; however, the majority of the sulphur compounds produced as a result 
of thermal treatment of food contain heterocyclic sulphur. These include thio-
phenes, thiopehnones, thiazoles, dithiazines, trithiolanes and trithaines. Over 
250 different sulphur-containing volatiles have been reported in heated foods, 
with the largest numbers in coffee and meat [34]. It is interesting to note that 
foods from cereals and other plant sources appear to have many more nitrogen-
containing than sulphur-containing volatiles, whilst in meat the opposite trend is 
observed. This may reflect the higher protein content of meat and, therefore, the 
greater availability of sources of sulphur in the form of the sulphur amino acids.

Hydrogen sulphide is a key intermediate in the formation of many hetero-
cyclic sulphur compounds. It is produced from cysteine by hydrolysis or by 
Strecker degradation; ammonia, acetaldehyde and mercaptoacetaldehyde are 
also formed (Scheme 12.4). All of these are reactive compounds, providing an 
important source of reactants for a wide range of flavour compounds. Scheme 
12.6 summarises the reactions between hydrogen sulphide and other simple in-
termediates formed in other parts of the Maillard reaction.

12.3.3.1
Thiazoles and Thiazolines

Most cooked foods contain thiazoles. Simple alkyl-substituted thiazoles gener-
ally have odour threshold values in the range 1–1,000 μg/kg. Odour descrip-
tions include green, vegetable-like, cocoa, nutty, and some are claimed to have 
meaty characteristics [22]. Although most alkylthiazoles result from thermal 

Scheme 12.6 The formation of heterocyclic aroma compounds from the reaction of hydrogen sul-
phide with intermediates of the Maillard reaction
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reactions, some, such as 2-isobutylthizole, are biosynthesised. This compound 
makes a very important contribution to the aroma of fresh tomatoes [35]. 
2-Acetylthiazole has been reported in a number of cooked foods, including 
meats, shellfish, coffee, nuts, cereals and some heated vegetables, and it probably 
makes important contributions to roast, nutty aromas in cooked foods. Mulders 
[36] proposed a pathway for its formation from the mercaptoiminenol interme-
diate in the Strecker degradation of cysteine and pyruvaldeyhde (Scheme 12.4). 
The route to alkylthiazoles probably involves the reaction of α-dicarbonyls, such 
as 2,3-butanedione or 2-oxopropanal (pyruvaldehyde), with ammonia and hy-
drogen sulphide (Scheme 12.7). This mechanism requires the participation of an 
aliphatic aldehyde, whose alkyl chain becomes substituted in the 2-position of 
the thiazole. This aldehyde may be acetaldehyde or a simple Strecker aldehyde, 
resulting from Strecker degradation of an amino acid. Alternatively, it may be a 
lipid oxidation product, such as hexanal or nonanal. Several thiazoles with C4–
C8 n-alkyl substituents have been found in the volatiles of cooked meat [37–39] 
and, recently, 48 2-alkyl-3-thiazolines were reported in the headspace volatiles 
of boiled beef from animals in which the meat contained raised levels of poly-
unsaturated fatty acids [40]. However, these compounds with long alkyl chains 
were not found to be potent odorants.

12.3.3.2
Dithiazines

Thialdine (2,4,6-trimethyldihydro-1,3,5-dithiazine) is a six-membered hetero-
cyclic compound containing sulphur and nitrogen in the ring. It was first re-
ported in a food product in 1972 by Brinkman et al. [41], who identified it in 
heated pork. Subsequently it has been found in other meat species, as well as 
in peanuts, dry red beans, soybeans, boiled shrimp and several other seafoods 
[42]. Thialdine was reported to be the major volatile product obtained from a 
sample of boiled mutton [43]. Thialdine was first reported over 150 years ago by 
Wöhler and von Liebig [44], who showed that it was formed by the reaction of 
acetaldehyde, hydrogen sulphide and ammonia. The reaction occurs very read-
ily without heating and, therefore, it is possible that it is formed during flavour-
extraction procedures. Nevertheless, there is evidence that dihydrodithiazines 
do occur in food products and contribute to aroma [45].

Scheme 12.7 Route for the formation of thiazoles

12.3 Classes of Aroma Compounds Formed in the Maillard Reaction
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In the 1980s, several other dithiazines were identified in Antarctic krill [46] 
and later in shrimp [47] and dried squid [48]. They were considered to make 
important contributions to the aroma of these seafoods. Over 40 different dithi-
azine derivatives have now been identified in other foods, including beef, pork, 
chicken, grilled liver, roast peanuts, peanut butter and cocoa [42, 49]. The oc-
currence and sensory properties of these compounds have been discussed in an 
excellent review by Werkhoff et al. [42]. They also discuss the formation of these 
compounds in model systems comprising aldehydes, ammonia and hydrogen 
sulphide. The odour thresholds are reported to be in the range 5–500 μg/kg and 
the odour properties of 42 synthesised dithiazines are given in the review. Typi-
cal odour descriptors are roasted, onion, garlic-like, meaty, roast peanut, egg-
like and sulphury.

12.3.3.3
Furanthiols and Sulphides

A number of furans with thiol, sulphide or disulphide substitution have been 
reported as aroma volatiles, and these are particularly important in meat and 
coffee. In the early 1970s, it was shown that furans and thiophenes with a thiol 
group in the 3-position possess strong meat-like aromas and exceptionally low 
odour threshold values [50]; however, it was over 15 years before such com-
pounds were reported in meat itself. In 1986, 2-methyl-3-(methylthio)furan was 
identified in cooked beef and it was reported to have a low odour threshold 
value (0.05 µg/kg) and a meaty aroma at levels below 1 µg/kg [51]. Gasser and 
Grosch [52] identified 2-methyl-3-furanthiol and the corresponding disulphide, 
bis(2-methyl-3-furanyl) disulphide, as major contributors to the meaty aroma 
of cooked beef. The odour threshold value of this disulphide has been reported 
as 0.02 ng/kg, one of the lowest known threshold values [53]. Other thiols which 
may contribute to meaty aromas include mercaptoketones, such as 2-mercapto-
pentan-3-one. 2-Furylmethanethiol (2-furfurylmercaptan) has also been found 
in meat, but is more likely to contribute to roasted rather than meaty aromas. 
Disulphides have also been found, either as symmetrical disulphides derived 
from two molecules of the same thiol or as mixed disulphides from two different 
thiols [54].

Disulphides and thiols containing a furan ring have also been found among 
the volatiles of coffee; however, those containing the 2-furylmethyl moiety 
are more abundant than compounds with the 2-methyl-3-furyl moiety. 2-Fu-
rylmethanethiol was first described as an important constituent of coffee in a 
patent published in 1926 [55]. Since then its 5-methyl homologue and various 
other thiols and disulphides have also been found [30]. These thiols have cof-
fee-like characteristics at low concentrations, but are sulphurous and unpleasant 
at higher concentrations. An interesting bicyclic compound 2-methyl-3-oxa-8-
thiabicyclo[3.3.0]-1,4-octadiene (kahweofuran), which is closely related to the 
2-methyl-3-furanthio compounds, has also been identified in coffee.
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The routes involved in the formation of the various furan sulphides and disul-
phides involve the interaction of hydrogen sulphide with dicarbonyls, furanones 
and furfurals. Possible pathways are shown in Scheme 12.8. Furanthiols have 
been found in heated model systems containing hydrogen sulphide or cysteine 
with pentoses [56–58]. 2-Methyl-3-furanthiol has also been found as a major 
product in the reaction of 4-hydroxy-5-methyl-3(2H)-furanone with hydrogen 
sulphide or cysteine [21, 59]. This furanone is formed in the Maillard reaction 
of pentoses; alternatively it has been suggested that it may be produced by the 
dephosphorylation and dehydration of ribose phosphate, and that this may be a 
route to its formation in cooked meat [21, 60].

12.4 
Conclusion

The Maillard reaction is a major source of flavour in cooked foods. The reaction 
is complex and, because different foods have different profiles of amino acids 
and sugars, a wide range of flavours are produced when foods are heated. Re-
search over the past 50 years has provided some understanding of the chemical 
pathways that are involved in the reaction. The identification of a large number 
of volatile compounds, including many heterocyclic structures, in heated foods 
has helped flavour scientists understand some of the relationships between the 
structure of flavour compounds and the perceived flavour. An understanding of 
the Maillard reaction also provides the potential for improving the sensory qual-
ity of heated foods through better control of processing conditions and through 
the enhancement of the important precursors in the raw materials during the 
production of both plant and animal foods.

Scheme 12.8 Routes for the formation of furanthiols, sulphides and disulphides in the Maillard 
reaction

12.4 Conclusion
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13.1 
Introduction

Over many decades the flavour industry has built up the ability to prepare fla-
vours mimicking nature by using flavour ingredients that are isolated from nat-
ural sources like plants. Isolation of flavour ingredients from natural sources 
results in the natural status of such an ingredient, which is seen as an advantage 
for the labelling of the food or beverage in which it is applied. Natural sources 
are from vegetable or animal origin; also isolation of a flavouring from a fer-
mentation broth using natural-source raw materials is regarded as natural; fer-
mentation products are also regarded as renewable resources. In North America 
flavour substances prepared by chemical synthesis using natural raw materials 
and synthetic catalysts are also regarded as natural. In Europe the use of a syn-
thetic catalyst results in a nature-identical chemical, whether the raw materials 
are natural or not. The European nature-identical status of a chemical means 
that the chemical has been identified in an edible food or beverage, but it has 
been prepared from materials from natural or petrochemical origin using or-
ganic chemistry, including the use of synthetic catalysts. In North America a 
flavour ingredient can also be synthesised from petrochemical origin leading 
to the artificial status of the ingredient, but it has to be generally regarded as 
safe (GRAS) as declared by the Flavors and Extracts Manufacturing Association 
(FEMA).

The reasons to use raw materials from renewable resources can be various. 
When a natural flavour ingredient has to be prepared, a natural raw material 
is essential, and natural raw materials are renewable, because they come from 
plants, animals or fermentation. For nature-identical flavour ingredients, a re-
newable raw material can be a good choice from a chemical point of view and 
quite often also from a cost point of view; if turpentine is readily available in a 
country with limited or no petrochemical resources, β-pinene from the renew-
able source is cheaper than chemically synthesised β-pinene. A manufacturer 
chooses only for sustainable production if it is remunerative and at least as at-
tractive as other options.

Estimation of the volume of renewable resources involved in the flavour in-
dustry is very difficult. It is assumed that the total flavour and fragrance market 
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is worth $12 billion and that flavours constitute 50% of this. When the average 
global market price of a flavour is assumed to be $10 per kilogram, then the 
volume involved would be 600,000 t of flavour. This flavour volume includes a 
high variety of products, such as flavour chemicals, essential oils, liquid flavour 
compounds, including their carriers like ethanol and propylene glycol and dry 
flavour compounds, including their carriers like maltodextrin, salt and gums. 
Many of the solvents and carriers used are obtained from renewable resources 
themselves. It is even more difficult to estimate the volatile flavour part of this 
very heterogeneous group of flavour products representing this 600,000 t of fla-
vour. A rough estimate may be 10%, which would represent 60,000 t of flavour 
volatiles. If a hypothetical 50% of this volume is obtained from renewable re-
sources, the corresponding volume is 30,000 t. Although this is a very rough 
figure it does not seem unrealistic when compared with estimates of the total 
world production of essential oils. In 1993 the total global production of the 
top 20 essential oils was estimated at 56,000 t [1]. The top three included or-
ange oil (26,000 t), corn mint oil (4,000 t) and eucalyptus oil (4,000 t), but did 
not include turpentine, which was estimated at 250,000 t. The majority of these 
oils and turpentine are used in fragrance applications and for the preparation of 
other chemicals not used as flavours and fragrances. In addition, the estimated 
30,000 t of flavour volatiles obtained from renewable resources is not only de-
rived from essential oils and turpentine, but also includes materials like vanillin 
from vanilla or wood pulp and process flavour volatiles. Very recently the world 
production of essential oils for flavours was estimated at 21,670 t [2]. Compared 
with this figure, the estimated 30,000 t of flavour volatiles obtained from renew-
able resources seems to be the right order of magnitude.

In this chapter chemical conversions of natural precursors resulting in flavour 
chemicals are discussed. The main groups of natural precursors are terpenes for 
all kinds of terpene derivatives, vanillin precursors like lignin and eugenol, sug-
ars for Maillard-associated flavour chemicals, amino acids and molecules ob-
tained by fermentation or available as residual streams of renewable resources.

13.2 
Terpenes as Renewable Resources for Terpene Flavour Molecules

13.2.1
Pinenes from Turpentine

Many terpenes are derived from renewable plant oil resources like essential oils. 
α-Pinene and β-pinene from turpentine may be the best known examples, be-
cause they represent a very large volume. Turpentine was originally obtained 
from pine trees by tapping gum oleoresin from the stem of the living trees fol-
lowed by steam distillation of the crude oleoresin and subsequently separation 
into rosin and turpentine by distillation. The ratio of α-pinene to β-pinene in 
this turpentine varies considerably and depends a lot on the pine species from 
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which the turpentine is derived, but in general the oil is much more abundant 
in α-pinene than β-pinene. Another more recent form of available turpentine 
is called crude sulfate turpentine which is obtained as a by-product of paper 
manufacturing from softwood (pine, fir, spruce). Sulfate turpentine contains 
around 20–25% β-pinene and 60–70% α-pinene. The rest of the turpentine con-
sists of light fractions (1–2%), dipentene (limonene) (3–10%), pine oil (3–7%) 
and other volatiles like estragole, anethole and caryophyllenes (1–2%).

Scheme 13.1 shows the main commercial chemical pathways based on α-pi-
nene and β-pinene from turpentine. These pathways lead to four important tar-
get molecules or groups of molecules. These are the terpineols, menthol, cam-

Scheme 13.1 Overview of the most important commercial chemical pathways based 
on α-pinene and β-pinene in turpentine

13.2 Terpenes as Renewable Resources for Terpene Flavour Molecules
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phor and the related borneol and the group of rose alcohols and citral-related 
materials (geraniol, linalool, citral and citronellal/citronellol). These chemicals 
are used in the manufacturing of fragrances, which represents a big volume, and 
also for the production of flavours.

By hydration to terpin and subsequent dehydration, pinenes can be converted 
into terpineols; the main representative is α-terpineol, which is used in lime, 
among many other flavours. 

By isomerisation, α-pinene can be converted into camphene, and this can 
then be esterified to obtain an ester of isoborneate, which can be saponified to 
isoborneol. Isoborneol can be dehydrogenated to camphor, which can be re-
duced again to borneol, which is used in many fruit flavours. 

α-Pinene can also be reduced to pinane, which can be oxidised to 2-pina-
nol. Pyrolysis of this alcohol results in the formation of linalool, from which the 
other rose alcohols and citral-related chemicals can be formed.

Pyrolysis of β-pinene results in the triene myrcene, which leads to menthol 
and its derivatives, on one hand, and the rose alcohols and citral-related chemi-
cals, on the other hand. 

As indicated before, Scheme 13.1 shows only a summary of the most impor-
tant commercial chemical pathways based on the pinenes in turpentine. Ter-
penoid chemistry is very well developed and a lot more monoterpenes can be 
synthesised using one of the chemicals in Scheme 13.1 as the starting material.

13.2.2
Citral

13.2.2.1
Sources of Citral

Citral is another important starting material for the chemical synthesis of many 
linear monoterpenes, sesquiterpenes and diterpenes. Citral is the main ingredi-
ent (60–80%) of Litsea cubeba oil, which is obtained by distillation of the fruits 
from this tree at a yield of 3–5%; China produced 1,500 t of this oil annually in 
the 1990s [3]. Also lemon grass oil is an important source of citral. On the other 
hand, a high volume of citral is manufactured by the petrochemical industry 
starting from isobutylene, to which formaldehyde is added to form isoprenol, 
which is a good starting material for citral synthesis. Citral can also be prepared 
from isoprene, which is primarily produced from petrochemicals, but it can 
also be obtained by pyrolysis of limonene, which is available from sustainable 
resources such as sulfate turpentine or it can be synthesised from the pinenes 
present in turpentine (Scheme 13.1). 

The choice by a company for a sustainable or a petrochemical source of an 
ingredient will depend on various aspects, but cost will be the primary driving 
force. Availability of a low-cost feedstock is crucial, but also the available and ap-
propriate technology in the company will have a large influence on this decision.
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Terpenes important for both fragrances and flavours can be prepared from 
citral, such as citronellol, linalool, nerolidol, geraniol, farnesol and bisabolol. 
Citral is also an important starting material for the synthesis of vitamins A and 
E, carotenoids and other flavour and fragrance compounds like ionones. Most 
of the β-ionone synthesised is probably used for vitamin A synthesis.

13.2.2.2
Ionones from Citral

α-Ionone is used in large quantities in the fragrance industry. β-Ionone is a 
costly specialty chemical that is used in the manufacture of vitamin A, which 
is widely used in the animal feed industry, and carotenoids such as β-carotene. 
Also large quantities β-ionone are used as an additive in fragrances and flavour-
ings. α-Ionone and β-ionone are important flavour substances for all kinds of 
fruit flavours, especially berry flavours such as raspberry, but also for the violet 
note in many fragrances. These substances can be prepared from citral, which 
can be obtained from lemon grass oil or from petrochemical sources. 

For the preparation of α-ionone, citral and acetone are reacted in an aldol con-
densation catalysed by a base to form so-called pseudo-ionone (Scheme 13.2). 
The pseudo-ionone can be cyclised to form α-ionone catalysed by an acid.

Scheme 13.2 Preparation of α-ionone from citral and acetone

13.2.3
The Mint Components L-Menthol and L-Carvone

Most menthol is isolated from peppermint oils, especially from crude oil from 
Mentha arvensis from India. But menthol can also be prepared by chemical syn-
thesis. There are two important commercial processes for the synthesis of men-
thol. One is based on a renewable resource, β-pinene from turpentine, and the 
other on m-cresol from petrochemical origin (Scheme 13.3).

Alkylation of m-cresol with propene in the presence of an aluminium catalyst 
results in the formation of thymol, which upon hydrogenation gives a mixture 
of all eight isomers of menthol, D-menthol, L-menthol, neomenthol, isomen-
thol and neoisomenthol (Scheme 13.3). The preferred isomer is L-menthol, be-
cause of its ability to induce physiologically the sense of cold which is desired 
in many products such as chewing gum and toothpaste; L-menthol is about 

13.2 Terpenes as Renewable Resources for Terpene Flavour Molecules
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50 times more cooling than D-menthol. This synthesis from m-cresol is cheap 
from a raw material and processing point of view, but nearly 70% of the product 
is not L-menthol and an extensive separation process is required, which in this 
case is a combination of fractional distillation of the isomers resulting in a D,L-
menthol fraction and crystallisation of the benzoate esters of D,L-menthol to 
finally obtain pure L-menthol [4].

The other synthesis of L-menthol (Scheme 13.3) is based on the pyrolysis 
of β-pinene to produce myrcene. Diethylamide addition to myrcene results in 
the formation of N,N-diethylgeranylamine, which is subsequently isomerised 
to the N,N-diethylenamine of citronellal. Citronellal is obtained by hydrolysis 
of the enamine, which can be cyclised to L-isopulegol catalysed by zinc chlo-
ride. L-menthol is finally obtained by hydrogenation of isopulegol using a nickel 
catalyst. In this synthesis enantiomerically pure product is prepared, because of 
the control of the stereochemistry during the reactions where new chiral centres 
are obtained. This eliminates the need for a laborious working-up procedure as 
required in the synthesis starting from m-cresol.

Also syntheses based on 3-carene from Indian turpentine and on D-pulegone 
from pennyroyal oil have been practised on a commercial scale in the past, but 
these approaches have been abandoned, because they were considered uneco-

Scheme 13.3 Chemical synthesis of menthol from m-cresol and from β-pinene
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nomical compared with the current processes. When these syntheses were used 
in India and southern Europe, respectively, local factors such as the availability 
of a chiral feedstock affected the economics of the process in a positive way.

The main renewable resource for L-carvone is spearmint oil (Mentha spicata),
which contains up to 75% of this flavour chemical. There also exists a synthetic 
process for the manufacturing of L-carvone, which is based on (+)-limonene, 
which is available as a by-product of the citrus juice industry as a major com-
ponent of orange peel oil (Scheme 13.4). The synthesis was developed in the 
nineteenth century and starts with the reaction of (+)-limonene and nitrosyl 
chloride, which ensures the asymmetry of the ring. Treatment with base of the 
nitrosyl chloride adduct results in elimination of hydrogen chloride and rear-
rangement of the nitrosyl function to an oxime. Acid treatment of the oxime 
finally results in l-carvone.

Scheme 13.4 Chemical synthesis of l-carvone from (+)-limonene

13.2.4
Terpene Sulfur Compounds

13.2.4.1
p-1-Menthen-8-thiol from β-Pinene

p-1-Menthene-8-thiol is a character-impact constituent of grapefruit flavour 
which has been found in grapefruit juice at very low levels around 0.02 ppb [5]. 
The chemical can be synthesised by hydrogen sulfide addition to several mono-
terpenes like α-terpineol, limonene and β-pinene which are all derived from 
renewable resources (Scheme 13.5).

The chemical is used both in flavours and fragrances, but owing to its very 
strong smell and low odour threshold value the volume is limited.

Scheme 13.5 Chemical synthesis of p-1-menthen-8-thiol from β-pinene

13.2 Terpenes as Renewable Resources for Terpene Flavour Molecules
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13.2.4.2
8-Mercapto-p-menthan-3-one from Pulegone

8-Mercapto-p-menthan-3-one has been identified as a constituent of Buchu leaf 
oil [6] and is a very useful substance in black currant and tropical flavours. The 
reaction of pulegone with hydrogen sulfide in an alkaline medium results in 
8-mercapto-p-menthan-3-one formation (Scheme 13.6). 

Pulegone is the major constituent of pennyroyal oil from Mentha pulegium L., 
which is available in large quantities.

Scheme 13.6 Chemical synthesis of 8-mercapto-p-menthan-3-one from pulegone

13.2.5
Other Terpene Derivatives

13.2.5.1 
Anisaldehyde from Anethole

Another example is the synthesis of anisaldehyde from anethole obtained from 
star anise oil from the fruit and leaves of Illicium verum. Anethole can be oxi-
dised, for instance, by chromic acid (a mixture of sodium dichromate and sul-
furic acid) to anisaldehyde (Scheme 13.7). Star anise oil is produced in China in 
annual quantities of 500–800 t [3].

Scheme 13.7 Conversion of anethole into anisaldehyde
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13.2.5.2
Hotrienol from Linalool

Hotrienol was found for the first time in Ho leaf oil as the S enantiomer [7], but 
has been found since then in many natural sources; for instance, the R enantio-
mer was found in black tea and in green tea. The product can be used in many 
flavours, such as elderflower, grape, berry and honey flavours. It can be prepared 
from linalool obtained from citrus oils or Chinese Ho oils, but most linalool is 
obtained by synthesis from isoprene from petrochemical sources. 

Recently a practical and convenient synthesis was described starting from 
linalool via linalyl acetate [8]. It involves the ene-type chlorination of linalyl ac-
etate prepared from linalool which results in the formation of γ-chloro-α-linalyl 
acetate (Scheme 13.8). Dehydrochloronation with lithium bromide and lithium 
carbonate in dimethylformadide followed by hydrolysis of dehydro-α-linalyl ac-
ylate results in hotrienol.

Scheme 13.8 Chemical synthesis of hotrienol from linalool

13.2.5.3
Nootkatone from Valencene

Nootkatone is an important constituent from grapefruit flavour. It is synthesised 
by oxidation of valencene, which is obtained and isolated from orange peel oil 
where it occurs at a maximum level of 0.4% [9]. 

For the oxidation of valencene to nootkatone, strong oxidation agents like 
oxygen in the presence of metal salts, peroxides or chromate compounds are 
required. There are also several patents on the bioconversion of valencene to 
nootkatone which results in natural nootkatone (Scheme 13.9) [10, 11]. 

Scheme 13.9 Conversion of valencene into nootkatone

13.2 Terpenes as Renewable Resources for Terpene Flavour Molecules
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13.2.5.4
Terpene Esters

The most important and frequently used terpene esters in flavours are the ac-
etates of nerol, geraniol, citronellol, linalool and isoborneol [12]. As discussed 
before, all these terpene alcohols are available both from renewable resources 
and from petrochemical origin. Acetic acid can be obtained from renewable re-
sources by pyrolysis of wood as wood vinegar, and also by synthesis from pet-
rochemical origin.

13.3 
Vanillin

13.3.1
Vanillin Synthesis

Eugenol obtained from clove oil is an important precursor for the preparation of 
vanillin (Scheme 13.10). The reaction consists of two steps. First, eugenol needs 
to be converted into isoeugenol, which requires alkaline treatment or ruthe-
nium or rhodium catalysis. Second, the isoeugenol is oxidised to vanillin using, 
for instance, chromic acid. This method results in nature-identical vanillin. 

Lignin waste from the wood pulp industry also serves as a renewable source 
of precursors for the preparation of vanillin. Lignin can be degraded by treat-
ment with alkali and oxidising agents to coniferyl alcohol like structures which 
can be oxidised to vanillin. Curcumin, a yellow colouring material from the 
roots of Curcuma longa, can also serve as a precursor for vanillin; from each 
molecule of curcumin two molecules of vanillin can be derived. Also a lot of 
synthetic vanillin is prepared from petrochemical sources such as phenol, cat-
echol and guaiacol.

13.3.2
Vanillin Derivatives

Vanilla flavour is not only determined and characterised by the vanillin mol-
ecule, but also by many more phenolic compounds and vanillin derivatives. Two 
examples of molecules that recently obtained FEMA-GRAS status are vanillyl 
ethyl ether and vanillin 2,3-butanediol acetal (Scheme 13.11). Vanillin can be 
hydrogenated to form vanillyl alcohol, which is also used in vanilla flavours. 
Vanillyl alcohol can be reacted with ethanol to form vanillyl ethyl ether. Vanillin 
can also form an acetal with 2,3-butanediol (obtained by fermentation of sug-
ars) catalysed by p-toluene sulfonic acid in toluene.
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13.3.3
Heliotropine from Safrole

Safrole is used for the preparation of heliotropine, which is mainly used in va-
nilla flavours. Safrole has to be converted into isosafrole by alkali treatment or 
ruthenium or rhodium catalysis analogous to the eugenol to isoeugenol conver-
sion before it can be oxidised to heliotropine using chromic acid as a catalyst 
[13] (Scheme 13.12). 

Safrole, which is both toxic and carcinogenic, occurs in sassafras oil up to 
90%. There are two commercially important sassafras oils: the Brazilian oil is 
obtained from the trunk wood of Ocotea pretiosa and the Chinese oil is obtained 
from Cinnamomum camphora by steam distillation of wood chips. Safrole from 

Scheme 13.10 Chemical synthesis of vanillin from various sources

13.3 Vanillin
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sassafras oil is not only used to prepare heliotropine, but also for the synthesis 
of piperonal butoxide, which is a vital ingredient for pyrethroid insecticides. 
The demand for sassafras oil is 2,000 t. Brazil is confronted with a depletion 
of its natural resource for sassafras oil, because more trees are felled than are 
replanted and mature [14]. This has resulted in measures involving restrictions 
on felling trees, resulting in a production decline of sassafras oil. This illustrates 
the fact that also renewable resources can be depleted and result in a shortage, 
which can be a long-term problem, especially when the wood from full-grown 
trees is required. Currently Piper species, which are weeds or shrubs indigenous 
in Central and South America, are being investigated as an alternative source 
of safrole. Propagation studies and growing trials have shown that these plants 
may act as renewable resources when cultivated on plantations. Biomass yields 
and oil productivity per hectare per year together with projected oil prices will 
determine whether economic returns to the farmer can be guaranteed.

Scheme 13.12 Conversion of safrole into heliotropine

Scheme 13.11 Formation of vanillin ethyl ether and vanillin 2,3-butanediol acetal from vanillin



297

13.4 
Sugars as Precursors

13.4.1
Sources of Xylose and Rhamnose

Sugars are important as renewable resources for the preparation of process fla-
vours. On the other hand, some rare sugars like xylose and rhamnose are also 
important for the preparation of specific flavour chemicals. The C5 sugar xylose 
can be obtained from plant materials like wood, straw and hulls; acid hydrolysis 
of its precursor xylan, which is a polysaccharide built up from D-xylose, results 
in xylose. The C6 deoxy sugar rhamnose also occurs in many plants. Commer-
cially available rhamnose is obtained by chemical hydrolysis of arabic and ka-
raya gums, or from rutin (the rhamnoglucoside of quercetin), which is present 
in many plants. Also naringin, which is the main bitter compound in grapefruit, 
occurs in the rind of citrus fruits and is a source of rhamnose.

13.4.2
Examples of Flavour Chemicals Derived from Sugars

13.4.2.1
2-Methylfuran-3-thiol from Xylose and Hydrogen Sulfide

2-Methylfuran-3-thiol is responsible for a boiled note in milk, chicken and beef 
flavours and this chemical as well as its disulfide are widely used in flavours. 
Both molecules can be prepared by heating xylose and hydrogen sulfide in an 
autoclave (Scheme 13.13). Alternatively, these sulfur compounds can also be 
synthesised from 2-methylfuran made from furfural derived from oat hulls.

Scheme 13.13 Formation of 2-methylfuran-3-thiol and its disulfide from xylose

13.4.2.2
4-Hydroxy-2,5-dimethyl-3(2H)-furanone from Rhamnose

4-Hydroxy-2,5-dimethyl-3(2H)-furanone is a widely used flavour molecule for 
fruit and brown flavours which is prepared by heating of rhamnose. A nitrogen-

13.4 Sugars as Precursors
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containing base like proline or piperidine serves as a catalyst for its formation 
(Scheme 13.14).

Scheme 13.14 Formation of 4-hydroxy-2,5-dimethyl-(2H)-furanone from rhamnose

13.4.2.3
Pyrazines from Rhamnose and Ammonia

Pyrazines are mainly used in roasted, peanut and chocolate flavours. Alkyl pyr-
azines can be obtained by the reaction in an autoclave at high temperature (120–
160 °C) of reducing sugars like rhamnose and ammonia. 

13.4.2.4
Furfural As a Precursor for Furfuryl Mercaptan

Furfural comes from pentose sugars in cereal straws and brans. Furfural is the 
precursor of furfuryl mercaptan and its disulfide, difurfuryl disulfide, which are 
both important chemicals for coffee, meat and roasted flavours. They are pre-
pared by the reaction of furfural and hydrogen sulfide (Scheme 13.15).

Scheme 13.15 Formation of furfurylthiol and its disulfide from furfural
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13.5 
L-Cysteine and L-Methionine as Sources of Hydrogen Sulfide 
and Methanethiol

13.5.1
Cysteine

Cysteine can be obtained by hydrolysis from cysteine-rich proteins in hair or 
feathers or from petrochemical sources. Cysteine is an important raw material 
in Maillard reactions for the preparation of process flavours, but it can also serve 
as a source of ammonia and hydrogen sulfide for the preparation of flavour 
chemicals, such as the terpene sulfur compounds mentioned in Sect. 13.2.4 and 
furfuryl mercaptan mentioned in Sect. 13.4.2.4.

13.5.2
Methionine

Methionine can be obtained from enzymatic protein hydrolysates or from pet-
rochemical sources. To a lesser extent than cysteine, it is a raw material in Mail-
lard reactions for the preparation of process flavours and it can also be utilised 
as a precursor for the chemical preparation of the sulfide methional, which is an 
important flavour constituent for potato, malt, seafood and many other flavours. 
Methional can be reduced to methionol, which can be esterified with organic 
acids to, for instance, methionyl acetate and methionyl butyrate, which are use-
ful compounds for pineapple and other fruit flavours (Scheme 13.16).

Scheme 13.16 Methionine as a source of flavour chemicals

13.6 
Chemical Conversions of Natural Precursors Obtained 
by Fermentation or from Residual Streams

13.6.1
Aliphatic and Aromatic Esters

A very important group of flavour molecules is the esters. Many flavour esters 
can be prepared from organic acids and alcohols from renewable resources. Im-

13.5 L-Cysteine and L-Methionine as Sources of Hydrogen Sulfide and Methanethiol
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portant alcohols readily available from renewable resources are methanol from 
wood pyrolysis, ethanol and butanol by fermentation of sugars, propanol and 
(iso)amyl alcohol from fusel oil, and also benzyl and phenyl ethyl alcohol from 
essential oils. Many of these alcohols are also prepared in large quantities from 
petrochemical sources. The same applies to organic acids like acetic acid from 
wood pyrolysis, lactic and butyric acids from fermentation of sugars, hexanoic, 
octanoic, decanoic, myristic and oleic acids from vegetable oils and levulinic acid 
from cellulose; most of these acids also have economical petrochemical sources.

13.6.2
Heterocyclic Flavour Molecules

Also heterocyclic flavour molecules can be formed from renewable resources. 
3,5-Diethyl-1,2,4-trithiolane is an important molecule for onion flavours and 
can easily be prepared from propanal obtained by biotransformation and hy-
drogen sulfide (Scheme 13.17). A meat flavour molecule like thialdine [dihydro-
2,4,6-trimethyl-1,3,5(4H)-dithiazine] can be prepared from acetaldehyde iso-
lated from molasses and ammonium sulfide (Scheme 13.18). The bacon flavour 
substance 2,4,6-triisobutyl-5,6-dihydro-4H-1,3,5-dithiazine can be prepared 
from isovaleraldehyde prepared from essential oils and ammonium sulfide 
(Scheme 13.19).

Scheme 13.17 Formation of 3,5-diethyl-1,2,4-trithiolane from acetaldehyde

Scheme 13.18 Formation of thialdine from acetaldehyde

Scheme 13.19 Formation of 2,4,6-triisobutyl-5,6-dihydro-4H-1,3,5-dithiazine from isovaleralde-
hyde
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13.7 
Conclusions

Many products from the flavour industry are primary products from renewable 
resources or secondary products obtained by chemical conversions of the pri-
mary products. In general these secondary products are key flavour chemicals 
with a high added value. The cost difference between a precursor, the primary 
product and the flavour chemical can easily amount to a factor 20–1,000, es-
pecially when it concerns a natural flavour chemical. A large part of this cost 
reflects, of course, the efficiency of the reaction, the labour involved and the cost 
of the other reagents.

Although quite often these flavour chemicals can be prepared from petro-
chemical sources, renewable resources are preferred by the flavour industry, be-
cause access to these renewable resources is very good and already existed when 
these companies were started. In addition, chemicals from renewable resources 
are natural, so they can be used in natural flavours and offer the possibility to be 
used for the production of natural secondary products.
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14.1 
Introduction

During the last two decades the term “quality” has become one of the most 
stressed words in the field of food and food production. The facts behind this 
are, on the one hand, the traditionally different meanings of the word “qual-
ity” and, on the other hand, the advanced importance of quality and quality 
management systems as tools for an economical and safe production of food. 
“Quality” originates from the Latin language meaning as much as “property” 
or “characteristic”. In relation to food it originally was used as a synonym for 
“freshness” and “unspoilt”. 

From antiquity up to now, many philosophers, scientists and economists have 
tackled with the sense and the meaning of the term “quality”, leading to numer-
ous quality models, for example metaphysical, product management, economi-
cal, ecological and cognitive approaches. To get an overview of the major quality 
models, see [1]. 

In the book Flavor Science—Sensible Principles and Techniques, Acree and 
Teranishi [2] distinguished two different meanings of the word “quality”. One 
meaning is that of an attribute, for example sweet, bitter or floral. The second 
meaning depends on whether someone likes these attributes, by which quality 
relates to acceptance and the question how people interact with it.

14.2 
Quality and Quality Management Systems

According to the International Organisation for Standardisation (ISO) “quality” 
is the entirety of attributes and characteristics of a product or a service which 
are necessary to fulfil its defined or assumed requirements. As already indicated, 
quality can be seen to be more or less comprehensive, for which reason many 
organisations define or describe their commitment to quality in a so-called 
quality policy statement. A quality policy typically is based on three fundamen-
tal principles:
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1. Ensuring that the customer’s needs are identified and that these are con-
formed.

2. Examination of all production and service processes in order to identify 
the potential for errors and to take necessary actions to eliminate them.

3. Ensuring that each employee understands how to do his/her job and is 
doing it right. 

In order to implement the quality policy in the daily work, quality manage-
ment systems are installed, covering quality planning, quality control, quality as-
surance and quality improvement. To ensure that the quality assurance system is 
in place and effective, external standards are used, for example the DIN EN ISO 
9000 ff. standard system, commonly shortened to ISO 9000 (DIN is an acronym 
for Deutsches Institut für Normung, meaning “German Industry Standard”). 

The best known international quality management standard seems to be the 
so-called DIN EN ISO 9001 ff. standard. ISO standards are agreements devel-
oped by technical committees. Since the members of these committees come 
from many countries, ISO standards tend to have very broad support. Confor-
mance to that is said to guarantee that a company provides quality services and 
products. This standard was amended in 2000, so the current standard is called 
DIN EN ISO 9000:2000. 

The most important steps to follow the ISO 9000 standard are:
• Deciding quality assurance policies and objectives
• Formally writing down the company’s policies and requirements and how the 

staff can implement the quality assurance system
• Implementation of the quality assurance system
• Examination of the quality assurance system by an outside assessor to see 

whether it complies with the ISO standard
• Describing the parts of the standard the company is missing and correction 

of any problem
• Certification that the company is in conformance with the standard

Beside the ISO standards there are some other standards which are set up by 
different organisations and sometimes it is really a problem to fulfil the require-
ments of the different partners in the food market. Not least because of this 
situation it is not possible here to go in more details. For further information on 
quality systems and quality management systems see the specific standards as 
well as the respective literature.

Very special quality demands and quality systems are those for the produc-
tion and certification of kosher and halal products, which at the time are gaining 
in importance all over the world. Kashrut is the body of Jewish law dealing with 
what foods Jews can and cannot eat and how those foods must be prepared. 
“Kashrut” originates from the Hebrew and means “fit”, “proper” or “correct”. The 
more commonly known word “kosher” comes from the same roots and refers 
to foodstuffs that meet these dietary requirements of Jewish law. “Halal” is an 
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Arabic word meaning “lawful” or “permitted”, and eating halal is obligatory 
for every Muslim. The opposite of “halal” is haram, which means “prohibited”. 
Whether a company fulfils the requirements for a kosher or halal production 
or not can be examined and certificated by specially qualified people or organi-
sations. For further information, see the recently published books concerning 
kosher [3] and halal [4] production. 

14.3 
Quality Control

In the frame of a quality management system, quality control is defined as a set 
of activities or techniques whose purpose is to ensure that all quality require-
ments are being met. Every raw material used, all intermediate products as well 
as all flavours and flavouring products which are delivered to the customers have 
to be controlled by appropriate physicochemical, biotechnological (e.g. enzymic 
or immunologic procedures), sensory or if necessary microbiological methods. 
The quality control of flavourings as well as their raw materials is a highly com-
plex field and quality control laboratories in the flavour industry may have more 
than 500 defined analytical procedures [5].

A prerequisite for any quality control is the definition of how the character-
istics of a specific raw material, an intermediate product or a final product of a 
manufacturing process should be described. This means that all characteristics 
for every single product have to be defined in adequate standards and specifi-
cations so that the results obtained can be compared with these data. Numer-
ous standards and specifications have been established in more or less official 
specification collections, for example pharmacopoeias, the aforementioned ISO 
or DIN standards, standards of the Essential Oil Association or the American 
Spice Trade Organization (ASTA).

According to [6], the main objectives of the quality control in the flavour 
industry concern the following items:
• Identity: Does the raw material delivered or the manufactured product cor-

respond with the order?
• Purity: Are the raw materials or the manufactured product free from unac-

ceptable impurities, e.g. filth?
• Contamination: Is there contamination, e.g. heavy metals, pesticides, aflatox-

ins, microorganisms?
• Adulterations: Are the raw materials free from adulterations?
• Quantitatively limited substances: Are legal regulations concerning limited 

amounts of specific substances observed?
• Spoilage: Ageing and unsuitable storage conditions can lead to quality changes 

of raw materials or products up to the complete spoilage of the product.
• Authenticity: Conformity of the declared and real origin of a raw material. Are 

materials which are declared as “natural” really natural and not synthetic? 

14.3 Quality Control
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The extensive quality control tests of raw materials, intermediate and final 
products represent a flood of data which have to be evaluated and documented 
according to the different aims of the quality control system. Considering the 
fact, that quality control often has to work under deadline pressure this work 
can only be done by using powerful electronic labour information and manage-
ment systems (LIMS).

14.4 
Physicochemical Methods

Supported by the overall development in all fields of analysis during the past 
few decades, a precise analytical methodology has been developed for the dif-
ferent aspects of quality control, comprising physicochemical, biotechnological, 
sensory and microbiological methods. In order to meet the sense of the qual-
ity control system and by that the customers requirements, all methods applied 
have to be validated by adequate quality assurance tools.

In the frame of this short review it is not even possible to discuss only the ma-
jor methods and techniques used in industrial quality control in detail, so they 
will only be summarised here [5, 7].

For sample preparation, isolation and separation traditional methods like 
distillation (e.g. essential oil content of raw materials) or Soxhlet extraction are 
still in use. Beyond that, more recent methods are employed, for example super-
critical fluid extraction with liquid carbon dioxide. 

Even in modern quality control laboratories you will find a number of tradi-
tional methods for the identification of single flavour compounds, for example 
the estimation of optical rotation, refractive index, density and melting point, 
since these methods are generally accepted, effective and less time-consuming. 
Especially for the purpose of fast identification checks of more complex sys-
tems, spectroscopic methods, above all infrared (IR) and near-IR spectroscopy, 
are gaining more and more importance.

Numerous analyses in the quality control of most kinds of samples occur-
ring in the flavour industry are done by different chromatographic procedures, 
for example gas chromatography (GC), high-pressure liquid chromatography 
(HPLC) and capillary electrophoresis (CE). Besides the different IR methods 
mentioned already, further spectroscopic techniques are used, for example 
nuclear magnetic resonance, ultraviolet spectroscopy, mass spectroscopy (MS) 
and atomic absorption spectroscopy. In addition, also in quality control mod-
ern coupled techniques like GC-MS, GC–Fourier transform IR spectroscopy, 
HPLC-MS and CE-MS are gaining more and more importance. 
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14.5 
Sensory Evaluation

Over the last few decades scientist have developed sensory testing from the ear-
liest individual examinations into a formalised, structured and codified meth-
odology. Subsequently, sensory tests have become valuable, important and pre-
cise tools in quality control, which are equivalent to the physical and chemical 
methods used. However, sensory testing is not only a tool in quality assurance, 
but also in grading, product development and marketing, as well as for the cor-
relation between specific chemical/physical properties of a food and the effect 
on the human sensorial perception. 

Besides smell and taste, the sensorial evaluation of raw materials and final 
products covers trigeminal impressions (e.g. hot) and visual impressions like 
colour, opacity and particle size. 

In order to obtain reproducible results, special care must be given to panel 
selection and panel education, testing facilities, sample presentation and the 
design of each test. Modern sensory facilities display a kitchen/laboratory for 
sample preparation as well as separate sensory booths with controlled air and 
lighting. The evaluation of the sensory results can be supported by specialised 
computer software packages. 

The most frequently used tests in quality control in the flavour industry are 
paired-sample comparison tests, and triangle tests, which are often combined 
with the description of deviation from a reference item. For the selection and 
training of panellists, further test methods are used, for example ranking tests 
for colour, taste and odour, threshold detections (taste, off-flavour), colour 
blindness tests and odour identification tests [6]. 

14.6 
Specific Safety Aspects

Over the last few decades, safety has become one of the most important topics 
related to food. From this view, quality control of vegetable raw materials has 
at first to cover the following issues: natural and anthropogenic contaminants 
(e.g. heavy metals, pollution from industrial and private combustions, not pro-
fessionally deposited waste products, radionuclides), residues of fertilisers (e.g. 
nitrate), plant-conditioning and plant-protective agents, filth, pests, the micro-
bial status and the occurrence of microbial toxins. It is not possible to discuss all 
these aspects in detail; however, with a focus on herbs and spices, two of them 
should be stressed more thoroughly. For further information, see [8].

As background, it has to be remembered that a large number of our spices are 
imported from less-developed tropical and subtropical countries which often 
lack the necessary consistency in the application of a quality-oriented cultiva-
tion and adequate processing. The hot, humid climate prevailing in many culti-
vation countries, the mostly simple, unpretentious production conditions, and 

14.6 Specific Safety Aspects
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the often inadequate instruction of farmers and farm hands give rise to funda-
mental problems [8]. 

14.7 
Microbial Aspects and Microbiological Methods 

The fact that food-borne infections and intoxications increased during the last 
decade of the twentieth century in several European countries underlines the 
necessity of microbial investigations of food as well as their additives and ingre-
dients [9]. However, compared with the physicochemical methods, microbio-
logical tests play a less important role in the quality control of the flavour indus-
try. Most of the liquid flavours contain solvents like ethanol, propylene glycol or 
edible oils in concentrations between 70 and 90% so that they possess bacterio-
static or bactericidal properties. Moreover some of the aroma compounds pos-
sess the same properties, so routine microbial investigations are not necessary 
for many of the raw materials and final products [6]. Microbiologically critical 
products of the flavour industry are above all emulsified, pasty or dry products 
as well as the agricultural raw materials of animal and plant origin. 

According to [10], for microorganisms each particular type of vegetable pro-
vides a unique environment in terms of type, availability and concentration of 
substrate, buffering capacity, competing microorganisms and perhaps plant 
antagonists. So it is not surprising that every natural plant material harbours 
numerous and varied types of microorganisms, among which pathogenic or 
food-spoiling species like salmonella, staphylococci, bacilli, clostridia, entero-
haemorrhagic Escherichia coli or moulds may occur. In the case of herbs and 
spices—one of the important sources for the flavour industry—the number and 
composition of the microflora is above all influenced by the part of the plant 
used for spice (leaves, seeds, flowers, etc.) and beyond that by harvesting, post-
harvest treatment, the drying process as well as storage and transport condi-
tions. In order to give an idea about the microbial load of herbs and spices Table 
14.1 surveys the microbial numbers which can be found on untreated ground 
spices.

Among the pathogenic microorganisms which might be available, special at-
tention has to be paid to the Enterobacteriaceae. A salmonella outbreak in 1993 
caused by paprika-powdered potato chips showed the importance of these mi-
croorganisms even with spices [12]. Burow and Pudich [13] reported that 5.4% 
of 317 samples of paprika powder and 10.1% of 139 snack products investigated 
in 1993 and 1994 were salmonella-positive. The differentiation of the isolated 
salmonellae revealed a number of seldom-found serotypes, which led to the 
conclusion that the contamination had its origin in the producing countries.

The evaluation of the aforementioned outbreak seems to be of practical con-
sequence for quality control throughout the food industry. On the basis of the 
results of this evaluation and on the basis of the knowledge that there are strains 
of salmonella which owing to the existence of plasmids or prophages are able 
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to change their virulence and thereby their minimal infectious doses, it is as-
sumed today that under special circumstances one single salmonella could be 
infectious. In this case, any finding of salmonellae in a food has to be regarded 
as a health risk. Consequently it was decided by the European authorities that 
salmonella should not be detectable in 25 g of herbs or spices. 

As a consequence, the importing and manufacturing companies have estab-
lished comprehensive and efficient examination procedures for raw material ac-
ceptance. The major problem in this relation is the fact that microorganisms as 
well as other contaminants normally are not homogenously distributed within 
the product. For that reason detailed sampling plans have been developed; the 
best known one is the Foster plan [14], which is specialised for salmonella de-
tection. 

Industrial microbiological quality control normally covers the total count of 
germs, the counts of yeasts and moulds, coliform bacteria and E. coli. In special 
cases these investigations are complemented by the detection of Staphylococcus 
aureus, salmonella and listeria. 

The German Association for Hygiene and Microbiology has published mi-
crobial approximate and warning values for spices which should be given to 
the consumer or which should be used in the production of foods which do not 

Table 14.1 Microbial counts (cfu/g) of untreated ground spices [11]

Spice Total germ count Coliforms Moulds
Allspice 1×105–5×106 <102–1×103 5×102–5×104
Anise 2×105–2×106 <102–1×104 <102–1×103
Basil 2×104–4×105 <102 <102
Caraway 1×105–5×106 <102–1×103 <102–1×104
Cinnamon 2×103–5×104 <102 2×102–5×103
Cloves 5×104–1×107 <102 <102
Coriander 1×103–1×107 <102 <102–5×104
Fennel 5×104–1×105 <102 1×102
Garlic 5×104 <102–5×102 <102–5×102
Ginger 1×104–1×107 <102 <102
Laurel (bay) 1×103–5×104 <102 2×102–2×104
Mace 1×104–5×104 <102–1×103 1×102–5×104
Marjoram 2×105–1×106 5×102 5×103–5×104
Oregano 5×103–5×104 <102 5×102–5×103
Paprika 1×105–5×105 <102 2×102–5×102
Pepper black 5×105–1×107 1×102–5×104 5×102–2×104
Pepper white 1×104–5×105 <102–1×103 <102–1×105
Tarragon 5×104 <102–1×103 <102
Thyme 5×105–1×107 <102 5×102–1×104
Turmeric 1×104–2×107 <102–1×103 <102–3×103

14.7 Microbial Aspects and Microbiological Methods
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undergo further heat treatment. The data are summarised in Table 14.2 and can 
be used as a guideline for the microbiological assessment of spices. Once again, 
it can be seen that salmonella should not be detectable in 25 g of the spice. 

The traditional microbiological methods are very time consuming and some-
times limited concerning their interpretation. For that reason fast analysis meth-
ods as well as automated methods have been developed; the latter are often used 
in specialised microbiological laboratories. During the last few years more and 
more modern biotechnological methods have been implemented into quality 
control, for example the enzyme-linked immunosorbent assay or more recently 
the polymerase chain reaction, which allows the detection of very specific mi-
croorganisms.

The occurrence of moulds on or within vegetable raw materials represents 
a serious problem, since the topic is of increasing interest and is doubly prob-
lematic: for one thing, in many countries mouldy foodstuffs are considered dis-
gusting, regardless of the sanitary risk they present; secondly, the presence of 
moulds always implies the risk of mycotoxin formation. Besides their acute tox-
icity, some of the mycotoxins have been found to be teratogenic, mutagenic and/
or carcinogenic. The most critical spices concerning the possible occurrence of 
mycotoxins are coriander, paprika, chillies and nutmeg, a special problem being 
that moulds growing within capsicum fruits as well as within nutmeg nuts can-
not be detected from the outside.

14.8 
Residues of Plant-Conditioning and Plant-Protective Agents

For several reasons, residues of plant-conditioning and plant-protective agents 
represent a highly complex problem. So is it often not quite clear what to look 

Table 14.2 Microbial approximate and warning values for spices which should be given to the con-
sumer or which should be used in foods without any further germ reduction treatment [15]

Organism Approximate value (cfu/g) Warning value (cfu/g)

Salmonella – Not detectable in 25 g

Staphylococcus aureus 1.0×102 1.0×103

Bacillus cereus 1.0×104 1.0×105

Escherichia coli 1.0×104 –

Sulphite-reducing clostridia 1.0×104 1.0×105

Moulds 1.0×105 1.0×106
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for since for different reasons sometimes substances are used which are not in-
tended for the particular crop. This can occur when the intended preparations 
are not available or by crossing-over effects from intensively used plantations 
which may be located close to the often small spice parcels. Otherwise up to now 
there are no global methods for the detection of residues of plant-conditioning 
and plant-protective agents available, which is above all owing to the high num-
ber of active substances as well as to their multifarious chemical structures.

Another serious problem is the fact that the maximal accepted residues for 
the different plant-conditioning and plant-protective agents are not harmonised 
and that, for example, in Germany for some substances the maximum value for 
residues in herbs and spices is generally set at 0.01 ppm. This value was solely set 
by a political decision and has no proven toxicological background. Moreover in 
a number of cases this value is near the lowest detection value of the particular 
substance.

14.9 
Biologically Active Substances

One critical subject concerning the quality of herbs and spices as well as of 
flavours is the discussion of so-called biologically active substances. Among 
the estimated 60,000–100,000 different secondary plant metabolites numerous 
substances can be found which have considerable effects on the human 
organism, i.e. they are biologically active. This is not astonishing, since most 
of the vegetables used as herbs and spices today were originally used for their 
pharmaceutical properties. Since Paracelsus (1493–1541) we know that it is 
only a question of dose whether something is poisonous or not, and so it is not 
surprising that among the secondary plant metabolites substances can be found 
which have to be seen as critical from a toxicological point of view. Often we 
have to ask the question how to reconcile the obvious contradiction that animal 
experiments with isolated substances indicate their carcinogenic potential, 
whereas daily experience obviously does not indicate a serious health risk for 
humans. Moreover, a recently undertaken comparison of the genotoxicity of 
estragol with that of tarragon (the plant which contains the highest percentage 
of estragol) showed that untreated tarragon has a genotoxic potential under the 
conditions of the test carried out. However, this activity is clearly lower than 
that observed with methylchavicol at the same concentrations. Dried tarragon, 
on the other hand, showed no genotoxic potential under the same experimental 
conditions (study conducted for the European Spice Association, 2005, un-
published). 

Since the idea of a zero risk of food in principle cannot be realised, it is not 
least an ethical request to set the assessment of naturally occurring biological 
active substances on a new basis corresponding to the rules of a scientifically 
substantiated risk assessment.

14.9 Biologically Active Substances
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15.1 
Introduction 

Since the development of suitable gas chromatographic methods in the 1960s, 
researchers have been able to identify thousands of volatile compounds in 
foods, essential oils and fragrances. High-resolution gas chromatography (GC) 
combined with mass spectrometry (MS) became the key technique used for 
quantification and identification of flavour compounds. Individual flavours 
were found to be complex mixtures containing hundreds of compounds in con-
centrations ranging from percent to trace (nanograms per kilogram) levels. Ad-
ditional information is obtained by smelling the GC effluent after its separation. 
This technique is called GC-sniffing or GC-olfactometry (GC-O). To determine 
the relative sensorial importance of a volatile compound to the overall flavour, 
odour activity values are calculated by relating the measured concentration of 
a compound to its odour threshold. Since this does not work with unidenti-
fied and trace compounds, other methods using GC-O for the determination of 
the specific contribution of gas chromatographically separated compounds have 
emerged: aroma extract dilution analysis (AEDA), combined hedonic aroma re-
sponse measurements (CHARM) and OSME (a time-intensity rating method) 
[1, 2]. These sniffing techniques clearly demonstrated that of all these volatile 
components only a few contribute to the characteristic odour and only in some 
cases “character-impact compounds” could be found. Therefore, the compre-
hensive identification of all substances is no longer the main goal. The aim of 
modern flavour research is now focused on those volatile constituents which ei-
ther independently or in combination produce a characteristic aroma response. 
This forced flavour chemists to develop new advanced techniques, both for iso-
lation and concentration as well as for separation and identification. 

Besides classical headspace analysis, simultaneous distillation–extraction 
and solvent extraction, new sampling and enrichment developments include 
solvent-assisted flavour evaporation (SAFE) [3] and sorptive techniques like 
SPME solid-phase microextraction (SPME) [4,5] and stir-bar sorptive extrac-
tion (SBSE) [6], which are treated in a dedicated chapter in this book. This 
contribution will deal with advanced developments of GC techniques for im-
provement of separation and identification (classical multidimensional GC, or 
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MDGC, and comprehensive two-dimensional GC, or GC×GC), faster separa-
tion techniques (fast GC), fast methods for quality assessment or process con-
trol in the flavour area (“electronic noses” and fingerprinting MS) and on-line 
time-resolved methods for analysis of volatile organic compounds (VOCs) such 
as proton-transfer reaction MS (PTR-MS) and resonance-enhanced multi-pho-
ton ionisation coupled with time-of-flight MS (REMPI-TOFMS). The scope of 
this contribution does not allow for lengthy discussions on all available tech-
niques; therefore, only a selection of developments will be described.

15.2 
Multidimensional Gas Chromatography

Single-column gas chromatographic analysis has become the standard approach 
for separation of volatile and semivolatile constituents in numerous applications; 
however, this does not necessarily provide the best analytical result in terms of 
unique separation and identification. There is considerable opportunity for peak 
overlaps, both on a statistical basis and also on the basis of observed separations 
achieved for real samples [7–9].

15.2.1
Classical Multidimensional Gas Chromatography

In order to expand the analytical separation, chromatographers have developed 
a range of solutions based on more than one separation space. Termed MDGC, 
it consists of an arrangement of two or more columns where distinctive seg-
ments of effluent from the first column are fed into one or more secondary col-
umns (Fig. 15.1).

The entire procedure is enabled by the presence of a specific transfer device 
between the two columns. Cortes [10] and Bertsch [11, 12] have presented a 
comprehensive discussion of conventional MDGC technology and their contri-
butions are recommended to readers who wish to have a more detailed outline 
of MDGC and its applications.

In conventional two-dimensional GC (Fig. 15.1a), discrete fractions of ef-
fluent (heart cut) are diverted into a secondary column, generally with a dif-
ferent polarity. This arrangement has the disadvantage that components from 
different cuts may intermingle in the second column and thus can no longer be 
correlated. Application of parallel traps is one possibility (Fig. 15.1b) to solve 
this problem. Of course, this is achieved at the expense of increasing the total 
analysis time, since each fraction delivered to the trap must be individually ana-
lysed in a conventional GC procedure. This disadvantage can be circumvented 
by using the highly complex arrangement shown in Fig. 15.1c, where each cut is 
directed into a separate column.

The mechanism by which effluent is switched from the first to the second 
column is critical. Column flows are diverted basically by using valves or valve-



315

less Deans-type switching devices. Accurate descriptions of the most important 
MDGC interfaces have been reported in the literature [12]. A truly versatile ar-
rangement is presented in Fig. 15.2 by way of example. 

It consists of a dual oven with a valveless Deans-type interface (Live-T switch-
ing device) between the columns, an intermediate effluent monitor detector and 
facilities for flow reversal. Additionally, a device (total transfer) to focus and 
reinject the desired effluent fraction after the first column allows the combi-
nation of a high-capacity precolumn (packed or thick-film wide bore) with a 
high-resolution capillary or chiral column. Trapping a heart cut before intro-
duction into the second dimension makes the second separation independent 
of the first. Depending on the application, the instrument incorporates inlets for 
liquid injection, dynamic headspace enrichment, thermal desorption and facili-
ties for SPME, SBSE and headspace sorptive extraction (HSSE). After suitable 
enrichment and initial separation on a high-capacity column, appropriate heart 
cuts are transferred to the main column. After final separation, the substances 
of interest can be directed via a second Live switching device to an MS, isotope 

Fig. 15.1 Basic arrangements in multidimensional gas chromatography (MDGC): a conventional, 
b multitrap, c multicolumn

15.2 Multidimensional Gas Chromatography
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ratio MS (IRMS), 14C or Fourier transform IR detector or into individual traps. 
Accumulation of sufficient material (preparative scale isolation) for further 
characterisation by off-line instruments such as an NMR spectrometer can be 
achieved by collection of selected heart cuts from the second column in separate 
traps after a certain number of GC enrichment cycles [13,14]. 

Apart from petrochemical and environmental applications [12], classical 
MDGC was/is used in the flavour field mainly for enrichment and identification 
of odorous trace compounds in complex mixtures, or for authenticity evalu-
ation by chiral separation or isotopic ratio determination. In Table 15.1 some 
typical applications are given.

In order to illustrate the potential of MDGC when dealing with complex 
mixtures, an application to determine off-flavour compounds in defective coffee 
beans is given by way of example (Fig. 15.3)

As can bee seen, MDGC is a targeted analysis applicable to a specific ap-
plication. Heart cutting can be effectively applied to a small number of regions 
of interest in the chromatogram. Transferring them to a second column gives 
enhanced resolution of the heart-cut zones owing to the different column selec-
tivity. Care should be taken that compounds from one cut do not interfere with 
the separation of another cut. With respect to the maximum numbers of cuts 
achievable in a single MDGC run, this is dependent on the sample type and on 
the analytical conditions. A practical implementation of a large number of heart 
cuts in order to completely separate a complex mixture in a single run is just not 
possible. Nevertheless, heart-cutting MDGC may be considered for target ap-
plications the most appropriate analytical choice.

Fig. 15.2 A two-dimensional GC (GC×GC) system. D1 intermediate effluent monitor detector, 
column 1 high-capacity precolumn, column 2 high-resolution capillary or chiral column
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If the speed of the secondary separation is high enough to separate a cut from 
the first separation while the next cut is being collected, the complete two-di-
mensional chromatogram could be constructed. A new type of instrumentation 
was developed to accomplish this goal. The technique, called comprehensive 
GC×GC, was introduced in 1991 by Liu and Phillips [30]. It expands the MDGC 
method into a generally usable format that does not rely on targeting specific 
zones of a first-dimension analysis.

15.2.2
Comprehensive Two-Dimensional Gas Chromatography

Comprehensive GC×GC uses the whole two-dimensional separation space 
to generate resolution, provided that the individual dimensions are orthogo-
nal. GC×GC consists of two chromatography columns, serially coupled, with a 
modulation mechanism at their junction. A typical column set is composed of 
a standard low-polarity column (first dimension), with typical dimensions of 
25 m × 0.25-mm internal column diameter × 0.25-μm film thickness, coupled 
to a much shorter and more polar second column (second dimension) (or a 
column providing a separation mechanism capable of further differentiating 
target sample components), with dimensions of 1 m × 0.1-mm internal column 

Fig. 15.3 Dynamic headspace MDGC analysis of three coffee beans. a Chromatogram of precol-
umn showing heart cuts at retention of peasy-like odours detected by sniffing the eluent from the 
precolumn. b Heart cut from normal beans on the main column. c Heart cut from defective beans 
on the main column [14]

15.2 Multidimensional Gas Chromatography
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diameter × 0.1-μm film thickness. The modulator interfaces the two coupled 
columns, and is responsible for the quantitative transfer and compression of all 
solutes, or a representative fraction thereof, from column 1 to column 2. To ac-
cumulate the analyte in narrow bands in the modulator, either elevated tem-
perature (the thermal sweeper) to accelerate the solute into a narrow band or 
cryogenic means to retard the analyte and cause on-column trapping is used 
[31]. The operation of a dual-jet cryogenic system is explained in Fig. 15.4.

The resulting very sharp peaks are then released onto the short fast column 2. 
The modulator actually collects eluent from column 1 every few seconds (gen-
erally 2–9 s), and so an individual chromatographic peak is actually sliced into 
many fragments. Figure 15.5 demonstrates how two overlapping peaks are ef-
fectively deconvoluted into two interleaved series of pulses. 

Each fragment is focussed and pulsed to column 2 for fast analysis. Because 
modulation is a mass-conservative process, the peak height increases to ac-
commodate the reduction in peak width; thus, greater analytical sensitivity is 
obtained. Provided that column 2 can resolve the substances focussed by the 

Table 15.1 Selected applications of multidimensional gas chromatography in flavour research

Application References
Enrichment of trace com-
pounds from interfer-
ing complex mixtures

Identification of odour-
active undecaenes in 
fruits and vegetables

[15, 16]

Identification of a peasy 
off-flavour in coffee beans

[14, 17, 18]

Identification of musty/earthy 
off-flavours in wheat grains

[19]

Identification of a rotten 
off-flavour in car mats

[14]

Selective transfer of compounds 
of interest into a second column

Enantioresolution of lac-
tones for authenticity con-
trol of fruit products

[20–24]

Enantioresolution of ter-
penes for authenticity 
control in essential oils

[24–26]

Enantioresolution of 
nor-carotenoids

[27]

13C/12C isotope ratio de-
termination for authentic-
ity control of flavours 

[23, 24, 28]

Preparative-scale enrichment Isolation of terpenes 
from essential oils

[13, 29]
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Fig. 15.4 A dual-jet cryogenic modulator. a Right-hand-side jet traps analytes eluted from the first 
column; b right-hand-side jet switched off, cold spot heats up rapidly and analyte pulse is released 
into the second column; simultaneously, left-hand-side jet switched on to prevent leakage of first-
column material; c next modulation cycle is started (adapted from [32])

Fig. 15.5 Illustration of how two overlapping peaks δ and φ emerging from the first column (a)
are resolved in GC×GC after passage to the second column (b) [31]. Reprinted from Marriott, P., 
Shellie, R., Principles and applications of comprehensive two-dimensional gas chromatography. 
Trends Anal. Chem. (2002), 21:573–583 with permission from Elsevier

15.2 Multidimensional Gas Chromatography
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modulator, compounds which would coelute under conventional single-column 
GC (Fig. 15.5a) will be separated because of the modulation process, and differ-
ent pulses can be assigned to different compounds depending upon their reten-
tion times (Fig. 15.5b). 

The data are generally presented in a two-dimensional plane, which plots the 
retention time on column 1 (minutes) against the retention time on column 2
(seconds), or a three-dimensional plot where the detector response is also in-
cluded. In performing a carefully tuned GC×GC experiment, the peak capacity 
of the overall separation is approximately equal to the product of the peak ca-
pacities of the individual separation steps [33]. Thus, the opportunity to char-
acterise mixtures fully is far greater using GC×GC than for both single-column 
GC and MDGC. 

Regardless of the type of analysis, many variables need to be adjusted for op-
timal performance. It is generally desirable that chromatography in the second 
column is complete before another aliquot is transferred from the primary col-
umn. The need for rapid elution from the second column sets practical limits. In 
order to get maximum separation performance, each individual first-dimension 
peak should be modulated into several fractions (in general some five to ten). For 
that purpose, the ratio of separation speeds between the second and first dimen-
sions must be at least on the order of 50 [30]. Generally, complete elution within 
a time frame of 2–8 s is required for column 2. With a half peak width of 0.2 s 
in the second dimension, and the acceptance that at least ten points per peak 
half width are required to be suitably measured by a chromatographic detector, 
fast electronics for detection and data collection are needed. In GC×GC to date, 
detection techniques employed include flame ionisation detection (FID), sulphur 
chemiluminescence detection (SCD), atomic emission detection (AED), electron 
capture detection (ECD), nitrogen chemiluminescence detection (NCD) and MS 
detection (both time-of-flight MS, or TOFMS, and quadrupole MS, or qMS) [34]. 
In order to conduct GC×GC, the scan speed of the detector is critical: each detec-
tor used must be critically evaluated with respect to operational considerations 
that may limit or affect performance. A possible alternative detection technology, 
described recently for fast GC, is the surface acoustic wave (SAW) sensor [35].

Several approaches are reported to perform peak quantification in GC×GC. 
The most common one integrates all individual second-dimension peaks by 
means of conventional integration algorithms, and then sums all peak areas be-
longing to one compound. For another method, firstly a so-called base plane is 
subtracted, and subsequently three-dimensional peak volumes are calculated by 
means of imaging procedures. Although the peak capacity of GC×GC is high, 
peak overlapping in two-dimensional separation is very possible, especially for 
highly complex samples. Chemometric methods, like the generalised rank an-
nihilation method (GRAM), have been used to resolve and quantify severely 
overlapped GC×GC peaks. Some other methods have also been used, like curve 
fitting, wavelet analysis [34] and orthogonal projection resolution [36].

The practicability and potential of comprehensive GC×GC coupled to TOFMS 
(GC×GC-TOFMS) for the analysis of complex mixtures is illustrated in the fol-
lowing application [37]. 
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Figure 15.6 shows the separation achieved for the essential oil of Coriandrum 
sativum using GC×GC. The identity of the compound was elucidated and con-
firmed primarily from the MS library matches as well as by comparing the first-
dimension retention index with reference libraries. GC×GC-TOFMS allowed 
the identification of 81 compounds, compared with only 41 compounds identi-
fied by conventional GC-qMS. 

A great advantage of GC×GC is that homologous series of compounds 
form linear relationships in the two-dimensional separation plane. Figure 15.7 
shows the homologous series of compounds identified in C. sativum essential 
oil. This provides another method to confirm compound identity and allows 
easy discrimination between series of isomers. For example, (E)-2-alkenals and 
(Z)-2-alkenals exhibit very similar mass spectra but are easily distinguished by 
GC×GC (Fig. 15.7). In addition, many of the heavier compounds were not pres-
ent in the mass spectral libraries (and so were often misidentified as lower-mass 
homologues) but were easily identified using their homologous series.

It is important to appreciate that whilst the GC×GC analysis might not be any 
faster overall than normal capillary GC, within a similar analysis time, higher 
sensitivity, greater peak resolution (and hence one could expect greater preci-
sion of analysis) and a fingerprint pattern that may contain much subtle infor-
mation on the chemical class composition of samples, which cannot be achieved 
in any other way, is obtained.

Selected examples of application areas of GC×GC are presented in Table 15.2. 
For further details about instrumentation and applications of comprehensive 
GC×GC, the contributions in [32, 38, 39] should be consulted.

Fig. 15.6 GC×GC time-of-flight mass spectrometry (TOFMS) total ion chromatogram of corian-
der essential oil as a contour plot. Reprinted with permission from [37]. Copyright (2005)

15.2 Multidimensional Gas Chromatography
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15.3 
Fast Gas Chromatography

Conventional GC allows effective separations of complex natural mixtures, but 
this is frequently achieved at a high cost in time. This becomes a limiting factor, 
especially for laboratories with a high sample throughput and/or where the need 
for quick results for the determination of quality and authenticity are required. 
In recent years there has been increasing interest, within the chromatographic 
community, towards the development of faster separation methods without con-
siderable loss of resolving power. Various approaches have been theorised and 
developed with various proposals: shorter column lengths [66], reduced inter-
nal column diameter and stationary phase thickness (narrow-bore column) [67, 
68], microparticle-packed capillary columns [69, 70], multicapillary columns 
[71], vacuum-outlet conditions [72], turbulent flow [73] and helically coiled 
columns [74]. Reviews describing the most important existing high-speed GC 
methods, also trade-offs and compromises in terms of sensitivity and/or selec-
tivity in combination with MS, have been published [75, 76].

The narrow-bore column approach is a very effective and is the most popular 
way of increasing analysis speed. Substantial reductions in analysis times are 
achieved by exploiting two factors: a shorter column length and the application 
of higher than optimum average linear velocities. Operating under optimum 

Fig. 15.7 Apex plot showing the homologous series of compounds present in coriander essential 
oil. The apex of each peak is plotted as the second -dimension retention time against the first-di-
mension retention time. Reprinted with permission from [37]. Copyright (2005) Wiley
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experimental conditions, a 10 m × 0.1-mm internal diameter, 0.1-µm film thick-
ness column is characterised approximately by the same resolving power as a 
25 m × 0.25-mm internal diameter, 0.25-µm film thickness column [67]. Figure 
15.8 shows the chromatograms of conventional GC and fast GC analysis of a 
lemon oil with the aforementioned columns [77].

Table 15.2 Selected applications of comprehensive two-dimensional gas chromatography

Plant constituents Enantiomeric alkaloids [40]
Volatiles from germander [41]

Tobacco essential oil [44]

Lipids in lanolin [50]

Coriander leaves essential oil [37]

Pistacia vera essential oil [58]

Sandalwood oil [55]

Tea tree and lavender essential oils [60]

Origanum micranthum essential oil [61]

Hop essential oil [65]

Food Flavour compounds in butter [48]

Volatiles in strawberry cultivars [54]

Roasted coffee bean volatiles [56]

Methoxypyrazines in wine [51]

PCBs in milk and cheese [53]

Trace odorants in sour cream [63]

Fatty acid composition in foods [62]

Citrus essential oil [64]

Yeast cell metabolites [45]

Fragrances Perfume analysis [52]

Allergens in fragrances [59]

Human breath Volatile organic compounds [42]

Petrochemicals Oil spill [43]

Composition [46]

Diesel fuel hydrocarbons [47]

Sulphur compounds in crude oil [57]

Environmental Polychlorinated alkanes in dust [49]

15.3 Fast Gas Chromatography
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As can bee seen, 57 components were separated with both methods. The fast 
GC technique performs the same separation within 9 min, a speed gain of a 
factor of 5 compared with the conventional method. A lime oil sample, in a ap-
plication aimed at quality control, was separated satisfactorily in only 90 s on a 
5 m × 0.5-mm internal diameter, 0.05-µm film thickness column [78]. Other 
applications include essential oil analyses [79,80], flavour volatiles in fruits [81], 
fatty acid composition [82] and pesticides [83].

Fast GC requires instrumentation provided with high split ratio injection sys-
tems because of low sample column capacities, increased inlet pressures, rapid 
oven heating and fast electronics for detection and data collection. Hydrogen is 
generally used as a carrier gas because of the flatness of its Van Deemter height 
equivalent to the theoretical plate (HETP)–µ curve, which allows higher linear 
gas velocities to be applied than the optimum without substantial loss of reso-
lution. Shorter columns, thinner films and smaller internal diameter columns 
used in fast GC require smaller amounts of sample to be injected to prevent 
overloading of the column. This in turn causes the detection limits to be higher 
in fast GC. This is a problem when working with trace levels of analytes.

It has been shown that using fast temperature programming is a better way 
than using faster flow rates to decrease the analysis times [84]. This parameter 
has been ignored in many studies, but it offers valuable time savings with some 
added benefits. Shorter columns with typical internal diameters (e.g. 0.25 mm) 
and film thicknesses can be used, without much loss in sample capacity. 

It is important to ensure that the data collection rate is fast enough for peaks 
with low retention times in order to ensure good reproducibility of all peak 
parameters. For modern instrumentation, this is generally not a problem; for 
example, FID detectors are typically able to achieve a data acquisition rate of 
50–250 Hz using the standard instrument configuration.

The data sampling rate of a typical quadrupole benchtop mass spectrometer 
is not always fast enough for very fast GC analyses, especially for quantitation. 
Typical spectral acquisition rates of scanning mass spectrometers, such as the 
ion trap, the quadrupole and the sector instruments, are limited to a maximum 
of ten to 20 spectra per second in the full-scan mode. This is just on the edge 
of applicability for fast GC. If faster detection is required, non-scanning TOF 
analysers are an alternative. TOFMS can provide up to 500 full spectra per sec-
ond and allow accurate detection of peaks with peak widths in the millisecond 
range (very fast GC), while still providing high-quality spectra [85]. In terms of 
ultimate potential instrument performance, sensitivity is sacrificed for gains in 
speed in TOF [76]. In the literature, much of the discussion about fast GC-MS 
originates from the chromatographer’s point of view, and a chromatographer 
tends to prefer baseline resolution between peaks. Although more selectivity 
in the separation can be beneficial in some respects, in other respects the time 
spent to resolve coeluting compounds by GC is wasted if the compounds can be 
adequately resolved by the MS detector. Mass-spectral deconvolution software 
is an effective and efficient tool to resolve coeluting peaks in GC-MS and thus is 
very important for fast GC-MS. Humans simply cannot conduct adequate back-
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ground subtraction in a complex chromatogram, and a highly trained person 
could spend hours trying to do what an adequate deconvolution program can 
do in seconds. The future usefulness of fast GC-MS depends to some extent 
upon improvement of existing approaches and commercialisation of interesting 

Fig. 15.8 Conventional GC (a) and fast GC (b) chromatograms of a lemon essential oil [77]. Copy-
right (2003) American Chemical Society

15.3 Fast Gas Chromatography
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new techniques. Moreover, a greater emphasis is needed to rationalise overall 
laboratory operations and sample preparation procedures if fast GC-MS is to 
become implemented in routine applications [76].

15.4 
Electronic Noses 

In the food industry there exists an increased demand for fast, simple and sen-
sitive methods of assessing volatiles, for identification, authentication, process 
control, and product blending or formulation. Since the quality of raw materials 
and processed products is determined frequently by the volatiles characteristic 
for a particular odour, objective methods for aroma and flavour evaluation are 
needed. By this means contaminations or off-flavours of such products could 
also be detected. Actually for this purpose human sensory panels of trained 
experts are used in the food and aroma industry, complemented by more ob-
jective, but time-consuming analytic methods, such as GC. In order to be able 
to interpret the laboratory analysis, those GC methods often have to be com-
bined with MS or simultaneously used “sniffing” lines. However, even the most 
sophisticated analytic methods cannot fully replace the human nose, as only 
our olfactory sense can determine whether a compound is relevant to a specific 
odour. Therefore, it is not surprising that repeated efforts have been made over 
the years to introduce instruments operating on a similar principle to the hu-
man nose. The instruments comprise an array of electronic chemical sensors 
with partial specificity and an appropriate pattern-recognition system, capable 
of recognising simple or complex volatile mixtures. These systems would in 
most cases not replace but would complement conventional analyses of vola-
tile compounds by sensory methods and by classic analytical techniques. The 
arrangements realised are often called “electronic noses” or “artificial noses” 
although the only aspect in common with our odour-sensing organ is the func-
tion. The operating principle, the number of sensors as well as the sensitivity 
and selectivity are, however, very different. This is why they should better be 
called “multisensor array technology”.

Within the last few years, gas sensors together with associated pattern-recog-
nition techniques have been used to differentiate and identify complex mixtures 
of volatile compounds. Potential areas of application include the food indus-
try [86], perfumery, the chemical industry, the pharmaceutical industry, the 
tobacco industry [87], cosmetics [88], health and environmental control [89], 
where they are intended to be used for quality control of raw and manufactured 
products, monitoring of freshness and maturity, evaluating process effective-
ness, prediction of shelf life, microbial pathogen detection [90, 91] and authen-
ticity profiling. The major categories involved in the development of electronic 
noses and the principles of sensor design and technology will be described in 
the following section. 
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15.4.1
Catalytic or Metal Oxide Sensor

A catalytic or metal oxide sensor (MOS) consists of an electrically heated (250–
450 °C) ceramic pellet upon which a thin film of tin(II) oxide doped with pre-
cious metals is deposited [92]. Tin(II) oxide is an n-type semiconductor and when 
oxygen adsorbs on the surface, one of the negatively charged oxygen species is 
generated, depending on the temperature. This results in the surface potential 
becoming increasingly negative and the electron donors within the material be-
come positively charged. When an oxidisable material comes into contact with 
the sensor surfaces, the adsorbed oxygen is consumed in the resulting chemical 
reaction. This reduces the surface potential and increases the conductivity of the 
film. As a result the electrical resistance of the sensors will change. Disadvanta-
geous are the relatively poor selectivity, which can be to some extent improved by 
dopants and temperature adjustment during the measurement, sensor drift over 
time, and finally the high power-consuming operation temperature.

15.4.2
Metal Oxide Semiconductor Field-Effect Transistor

The metal oxide semiconductor field-effect transistor (MOSFET) sensor device 
is based on a field-effect transistor with a catalytic metal as the gate contact. The 
gate voltage controls the current through the MOSFET device. The gas mol-
ecules will affect the voltage to the gate contact and thus change the current 
through the transistor. In a field-effect sensor, the interaction of gases with the 
catalytic gate metal induces dipoles or charges, which give an additional voltage 
to the gate contact. The choice of operation temperature, type of catalytic metal 
and structure of the metal influence the chemical reactions on the gate of the 
sensor, and thus the selectivity and sensitivity of the sensor. 

15.4.3
Conducting Polymer Sensors

Polymer materials like polypyrrole and polyaniline are conducting (or semicon-
ducting) and show a variation in conductivity with sorption of different gases 
and vapours. The sensor response is not necessarily a linear relationship be-
tween the analyte concentration and conductivity. Owing to their molecular 
structure, they show good sensitivities to polar compounds. The sensors display 
rapid adsorption and desorption at room temperature and specificity can be 
achieved by incorporating different metal ions in the structure of the polymer. 
Disadvantages include the reproducibility of fabrication (poor batch-to-batch 
reproducibility), strong humidity interference and the baseline drift over time 
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owing to oxidation processes or changes in the conformation owing to exposure 
to inappropriate compounds.

15.4.4
Acoustic Wave Sensors

One of the first sensors to be introduced was the thickness-shear mode (TSM) 
sensor, which, if the substrate is quartz, may commonly be termed the quartz 
crystal microbalance (QMB) or bulk acoustic wave (BAW) sensor. The sensor 
consists of overlapping metal electrodes at the top and bottom. This type can 
be used with up to 10-MHz fundamental resonance frequency with a standing 
resonant wave being generated where the wavelengths are related to the thick-
ness. As the thickness increases (e.g. owing to added mass by deposition on the 
surface), the wavelength increases and the frequency decreases. Mass-sensitive 
devices, such as QMB or SAW oscillators, can detect a change of mass accurately 
via resonance frequency shifts. In contrast to other sensor technologies, these 
kinds of transducers generate a fully digital electrical output signal with all its 
advantages to further signal processing (e.g. no analogue to digital conversion, 
fewer electromagnetic compatibility problems). In a SAW device, an acoustic 
wave propagates along the surface, whereas in a QMB crystal the acoustic wave 
propagates in the bulk. Compared with the SAW devices, the resonance fre-
quency of QMB sensors is an order of magnitude lower, allowing a wider tol-
erance for temperature control of the oscillator electronics. When coated with 
gas-sensitive layers, both devices can detect gases or vapours. In contrast to 
SAW sensors, which use ultrathin layers to avoid damping of the oscillation, 
QMB sensors can also be coated with bulky layers. These coatings should have a 
high vapour permeability. SAW sensors can also be operated in the liquid phase 
and are theoretically more sensitive owing to their higher resonance frequency. 
In practice this advantage can often be compensated by using thicker coatings 
on the QMB devices. A large variety of chemical-sensitive materials can be de-
posited onto mass-sensitive devices. The long-term characteristics of these de-
vices are mainly dependent on the ageing and/or bleeding of coating materials. 
Stationary phases used in GC columns (e.g. silicone, carbowax) have been opti-
mised in respect to these features over the last 20 years. A QMB sensor, coated 
with these polymers, shows reproducible and stable behaviour for a wide range 
of chemical substances. The abilities and limitations of this type of sensor have 
been described in detail recently [93].

15.4.5
Mass Spectrometry Based Systems

While most of the commercially available gas sensors are based on one of the 
aforementioned four major sensor technologies, MS sensors are based on a 
measuring technique well known and widely used for almost 30 years: MS. 
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Volatile sample components are introduced into the mass spectrometer with-
out separation, thus creating a mass spectrometric pattern of fragment ions that 
describes the mixture of volatiles in the headspace [94–96]. Each fragment ion 
represents a potential sensing element and the intensity of the fragment ion is 
equivalent to the sensor signal. Theoretically, when performing a full-scan mea-
surement from, for example, m/z 50 to m/z 300, one can choose up to 251 sen-
sors to form a sensor array. However, it is not useful to work with such a great 
number of sensors, as in most cases only a very small number of fragment ions 
is needed for setting up a sensor array. The choice of fragment ions that should 
be selected to build up an array is based on knowledge and has to be correlated 
with the sample properties to be determined.

Ion mobility spectrometry (IMS), which has the ability to separate ionic spe-
cies at atmospheric pressure, is another technique that is useful for detect and 
characterising organic vapours in air [97]. This involves the ionisation of mol-
ecules and their subsequent drift through an electric field. Analysis is based on 
analyte separations resulting from ionic mobilities rather than ionic masses. 
A major advantage of operation at atmospheric pressure is that it is possible 
to have smaller analytical units, lower power requirements, lighter weight and 
easier use.

Other MS-fingerprinting techniques that are in commercial development are 
based on atmospheric pressure ionisation (API), resonance-enhanced multi-
photon ionisation (REMPI) TOF and proton-transfer reaction (PTR). They are 
rapid, sensitive and specific and allow measurements in real time and may play 
an increasingly important role in the future development of electronic noses 
and tongues.

15.4.6
Other Sensor Technologies

Apart from the aforementioned most frequently used sensor technologies, also 
selective electrochemical sensor combinations have been commercialised for 
use in dedicated applications. The combination of electrochemical CO, H2S,
SO2 and NH3 sensors was used for quality and freshness control of foods like 
fish [98] and meat [99]. Combinations of MOSs and MOSFETs supplemented 
with a selective IR absorption sensor for carbon dioxide and a humidity sensor 
for measuring relative humidity were also described [100].

One of the technologies which may become relevant for gas sensing is bun-
dled fibre optics, through which fluorescence is measured from photodeposited 
polymer-sensing elements. On one end of a fibre optic bundle, as many as 30 
small regions of polymer fluorescent dye mixtures are photodeposited. A flash 
of light at an excitation wavelength is applied to the other end of the fibre optic, 
and fluorescence intensity at selected wavelengths from the polymer/dye mix 
is subsequently measured back through the fibre optic. Different polymer/dye 
combinations interact with gases differently, such that upon exposure to a given 
sample, the different regions or sensors provide unique information [101].

15.4 Electronic Noses
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Advances in the production, immobilisation and characterisation of mam-
malian olfactory receptors led to the development of biosensors where isolated 
olfactory binding proteins were deposited on the surface of QMBs [102, 103] 
or were connected to nanoelectrodes [104]. Although still at the development 
stage, such an array-type device coated with different olfactory receptors will 
be a powerful and useful tool for detecting and discriminating odorants in the 
future.

15.4.7
Data Processing

A generalised structure of an electronic nose is shown in Fig. 15.9. The sen-
sor array may be QMB, conducting polymer, MOS or MS-based sensors. The 
data generated by each sensor are processed by a pattern-recognition algorithm 
and the results are then analysed. The ability to characterise complex mixtures 
without the need to identify and quantify individual components is one of the 
main advantages of such an approach. The pattern-recognition methods may be 
divided into non-supervised (e.g. principal component analysis, PCA) and su-
pervised (artificial neural network, ANN) methods; also a combination of both 
can be used. 

PCA reduces multidimensional, partly correlated data, to two or three di-
mensions. Projections are chosen so that the maximum amount of information 
is retained in the smallest number of dimensions. This technique allows the 
similarities and differences between objects and samples to be better assessed 
[105].

A neural network is a program that processes data like (a part of) the nervous 
system. Neural networks are especially useful for classification problems and 
for function approximation problems which are tolerant of some imprecision, 
which have lots of training data available, but to which hard and fast rules (such 
as laws of nature) cannot easily be applied. 

Fig. 15.9 Generalised structure of an “electronic nose”
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Neural networks are trained with complete data sets consisting of input and 
output data. Typically one starts with a random configuration and calculates 
output data from the given input data. One compares the calculated output data 
with the output data of the complete data set and tries to minimise the error of 
the output data by varying the parameters of the network When the network has 
learned the complete data sets, one takes an independent collection of complete 
data sets to test the generalisation capability of the network. Both collections of 
complete data sets must be large enough and correctly distributed within the 
range of possible data. Perhaps the greatest advantage of ANNs is their ability to 
be used as an arbitrary function approximation mechanism which learns from 
observed data. However, using them is not so straightforward and a relatively 
good understanding of the underlying theory is essential. The danger is that the 
network overfits the training data and fails to capture the true statistical process 
generating the data, resulting in worse predicting ability [106].

15.4.8
Applications, Potential and Limitations 

Most publications deal with the application to foods (Table 15.3), but published 
studies are also available covering other products, such as tobacco, cosmetics, 
health diagnostics and the environment [86].

The feasibility and limitations of using multisensor array systems in food and 
aroma applications will be discussed with an application intended to discrimi-
nate hop varieties [149] by way of example 

The sensor responses generated in a measurement result from physical and/
or chemical interactions between the sensors and the volatile compounds pres-
ent in the headspace above the measured sample. By using a QMB sensor sys-
tem with an array of six sensors, good discrimination between three hop vari-
eties can be observed (Fig. 15.10a). In this example only 12 measurements per 
sample were analysed. The distance between clusters is reduced if the data set is 
increased to 50 measurements per sample (Fig. 15.10b). 

The reason for this effect has to be attributed to a better and adequate ratio 
between sample size and array dimensionality. For a significant clustering of 
the patterns, with an array of six sensors a sample size of at least 18 is required 
[149, 184]. As a consequence, the discrimination based on only 12 measure-
ments has poor statistical relevance. Most of the applications with sensor arrays 
found in the literature do not consider this fact; frequently discriminations with 
12–32 sensors in an array and with a sample size of three to four are described. 
All of them are of limited feasibility with concurrent poor validation, especially 
in terms of reproducibility and predictive ability. In other words, if there are 
not enough calibration measurements one can separate data in a predetermined 
way, but will fail to verify the result using independent test samples. 

A great disadvantage of MOS, MOSFET, conducting polymer and QMB sen-
sor arrays is that system-to-system matching is not possible in practice, as can 
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be seen in Fig. 15.11. A discrimination of hop varieties with QMB and MOS 
arrays is partly obtained, but the results are not comparable. The hop variety 
Tradition, for example, is well separated from other varieties with the MOS sen-
sor, whereas with the QMB sensor overlapping with other varieties is observed. 
The different responses and sensitivities of the sensors for chemical compounds 
is the reason for non-comparable discriminations when different sensor systems 
are used; therefore, a standardisation of these electronic noses is not possible.

Fig. 15.10  Discrimination of hop varieties with six quartz crystal microbalance (QMB) sensors 
with 12 (a) and 50 (b) measurements per sample. N Nugget, S Select, M Magnum, P Perle, T Tradi-
tion, B Northern Brewer

Fig. 15.11 Discrimination of six hop varieties (see Fig. 15.10) by means of metal oxide sensor 
(MOS) and QMB sensor arrays
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The interesting question now is whether the sensors classified the differ-
ent hop samples on the basis of interaction with substances in the headspace 
which are highly correlated with the varieties. The GC analyses clearly show that 
myrcene is the main component in the headspace and is therefore responsible 
for the signals generated by the sensors. But the content of myrcene in hops is 
highly dependent on climatic, soil, growth and processing conditions, and can-
not be regarded as a specific indicator for a variety assessment. Therefore, not the 
different hop varieties, but the different content of myrcene in the samples was 
discriminated. Frequently, authors tend to correlate an observed discrimination 
with the property they wanted to measure, without any additional chemical in-
formation. Electronic noses as commonly employed do not allow for chemical 
differentiation. Owing to the unspecific nature of the sensors, the reasons for a 
successful discrimination of samples are usually unknown.

In order to correlate a discrimination to the different varieties, a sensor sys-
tem that selectively interacts with variety-specific compounds in the headspace 
is needed. The GC analysis of the essential oil reveals that there are some minor 
volatile compounds, which can be used for a differentiation of different hop va-
rieties (e.g. Nugget and Tettnanger), as shown in Fig. 15.12. 

By choosing appropriate fragment ions a virtual sensor array based on a mass 
spectrometer in single ion monitoring mode can be implemented to discrimi-
nate the hop varieties (Fig. 15.13) without appreciable interference of the main 
component myrcene. In contrast to the analyses performed with QMB and MOS 
sensors, the discrimination obtained with the MS sensor is based on chemical 
knowledge and not on assumptions.

Fig. 15.12 Expanded region of a GC chromatogram of the hop varieties Nugget and Tettnanger

15.4 Electronic Noses
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15.4.9
Conclusions

The electronic nose technology applied to food must be regarded as being in its 
early stage. There is rapidly advancing research and development going on both 
for sensors and instrument hardware and software in order to enhance selectiv-
ity, sensitivity and reproducibility of the gas sensors. Much effort is also being 
put into solving the drift problem of the sensors by increasing their stability and 
lifetime, and into developing improved mathematical algorithms for drift coun-
teraction, automatic calibration and standardisation, as well as transferability 
between gas sensor array instruments. 

The performance of common multisensor arrays is ultimately determined by 
the properties of their constituent parts. Key parameters such as number, type 
and specificity of the sensors determine whether a specific instrument is suit-
able for a given application. The selection of an appropriate set of chemical sen-
sors is of utmost importance if electronic nose classifications are to be utilised 
to solve an analytical problem. As this requires time and effort, the applicability 
of solid-state sensor technology is often limited. The time saved compared with 
classic analytical methods is questionable, since analysis times of electronic nose 
systems are generally influenced more by the sampling method utilised than the 
sensor response time [185]. 

Common electronic noses are so called as they are often aimed at detection 
of odorous compounds; it is generally not clear that discriminations are based 
on odorous rather than non-odorous, and possibly incidental, components of 
the headspace. In the headspace of a food sample, odorants contributing to the 
flavour may be present in low concentrations, whereas non-odorous molecules 
can be present in much larger numbers and higher concentration. In such cases, 

Fig. 15.13 Discrimination of hop varieties with a mass spectrometry based sensor array
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Table 15.3 Selected applications of electronic nose systems to different food products

Product Type of application Sensor technology References
Grains Off-odour caused 

by microbial infection
MOS
MOSFET, MOS, IR 
CP

[107]
[108, 109]
[110]

Meat Quality assessment, lipid 
oxidation, fermentation, 
storage spoilage/shelf life

MOSFET, MOS
MOSFET, MOS, IR
CP
CO, H2S, SO2, NH3

[111, 112]
[110, 103]
[114, 115] 
[99]

Fish Quality assessment, 
lipid oxidation, spoil-
age, freshness, storage

MOSFET
MOSFET, MOS
MOS
CP
CO, H2S, SO2, NH3
QMB
IMS

[116]
[117]
[118–120]
[121, 122]
[98, 123]
[123, 124]
[97]

Dairy 
products

Flavour quality, cheese 
characterisation, heat 
treatment, flavour 
differences, off flavours, 
microbial contaminants

BAW
MOS
CP
MOS, CP, QMB
MOS, CP
MS

[125]
[126, 131–133, 139]
[127, 129, 134, 135], [137, 
138]
[128, 130, 136, 140–144]

Fruits Flavour quality, 
harvest dates, storage, 
maturity, processing

QMB
MOS, MS
MOS
CP

[145]
[146]
[147–149]
[150]

Alcoholic 
beverages

Wines, spirits, origin, 
variety, barrel age-
ing, cork taint

MOS
MS
MOS, CP, QMB

[151]
[152–155]
[156]

Beer 
and hops 

Characterisation 
of aroma, ageing, raw 
materials, hop varieties

MS
MOS
CP
QMB, MOS, MS

[157]
[158]
[159, 160]
[149]

Spices Characterisation, dif-
ferentiation, composition 
of mixtures, microencap-
sulation, γ-irradiation

MOSFET, MOS
CP
MOS
QMB
MS

[161]
[162]
[163, 167, 168]
[93, 164, 165]
[94, 166]

Olive oil Oxidation, rancidity, vin-
egary defects, distinguish 
different qualities, shelf 
life, geographical origin?

MOSFET, MOS
SAW
MOS
CP
CP, MOS, MOSFET
MS

[169]
[170]
[171, 172]
[173]
[174]
[175]

Coffee Discrimination, roasting CP
MOS
REMPI-TOFMS

[176]
[177, 178, 180]
[179]

Packaging Retained solvents, 
printing inks, colouring 
agents, foil adhesives

MOS, CP, QMB
QMB
MOSFET, MOS, IR
QMB, MOS, MS

[181]
[182]
[183]
[149]

MOS metal oxide sensor, MOSFET metal oxide semiconductor field-effect transistor, IR infrared, 
CP conducting polymer, QMB quartz crystal microbalance, IMS ion mobility spectrometry, BAW
bulk acoustic wave, MS mass spectrometry, SAW surface acoustic wave, REMPI-TOFMS reso-
nance-enhanced multiphoton ionisation time-of-flight mass spectrometry
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MS-based systems have considerable advantages over the commonly used gas-
sensor arrays, particularly in terms of selectivity, adaptability, sensitivity and 
standardisation. Array selection and deselection can be done rapidly by chang-
ing the scanning method and/or simply by changing the fragment ions used 
for pattern recognition. Furthermore, taking into account that fragment ions 
contain chemical information about the sample, the information that can be 
obtained with an electronic nose improves substantially with the MS-based de-
vices. An optimal instrument configuration also allows the same instrument to 
be used as a rapid screening tool (electronic nose) and also as a research tool for 
revealing further chemical information about doubtful samples. A great advan-
tage is obtained with soft ionisation methods like PTR-MS or REMPI because 
molecular information is easier to deconvolute in the case of overlapping frag-
ments or parent ions.

Although common electronic noses are generally not suitable for odour as-
sessment, they can be successfully used in applications where the main com-
ponents in the headspace are directly correlated with the property to be deter-
mined (e.g. quality of spice mixtures) or in cases where substances are formed 
and released into the headspace, for example owing to oxidation processes, fer-
mentation, microbial contamination, thermal treatment, etc. 

15.5 
Time-Resolved Analysis of Volatile Organic Compounds

Over the last decade, interest in release and delivery of VOCs has been steadily 
growing, with a particular focus on food, environmental and medical applica-
tions [186–190]. Consequently, considerable effort was invested to develop ana-
lytical methods capable of capturing such dynamic VOC release processes (Fig. 
15.14) [179, 191]. This led to improvements in electronic sensor methods (often 
termed “electronic noses”) [192].

One other approach is direct-inlet MS. A prerequisite for mass analysis is 
ionisation, a process that critically influences the sensitivity and selectivity of the 
experiment. Electron impact ionisation (EI) causes considerable fragmentation. 
Because of overlapping fragment and parent ions, the molecular information is 
difficult to deconvolute, and little chemical information can be extracted.

Therefore, application of direct-inlet MS for monitoring complex mixtures of 
VOCs requires using ionisation techniques which produce little or no fragmen-
tation (soft ionisation). Chemical ionisation in combination with a quadrupole 
mass filter, either in atmospheric pressure chemical ionisation MS (APCI-MS)
[188, 189] or in PTR-MS [193–195], have been successfully applied to VOC 
analyses. The advantages and limitations of direct-inlet MS with soft-ionisation 
approaches have been discussed [196].

One particularly well-performing technique is PTR-MS [193–195]. On-line 
trace-gas analysis by proton transfer [197] has become a powerful approach, 
mainly owing to the higher sensitivity and lower ionisation-induced fragmen-
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tation relative to EI, the latter preventing efficient on-line trace-gas analysis of 
volatile mixtures via direct MS. In contrast, fragmentation by EI-MS is advanta-
geous if used as a detector for GC to unequivocally identify pure compounds. 

An alternative to chemical ionisation is resonant (and non-resonant) laser 
ionisation methods [179], i.e. selective and soft laser photoionisation, such as 
REMPI. A particularly interesting setup is the combination of REMPI with 
TOFMS for monitoring coffee brew headspace. This chapter deals with tech-
nical features and applications of time-resolved analytical methods with par-
ticular focus on PTR-MS and resonant and laser ionisation methods (REMPI-
TOFMS).

15.5.1
Proton-Transfer-Reaction Mass Spectrometry

PTR-MS combines a soft, sensitive and efficient mode of chemical ionisation, 
adapted to the analysis of trace VOCs. Briefly, headspace gas is continuously 
introduced into the chemical ionisation cell, which contains besides buffer-gas 
a controlled ion density of H3O+. VOCs that have proton affinities larger than 
water (proton affinity of H2O is 166.5 kcal/mol) are ionised by proton transfer 
from H3O+, and the protonated VOCs are mass-analysed. The chemical ioni-
sation source was specifically designed to achieve versatility, high sensitivity 
and little fragmentation, and to allow for absolute quantification of VOCs. To 

Fig. 15.14 Analytical techniques for time-resolved headspace analysis. An electronic nose can be 
used as a low-cost process-monitoring device, where chemical information is not mandatory. Elec-
tron impact ionisation mass spectrometry (EI-MS) adds sensitivity, speed and some chemical infor-
mation. Yet, owing to the hard ionisation mode, most chemical information is lost. Proton-trans-
fer-reaction MS (PTR-MS) is a sensitive one-dimensional method, which provides characteristic 
headspace profiles (detailed fingerprints) and chemical information. Finally, resonance-enhanced 
multiphoton ionisation (REMPI) TOFMS combines selective ionisation and mass separation and 
hence represents a two-dimensional method. (Adapted from [190])

15.5 Time-Resolved Analysis of Volatile Organic Compounds
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achieve these targeted specifications, the generation of the primary H3O+ ions 
and the chemical ionisation process—proton transfer from H3O+ to VOCs—are 
spatially and temporally separated and individually controlled. This allows (1) 
maximising signal intensity by increasing the generation of primary reactant 
ions, H3O+, in the ion source, (2) reducing fragmentation and clustering by op-
timising the conditions for proton transfer in the drift tube and (3) quantifying 
VOCs from measured count rates.

The four key features of PTR-MS can be summarised as follows. First, it is 
fast. Time dependent variations of headspace profiles can be monitored with a 
time resolution of better than 1 s. Second, the volatile compounds do not expe-
rience any work-up or thermal stress, and very little fragmentation is induced 
by the ionisation step; hence, measured mass spectral profiles closely reflect 
genuine headspace distributions. Third, measured mass spectral intensities can 
be directly related to absolute headspace concentrations, without calibration or 
use of standards. Finally, it is not invasive and the process under investigation is 
not affected by the measurements. All these features make PTR-MS a particu-
larly suitable method to investigate fast dynamic process.

15.5.1.1
Technical Features

PTR-MS was introduced in 1993 by Lindinger and co-workers at the university 
of Innsbruck. A schematic drawing of the apparatus is given in Fig. 15.15. Here, 
only a brief description will be given. A more detailed discussion of the technical 
aspects of PTR-MS has been published in a series of review papers [193–195].

Primary (reactant) ions A+, generated in a hollow cathode ion source, travel 
through a buffer gas within the drift tube, to which the reactant gas (VOC) is 
added in small amounts, so that the density of the buffer gas is much larger than 
the density of the VOC. On their way through the reaction region, ions perform 
many non-reactive collisions with buffer gas atoms or molecules; however, once 
they collide with a reactant gas particle, they may undergo a reaction:

(1)

When H3O+ is used as the proton donor, most of the organic trace compo-
nents R in air are ionised by proton-transfer processes:

(2)

These reactions are invariably fast, whenever they are exoergic, with rate co-
efficients, k, close to the collisional limiting values, k0 ≈ 10-9 cm3/s- [197]. Water 
has a proton affinity of 7.22 eV (166.5 kcal/mol), and common organic mole-
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cules have proton affinities in the range from 7 to 9 eV (161–208 kcal/mol), as 
shown in Table 15.4.

Hence, most of the relevant proton-transfer reactions involving H3O+ are 
slightly exoergic, and H3O+ will perform proton-transfer reactions with nearly 
any kind of VOC in the headspace of food products. However, H3O+ does not 
react with the natural components of air such as O2, N2, CO2, CO or others (see 
Table 15.4). The exoergicity of the proton-transfer reaction with most VOCs, 
however, is low enough that breakup seldom occurs. On the basis of this ionisa-
tion principle, a PTR-MS setup was developed applicable to trace-gas analysis, 
and aimed at speed, sensitivity, versatility and simple handling.

The example shown in Fig. 15.16 was obtained by reconstituting a powdered 
beverage with hot water while measuring the headspace VOCs on-line by PTR-
MS. It shows the relative ratio of the compounds released into the headspace 
and their dynamic behaviour. However, it is hardly possible to assign the mass 
traces to individual VOCs. For that, coupling of PTR-MS with GC-MS is re-
quired, which will be discussed in the next section.

Fig. 15.15 The PTR-MS apparatus. It consists of a series of three main chambers. In the first cham-
ber, H2O is introduced and protonated in an electrical discharge to form H3O+. These ions are then 
driven by a small field through an orifice into the drift tube (chemical ionisation chamber). Coaxial 
to this orifice, neutral volatile organic compounds (VOCs) are introduced into the drift tube and 
collide at thermal energies with H3O+. VOCs with proton affinities exceeding 166.5 kcal/mol are 
ionised by proton transfer from H3O+ and are accelerated out of the drift tube into the quadrupole 
mass filter and onto the detector. (Adapted from [190])

15.5 Time-Resolved Analysis of Volatile Organic Compounds
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Table 15.4 Proton affinities of the constituents of clean air and of various volatile organic com-
pounds. All volatile organic compounds with a higher proton affinity than H2O (166.5 kcal/mol) 
will be protonated with a very high efficiency when colliding with H3O+. This is the case for most of 
the volatile organic compounds in the headspace of coffee, with the exception of the natural constit-
uents of clean air. In contrast, if NH+4 is used as a chemical ionisation agent, only compounds with a 
proton affinity exceeding 204.0/kcal · mol are ionised (below dotted line). (Adapted from [190])

Compounds Proton affinities

Name Formula (kcal/mol)

He 42.5

Ne 48.1

Ar 88.6

O2 100.9

N2 118.2

CO2 130.9

CH4 132.0

N2O 136.5

CO 141.9

Water H2O 166.5

Butane C4H10 163.3

Hydrogen sulphide H2S 170.2

Hydrogen cyanide HCN 171.4

Formic acid HCOOH 178.8

Propane C3H6 179.8

Benzene C6H6 181.9

Methanol CH3OH 181.9

Acetaldehyde CH3COH 186.6

Acetonitrile CH3CN 188.0

Ethanol C2H5OH 188.3

Furane C4H4O 192.2

2,3-Butanedione C4H6O2 194.8

Acetone CH3COCH3 196.7

2,3-Methylbutanal C5H10O ~195

Ammonia NH3 204.0

Pyrrole C4H5N 207.6
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15.5.1.2
Coupling of Proton-Transfer-Reaction Mass Spectrometry 
with Gas Chromatography–Mass Spectrometry

The success of PTR-MS triggered interest in further improving its performance. 
Indeed, PTR-MS is a one-dimensional technique, and ions from a complex 
headspace, e.g. coffee, can often only be tentatively assigned. Ions from different 
compounds (parent and fragment ions) can overlap in PTR-MS and prevent 
an unambiguous identification of VOCs in a complex mixture [198]. There-

Fig. 15.16 Ion traces (in m/z) of VOCs released upon reconstitution of an instant beverage and 
analysed on-line by PTR-MS

Table 15.4 (continued) Proton affinities of the constituents of clean air and of various volatile or-
ganic compounds.

Compounds Proton affinities

Name Formula (kcal/mol)

Oxazole C3H3NO 208.2

Pyrazine C4H4N2 209.0

Pyrazole C3H3N2 212.8

Dimethylamine C2H7N 217.0

Pyridine C5H5N 220.8

Trimethylamine C3H9N 225.1

15.5 Time-Resolved Analysis of Volatile Organic Compounds
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fore, the attempt has been made to address this problem and propose an exten-
sion of PTR-MS which allows for an unambiguous identification of headspace 
compounds. This is achieved by coupling GC with simultaneous PTR-MS and 
EI-MS detection. In this chapter, we can only introduce the basic features of 
the new setup: a technical and analytical extension of PTR-MS which removes 
this shortcoming, while preserving its salient and unique features. Combining 
separation of VOCs by GC with simultaneous and parallel detection of the GC 
effluent by PTR-MS and EI-MS, an unambiguous interpretation of complex 
PTR-MS spectra becomes feasible. A more detailed description of characteristic 
performance parameters, such as resolution, linear range and detection limit, 
has been published in a recent paper [199].

As an example, the novel setup was applied to the characterisation of coffee 
headspace as a complex food system Basically, an aliquot of the headspace is 
trapped in defined time periods on several Tenax® adsorbents for characteri-
sation by GC-MS. Figure 15.17 shows the simultaneously recorded total ion 
counts of the EI-MS (top frame) and PTR-MS (bottom frame) for VOCs trapped 
on the first Tenax® cartridge. The GC-separated pure compounds are identified 

Fig. 15.17 Simultaneous EI-MS (top trace) and PTR-MS (bottom trace) total ion count analysis of 
coffee headspace. Identification was based on MS spectra obtained at 70 eV and the retention index 
of the reference compounds. (Adapted from [199])
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by comparison of their EI-MS fragmentation patterns with the Wiley database 
(Wiley 7th edition) as well as their retention indices obtained with reference 
compounds. The PTR-MS spectrum allows the PTR-MS fragmentation pattern 
of the GC-separated pure compounds to be identified.

GC traces over the entire 40 min of the GC run are shown in Figs. 15.18 and 
15.19, for the compounds desorbed from Tenax® cartridge no. 1 (trapping time 
window between 1 and 3 min). The data reveal that the PTR-MS ion signal at 
m/z 111 is a superposition of ions originating from two different compounds, 
i.e. 2-acetylfuran and 5-methylfurfural, contributing with 29 and 71%, respec-
tively, to the total ion peak intensity at m/z 111. Similarly, the PTR-MS ion signal 
at m/z 87 is a superposition of 57% 2-methyl-1-propanal and 39% 2-butanone, 
with traces from 4-methyl-2-pentanone and 2-methyl tetrahydrofuran-3-one 
(2% each). While the single PTR-MS traces shown in Fig. 15.18 represent a su-
perposition of several compounds, a series of PTR-MS ion traces are shown in 
Fig. 15.19 that are nearly pure (more than 89%), indicating that essentially only 
one single compound contributes to the ion signal (with only traces from other 
VOCs). Hence, in an on-line PTR-MS measurement of coffee headspace, the ion 
masses at m/z 68, 75, 80 and 95 can be assigned to pyrrole, acetol, pyridine and 

Fig. 15.18 Unambiguous identification of the molecules assigned to the trace ions. This identifica-
tion is only valid for the first 120-s period of Tenax® trapping. (Adapted from [199])

15.5 Time-Resolved Analysis of Volatile Organic Compounds
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2-methylpyrazine, respectively. The coupling of PTR-MS with GC-MS, as intro-
duced here, allows identification and quantification of the VOCs that contribute 
to a single PTR-MS ion signal.

15.5.2
Resonance-Enhanced Multiphoton Ionisation 
Time-of-Flight Mass Spectrometry

Selective and time-resolved monitoring can be achieved by REMPI at 266 nm 
coupled to a direct-inlet TOFMS device. Selectivity was introduced into the 
ionisation step by resonant ionisation at a fixed UV laser wavelength. The pho-
toexcitation energy scheme for REMPI is illustrated in Fig. 15.20.

Depending on molecular resonances, VOCs with an optical (electronic) ab-
sorption at 266 nm absorb a laser photon, while those transparent at 266 nm 
remain in the ground state. The width of optical absorptions is given by the 
ground-state population, and broadens with the molecule’s temperature, which 
itself depends on the expansion conditions at the inlet system.

Fig. 15.19 Unambiguous identification of the molecules assigned to trace ions. This identification 
is only valid for the first 120-s period of Tenax® trapping. (Adapted from [199]
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Since an effusive molecular beam was used (no cooling), a range of rotational 
and vibrational states was populated, resulting in broad absorption bands. Con-
sequently, a range of compounds may be ionised simultaneously, owing to over-
lapping absorption bands [200].Technical reviews on REMPI can be found in 
the literature [200–202].

In a typical REMPI scheme, molecules absorb a first photon and are excited 
into a UV electronic state. These excited molecules are subsequently ionised by 
absorbing a second photon. For effective and selective REMPI detection, the fol-
lowing conditions have to be fulfilled:

1. Resonance condition: the molecule has a UV-active excited state, whose 
energy corresponds to the energy of the laser photon.

2. Lifetime condition: the excited state has a lifetime which is long enough 
for it to absorb a second photon for ionisation.

3. Ionisation condition: the energy of two photons is equal to or higher 
than the ionisation energy of the molecule.

The on-line VOC sampling depicted in Fig. 15.21 gives a schematic overview 
of the experimental setup, to illustrate the sampling of the roaster gas and the 
introduction of the volatiles into the TOF mass spectrometer [203]. A quartz 
tube with a passivated inner surface of 10-mm inner diameter was used to sam-
ple gas from the roaster. The tube reached about 2 cm into the rotating drum. 
A constant off-gas sampling stream of 1.5 l/min was pumped through the sam-
pling system. A quartz wool paper filter was integrated into the tube to pre-
vent solid contamination such as dust or silver skins reaching the capillary inlet 

Fig. 15.20 The REMPI process
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system. All sampling lines were heated to 250 °C, to minimise condensation of 
low-volatile compounds.

A typical REMPI at 266 nm mass spectrum is shown Fig. 15.22, obtained by 
roasting 80 g of Arabica coffee at 225 °C. The laser power density was adjusted to 
106–107 W/cm2 in order to avoid non-resonant ionisation processes. The spec-
trum contains predominantly molecular ions. Chemical assignment of the ion 
peaks was based on three distinct pieces of information: the literature on coffee 
flavour compounds [204], the mass as observed in TOFMS and optical absorp-
tion properties. With this information, many volatiles observed in Fig. 15.22 
were unambiguously identified.

A full three-dimensional representation—mass, time, intensity—of a typical 
roasting process at 200 °C, recorded at 10 Hz by REMPI at 248 nm is shown 
in Fig. 15.23, panel a [179]. Characteristic cross-sections through the three-di-
mensional surface are given in Fig. 15.23, panels b and c. Figure 15.23, panel b
gives a cross-section of the roast gas composition at a fixed time (approximately 
12min). In Fig. 15.23, panel c two cross-sections at fixed masses m/z 94 and m/z
150 are shown, corresponding to t–I profiles of phenol and 4-vinylguaiacol.

Fig. 15.21 The experimental setup including the laboratory-scale coffee roaster with a sampling 
unit and a laser mass spectrometer. The homebuilt mobile device consisted of a Reflectron TOFMS 
analyser, an effusive beam inlet system and a built-in laser operated at 266 nm (Continuum Nd:
YAG laser SURELIGHT™, 266 nm). (Adapted from [203])
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Fig. 15.22 On-line REMPI-TOFMS (at 266 nm) analysis of roast gas while roasting 80 g Ara-
bica coffee. a The full-time–mass–intensity three-dimensional plot as recorded during roasting. 
b A time–intensity cross-section from a at a fixed time (medium roast level). The three phenolic 
VOCs, phenol (m/z 94), guaiacol (m/z 124) and 4-vinylguaiacol (150 m/z), are efficiently ionised 
at 266 nm. In addition, furfurylacohol (m/z 96), dihydroxybenzene (m/z 110), indol (m/z 117) and 
caffeine (m/z 194) were also detected. (Adapted from [203])
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Fig. 15.23 a Three-dimensional REMPI at 248 nm TOFMS mass spectrum of coffee roasting off-
gas while roasting in a steel cylinder at 200 °C. The three dimensions are mass, time and intensity. 
b Cross section of a at a fixed time. c Time–intensity REMPI at 248 nm TOFMS profiles of phe-
nol (m/z 94) and 4-vinylguaiacol (m/z 150), corresponding to two cross-sections from a at fixed 
masses. (Adapted from [179])
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16.1 
Introduction

The aroma of foods is caused by volatile compounds which are perceived by the 
human nose. Many studies (reviews in [1, 2]) have indicated that only a small 
fraction of the hundreds of volatiles occurring in a food sample contribute to 
its aroma. To detect these compounds, a method proposed by Fuller et al. [3] is 
used. In this procedure, which is designated gas chromatography–olfactometry 
(GC-O), the effluent from a gas chromatography column is sniffed by an expert 
who marks in the chromatogram each position at which an odour impression 
is perceived.

However, a single GC-O run only is usually insufficient to distinguish be-
tween the potent odorants that most likely contribute strongly to an aroma and 
those odorants that are only components of the background aroma. Therefore, 
to improve the results, two methods, combined hedonic aroma response mea-
surements (CHARM) analysis [4] and aroma extract dilution analysis (AEDA) 
[5, 6] have been developed. As discussed in Sect. 16.4 in both methods serial 
dilutions of food extract are analysed by GC-O.

Reviews published by Acree and Teranishi [7], Blank [8], Grosch [1, 2, 9], 
Mistry et al. [10] and Schieberle [11] agree that GC-O was the starting point 
for the development of a systematic approach for the identification of the com-
pounds causing food aromas. The aim of this chapter is to discuss the potential 
and the limitations of GC-O.

16.2 
The GC-O Experiment

16.2.1
Introduction

The analysis of aroma compounds begins with the preparation of a concentrate 
containing the volatiles that smell like the starting material. However, as odor-
ants are substances with a wide variety of functional groups, there is no ideal 
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isolation procedure in aroma analysis. In consequence, the choice of the method 
is always a compromise. In general, mild conditions have to be used that allow 
the extraction of all of the important odorants and excludes the formation of 
artefacts, e.g. by the reactions listed in Table 16.1.

In bioactive materials, enzymatic reactions (nos. 1–3 in Table 16.1) are inhib-
ited by homogenising the sample in the presence of calcium ions that precipitate 
the enzymes [12]. A lower pH value enhancing reactions 4–7 should be buffered 
and a higher temperature is avoided by distilling off the volatiles under vacuum. 
Samples containing hydroperoxides derived from unsaturated acyl lipids are 
sensitive to temperatures above 40 °C (no. 8).

16.2.2
Isolation of the Volatile Fraction

Recently, the procedures that are suitable to isolate the volatile fraction of a sam-
ple under mild conditions have been reviewed [1]. Three techniques—solvent 
extraction, distillation and solid-phase microextraction (SPME)—will be pre-
sented here.

16.2.2.1
Extraction

Solid samples are extracted with low-boiling solvents. As the polarity of the vol-
atiles is different, a two-step extraction procedure is recommended, e.g. methy-
lene chloride as the first solvent and diethyl ether as the second solvent [13]. 
The yield of the odorants is enhanced when the dry sample is soaked in water 
before the extraction procedure [14]. After filtration and drying, the extract 
is concentrated to approximately 50 mL and is then freed from the non-vola-
tile material by using the solvent-assisted flavour evaporation (SAFE) method 
(Sect. 16.2.2.2).

16.2.2.2
Distillation

The compact distillation unit shown in Fig. 16.1 has been designed for the rapid 
and careful isolation of volatiles from the non-volatile food components [15]. 
This technique, denoted SAFE, is suitable for solvent extracts, aqueous samples, 
or matrices with high oil content.

The procedure is as follows. After application of high vacuum (approximately 
5 mPa) to the apparatus, the distillation procedure is started by dropping ali-
quots of the sample into distillation flask no. 4 (Fig. 16.1). The volatiles, includ-
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ing the solvent vapour, are transferred into distillation head no. 3. The distillate 
is condensed by liquid nitrogen in distillation flask no. 5.

16.2.2.3
SPME Extraction

This method is based on the partitioning of compounds between a sample and 
a coated fibre immersed in it [16–18]. The volatiles and other compounds are 
first adsorbed onto the fibre immersed in a liquid sample, an extract, or in the 
headspace above a sample for a certain period of time. After adsorption is com-
plete, the compounds are thermally desorbed into a GC injector block for fur-
ther analysis. Particularly in food applications, headspace SPME is preferred 
to avoid possible contamination of the headspace system by non-volatile food 
components [16].

An SPME unit consists of a piece of fused-silica fibre coated with a layer of a 
stationary phase such as non-polar poly(dimethylsiloxane) or polar polyacrylate 
or divinylbenzene/Carboxen/poly(dimethylsiloxane). The latter, for example, 
was suitable to trap the odorants (including sotolon) of soy sauce [19]. In the 
analytical procedure the fibre is exposed to the headspace of a food sample for 
10–15 min. Then, the fibre is inserted into the injection port of a GC–mass spec-
trometry (MS) system. After desorption, the odorants are analysed. To improve 
the yields of the odorants, the fibre is placed in the effluent of a food sample 
purged with nitrogen [20].

Table 16.1 Reactions leading to artefacts during isolation of volatiles

No. Reaction
Enzymatic
1 Hydrolysis of esters by esterases or lipases
2 Oxidative cleavage of unsaturated fatty acids by li-

poxygenase and hydroperoxide lyase
3 Hydrogenation of aldehydes by alcohol dehydrogenases
Non-enzymatic
4 Hydrolysis of glycosides and lactones
5 Formation of lactones from hydroxy acids
6 Cyclisation and rearrangement of tert-allylalcohols
7 Dehydration and rearrangement of tert-allylalcohols
8 Degradation of hydroperoxides

16.2 The GC-O Experiment
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16.2.3
Yield

Model experiments have been performed to show the yields of the odorants in 
the isolation procedure [21–23]. As an example, the values found for odorants 
from tomatoes by distillation with the SAFE method [23] are listed in Table 
16.2. In agreement with other experiments, the result demonstrates that the 
losses of most of the odorants are high in the isolation procedure. In case of 

Fig. 16.1 Equipment for solvent-assisted flavour evaporation. 1 addition funnel, 2 cooling trap, 3
central head with thermostated water jacket, 4 distillation flask, 5 flask cooled with liquid nitrogen 
for distillate, 6, 7 “legs” connected to funnel 1 and cooling trap 2, 8 water inlet, 9 connection to the 
pump system. To ensure constant temperature during distillation, head 3 and “legs” 6 and 7 are 
connected by flexible polyethylene tubes that guide the water flask. [15]
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labile odorants, further losses may occur during storage of the sample (cf. model 
experiment in [24]).

Owing to the limitations of the isolation procedures, it has to be examined 
sensorially whether the odour profiles of the concentrated extract and of the 
starting material agree (cf. discussion in [8]). In the SPME procedure this check 
demands an extraction of the odorants from the fibre as reported in [19].

16.3 
Screening for Odorants by GC-O

After concentration of the extract by microdistillation [25] or by special proce-
dures [26] to facilitate the identification of the odorants, an aliquot is separated 
by high-resolution GC and the effluent is split into a flame ionisation detector 
(FID) and a sniffing port [27]. The positions of the odorants in the gas chro-
matogram are assessed by sniffing the carrier gas as it flows from the port. This 
procedure is denoted GC-O.

Table 16.2 Yields of odorants from tomatoes obtained by distillation (solvent-assisted flavour 
evaporation)

Odorant Yield (%)
3-Methylbutanal 24
1-Penten-3-one 37
Hexanal 39
(Z)-3-Hexenal 44
(E)-2-Hexenal 68
1-Octen-3-one 41
Methional 46
Phenyl acetaldehyde 26
3-Methylbutanoic acid 83
(E)-β-Damascenone 28
2-Phenylethanol 69
β-Ionone 18
4-Hydroxy-2,5-dimethyl-3(2H)-furanone 23
trans-4,5-Epoxy-(E)-2-decenal 27
Eugenol 53

[23]

16.3 Screening for Odorants by GC-O
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16.4 
Dilution Analysis

16.4.1
Introduction

In the majority of the studies on the composition of food aromas, AEDA is used 
for the determination of the relative odour potency of the compounds detected 
by GC-O (reviewed in [1]). The odour potency is proportional to the odour 
activity value (OAV) of the compound in air. The OAV is defined as the ratio of 
the concentration of a compound to its odour threshold [3].

16.4.2
Aroma Extract Dilution Analysis (AEDA)

An aliquot of the extract which was used for the first GC-O experiment is di-
luted with the solvent, usually as a series of 1+1 or 1+2 dilutions and each dilu-
tion is analysed by GC-O. This means that in each GC run the assessor records 
the retention time of each odour along with a descriptor of that odour. This 
procedure is continued until no odorants are perceivable. The highest dilution 
at which a compound can be smelled is defined as its flavour dilution (FD) fac-
tor. The FD factor is a relative measure, and is proportional to the OAV of the 
compound in air.

Dilution analyses rank the odorants present in an extract according to their 
relative OAV; the identification experiments are then focused on the odorants 
showing high FD factors.

It has been reported [28] that there may be a cross-adaptation between two 
odorants, causing a gap during sniffing of the dilution series. To avoid this phe-
nomenon, AEDA should be performed within 2 days [11], e.g. GC-O of the 
concentrated extract and of the first dilutions 1:4, 1:16, 1:64, 1:256 and 1:1024 
on the fist day, and the dilutions 1:2, 1:8, 1:32, 1:128 and 1:512 on the second 
day.

Some authors do not dilute the concentrated extract but dilute the sample 
before SPME and GC-O. Studies on soy sauce [9] and wine [29] are examples.

As an example of AEDA, Fig. 16.2 shows a plot of the FD factors of the odor-
ants of parsley versus their retention indices; this plot is termed an FD chro-
matogram. As usual in dilution analyses, the result in Fig. 16.2 is not corrected 
for losses of odorants during the isolation and GC procedures; therefore, not 
only the odorants showing the highest FD factors (nos. 1, 2, 7 and 13 in Fig. 
16.2) were identified but also all of the 14 odorants appearing in the FD-factor 
range of 4–512. The result is presented in the legend to Fig. 16.2.

The AEDA method has been applied to the volatile fractions of many foods 
(reviewed in [1]). Some recent studies which were not mentioned in [1] are 
listed in Table 16.3.
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Odorants that cause aroma changes, e.g. off-flavours, may be detected by a 
comparative AEDA of fresh and deteriorated samples. Studies on storage defects 
of soybean oil [22, 51], buttermilk [52], boiled cod [53], dry parsley [54] and 
black and white pepper [55] are examples.

16.4.3
Aroma Extract Concentration Analysis

As reported in the previous section, AEDA is performed with a concentrated 
aroma extract. However, concentration of the volatile fraction might lead to 
losses of odorants, e.g. by evaporation and by enhanced side reactions in the 
concentrated extract. Consequently, the odour potency of these odorants can 
be underestimated in comparison to those whose levels are not reduced dur-
ing concentration. To clarify this point, aroma extract concentration analysis 
(AECA) [56] should check the results of AEDA. AECA starts with GC-O of the 
original extract from which the non-volatile components have been removed. 
The extract is then concentrated stepwise by distilling off the solvent, and after 
each step an aliquot is analysed by GC-O [56].

Fig. 16.2 Flavour dilution (FD) chromatogram obtained by application of aroma extract dilu-
tion analysis on an extract prepared from parsley leaves. The odorants were identified as 1 methyl 
2-methylbutanoate, 2 myrcene, 3 1-octen-3-one, 4 (Z)-1,5-octadien-3-one, 5 2-isopropyl-3-me-
thoxypyrazine, 6 p-mentha-1,3,8-triene, 7 linalool, 8 2-sec-butyl-3-methoxypyrazine, 9 (Z)-6-dece-
nal, 10 β-citronellol, 11 (E,E)-2,4-decadienal, 12 β-ionone, 13 myristicin, 14 unknown. RI retention 
index. [30, 31]

16.4 Dilution Analysis
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In the case of boiled beef the results of AEDA were compared with those of 
AECA. Table 16.4 indicates that they agreed except in three cases. The odour po-
tencies of 4-hydroxy-2,5-dimethyl-3(2H)-furanone, 3-mercapto-2-pentanone 
and methional were more than one dilution step higher in AECA than in AEDA 
[56]. Most likely, portions of these odorants had been lost during concentration 
of the extract for AEDA. AECA was also used in studies on the aroma of pepper 
[55], coffee [57] and Camembert cheese [58].

Table 16.3 Some recent published applications of aroma extract dilution analysis (AEDA)

Material Reference
Red pepper [32]

Citrus flaviculpus Hort. ex Tanaka [33]

Blue cheese [34]

Apples (Elstar and Cox Orange) [35]

Grenache rose wine [36]

Coffee brew [37]

Green tea [38]

Black tea [13]

Buckwheat honey [39]

Brown rice [40]

Yellow passion fruit [41]

Non-fat dry milk [42]

Soy sauce [19]

Muskmelon [43]

Laurus nobilis L. (leaves, buds, fruits) [44]

Rose apple (Syzygium jambos Alston) [45]

Chickasaw blackberry (Rubus L.) [46]

Pinot Noir wine [47]

Sake [48]

Beer [49]

Pineapple [50]
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16 4.4
GC-O of Static Headspace Samples

The highly volatile odorants are not detected or are underestimated when the 
screening method is applied to an aroma extract. These compounds are lost 
when the extract is concentrated or they are masked in the gas chromatogram 
by the solvent peak. To overcome this limitation, the screening has to be com-
pleted by GC-O of static headspace samples (GCOH; Fig. 16.3) [59–61].

In the sample of parsley (Table 16.5), the analysis was started with a head-
space volume of 5 mL, in which GCOH revealed 15 odorants. Then, the head-
space drawn from the sample was reduced in a series of steps to find the most 
potent odorants. GCOH of volumes of 2.5 and 1.25 mL indicated only seven and 
five odorants, respectively (Table 16.5); after reduction to 0.6 mL, only methane-
thiol, (Z)-3-hexenol and an unknown compound were the most potent, highly 
volatile odorants of parsley [31].

Table 16.4 Potent odorants of boiled beef—comparison of aroma extract concentration analysis 
(AECA) with AEDA [56]

Odorant Extract volume (mL)a,b

AECA AEDA
2-Furfurylthiol 100 50

4-Hydroxy-2,5-dimethyl-3(2H)-furanone 100 25

2-Methyl-3-furanthiol 50 50

1-Octen-3-one 12.5 6.25

(E)-2-Nonenal 12.5 6.25

3-Mercapto-2-pentanone 12.5 3.1

Methional 6.25 1.6

Butanoic acid 6.25 3.1

Guaiacol 6.25 3.1

3-Hydroxy-4,5-dimethyl-2(5H)-furanone 6.25 3.1

12-Methyltridecanal 6.25 3.1

Octanal 6.25 1.6

Nonanal 3.1 1.6

(E,E)-2,4-Decadienal 3.1 1.6

aThe volume of the extract was adjusted to 200 mL and was then divided into halves that were 
subjected to AECA and AEDA, respectively.

bThe extract volume at which the odorant was most (AECA) or least (AEDA) perceived by gas 
chromatography–olfactometry

16.4 Dilution Analysis
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Table 16.5 Gas chromatography–olfactometry of static headspace samples of parsley leaves [31]

Odorant Volumea (mL) Flavour dilution factorb
Methanethiol 0.6 8.3
(Z)-3-Hexenal 0.6 8.3
Unknown 0.6 8.3
Myrcene 1.25 4
Myristicin 1.25 4
p-Methylacetophenone 2.5 2
(Z)-3-Hexenyl acetate 2.5 2
Unknown 5 1
2-sec-Butyl-3-methoxypyrazine 5 1
(Z)-3-Hexenol 5 1
1-Octen-3-one 5 1
(Z)-1,5-Octadien-3-one 5 1
ß-Phellandrene 5 1
1-Isopropenyl-4-methoxybenzene 5 1
p-Mentha-1,3,8-triene 5 1

aLowest headspace volume required to perceive the odorant at the sniffing port
bThe highest headspace volume was equated to a flavour dilution factor of 1. The flavour dilution 
factors of the other odorants were calculated on this basis. (Source [31])

Fig. 16.3 Apparatus for gas chromatography–olfactometry of static headspace samples (from [60])
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In most cases the concentrations of the compounds detected by GCOH are 
too small for the identification experiments; however, this disadvantage can be 
overcome when the odorants present in food are first detected in the extract by 
GC-O and then identified. Some of these odorants are also found by GCOH. 
As their odour quality, GC properties and chemical structures are known, they 
are easily identified in the headspace sample. In the case of parsley, a compari-
son of Fig. 16.2 with Table 16.5 indicates that odorant nos. 4, 6, 9, 11, 12 and 
15 (Table 16.5) were known from AEDA. Further applications of GCOH are 
reviewed in [1].

16.4.5
Limitations of Extract Dilution Techniques

Besides the loss of odorants during extraction and concentration of the volatile 
fraction, the results of dilution experiments depend on:
• The sensitivity of the individual assessor to perceive odorants
• The chemical structure of the stationary phase used for GC-O

The influence of the sensitivity of the assessors on AEDA has been stud-
ied [11], with the result that the differences in the FD factors determined by 
a group of six panellists amount to not more than two dilution steps (e.g. 64 
and 256), implying that the key odorants in a given extract will undoubtedly be 
detected. However, to avoid falsification of the result by anosmia, AEDA of a 
sample should be independently performed by at least two assessors. As detailed 
in [6], odour threshold values of odorants can be determined by AEDA using a 
“sensory” internal standard, e.g. (E)-2-decenal. However, as shown in Table 16.6 
these odour threshold values may vary by several orders of magnitude [8] owing 
to different properties of the stationary phases. Consequently, such effects will 
also influence the results of dilution experiments. Indeed, different FD factors 
were determined for 2-methyl-3-furanthiol on the stationary phases SE-54 and 
FFAP: 214 and 26, respectively. In contrast, 5-ethyl-3-hydroxy-4-methyl-2(5H)-
furanone showed higher FD factors on FFAP than on SE-54: 216 and 25, respec-
tively. Consequently, FD factors should be determined on suitable GC capillar-
ies [8]. However, the best method to overcome the limitations of GC-O and the 
dilution experiment is a sensory study of aroma models (Sect. 16.6.3).

16.5 
Enrichment and Identification

In most cases only a few odorants selected for identification appear as clear 
peaks in the gas chromatogram. The majority of the odorants are concealed by 
peaks of the volatiles predominating in the extract. To enrich the odorants the 
extract is separated into the acid and the neutral/basic fractions and the latter 
is separated by chromatography on silica gel [21, 27]. If necessary, the fractions 

16.5 Enrichment and Identification
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obtained are further resolved by high-performance liquid chromatography [27, 
62]. Thiols are enriched by reversible covalent chromatography [63, 64] or by a 
reaction with p-hydroxymercuribenzoic acid [65]. Finally, the analyte is purified 
by multidimensional GC (MDGC) [66, 67]. In MDGC the extract is separated 
on a polar precolumn, then a section of the effluent containing the analyte is 
cryofocused with liquid nitrogen and subsequently transferred to a non-polar 
main column that is combined with a mass spectrometer and a sniffing port.

In the identification experiments, the GC and MS data of the analytes have 
to be compared with those of corresponding authentic samples. However, as 
mentioned already, odorants are often concealed in the gas chromatogram by 
major volatile compounds; therefore, to avoid misidentification it is necessary 
to compare by GC-O the odour quality of the analyte with that of the authentic 
sample at approximately equal levels. The analyte, which has been perceived by 
GC-O in the volatile fraction, is only correctly identified if there is agreement in 
the sensorial properties, in addition to GC and MS data.

16.6 
Aroma Model

Quantification of the odorants and calculation of their OAVs are the next steps 
to develop an aroma model.

16.6.1
Quantitative Analysis

As discussed in [1], precise quantitative results will be obtained when a stable 
isotope dilution assay (SIDA) is performed. In this procedure, stable isoto-
pomers of the analytes are used as internal standards. Consequently, the major 
effort in the development of SIDA is the synthesis of the labelled standards since 
most of them are not commercially available.

Table 16. 6 Odour threshold values (ng/L air) of some odorants as affected by the stationary phase 
of the gas chromatograph capillary [8]

Odorant Stationary phase

SE-54 OV-1701 FFAP
2-Methyl-3-furanthiol 0.001–0.002 ND 5–10
5-Ethyl-3-hydroxy-4-methyl-2-
(5H)-furanone (Abhexon)

2–4 ND 0.002–0.004

3-Hydroxy-4,5-dimethyl-2(5H)-furanone (sotolon) ND 0.6–1.2 0.01–0.02
4-Hydroxy-2,5-dimethyl-3(2H)-furanone (furaneol) ND 1–2 0.5–1.5
3,4-Dimethylcyclopentenolone ND 1–2 0.05–0.1

ND not determined
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The majority of the more than 100 odorants (reviewed in [1]) synthesised 
for use as internal standards are labelled with deuterium. However, during the 
quantification procedure some deuterated odorants might undergo deuterium–
protium exchange, which would falsify the results. Examples are 4-hydroxy-
2,5-dimethyl-3(2H)-furanone (furaneol) [68, 69] and 3-hydroxy-4,5-dimethyl-
2(5H)-furanone (sotolon) [70], which are consequently labelled with 13C.

The precision of SIDA has been checked in model experiments [22]. Although 
after cleanup the yields of some analytes were lower than 10 %, the results of 
quantification were correct as the internal standards showed equal losses.

16.6.2
Odour Activity Values

OAVs are calculated on the basis of odour threshold values which have been es-
timated in a medium that predominates in the food, e.g. water, oil or starch. As 
an example, the OAVs of the odorants of pineapples are listed in Table 16.7.

The highest OAVs were found for 4-hydroxy-2,5-dimethyl-3(2H)-fura-
none, followed by ethyl 2-methylpropanoate, ethyl 2-methylbutanoate, methyl 
2-methylbutanoate and (E,Z)-1,3,5-undecatriene. It is assumed that these odor-
ants contribute strongly to the aroma of pineapples [50]. However, FD factors 
and OAVs are functions of the odorants’ concentrations in the extract, and are 
not psychophysical measures for perceived odour intensity [71, 72]. To take this 
criticism into account, aroma models are prepared on the basis of the results of 
the quantitative analysis (reviewed in [9]) and in addition omission experiments 
are performed [9].

16.6.3
Aroma Model

In the case of pineapples, the 12 odorants listed in Table 16.7 were dissolved in 
water in concentrations equal to those determined in the fruit [50]. Then the 
odour profile of this aroma model was evaluated by a sensory panel in com-
parison to fresh pineapple juice. The result was a high agreement in the two 
odour profiles. Fresh, fruity and pineapple-like odour notes scored almost the 
same intensities in the model as in the juice. Only the sweet aroma note was 
more intense in the model than in the original sample [50]. In further experi-
ments, the contributions of the six odorants showing the highest OAV (Table 
16.7) were evaluated by means of omission tests [9]. The results presented in 
Table 16.8 show that the omission of 4-hydroxy-2,5-dimethyl-3(2H)-furanone, 
ethyl 2-methylbutanoate or ethyl 2-methylpropanoate changed the odour so 
clearly that more than half of the assessors were able to perceive an odour dif-
ference between the reduced and the complete aroma model. Therefore, it was 
concluded that these compounds are the character-impact odorants of fresh 
pineapple juice.

16.6 Aroma Model
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Table 16. 7 Potent odorants of fresh pineapple [50]

Odorant Concentrationa
(µg/kg)

Threshold 
(µg/kg
water)

Odour activity 
valueb

Methyl 2-methylpropanoate 154 6.3 24

Ethyl 2-methylpropanoate 48.0 0.02 2,400

Methyl 2-methylbutanoate 1,190 2 595

Ethyl butanoate 75.2 1 75

Ethyl 2-methylbutanoate 157 0.15 1,050

Octanal 19.1 8 2

(E,Z)-1,3,5-Undecatriene 8.89 0.02 445

β-Damascenone 0.083 0.00075 111

δ-Octalactone 78.2 400 <1

4-Hydroxy-2,5-dimethyl-3(2H)-furanone 26,800 10 2,680

δ-Decalactone 32.7 160 <1

Vanillin 5.99 25 <1

aQuantitative analysis was performed using a stable isotope dilution assay.
bOdour activity values were calculated by dividing the concentrations of the odorants by their 
orthonasal odour thresholds in water

Table 16.8 Odour of the model for pineapple as affected by the absence of one compounda [50]

Odorant omitted from the aroma model Numberb
4-Hydroxy-2,5-dimethyl-3(2H)-furanone 11

Ethyl 2-methylbutanoate 9

Ethyl 2-methylpropanoate 8

(E,Z)-1,3,5-Undecatriene 7

ß-Damascenone 5

Methyl 2-methylbutanoate 4

aThe aroma model contains the odorants listed in Table 16.7.
bNumber of panellists (out of 15) detecting an odour difference between the reduced and the 
complete aroma model in a triangle test
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17.1 
Introduction 

Authentication of genuine flavours is an important topic in view of quality as-
surance in the food industry and in consumer protection as well. Both isotope 
discrimination as well as enantioselectivity during biosynthesis may serve as in-
herent parameters of authenticity, provided that appropriate analytical methods 
and concise data from authentic samples are available. 

Even if enantioselective capillary gas chromatography (enantio-cGC) and 
online isotope ratio mass spectrometry (IRMS) methods are highly efficient in 
the origin-specific analysis, analytical authentication remains a permanent chal-
lenge, owing to the complexity of natural product (food) matrices. At present, 
online coupling techniques are the methods of choice in the origin evaluation of 
flavour and fragrance compounds.

17.1.1
Isotope Discrimination

The reasons for isotope discrimination are isotope effects which are caused by 
both kinetic and thermodynamic factors. Especially the kinetic isotope effect 
during primary CO2-fixation in photosynthesis is relevant for the source-spe-
cific discrimination of compounds from C3 and C4 plants. 

Special techniques of mass spectrometry (MS) and of nuclear magnetic reso-
nance (NMR) are employed for the assessment of isotope discrimination:
• IRMS: relations between stable isotopes (13C/12C; 2H/1H; 18O/16O;15N/14N)
• Site-specific natural isotope fractionation (SNIF) NMR (SNIF-NMR): quan-

titative 2H-NMR measurements

17.1.2
Enantioselectivity

Enzyme-catalysed reactions usually proceed with high selectivity. Thus, high 
enantiomeric purity can be expected for chiral natural compounds. In the field 
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of flavours and fragrances, enantio-cGC has proved to be highly efficient in ori-
gin-specific analysis. In order to obtain accurate information with respect to 
chirality, analytical procedures of the highest selectivity which employ chiral 
separation without racemisation must be utilised. In addition, references of def-
inite chirality are essential.

17.2 
Enantioselective Capillary Gas Chromatography

17.2.1
Scope 

In the early 1980s, stereoanalysis of chiral flavour compounds was rather dif-
ficult, owing to the lack of suitable stationary GC phases.

A real breakthrough in this field occurred when enantio-cGC became more 
and more available. In particular, since 1988 selectively modified cyclodextrins 
have been synthesised, serving as chiral stationary phases in enantio-cGC, re-
ported by Schurig and Novotny [1], König et al. [2, 3], Armstrong et al. [4], Di-
etrich et al. [5,6 ], Saturin et al. [7], and Bicchi et al. [8]. 6-O-silylated modified 
β-cyclodextrin and γ-cyclodextrin derivatives of well-defined structure and pu-
rity were synthesised and have proved to be chiral stationary phases of unique 
selectivity and versatility and, therefore, are successfully used in simultaneous 
enantio-cGC analysis [5,6]. Further derivatives were recently reported by Taka-
hisa and Engel [9, 10], dealing with 2,3-di-O-methoxymethyl-6-O-tert-butyldi-
methylsilyl modified cyclodextrins as chiral stationary phases in enantio-cGC.

From our own experience, it should be emphasised that the enantioselectivity 
of modified cyclodextrin phases is considerably influenced by the polarity of the 
(non-chiral) polysiloxane solvents used. 

Using a chiral column, coated with a definite modified cyclodextrin as the 
chiral stationary phase, the elution orders of furanoid and pyranoid linalool ox-
ides are not comparable [11, 12]. Consistently, the chromatographic behaviour 
of diastereomers and/or enantiomers on modified cyclodextrins is not predict-
able (Fig. 17.1, Table 17.1). Even by changing the non-chiral polysiloxane part 
of the chiral stationary phase used, the order of elution may significantly be 
changed [13]. The reliable assignment of the elution order in enantio-cGC im-
plies the coinjection of structurally well defined references [11–13].
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Fig. 17.1 Stereoisomers of linalool oxide [11]

Table 17.1 Elution order of the furanoid linalool oxides using different modified cyclodextrins 
(CD) as chiral stationary phases [11, 13]

Chiral selector Solvent I II III IV
Permethyl-β-CD OV-1701 trans (2R, 5R) trans (2S, 5S) cis (2R, 5S) cis (2S, 5R)

Perethyl-β-CD OV-1701 trans (2R, 5R) trans (2S, 5S) cis (2R, 5S) cis (2S, 5R)

DIAC-6-
TBDMS-β-CD

OV-1701 trans (2S, 5S) trans (2R, 5R) cis (2R, 5S) cis (2S, 5R)

DIME-6-
TBDMS-β-CD

OV-1701 trans (2R, 5R) cis (2R, 5S) trans (2S, 5S) cis (2S, 5R)

DIME-6-
TBDMS-β-CD

SE 52 trans (2R, 5R) cis (2R, 5S) cis (2S, 5R) trans (2S, 5S)

DIAC heptakis(2,3-di-O-acetyl), TBDMS tert-butyldimethylsilyl, 
DIME heptakis(2,3-di-O-methyl)

17.2 Enantioselective Capillary Gas Chromatography
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17.2.2
Analytical Conditions

17.2.2.1
Stereodifferentiation of Enantiomers (Stereoisomers)

1. Evaluation of origin-specific enantiomeric ratios (of small ranges of vari-
ation), in correlation with their total amounts

2. Enantiomeric purity (ratio): measured ratio (expressed as a percentage) 
of the baseline-resolved enantiomers (Rs≥1.5)

3. Enantiomeric purity (ratio)—limitations: exact calculation of the enan-
tiomeric ratio is defined by the given limits of detection and quantita-
tion of the minor enantiomer (Fig. 17.2). Within this range, the minor 
enantiomer should be discussed as “detectable”, but cannot be calculated 
exactly. Further details on the limits of detection and quantitation are 
given elsewhere [14].

Fig. 17.2 Resolution of menthofuran enantiomers—quantitation of the minor enantiomer in rela-
tion to the concentration: quantitation accurate (a); approximate (b); impossible (c); analyte not 
detectable (d) [14]
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17.2.2.2
Detection Limit 

The limit of detection should be beneath the odour threshold. In this context 
one should keep in mind some special cases:
1. The odour threshold may be lower than the limit of analytical detection (e.g. 

sulphur compounds, pyrazines). In such cases authenticity assessment is 
definitely impossible.

2. Trace compounds without any sensorial relevance (odour activity value 
much less than 1) should not be evaluated in the sense of authenticity as-
sessment, as the fraudulent addition of a sensorially ineffective compound 
makes no sense.

3. Legal assessment of trace amounts. In any case it depends on the expert wit-
ness to what extent sensorially irrelevant trace amounts, detected by (en-
antio)-cGC analysis, have to be classified as an avoidable contamination or 
have to be assessed as inevitable for technological reasons.

17.2.3
Enantioselective Multidimensional Gas Chromatography

Because of high complexity of natural flavours, essential oils or spice extracts, 
reliable chirality evaluation needs highly efficient sample cleanup procedures. 
The online GC-GC coupling, the so called enantioselective multidimensional 
gas chromatography (enantio-MDGC) system, has proved to be the method of 
choice. A schematic diagram of enantio-MDGC (Siemens Sichromat) is shown 
in Fig. 17.3 as a representative example. The multicolumn switching system 
(MCS2, GERSTEL) is the latest successful alternative (Fig. 17.12 ).

The design has been well proved in quality assurance and origin control of 
flavours and fragrances. A double-oven system is shown in the Fig. 17.3, with 
two independent temperature controls and two detectors (DM 1, DM 2). A 
“live switching” coupling piece is used to switch the effluent flow to either the 
first detector or the chiral column. With optimum pneumatic adjustment of the 
MDGC system, certain fractions are selectively transferred onto the chiral main 
column as they are eluted from the precolumn (heart-cutting technique) [15].

17.2.4
Detection Systems

If optimum chiral separation conditions and high-efficiency sample cleanup 
are properly employed, the first priorities in enantioselective analysis have been 
achieved. The ideal detector is universal yet selective, sensitive and structurally 
informative. MS currently provides the closest realisation to this ideal. 

17.2 Enantioselective Capillary Gas Chromatography
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The combination of enantio-MDGC with high-resolution MS or mass-selec-
tive detectors, both used in full scan or (at least) in the multiple ion monitor-
ing (MIM) mode is currently the most potent analytical tool in enantioselective 
analysis of chiral compounds from complex mixtures.

17.2.4.1
Accuracy of Quantification

Internal standards of rather close relationship to the compounds analysed 
should be used, e.g. homologues (M+14) or isotopomers of analytes (2H or 13C
labelling), owing to optimal identity of physical or chemical properties (e.g. Ko-
vats index in GC).

Fig. 17.3 Enantioselective multidimensional gas chromatography ( enantio-MDGC), “Live-T” col-
umn switching, Siemens Sichromat [52]
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17.2.4.2
Isotope Dilution Analysis 

In combination with mass-selective detection (MIM mode), this technique may 
be ideal for quantitation of trace compounds from complex mixtures. But one 
should note that labelled internal standards may be discriminated by chemical 
and/or physical procedures (extraction, distillation, chromatography, derivati-
sation).

In particular, higher labelled isotopomers (e.g. CD3 isotopomers and others) 
may (more or less) significantly differ from the corresponding unlabelled ana-
lytes.

17.2.4.3
Conclusion

Do not overestimate the use of labelled compounds as internal standards. In 
any case, proving the accuracy of sample cleanup by recovery experiments is 
imperative, no matter what kind of internal standard compound was used.

17.2.5
Limitations

Three types of limitations have to be accepted in enantio-cGC:

1. Racemates of natural origin, generated in some special cases [16,19–23] 
2. Racemisation during processing or storage of foodstuffs, if structural fea-

tures of chiral compounds are sensitive
3. Blending of natural and synthetic chiral compounds

17.2.5.1
Dihydroactinidiolide

In the flavour extract of apricots, racemic dihydroactinidiolide (DHA) was 
found as the first natural racemate detected by enantio-MDGC analysis [16]. 
The absolute configurations and the optical activities have been reported to be 
(R)-(-) and (S)-(+) enantiomers, respectively [17, 18]. 

Using amylose tris-3,5-dimethylphenylcarbamate as the chiral selector in 
enantioselective high-performance liquid chromatography, micropreparative 
resolution of the DHA racemate was achieved and the chromatographic behav-
iour in enantio-GC could be defined by coinjecting these references of definite 
chirality (Fig. 17.4) [13].

17.2 Enantioselective Capillary Gas Chromatography
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17.2.5.2
Germacrene D

The chiral hydrocarbon germacrene D is a widely spread plant constituent and 
is considered to be an important intermediate in the biosynthesis of many ses-
quiterpenes. Schmidt et al. [19, 20] have shown that the plant Solidago canaden-
sis generates both optical antipodes of this compound by enzymatic cyclisation 
of farnesyl diphosphate using two different enantiospecific synthases. As to be 
seen in Fig. 17.5, the enantiomeric ratio of germacrene D in Solidago canadensis
can vary from individual to individual [21].

Fig. 17.4 Chromatographic behaviour of dihydroactinidiolide (DHA) enantiomers: synthetic 
racemate (a); DHA fractionation by enantioselective high-performance liquid chromatography 
(HPLC) (b). Chiral selectors used in enantio-GC: DIME-β-CD (30%) in SE 52; DIAC-β-CD (30%) 
in PS 268; DIAC-β-CD (50%) in OV 1701. Order of elution: R (I), S (II) in all cases [13]. DIME
heptakis(2,3-di-O-methyl), CD cylclodextrin, DIAC heptakis(2,3-di-O-acetyl)
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Fig. 17.5 Enantioselective analysis of germacrene D from the essential oil of different Solidago 
canadensis plants, using the enantio-MDGC–mass spectrometry (MS) technique [21]

17.2 Enantioselective Capillary Gas Chromatography
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17.2.5.3
Acid-Induced Keto/Enol Tautomerism

For a long time some important 2,5-dialkyl-4-hydroxy-3(2H)-furanones like Fu-
raneol®, mesifuran or homofuraneol were successfully stereoanalysed on modi-
fied cyclodextrins as chiral stationary phases without any thermally induced ra-
cemisation during GC (Fig. 17.6). However, in view of authenticity assessment 
their stereodifferentiation remains useless, owing to the instability of dihydrofu-
ranones in acidic media. This is the reason why these compounds were detected 
in strawberries, pineapples, grapes and wines as natural racemates [22,23]. 

In spite of these exceptional cases, the systematic evaluation of natural enan-
tiomeric ratios has proved to be a valuable criterion for differentiating natural 
compounds from those of synthetic origin.

17.3 
Results and Discussion

17.3.1
Chiral γ-Lactones and δ-Lactones

Owing to their pleasant odours many γ-lactones and δ-lactones are known to be 
important flavour compounds of fruits and contribute essentially to the charac-
teristic and distinctive notes of strawberries, peaches, apricots and many other 
fruits [24]. Chiral aroma compounds from fruits and other natural sources are 
characterised by origin-specific enantiomeric ratios, as their biogenetic path-
ways normally are catalysed by enzymes. 

Fig. 17.6 Stereodifferentiation of Furaneol® (1) and mesifuran (2) from strawberries: a HPLC chro-
matogram of strawberry extract; mesifuran (fraction f1), Furaneol® (fraction f2); b HPLC fractions, 
analysed by enantioselective capillary GC [23]
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Studies on the biosynthesis of lactones have shown that epoxidation of unsat-
urated fatty acids like, e.g., linoleic and linolenic acid may represent a common 
pathway to oxygenated derivatives of fatty acids. Epoxy fatty acid hydrolases 
were identified as key enzymes that exhibit high regioselectivity and enantiose-
lectivity [25, 26].

Consequently, these intermediates are, in fruits, converted by β-oxidation 
steps to the corresponding even-numbered γ-lactones and δ-lactones. 

The simultaneous stereoanalysis of γ-lactones and δ-lactones using enantio-
MDGC has been reported (Fig. 17.7). This technique was applied to many fruits 
proving that enantiomeric ratios of γ-lactones and δ-lactones can be used as in-
dicators of authenticity, as the genuine enantiomeric purities remain unaffected 
during fermentation and all other stages of fruit processing [27]. 

There are only few references on odd-numbered lactones in the literature. The 
first reports on the natural occurrence of γ-nonalactone and γ-undecalactone 
are known from the early flavour literature [28–30], long before sophisticated 
analytical techniques, such as enantio-cGC-MS, became available. These data 
have to be reevaluated, should the situation arise. Wörner et al. [31] provided 
the first report on γ-nonalactone among the volatile constituents of Artemisia 
vulgaris L. herb, revealing an amount between 1 and10 µg/kg and an enantio-
meric distribution of (R)-γ-nonalactone to (S)-γ-nonalactone of 34:66 using en-
antio-MDGC, coupled online with MS.

Solid-phase extraction procedures and quantitative analysis of aliphatic lac-
tones in wine were described by Ferreira et al. [32] dealing with, among others, 
the quantitation of γ-nonalactone and γ-undecalactone at trace levels.

However, it should be kept in mind that the origin and natural occurrence 
of odd-numbered γ-lactones is still not understood and their contribution to 
food flavour impression is rather limited or negligible, when trace amounts—far 
below their odour thresholds—are detected.

Fig. 17.7 Simultaneous stereoanalysis of γ-lactones and δ-lactones using enantio-MDGC (main 
column chromatogram of references ). Elution order: γ-lactones: 4R (I), 4S (II); δ-lactones: δ-C6,
δ-C7: 5R (I), 5S (II); δ-C8–δ-C12: 5S (I), 5R (II) [27]

17.3 Results and Discussion
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17.3.2
2-Alkylbranched Acids (Esters)

From the analytical point of view, it is worth noting the biogenetic pathway of 
2-methylbutanoic acid starting from isoleucine [(2S)-amino-(3S)-methylpenta-
noic acid]. The (S)-configuration of the precursor is expected to remain; but 
also enzymatic racemisation (by enolisation of the intermediate 2-oxo-3-meth-
ylpentanoic acid) is known from the literature. It is not surprising that in some 
cases 2-methylbutanoic acid is detected as an enantiomeric ratio more or less 
different from the expected homochiral S enantiomer (Table 17.2) [35–40]. 

Even (R)-2-methylbutanoic acid of high enantiomeric purity (more than 99% ) 
has been reported as a natural compound in the extract of the steroid alkaloid 
containing drug Veratrum album L. [40].

Certainly, most of the data given in Table 17.2 are not qualified as indicators 
in authenticity assessment of food flavour, owing to their low and non-charac-
teristic enantiomeric distributions, which could be simulated easily by calcu-
lated blending of the (S)-enantiomer (from biotechnological origin) with the 
synthetic racemate.

However, in the case of apples and many other fruits the (S)-enantiomer of 
ethyl 2-methylbutanoate, the impact flavour compound of apples, was identi-
fied with high enantiomeric purity, irrespective of the apple variety investigated 
and was unaffected by processing conditions (e.g. distillation, concentrating) or 
storage of apple juices.

Of course, during processing of fruit juices hydrolysis effects may occur, lead-
ing to decreased amounts of ethyl 2-methylbutanoate. However, its enantio-
meric purity remains unchanged, whilst the corresponding 2-methylbutanoic 
acid is found as the (S)-enantiomer (99.5% or more) [33–37]. Consequently, 
the detection of racemic 2-methybutanoic acid (or the corresponding esters) 
definitely proves the addition of a synthetic (so called nature-identical) flavour 
compound.

In the context of EU food law, fruit juices must be genuine; in view of their 
aroma, only aroma concentrates of the fruit concerned are suitable for fruit 
juices from concentrates. Other natural flavourings (from other fruits or bio-
technology) are not allowed.

17.4 
Stir-Bar Sorptive Extraction–Enantioselective Multidimensional 
Gas Chromatography–Mass Spectrometry

A novel solventless simple technique for extraction of organic analytes from 
aqueous samples, stir-bar sorptive extraction (SBSE), was introduced by Baltus-
sen et al. [41]. 

SBSE takes advantage of the high enrichment factors of sorptive beds, but 
with the application range and simplicity of solid-phase microextraction (SPME) 
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[42]. The stir bar is coated with a thick film of poly(dimethylsiloxane) (PDMS), 
in which the aqueous sample extraction takes place during stirring for a prede-
termined time. After that time it is removed and placed into a glass tube, which 
is transferred into a thermal desorption system where the analytes are thermally 
recovered and evaluated online with a capillary MDGC-MS system (Fig. 17.8). 

In addition to the extraction of organic analytes from aqueous samples, the 
PDMS stir bars are also suitable for headspace and in vivo headspace sampling. 
Headspace sampling is a technique widely used to characterise the volatile frac-

Table 17.2 Enantiomeric distribution of 2-methylbutanoic acid from different natural origins 

R (%) S (%) References
Fresh apples <0.5 >99.5 [33–37]
Processed apples <0.5 >99.5 [33–37]
Mutton tallow 25 75 [35]
Chamaemelum nobile L. 35 65 [35]
Theobroma cacao L. 30–25 70–75 [37]
Parmesan cheese 37–25 63–75 [38]
Rheum rhabarbarum L. 65 35 [39]
Veratrum album >99 <1 [40]

Fig. 17.8 Thermal desorption system (TDS), from GERSTEL, Mühlheim, Germany [52] 

17.4 Stir-Bar Sorptive Extraction
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tion of several matrices, particularly aromatic and medicinal plants. SBSE has 
also been shown to be a successful technique for headspace sampling, since the 
PDMS stir bars enrich higher amounts of trapping material than SPME and 
therefore exhibit better extraction efficiency for analysing minor components 
[43].

This connection allows the combination of the high extraction efficiency of 
the stir bar (coated as a thick film of PDMS) with the high selectivity of the en-
antio-MDGC-MS system [44].

In this way, it is possible to determine the exact enantiomeric ratios of chiral 
compounds in complex natural materials such as food flavours or essential oils. 
Even headspace sampling and in vivo headspace sampling from living plants are 
successfully realised (Fig. 17.9).

17.4.1
Tea Tree Oils

The essential oils from Melaleuca alternifolia (Myrtaceae) are recommended for 
many medicinal and cosmetic purposes. More than 100 varieties of Melaleuca
are known, having considerable differences in their essential oil composition 
(Fig. 17.10). In order to standardise the essential oil quality, minimum and max-
imum conditions are given by DAC (Deutscher Arzneimittel-Codex) and ISO 
4730 (1996).

Fig. 17.9 TDS system [45]
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Unfortunately, enantiomeric purities and total percentages of α-pinene, β-
pinene, limonene and α-terpineol from tea tree oils more or less overlap with 
those of Eucalyptus oils (Table 17.3). Only enantiomeric purities and total per-
centages of terpinen-4-ol and α-phellandrene are significantly different, when 
Melaleuca and Eucalyptus oils are compared with regard to authenticity assess-
ment [45].

Fig. 17.10 Stir-bar sorptive extraction–enantio-MDGC-MS analysis of tea tree oil, main column 
separation [45]

Table 17.3 Monoterpene compounds from Melaleuca and Eucalyptus species [45]

Chiral A Non-
chiral B

Tea tree oil Eucalyptus oil

C D C D

α-Pinene √ R: 86–91 1.5 – 2.5 R: 93–99 2.0–8.0
β-Pinene √ R: 58–65 0.1–1.0 S: 59–65 <0.5
α-Phellandrene √ – <0.1 – <1.5
Limonene √ R: 62–68 1.0–6.0 R: 64–72 4.0–12.0
1,8-Cineol √ – <15.0 – >70.0
Camphor √ – – – <0.1
Terpinen-4-ol √ S: 65–70 >30.0 S: 53–58 <1.0
α-Terpineol √ R: 69–78 1.5–8.0 R: 66–72 <4.0

Tea tree oil: Melaleuca alternifolia Cheel, Melaleuca linariifolia Sm., Melaleuca dissitiflora 
Mueller; Eucalyptus oil: Eucalyptus globulus Labill., Eucalyptus fructicetorum F. v. Mueller ex 
Miquel, Eucalyptus smithii R. T. Baker
A Enantioselective multidimensional gas chromatography (MDGC)–mass spectrometry (MS),
B gas chromatography (GC)–isotope ratio mass spectrometry (IRMS) multielement analysis 
(δ13C, δ2H, δ18O values), C enantiomeric purity (%), D total percentage (%)

17.4 Stir-Bar Sorptive Extraction
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Enantio-cGC, however, fails in the case of non-chiral compounds, such as 
1,8-cineol. In this special case 1,8-cineol may be attributed to high-level Mela-
leuca varieties or to the fraudulent addition of Eucalyptus oil. In order to get re-
liable results, enantio-MDGC-MS analysis and/or IRMS measurements (as far 
as possible) are necessary.

17.4.2
Isotope Discrimination

The natural cycles of the bioelements carbon, oxygen, hydrogen, nitrogen and 
sulphur) are subjected to various discrimination effects, such as thermodynamic 
isotope effects during water evaporation and condensation or isotope equilibra-
tion between water and CO2. On the other hand, the processes of photosynthe-
sis and secondary plant metabolism are characterised by kinetic isotope effects, 
caused by defined enzyme-catalysed reactions [46].

The highly precise measurement of isotope ratios has a long tradition in or-
ganic geochemistry. Nowadays, the elucidation of stable isotope distributions is 
highly desirable in view of fundamental studies in biochemistry, nutrition, drug 
research and also in the authenticity assessment of food ingredients.

In 1981 Martin and Martin [47] showed that the 2H distribution in organic 
molecules does not follow a statistical pattern, but it is discriminated by isotopic 
effects, measurable by 2H NMR and IRMS, respectively. Meanwhile, the system-
atics of 18O/2H patterns in natural plant products are being better and better 
understood and were reported by Schmidt et al. [48–50] as new and reliable 
tools for the elucidation of biosynthetic pathways and as helpful indicators in 
the authenticity assessment of natural compounds.

2H SNIF-NMR and 18O/16O IRMS have been adopted as official methods by 
the Commission of the European Community for measurement of stable iso-
tope ratios. These methods play a key role in detecting adulterations like addi-
tion of water and inadmissible wine sweetening or chaptalisation with beet or 
cane sugar [51].

17.5 
Capillary Gas Chromatography–
Isotope Ratio Mass Spectrometry Techniques

17.5.1
Fundamentals

IRMS has become more and more important in food authenticity assessment, 
since cGC, coupled online via a suitable combustion/pyrolysis interface with 
IRMS has been realised. The substances eluted from the cGC column are con-
verted into the corresponding gas (carbon dioxide, nitrogen, hydrogen and car-
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bon monoxide, respectively) and are then directly analysed in the isotope mass 
spectrometer (Tables 17.4, 17.5). The spectrometer is adjusted for the simulta-
neous recording of the reactant gas isotopomers. Thus, the components can be 
detected in the nanomolar range with high precision.

17.5.2
Validation

Isotope ratios are given as deviations, in relation to a defined primary standard 
(zero point). The polyethylene foils CH 7 and NBS 22-oil are commercially 
available secondary standards, certificated and managed by the International 
Atomic Energy Agency. However, GC-IRMS systems cannot be calibrated with-
out the aid of alternative peripheries like an elemental analyser (EA) or a dual 
inlet, owing to the lack of commonly accepted reference materials applicable in 
GC-IRMS techniques (Fig. 17.11).

In the course of a feasibility study, sponsored by the European Union, the 
components of the GC separation efficiency test, according to K. Grob, were 
tested for their usability as certificated tertiary standards. Seven compounds are 
now available as a ready-to-use mixture for testing the accuracy of the GC-IRMS 
measurements, and furthermore simultaneously provide important information 
about the actual quality status of the GC column system used [53].

The isotope ratio traces of the GC peaks exhibit a typical S shape. The heavier 
isotopic species of a compound are eluted more rapidly than the light species. 
Similar effects can be observed for all chromatographic processes, whereas the 
size of the isotope fractionation and the elution order of the isotopomers de-

Table 17.4 IRMS online coupling techniques [52]

GC–combustion–IRMS δ13C
GC–combustion/reduction–IRMS δ15N
GC–pyrolysis–IRMS δ18O, δ2H
Thermochemical conversion/element analyser δ18O, δ2H

Table 17.5 Specifications for capillary GC–IRMS coupling techniques using DELTA plus XL, 
Thermo Electron, Bremen, Germany [52]

On column

Bioelement Analysed gas Need (mol) Need (ng) Precision (‰)
Carbon CO2 0.8 nmol C 10 ng C 0.2
Nitrogen N2 1.5 nmol N2 42 ng N 0.5
Hydrogen H2 15 nmol H2 30 ng H 3.0
Oxygen CO 5 nmol O 80 ng O 0.8

17.5 Capillary Gas Chromatography—Isotope Ratio Mass Spectrometry Techniques
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pend on (1) the chromatographic system applied, (2) the temperature and (3) 
the structural features of the compounds analysed. Care must be taken to inte-
grate across the full width of the chromatographic peaks. Of course, reliable re-
sults on isotopic ratios from cGC-IRMS experiments can only be expected from 
very high resolution cGC (Rs≥1.5). Also, accurate sample cleanup procedures 
without any isotope fractionation must be guaranteed. Under the conditions of 
validated procedures and calibrated instruments, IRMS data are valuable indi-
cators in the authenticity assessment of flavour and fragrance compounds.

The latest development is MDGC coupled online with IRMS. This coupling 
technique combines the advantages of both highly sophisticated techniques, to 
achieve the utmost accuracy of IRMS measurements [54].

Indeed, MDGC-IRMS is the method of choice for precise and accurate mea-
surements of compounds from complex matrices, under the condition that the 
analyte is quantitatively transferred from the precolumn eluate to the main col-
umn.

17.6 
Comprehensive Authenticity Assessment

17.6.1
(E)-α-Ionone and (E)-β-Ionone

The online determination of δ2HV-SMOW values using GC–pyrolysis–IRMS 
(GC-P-IRMS) was developed recently [55] and has proved to be a power-
ful tool to define the authenticity of natural compounds [56–61]. However, as 
fruit flavour extracts are rather complex, and the sample amount for hydrogen 
measurement has to be rather high owing to the low abundance of deuterium 

Fig. 17.11 GC–isotope ratio MS (IRMS)—calibration of the reference gas [53]
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isotopes, the use of single GC-IRMS is often not sufficient for the precise and ac-
curate δ2HV-SMOW measurements of characteristic aroma components from fruit 
flavour extracts. The MDGC-IRMS technique was developed and introduced 
to the practice of authentication by Juchelka et al. [54] and Asche et al. [62] 
but until now this technique has been applicable only in the determination of 
13C/12C ratios, for the following reason. As the carrier gas flow strongly depends 
on temperature, the classical pressure-controlled column-switching technique, 
which was introduced by Deans in 1968 and was realised in a modified version 
within the Siemens Sichromat MDGC system [63], is unsuitable for evaluat-
ing 2H/1H isotope ratios when temperature-programmed column switching be-
comes necessary.

The importance of a constant carrier gas flow for accurate 2H/1H isotope ra-
tio measurements was demonstrated by Bilke and Mosandl [64]. A suitable resi-
dence time in the reactor is mandatory for a complete and subsequent quantita-
tive pyrolysis, free of isotope discrimination. Furthermore, the amount of sample 
reaching the reactor is flow-dependent. With higher column temperature and 
constant gas pressure, the carrier gas flow decreases and less sample will pass the 
reactor in a certain time interval. This is why the constant-flow MDGC option 
was recognised as an essential prerequisite of reliable δ2HV-SMOW measurements. 
To meet these requirements, the multicolumn switching system MCS2 was used 
(Fig. 17.12). The accuracy and precision of this column-coupling technique is 
proved by comparative standard measuring using thermochemical conversion 
(TC)/EA-IRMS and MDGC-P-IRMS (Table 17.6). 

By measuring standard compounds [5-nonanone, linalool, (-)-menthol, lin-
alyl acetate, γ-decalactone, (E)-α-ionone, 1-octanol, dodecane, methyl decano-

Fig. 17.12 MDGC–pyrolysis–IRMS; precolumn and main column are connected via the multi-
column switching system MCS2 (GERSTEL). Cutting is realised by different gas flows through the 
MCS2 device [71]

17.6 Comprehensive Authenticity Assessment
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ate, methyl dodecanoate and methyl N-methylanthranilate], comparatively with 
TC/EA-IRMS and MDGC-P-IRMS, the accuracy of the new method was suc-
cessfully demonstrated. As summarised in Table 17.6 all values determined via 
MDGC-P-IRMS comply with the TC/EA-IRMS values within the standard de-
viation range of 0–6‰. Thus, the direct and non-isotopic discriminating sample 
preparation via MDGC is proved.

From natural sources the (R)-enantiomer of (E)-α-ionone is detected with 
high enantiomeric purity (much more than 99%); hence, the authenticity of 
(E)-α-ionone is mostly proved via enantio-GC applications [27,65–67]. In the 
majority of cases synthetic ionones are produced via pseudoionone, prepared by 
base-catalysed condensation of citral with acetone. After acidic catalysis (using 
85% phosphoric acid or concentrated sulphuric acid), this reaction yields race-
mic (E)-α-ionone and (E)-β-ionone [68]. 

With new upcoming techniques, such as simulated moving bed (SMB) chro-
matography [69], the production of large amounts of enantiopure (R)-config-
ured (E)-α-ionone from the synthetic (E)-α-ionone racemate is conceivable, 
as reported by Zenoni et al. [70]. Consequently, enantioselective analysis is no 
longer sufficient for a comprehensive authenticity assessment of the named 
extracts [52] and, in general, the use of multielement/multicomponent IRMS 
analysis–in addition to enantio-cGC—is becoming more and more important. 
Constant-flow MDGC–combustion/pyrolysis–IRMS (MDGC-C/P-IRMS) and 
enantio-MDGC analysis have proved to be the most efficient online coupling 
techniques in the direct and comprehensive authenticity assessment of chiral 
and non-chiral analytes, such as (E)-α-ionone and (E)-β-ionone, from complex 
matrices without any risk of discrimination [71].

Table 17.6 Comparison of δ2HV-SMOW values of tertiary standards, measured by thermochemical 
conversion/element analyser (TC/EA)–IRMS and MDGC–pyrolysis–IRMS (MDGC-P-IMRS)

TC/EA-IRMS
mean (‰)

MDGC-P-IRMS

Mean ∆(MDGC-
TC/EA) (‰)

na (‰) σb (‰)
5-Nonanone -89±3 30 -88 1.0 1
Linalool -190±4 30 -190 2.3 0
(-)-Menthol -242±3 30 -239 1.4 3
Linalyl acetate -181±4 30 -184 2.0 -3
γ-Decalactone -191±3 30 -191 1.2 0
(E)-α-Ionone -197±3 30 -196 1.8 1
1-Octanol -68±2 10 -72 1.4 -4
Dodecane -128±3 10 -127 1.4 1
Methyl decanoate -246±2 10 -247 0.8 -1
Methyl N-methylanthranilate -133±4 10 -127 0.6 6
Methyl dodecanoate -250±3 10 -249 1.8 1

aNumber of measurements
bStandard deviation [71] 
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To point out the relevance of the new coupling technique, Fig. 17.13 shows 
a precolumn (Fig. 17.13a) and a main column (Fig. 17.13b) chromatogram of a 
raspberry extract (variety Rucami) measured by MDGC-P-IRMS. The concen-
trations of (E)-α-ionone and (E)-β-ionone were adjusted to the linearity range 
of the isotope ratio mass spectrometer (peak amplitude 4–7 V).

It is obvious that the precolumn separation of (E)-α-ionone is not sufficient 
for precise isotopic measurements. However, by cutting exclusively the precol-
umn section of (E)-α-ionone and (E)-β-ionone onto the main column, a suf-
ficient chemical purification and adequate performance are achieved. To avoid 
isotopic discrimination during cutting, as reported by Juchelka et al. [54], the cut 
is chosen to be rather broad and both ionones are transferred by the same cut.

Fig. 17.13 Precolumn (a, flame ionisation detection) and main column (b, selected ion monitoring 
detection)–chromatograms of a raspberry extract [71]

17.6 Comprehensive Authenticity Assessment
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17.6.2
Lavender Oil

For hundreds of years the essential oil of lavender has been well appreciated 
for perfumery purposes [72]. Lavender oil is obtained by steam distillation 
from the fresh-flowering tops of Lavandula angustifolia Miller (Lavandula of-
ficinalis Chaix) [73]. It is a colourless or pale yellow, clear liquid, with a fresh, 
sweet, floral, herbaceous odour on a woody balsamic base [73, 74]. According 
to the European Pharmacopoeia, characteristic components of lavender oils are 
limonene, cineol, 3-octanone, camphor, linalool, linalyl acetate, terpinen-4-ol, 
lavandulyl acetate, lavandulol and α-terpineol. Adulterations commonly include 
blends of lavender oils with lavandin oil or spike oil, and the addition of syn-
thetic linalool and linalyl acetate. In contrast, genuine lavender oils contain as 
main constituents (R)-linalyl acetate and (R)-linalool of high enantiomeric pu-
rity (Fig. 17.14).

For that reason enantioselective analysis of linalool and linalyl acetate proved 
to be a powerful tool to detect adulterations with synthetic racemates of linalool 
and linalyl acetate, respectively [56, 75]. 

To conclude from the latest documentation of the European Directorate for the 
Quality of Medicines, European Pharmacopoeia Commission, the enantiomeric 
purity of linalool and linalyl acetate has been adopted into monograph no. 1338 
Lavender Oil of European Pharmacopoeia. In accordance with this documenta-
tion, the percentage content of linalool (20.0–45.0%) and linalyl acetate (25.0–
46.0%) in conjunction with the specification of (S)-linalool (maximum 12%) and 
(S)-linalyl acetate (maximum 1%) is now defined as a concept for the authentic-
ity assessment of lavender oil [73]. However, by using upcoming techniques like 
SMB chromatography [69], the generation of large amounts of enantiopure (R)-
linalool from synthetic racemate has become realistic. Consequently, enantiose-
lective analysis may no longer be sufficient [52] and strategies for comprehensive 
authenticity assessment have been realised, including multielement/multicompo-
nent GC/IRMS measurements as well as enantio-MDGC-MS analysis. 

The determination of δ13CV-PDB and δ2HV-SMOW values of synthetic and natural 
linalool and linalyl acetate using IRMS has been reported by different authors 
[76–81]. With use of a pyrolysis interface, the determination of 18O/16O isotope 
ratios was proved to be a further important indicator in the authenticity assess-
ment of lavender oils. In terms of authenticity assessment, three-dimensional 
plots of the δ18OV-SMOW, δ2HV-SMOW and δ13CV-PDB values have been presented for 
both linalool and linalyl acetate [82].

A reliable authenticity assessment is concluded from the simultaneous con-
sideration of multielement IRMS and enantioselective analysis. The differences 
of the stable isotope ratios of linalool and linalyl acetate are depicted as a three-
dimensional plot of ∆ values (δ values of linalool minus δ values of linalyl acetate 
for oxygen, hydrogen and carbon) (Fig. 17.15). This plot shows that the commer-
cial samples S1–S5 are different from all the other samples investigated. Linalool 
and linalyl acetate of S1–S5 definitely are not genuine lavender oil compounds. 
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Fig. 17.14 Simultaneous stereoanalysis of Lavandula oil constituents, using enantio-MDGC (stan-
dard mixture). a Preseparation of racemic compounds; unresolved enantiomeric pairs of octan-3-
ol (6, 7), trans-linalool oxide (1, 2), oct-1-en-3-ol (9, 10), cis-linalool oxide (3, 4), camphor (5, 8),
linalool (17, 18), linalyl acetate (11, 12), terpinen-4-ol (15, 16) and lavandulol (13, 14). b Chiral 
resolution of enantiomeric pairs, transferred from the precolumn: trans-linalool oxide 1 (2S,5S), 2
(2R,5R); cis-linalool oxide 3 (2R,5S), 4 (2S,5R); camphor 5 (1S), 8 (1R); octan-3-ol 6 R, 7 S; oct-1-
en-3-ol 9 S, 10 R; linalyl acetate 11 R, 12 S; lavandulol 13 R, 14 S; terpinen-4-ol 15 R, 16 S; linalool 
17 R, 18 S. [75]

Fig. 17.15 Multielement IRMS analysis of lavender oil main compounds. Differential diagram (∆ = 
δlinalool - δlinalyl acetate); authentic (black circles) and commercial (white circles) samples; commercial 
non-authentic (circles with a line through) and special aberrations (circles with a cross) [82]

17.6 Comprehensive Authenticity Assessment
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According to Kreis and Mosandl [75] high enantiomeric purities of (R)-lin-
alool (above 94 %) and (R)-linalyl acetate (above 98%) are known as charac-
teristics of authentic lavender oils. In samples A1 and A2 the enantiomeric pu-
rity of (R)-linalyl acetate is better than ever detected in authentic lavender oils 
(above 99.9% (R)-enantiomer), whilst (R)-linalool is detected at the lower range 
of admissible purity of genuine linalool from lavender, produced under good 
manufacturing practice conditions [96.2 and 95.9% (R)-linalool, respectively]. 
Consequently, considering ∆δ values in conjunction with enantio-MDGC-MS 
analysis leads to the conclusion that linalool and linalyl acetate from samples A1 
and A2 and S1–S5 do not originate from lavender (Table 17.7, Fig. 17.15).

17.7 
Concluding Remarks

In the legal sense a flavouring substance must comply with certain criteria if re-
ferred to as “natural”. For example, it must be obtained from material of vegetable 
or animal origin, isolated by physical, enzymatic or microbiological processes.

Enantio-MDGC and/or (enantio)-MDGC-IRMS in conjunction with multi-
element (δ13C, δ2H, δ18O, δ15N)- and multicomponent analysis have proved to 
be highly efficient in the comprehensive authenticity assessment of compounds 
originating from biogenesis, provided that concise data about (1) genuine en-
antiomers and/or isotopic ratios, (2) limits of natural variations and (3) their 
behaviour during processing or storage of foodstuffs are known. 

All details about starting materials and central production features should 
be known, in order to define exactly the status “natural” of a flavouring sub-
stance. In principle, the burden of proof is the responsibility of the producer. 
If necessary, production documents should be disclosed, in order to get objec-
tive authenticity assessment by qualified and authorised experts. Constructive 
cooperation between food researchers, the food industry and authorities will 
be stimulating to quality assessment in the food industry and will enhance con-
sumer confidence [83]. 

Table 17.7 Enantiomeric ratios of linalool and linalyl acetate from non-authentic samples [82]

Sample Linalool Linalyl acetate

R S R S
A1 96.2 3.8 >99.9 <0.1
A2 95.9 4.1 >99.9 <0.1
S1 70.7 29.3 52.9 47.1
S2 55.5 45.5 55.7 44.3
S3 62.0 38.0 51.8 48.2
S4 69.7 30.3 52.0 48.0
S5 60.8 39.2 53.3 46.7
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18.1 
Introduction 

The challenges of isolating flavouring components from complex matrices is 
common in the analytical laboratory as well as in a manufacturing environment. 
In the laboratory, one has to isolate micro quantities of flavouring compounds to 
permit sophisticated gas chromatographic, mass spectrometric or liquid chro-
matographic methods to be applied in research or quality assurance settings. In 
manufacturing, the task is generally to isolate either a single chemical (perhaps 
a product of biotechnology) or a flavouring material from plant sources, reac-
tion vessels, fermentation vats, or waste streams. While each of these tasks offers 
differences in matrices, target compounds, and/or production scale, there is a 
commonality in techniques applied. In this chapter we will discuss some of the 
basic methods for the isolation of flavourings and elaborate on their application 
in each of these settings. 

18.2 
Isolation of Flavour Compounds for Analysis

The task of isolating trace quantities of flavouring components from biological 
systems (plant or animal ingredients, or finished foods) for instrumental analysis 
is formidable. Most natural systems are composed of several hundred flavour-
ing components that have an exceedingly broad range of chemical and physical 
properties. They are usually present in very low quantities (parts per million or 
parts per billion) in complex, natural matrices. This precludes ever truly pro-
ducing a flavour isolate that is identical to the flavour profile in the food matrix 
itself but rather reflects the biases inherent to the method used to produce the 
flavour isolate. Unfortunately, there is no ideal method of isolating flavourings 
from a food so the researcher must pay great attention to the objectives of the 
study and ensure that the portion of flavour to be studied is truly reflected in 
the flavour isolate so produced. This is often done by smelling aroma isolates or 
tasting non-volatile flavour isolates to determine if the desired sensory proper-
ties are present in the isolate. If the isolate does not possess the desired sensory 
attribute, then an alternative flavour-isolation method must be applied. 

18 Flavour-Isolation Techniques
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With this introduction, we will present an overview of some of the more com-
monly used methods for aroma isolation. The reader is encouraged to obtain a 
comprehensive review of the topic for more detail and is referred to [1–3].

18.2.1
Absorption (Polymer Trapping, Solid-Phase Microextraction, 
Stir Bar, Solid-Phase Extraction)

Absorption methods (sorptive extraction) have become the method of choice 
for many researchers. They offer advantages of being rapid, solventless, auto-
mated, and reasonably sensitive and broad in isolation properties. However, 
they provide an aroma isolate that reflects the biases resulting from compound 
volatility and affinity for the absorbent matrix. 

The earliest application of this method was the trapping of volatiles entrained 
in a gas stream on a granular polymer matrix, e.g. Tenax® (Fig. 18.1). The poly-
mers chosen typically have little affinity for water but significant affinity for less 
polar analytes (e.g. aroma compounds). Thus, a food may be purged with an in-
ert gas, and water (the major volatile compound in any food) passes through the 
trap, while most aroma compounds are absorbed on the polymer. The loaded 
polymer may be solvent-extracted, or thermally desorbed in the injection port 
of a gas chromatograph or an apparatus specifically designed for this purpose 
(e.g. a thermal desorber, [4]). Normally, one can use relatively large amounts 
of the absorbent, and thus trapping is quite efficient. This method is still very 
popular today.

Fig. 18.1 Systems used to absorb aroma compounds from samples for analytical purposes. a Traps 
loaded with various adsorbents [4]. b Solid-phase extraction (disk in a holder assembly) [5]. 
c Solid-phase microextraction (coated needle inserted in sample) [5]. d Twister® (1-cm length) [4]. 
(Courtesy of GERSTEL GmbH and Co. KG)
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A contemporary of the method just described is the use of an absorbent (e.g. 
C-18) bonded onto granular or disk-type supports (solid-phase extraction [5]). 
The granular material is used in cartridge form (typically less than 5 ml), while 
disk forms are placed in a funnel/holder such as shown in Fig. 18.1b. A liquid 
(e.g. water, milk, or juice) would be passed through the cartridge (or filter disk), 
the analytes absorbed in the stationary matrix, the absorbent washed with water, 
and then the analytes of interest eluted from the absorbent with an organic sol-
vent. This method has found limited use in the isolation of volatiles from foods 
but continues to find significant application in the analytical field overall [6]. 

The most commonly used absorbent method in use today is solid-phase mi-
croextraction (SPME; Fig. 18.1c) [7–9]. In this method, an inert needle is coated 
with an absorbent (Table 18.1). The absorbent-coated needle may be placed 
above a food product, or in the food product. Depending upon the type of coat-
ing placed on the needle, volatiles with an affinity for the absorbent will migrate 
from the food matrix to the needle coating and be absorbed there. 

The absorbed volatiles can be desorbed from the needle coating by placing 
the needle in a hot gas chromatographic (GC) injection port for several min-
utes. The volatiles are thermally desorbed and then analysed in the GC system. 
The virtues of this technique are widely acclaimed and include automation, sol-
ventless sample preparation, inexpensive, simple, and good recovery of volatiles 
[10]. Unfortunately, few reports mention the negatives of this method, which 
include competitive binding of volatiles, deterioration on use (may be used for 
100 injections) may result in changing performance or fibre breakage, and very 
limited phase volume, which limits the technique to only the more abundant, 
non-polar volatiles [11, 12]. Also, if the fibre is placed in a fat-containing sample, 
the lipids will also be absorbed and create artefacts during thermal desorption.

A new version of this approach involves placing a coating on a small mag-
netic stir bar (Twister®, Gerstel, Baltimore, MD, USA; Fig. 18.1d). This configu-
ration allows a significantly larger amount of absorbent phase to be used, and 
thus overcomes some of the disadvantages of SPME [13]. The bar may be placed 

Table 18.1 Absorbents used in solid-phase microextraction [5]

Absorbent Application
Poly(dimethylsiloxane) Considered non-polar for non-polar analytes
Poly(dimethylsiloxane)/divinylbenzene Ideal for many polar analytes, especially amines
Polyacrylate Highly polar coating for general use, 

ideal for phenols
Carboxen/poly(dimethylsiloxane) Ideal for gaseous/volatile analytes, 

high retention for trace analysis
Carbowax/divinylbenzene For polar analytes, especially for alcohols
Carbowax/templated resin Developed for high-performance liquid chro-

matograpy applications, e.g. surfactants
Divinylbenzene/Carboxen//
poly(dimethylsiloxane)

Ideal for a broad range of analyte 
polarities, good for C3–C20 range

18.2 Isolation of Flavour Compounds for Analysis
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in the sample or in the sample headspace. Like SPME, thermal desorption of the 
bar can be automated [4].

18.2.2
Distillation (Simultaneous Distillation/Extraction, Vacuum Distillation)

One of the few properties all aroma compounds have in common is they must 
be volatile: if they are not volatile, they cannot make a contribution to olfac-
tion. With this said, there is a very broad range in volatility across aroma-active 
compounds so one obtains a disproportionately large proportion of very volatile 
compounds and lesser amounts of low-volatility compounds in all aroma iso-
lates obtained based on this property. 

In terms of specificity in isolation, one will also isolate food constituents that 
are not aroma compounds (e.g. pesticides, herbicides, PCBs, plasticisers, and 
some antioxidants). Since these compounds are typically present in foods at 
very low levels, they generally present few complications. The primary volatile 
that complicates the application of this methodology is water. In all cases, one 
obtains an aroma isolate that consists of volatiles in an aqueous “solution”. Thus, 
unless the amount of water is small and the subsequent analytical step is toler-
ant of some water, volatility-based techniques must include some water-removal 
process. This may be freeze-concentration, the addition of anhydrous salts, or 
solvent extraction. Distillation is often used to isolate aroma compounds from 
fat-containing foods. Since fat is not volatile (under isolation conditions), its 
presence does not prohibit the use of this methodology.

Volatility-based aroma-isolation techniques most commonly have involved 
either steam distillation or high-vacuum stripping. One of the oldest techniques 
falling in this category is simultaneous stream distillation/solvent extraction 
(Fig. 18.2, left [14]). In this methodology, the sample is dispersed in water which 
is heated to boiling. The steam that is generated carries volatiles with it into a 
section of the apparatus where the steam condenses in the presence of extract-
ing solvent vapours. The co-condensation of volatile-laden steam and extracting 
solvent accomplishes an effective extraction of volatiles. As one can envision, this 
technique recovers aroma compounds on the basis of volatility and solubility in 
the extracting solvent (two biases). Yet it offers a relatively broad view of volatiles 
in foods with some loss of compounds that exhibit either extremes in volatility, or 
poor solubility in the extracting solvent. In addition, it provides an aroma isolate 
in a solvent that is reasonably concentrated: it can be used for several injections 
(GC/mass spectrometry, sniffing, etc.) as opposed to a single-use isolate. Arte-
fact formation during distillation is problematic since it has traditionally been 
carried out at ambient pressure (100 °C). [Systems that operate under vacuum 
are available but their operation is problematic since the extracting solvent and 
water (steam) must be kept in the apparatus under this vacuum.] This technique 
is being used less today than in the past but still has great value.
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Alternatively, distillations may simply depend upon a vacuum to strip vola-
tiles from a food. The volatiles stripped from a food may be condensed in a cold 
trap (Fig. 18.2, right) or passed through an absorbent trap (e.g. Tenax®) for col-
lection. While these techniques have found substantial application in the past, 
in recent times they have seen less use.

18.2.3
Solvent Extraction

Solvent extraction is an excellent choice for aroma-compound isolation from 
foods when applicable. Unfortunately, many foods contain some lipid mate-
rial, which limits the use of this technique since the lipid components would 
be extracted along with the aroma compounds. Alcohol-containing foods also 
present a problem in that the choice solvents (e.g. dichloromethane and diethyl 
ether) would both extract alcohol from the product, so one obtains a dilute solu-
tion of recovered volatiles in ethanol. Ethanol is problematic since it has a high 
boiling point (relative to the isolated aroma compounds), and in concentration 
for analysis, a significant proportion of aroma compounds would be lost with 
the ethanol. As one would expect, the recovery of aroma compounds by solvent 
extraction is dependent upon the solvent being used, the extraction technique 
(batch or continuous), and the time and temperature of extraction. 

Fig. 18.2 Aroma-isolation techniques based on distillation. Left simultaneous distillation/extrac-
tion; right high-vacuum distillation with cryotrapping. (Reprinted with permission from [15]. 
Copyright 1998 American Chemical Society)

18.2 Isolation of Flavour Compounds for Analysis
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18.2.4
Combinations of Methods

It is very common to combine methods in obtaining aroma isolates. The simul-
taneous distillation/extraction method previously described is an example. An-
other popular combination method initially involves the solvent extraction of 
volatiles from a food and then high-vacuum distillation of the solvent/aroma 
extract to provide a fat-free aroma isolate. This technique is broadly used today 
to provide high-quality aroma extracts for numerous purposes. The apparatus 
used in solvent removal has been improved upon to reduce analysis time and 
efficiency: the modified method is termed solvent-assisted flavour extraction 
(SAFE) [16]. 

18.2.5
Comments on Aroma-Isolation Methods

It is important to remember that no method of obtaining an aroma isolate from 
a food gives a complete quantitative or qualitative picture of the aroma com-
pounds actually present in the food. Every method used in aroma isolation has 
biases in isolation and the common need to combine methods (e.g. one based 
on volatility and then solubility in solvent extraction) introduces even more bi-
ases [17]. Thus, one has to use extreme care in choosing isolation methods and 
interpreting results obtained from them. It is also important to recognise that 
the scientific literature may be biased as well. Authors typically do not dwell on 
weaknesses of the methodology they are using but the positives. Thus, the task 
of choosing isolation methods must be approached in a thoughtful, knowledge-
able manner. 

18.3 
Isolation of Flavour from Plant Materials for Commercial Use 

In this section, we are interested in economically isolating flavouring materi-
als indigenous to a plant source for commercial use. While the flavour indus-
try continues to expand its production of synthetic chemicals and pure, natural 
chemicals made following the legal definition of “natural”, the industry still de-
pends very heavily upon flavouring materials isolated from plant sources. The 
citrus oils, mint oils, and vanilla are prime examples of flavouring materials de-
rived from plants that are used in very large volumes by the industry. 

It should be no surprise that the methods used to produce most flavourings 
from plant sources are based on similar principles as those used in the isola-
tion of aroma compounds from foods. However, economics and scale play ma-
jor roles in dictating methods. Additionally, the physical characteristics of the 
plant material, and concentrations and properties of flavouring materials also 
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are considered. These constraints result in compromises in aroma recovery for 
it is not critical that all volatile compounds be quantitatively recovered from the 
starting plant materials. In fact it is not even required that the sensory proper-
ties of the flavour isolate obtained even resemble those of the starting plant ma-
terial. Basically, it is only important that what is isolated from a plant source has 
commercial value. We will provide a brief overview of the methods used in the 
isolation of these flavouring materials. More comprehensive texts, for example 
those by Ziegler and Ziegler [18], Ashurt [19], or Reineccius [20], are recom-
mend for detail. 

18.3.1
Distillation (Essential Oils)

Distillation is very commonly used for the production of flavouring materials 
from plants. One would use differing types of distillation for this purpose de-
pending upon the plant material used and the flavouring one wishes to recover. 
If one is using very fragile plant materials with a delicate flavour (e.g. flower 
petals), one would likely use a water distillation. The flower petals would be 
dispersed in water and then some portion of the water would be distilled from 
the distillation pot. Dry, rigid plant materials (e.g. leaves, twigs, bark, roots, or 
seeds) may require the use of low-pressure or high-pressure steam depending 
upon the plant material and the flavouring material desired. In most cases very 
hard plant materials (e.g. cinnamon bark or clove buds) would be ground to 
provide greater surface area for distillation. The distillate in all cases is collected 
and the oil and water are allowed to separate naturally owing to insolubility 
(gravity separation), or are solvent-extracted if the natural separation process 
is inefficient. Figure 18.3 shows the distillation equipment used to recover es-
sential oils from plant materials [21].

Fig. 18.3 Distillation equipment used to recover essential oils from plant materials [21]

18.3 Isolation of Flavour from Plant Materials for Commercial Use
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In distillation processes, the non-volatile components (e.g. bite of pepper 
or ginger, and natural antioxidants) would remain with the spent plant mate-
rial since they are non-volatile. Also, any water-soluble flavouring components 
would also be lost in the final distillate separation. The products so produced 
may only partially resemble the fresh starting plant material. Nevertheless, these 
materials are highly valued and are key ingredients for the flavour industry. 
Some are unstable to oxidation since the natural antioxidants remain with the 
spent plant materials. 

18.3.2
Solvent Extraction (Oleoresins, Extracts, and Infusions)

Oils from some plants may be recovered either by distillation or by solvent ex-
traction. It is readily understood that the flavour profile obtained by each pro-
cess is unique: distillation yields only volatile flavouring components, while 
extraction yields extractable volatiles plus some non-volatile flavouring compo-
nents. This difference is most evident when the plant material contains taste or 
chemesthetic components e.g. ginger. The essential oil of ginger has a very mild 
ginger aroma with no taste. It is broadly used in beverages and confectionary 
products. Ginger flavourings obtained by solvent extraction have a character-
istic aroma and also the bite of the ginger root. This latter oil is used in most 
savoury products (although these delineations are becoming blurred). 

As one would anticipate, the flavour character of the recovered oil is depen-
dent upon the specific solvent used in extraction. For example, hexane extracts 
yield a different flavour character from that of those made using either super-
critical CO2 or acetone extraction. The increasing use of supercritical CO2 has 
made some very true to character oils available to the industry, albeit at a higher 
price than traditional solvents. 

18.3.3
Cold Pressing (Citrus Oils)

Some oils are sufficiently easily recovered that they can be pressed from the plant. 
This is generally limited to the citrus oils, where oil sacks are located near the 
surface of the peel. Citrus fruit is processed using equipment that simultaneously 
extracts the juice from the core of the fruit and oil from the peel. Lime oil may 
be produced either by distillation or pressing. Distilled lime oil is made from 
very small limes that are macerated and then distilled—no juice is recovered. The 
lime oil degrades greatly in the distillation pot owing to high temperatures and 
the low pH of the juice; however, the oil is very readily accepted since this is how 
most lime oil was originally produced and, thus, introduced to the market: the 
deteriorated flavour defined the product. More recently, lime oil has been recov-
ered by pressing, and this oil is very fresh in character as opposed to the distilled 
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oil. Oil yields by pressing are low and thus these products are typically expensive 
but yet they yield the true characteristic flavour of the citrus oils. 

18.4 
Isolation of Flavouring Materials from Waste Streams

The isolation of flavouring materials from waste streams is becoming of inter-
est to the flavour industry. Historically, waste streams have been considered a 
disposal problem (cost) but the continuing demand for natural flavouring ma-
terials and the willingness to pay a premium for a natural flavouring makes 
the industry consider harvesting aroma compounds from these waste streams 
whenever possible. In some cases waste streams may provide natural chemi-
cals (or flavouring mixtures) that are not available by alternative processes (e.g. 
biotechnology), giving them even greater value. For example, it is very difficult 
to produce natural forms of many of the Maillard products (heterocyclic com-
pounds). They are uniquely formed from thermally induced reactions and thus 
are not found in plant sources or produced by enzymatic reactions (or fermen-
tations). These types of compounds may be recovered from baking or roasting 
processes by condensing exhaust gases.

Flavour recovery from waste streams is also becoming of greater interest in 
the USA since the Environmental Protection Agency is starting to consider not 
only the liquid waste streams but also the exhaust gases of food-processing op-
erations to be pollutants. When local manufacturing operations (e.g. bakeries) 
were producing baked goods for a small community, the aroma in the exhaust 
gases was quite dilute and considered pleasant. As commercial operations have 
grown in scale, the exhaust gases are more concentrated, may be less pleasant, 
and contribute considerably to air pollution. Thus, there may be a financial in-
centive to removing aroma chemicals from waste streams to reduce pollution-
abatement costs.

The task of recovering aroma compounds produced in the industry by bio-
technological processes is somewhat similar to flavour recovery from waste 
streams; however, biologically produced flavouring materials are generally 
somewhat easier to recover since the concentrations of volatiles are higher, and 
the volatiles produced are less complex in composition. In a biotechnological 
process, one aims for yields of target compounds in the grams per litre of fer-
mentation broth range as opposed to the parts per million or parts per billion 
concentration ranges one might find in waste streams. 

With the above introduction in mind, we will present an overview of the 
techniques used for the recovery of flavour compounds from waste streams. 
Pervaporation, a logical process for this application, is discussed in detail in 
Chap. 19, so it will not be discussed here. 

The literature involving the further processing (e.g. fermentation, enzymatic 
or thermal processing) of a food waste stream to produce a flavouring is men-
tioned in two examples but discussion is limited.

18.4 Isolation of Flavouring Materials from Waste Streams
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18.4.1
Spinning Cone Concentrator 

The use of a spinning-cone concentrator (SCC, Fig. 18.4) for the recovery of 
volatiles from food-processing streams has found considerable application [22, 
23]. This technique may be carried out under vacuum (minimal heat damage) 
and is highly efficient owing to the thin film and the high surface areas provided 
by the design. The spinning column is made up of a central rotating shaft that 
has alternating rotating and stationary disks (Fig. 18.5). 

A feed material is fed in at the top of the column and is allowed to flow through 
a series of disks. The first disk is fixed and thus the infeed flows down the disk 
by gravity to exit into the base of the first spinning disk. The centrifugal forces 
of each spinning disk result in the infeed liquid being forced up the disk in a 
thin film and then dropping onto the next fixed disk and flowing by gravity onto 
the next rotating disk. This flow pattern gives a very high, thin film flow pattern 
(Fig. 18.6). An inert gas (or steam, temperature dependent upon the operational 
vacuum) is drawn through the system countercurrent to the infeed flow. On exit-
ing, the extracting gas passes through a condenser to recover the volatiles. 

The efficiency of the SCC is illustrated in comparison with a traditional dis-
tillation-based essence recovery unit in Table 18.2. One can see that the aroma 
volatiles are preferentially stripped from the infeed in the SCC compared with 
the situation in a single-stage evaporator. Thus, highly concentrated aroma iso-
lates can be produced. Flavortech [22] noted that essences of 1,500-fold may be 
produced from juices if a double pass is used (the infeed is the first pass and the 
acquired essence the second pass). 

This process has found major application in the wine industry to control the 
alcohol content of wines (i.e. remove alcohol to the desired level). Wine is ini-
tially passed through the equipment at temperatures and pressures that primar-
ily strip aroma components. The dearomatised wine is then passed a second 
time through the equipment at higher temperatures and vacuum to strip the 
desired amount of alcohol from the wine. The initially captured aroma frac-
tion can then be added back to the reduced alcohol wine to produce the desired 

Table 18.2 The amount of water (%) required to completely strip the aroma compounds from fruit 
juice [22]

Fruit Stripping required for the total removal of fruit aroma 
(calculated using volatility relative to water)

Single-stage evaporator Spinning-cone concentrator
Apple 10 0.5–1.0
Orange 20 1-2
Grape 42 2-3
Apricot 55 3-4
Strawberry 82 5-6
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Fig. 18.4 A spinning-cone 
column apparatus [22]

Fig. 18.5 One member of a spinning-cone concentrator 
(SCC) [22]

Fig. 18.6 The flow pattern of extracting gas and infeed liquid in a SCC [22]

18.4 Isolation of Flavouring Materials from Waste Streams
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product. This process may be used to produce alcohol-“free” wine (0.2% alcohol 
[24]) and more recently alcohol-“free” beer using the same process (0.1% alcohol 
[25]). This process is also used to obtain very highly concentrated, high-quality 
isolates from plant juices [23] and the recovery of volatiles from waste streams, 
notably apple or berry pumice, citrus and onion waste [22]. For example, the 
SCC is claimed to efficiently recover more than 90% of the citrus essential oils 
traditionally lost with the centrifuge waste [22].

18.4.2
Absorption/Adsorption

Adsorption (or absorption) involves passing an aroma-laden liquid (or gas) 
stream through a bed of adsorbent. Assuming that the adsorbent has a signifi-
cant affinity for the aroma compounds of interest, they will be adsorbed onto 
the bed and concentrated. While for analytical purposes the bed is commonly 
thermally desorbed, it is more likely to be solvent-extracted in this application 
to recover the trapped volatiles.

One application of this process has been described for the recovery of aroma 
compounds from beer during fermentation [26]. During the manufacture of 
beer, large quantities of CO2 are generated and liberated from the beer. The CO2
carries along with it significant quantities of higher alcohols, esters, and hops 
compounds which have significant flavour value. Sanchez [26] devised a system 
whereby the fermentation gases were passed though a bed of adsorbent (not 
identified) and then desorbed by alcohol extraction of the column. Through the 
proper choice of adsorbent, a desirable aroma isolate was obtained that was low 
in short-chain esters and sulfite, both of which have a negative impact on beer 
flavour quality. 

Adsorption methods have also been used in the recovery of flavourings cre-
ated from the treatment of waste streams (e.g. spent coffee grounds). For exam-
ple, selected volatiles generated in spent coffee grounds by thermal hydrolysis 
have been isolated using non-polar resins [27]. The gas stream emerging from 
the heated coffee grounds (220 °C) was passed through a resin (styrene or divi-
nylbenzene, or activated carbon) until furfural breakthrough was noted. Then 
the adsorbent was desorbed, yielding an aroma isolate that was used to rein-
force the aroma of soluble coffee. The primary components isolated in this pro-
cess were acetaldehyde, diacetyl, acetone, 2-methylpropanal, 3-methylbutanal, 
2,3-pentanedione, and small amounts of furfural.

While the first two examples of using adsorption methods to produce aroma 
isolates were from gas streams, Tan et al. [28] applied adsorption methods to the 
isolation of flavouring extracts from mushroom blanching water. Unfortunately, 
only an abstract was available of this work so it lacks detail. It appears that they 
evaluated the use of two different resins (not described) and ethanol, pentane, 
hexane, and other solvents for desorption. They claim to have had good success 
in obtaining a useful aroma isolate. 
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18.4.3
Extraction (from Gas or Liquid Streams) 
Using Cryogenic Traps or Solvents

As mentioned in the introduction to this section, there is the opportunity to re-
cover aroma compounds from baking or roasting exhaust gases. The patent lit-
erature contains numerous references to the recovery of aroma compounds us-
ing this approach, most commonly from cocoa, coffee, or tea processing. Aroma 
compounds from the roaster exhaust gases are either condensed in cryogenic 
traps [29–32] or collected on absorbents (e.g. charcoal [33]) and then solvent-
extracted to obtain a concentrated aroma extract. The concentrated extract may 
be used to aromatise a similar product (e.g. soluble coffee) or may be used to 
flavour other products (e.g. coffee-flavoured ice creams). 

One of the earliest processes used charcoal traps to collect aroma from dif-
ferent stages of coffee processing (grinding, brewing, and concentration) [33]. 
Each processing step after roasting was carefully hooded so that all vapours 
from the coffee were passed through a charcoal bed. The charcoal bed was then 
extracted with either an organic solvent (ether, dichloromethane, or preferably 
dichloromonofluoromethane) or steam (121 °C). A minimum amount of steam 
(or solvent) was used to provide the most concentrated coffee essence. Extracts 
containing 20–40% coffee volatiles were prepared in this manner. 

Numerous patents issued for the recovery of coffee exhaust gases since that 
time. The industry has generally chosen to cryogenically trap volatiles and the 
patent variations have largely been in the design of the vapour-trapping devices. 
One of the later versions of this process uses a series of cryogenic traps, each 
successive trap incorporating lower temperatures [29]. Since water is the most 
abundant volatile, the first trap is used to take the majority of water from the gas 
stream. Successively lowering the trap temperature effectively fractionates the 
volatiles, providing some control over the sensory properties of the collected 
fractions. A recent design of a cryogenic trap is shown in Fig. 18.7. In this pro-
cess, liquid nitrogen is sprayed directly into the product vapour stream and a 
frost (organic volatiles) is formed. The cold gas stream with suspended frost is 
passed through a porous filter (Fig. 18.7, no. 20) where the frost is collected on 
the outside of the filter and the nitrogen and non-condensed volatiles pass out 
through the centre of the filter to enter the next colder trap. The traps are set 
up to periodically back-purge the filter rods with cold nitrogen to dislodge the 
captured frost. This keeps the traps free flowing. The dislodged frost is collected 
in the bottom of the vessel where it melts and is removed (Fig. 18.7, no. 27) on 
a continuous basis. 

A similar apparatus has been used for recovery of aroma compounds from 
cacao during processing [34]. In this process, water and acetic acid are removed 
from the aroma-laden gas stream by the initial traps and then the gas is passed 
through traps of the same design as those described by Carns and Tuot [29]. The 
aroma isolate so provided is suggested to be useful for the flavouring of soluble 
cocoa beverages, cake mixes, and confectionery products. 

18.4 Isolation of Flavouring Materials from Waste Streams
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While the bulk of the literature has focused on the recovery of coffee volatiles, 
there are a few publications describing the recovery of aroma compounds from 
other foods as well. One example is the recovery of hop aroma from kettle ex-
haust [35]. In this paper the authors described the condensation of vapours from 
a hop kettle, washing the condensate with NaClO, passing the wash through an 
active carbon column to absorb the hop oil, and finally solvent-extracting the 
carbon trap with an organic solvent to obtain a dilute hop oil extract. Concen-
tration of this extract yielded a characteristic hop flavour which was reincorpo-
rated into the beer-making process. 

If one is considering the recovery of aroma compounds from waste gas 
streams, one should investigate the pollution-control literature. There are a large 
number of patents and scientific articles that deal with this issue. The techniques 
used are generally aimed at the removal of trace volatiles in air streams and are 
potentially suited to aroma recovery. The primary consideration is whether the 
techniques yield an isolate safe for human consumption.

Fig. 18.7 A cryogenic trap used 
to collect coffee vapours lost 
during processing for reincor-
poration into soluble coffee [29]
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18.4.4
Membranes

In some cases, the flavouring recovered from a waste stream is based on taste 
substances (non-volatiles). These materials are typically recovered by mem-
brane methods. Membranes offer economy (high initial capital cost but less 
than 50% operating costs and 90% reduction in energy costs) and minimal heat 
damage compared with distillation processes. Chaing et al. [36] used ultrafiltra-
tion (UF) and reverse osmosis (RO) to recover mushroom flavouring materials 
from blanching water. They obtained concentrates of up to 20% solids, claiming 
90% recovery of non-volatiles and 50% recovery of volatiles. They noted that 
the isolated fraction could not be differentiated from the starting material in 
sensory testing. 

There has been considerable interest in recovering flavour components from 
seafood-processing operations. While solid waste from the cleaning operation 
may be used directly as base materials for the formation of seafood flavours 
based on process chemistry, the aqueous waste stream from cleaning is too di-
lute to be useful for that purpose. The cooking water, however, contains substan-
tially higher concentrations of both volatile (aroma compounds characteristic 
of seafoods) and non-volatile [free amino acids (taurine, glutamic acid, glycine, 
etc.), peptides, nucleotides (purine derivatives), quaternary ammonium bases, 
organic acids (lactic acid), sugar (glucose, ribose) and inorganic salts (Na+, K+,
Cl-)] materials that have flavouring value [37]. Vandajon et al. [37] gave an ex-
ample that a shrimp-processing line with a capacity of 2,000 t/year would gen-
erate about 15 t/year of organic material (potential flavouring materials) in the 
cooking water. 

Vandanjon et al. [37] reported on using a combination of UF and RO, or 
UF and nanofiltration (NF) to remove both volatiles and non-volatiles from 
the cooking water of shrimp, buckies, and tuna. The preliminary use of UF is 
common in that it removes the larger materials that would clog the subsequent 
membrane steps. NF was not found to be as efficient in the recovery of volatiles 
as RO. Unfortunately, the authors did not evaluate the use of the recovered ma-
terials as flavourings. 

More recently, Lin and Chaing [38] have reported on a membrane process 
to recover flavour compounds from salted shrimp processing wastewater. In 
many Asian countries, dry salted shrimp is a popular food item. This product is 
made by cooking shrimp in a 10% salt brine prior to shucking and drying; thus, 
the cooking water is high in salt, which poses a problem in flavour recovery. 
Lin and Chang [38] evaluated the use of loose RO membrane diafiltration or 
electrodialysis (ED) for desalting and flavour recovery. Using RO, they were 
able to remove about 93% of the salt but they recovered less than 50% of the 
free amino acids and nucleotides (target flavour compounds). Using ED, they 
removed less salt (85%) but improved their recovery of flavour compounds to 
more than 70%. On the basis of this work, they recommended the ED system 
for this purpose. 

18.4 Isolation of Flavouring Materials from Waste Streams
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A group at North Caroline A&T has used combined fermentation and mem-
brane processes to produce lactic acid from a cheese whey waste stream. Lactic 
acid is typically produced by the fermentation of glucose (starch source) and is 
recovered by neutralisation, filtration and reacidification. This process recovers 
the lactic acid but generates a significant waste stream. In work presented by 
Shahbazi et al. [39], lactic acid was produced by the fermentation of lactose and 
isolated using UF and NF membranes (Fig. 18.8). UF is used to retain cells and 
protein, while NF retains lactose while allowing lactic acid to pass through the 
membrane. The process does not produce a waste stream and offers economy in 
operation. This process is described in detail in other work [40].

Souchon et al. [41] used a combined membrane/solvent-extraction process 
to recover tomato volatiles from a model tomato aroma solution and an actual 
tomato-processing waste stream. This process uses a microporous membrane 
(polypropylene) to separate the waste stream from the extracting solvent [42]. 
This membrane is porous to the organic phase (hexane or Miglyol) and thus an 
overpressure must be applied to the aqueous stream in order to inhibit the flow 
of extracting solvent into the aqueous stream. The use of a membrane inter-
face offers some advantages in that there are no issues with flooding, loading, 
or emulsification [41]. Furthermore, the pumping systems are low pressure and 
the separation of phases is not necessary (permits a wide range of solvents). 
Souchon et al. [41] noted that the primary disadvantage of this process is that 
the membrane provides a diffusional barrier to extraction, but the very high 
hollow fibre membrane surface area minimises this problem. 

Fig. 18.8 The recovery of lactose from a whey waste stream [39]
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Souchon et al. [41] found this process to be very efficient in the recovery 
of tomato volatiles both from the model system and from commercial tomato 
waste stream. They reported that using a 1.4-m2 membrane surface, a 20-L/h 
waste stream flow, and hexane as the extracting solvent, they would recover ap-
proximately 95% of the hydrophobic tomato volatiles. Volatile recovery is depen-
dent upon the type of volatile being extracted and the extracting solvent. 

18.5 
Summary

The recovery of aroma compounds from waste streams has been accomplished 
in only a few commercial applications, the best known being the recovery of 
coffee or cocoa volatiles during processing. The limitation in application is eco-
nomics. The waste stream must have an adequate concentration of volatiles and 
the volatiles must be of high value. Few processing operations meet these eco-
nomic criteria at this time. In the future, the high costs of recovering flavouring 
materials from waste streams will be partially offset by the saving in disposal 
costs associated with environmental issues. 
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19.1 
Membrane Processes in the Food Industry

Membranes are semipermeable barriers that permit the separation of two com-
partments of different composition or even condition, with the transport of com-
ponents from one compartment to another being controlled by the membrane 
barrier. Ideally, this barrier is designed to let pass selectively only certain target 
compounds, while retaining all others—hence the denotation “semipermeable”. 
Membrane separations are particularly suitable for food applications because (1) 
they do not require any extraction aids such as solvents, which avoids secondary 
contamination and, hence, the necessity for subsequent purification; (2) transfer 
of components from one matrix to another is possible without direct contact 
and the risk of cross-contamination; (3) membrane processes can, in general, be 
operated under smooth conditions and therefore maintaining in principle the 
properties and quality of delicate foodstuff.

Naturally, there exist a variety of membrane separation processes depending 
on the particular separation task [1]. The successful introduction of a mem-
brane process into the production line therefore relies on understanding the ba-
sic separation principles as well as on the knowledge of the application limits. 
As is the case with any other unit operation, the optimum configuration needs 
to be found in view of the overall production process, and combination with 
other separation techniques (hybrid processes) often proves advantageous for 
large-scale applications. 

Figure 19.1 gives an overview of some of the most common membrane sep-
aration techniques, their application range and their denotation. It should be 
pointed out that the terminology for membrane separation processes is partly 
traditional. The kind of membrane–solute interactions and the respective mass-
transport phenomena can therefore not necessarily be derived from the des-
ignation of the membrane separation, and should always be evaluated for the 
individual application envisaged. 

In general, but not as a rule, the smaller the target compounds to be sepa-
rated, the denser should be the polymer network in order to give the most in-
tense membrane–solute interactions during permeation. The driving force for 
the separation to take place should then act on the most significant difference 
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between the component(s) to be recovered and the bulk. Membranes can there-
fore be “porous” (Fig. 19.2a,d) or “non-porous” (“dense”, Fig. 19.2c), they may 
be originally porous but confine a stationary phase of particular affinity within 
their pores (and hence become “dense”, Fig. 19.2e), or they may be charged 
(Fig. 19.2f)—any configuration may be conceived depending on the particular 
separation task. A principle classification may be drawn between separations 
involving volatile and/or non-volatile components, as some processes involve 
mass-transport phenomena that rely on the volatility of the solute(s) to be re-
covered (Fig. 19.2c,d). As manifold as the membrane structures are the materi-
als available: they can be polymers, inorganic matrices or composites [2, 3]. The 
wide range of possible materials underlines one of the strengths of membrane 
separations over evaporative techniques and solvent extraction: the possibility 
of tailoring and fine-tuning the separation barrier for an individual need, be it 
in its bulk properties or by suitable surface modifications [2, 4]. 

Porous (filtration) membranes separate primarily on the basis of size exclu-
sion, with permeate fluxes being convective and relatively high (Fig. 19.2a). 
While it therefore appears that the choice of the membrane material is not pri-
marily crucial for the separation, in practice it needs in fact to be made carefully 
in order to minimise undesired surface phenomena during operation (such as 
fouling [5]) that can strongly deteriorate and even govern the overall process 
performance. This also applies to membrane distillation and membrane os-
mosis, processes during which volatile compounds are evaporated through the 
pores of a membrane (Fig. 19.2d). The membrane serves in these cases more as 
a support structure rather than a selective barrier. The denser the membrane 
polymer network, the more is the intrinsic membrane transport diffusive and 

Fig. 19.1 Overview of some membrane separation processes and their application range (adapted 
from [2])
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the lower become the intrinsic permeate fluxes. With the membrane–solute in-
teractions being intense, the right choice of the membrane material becomes 
crucial for the separation process as it strongly determines the membrane selec-
tivity. An example for such an application is the recovery of aroma compounds 
by pervaporation (Fig. 19.2c), which will be discussed in more detail next.

19.2 
Recovery of Aromas and Aroma Profiles by Pervaporation

Pervaporation is a membrane separation process in which a dense, non-porous 
membrane separates a liquid feed solution from a vapour permeate (Fig. 19.2c). 
The transport across the membrane barrier is therefore based, generally, on a 
solution-diffusion mechanism with an intense solute–membrane interaction. It 

Fig. 19.2 The operation principle of the most common membrane separation processes, with 
membranes separating the feed (left) from the permeate phase (right). Circles and stars indicate 
volatile and non-volatile compounds, respectively. Driving forces acting upon solutes are indicated 
by arrows as gradients of pressure (P), activity (a) and electrostatic potential (ψ). It should be noted 
that all these driving forces are eventually based on a gradient of the chemical potential in its most 
general form

19.2 Recovery of Aromas and Aroma Profiles by Pervaporation
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is a process that is employed when the target compounds are volatile and of low 
molecular size (Fig. 19.1), such as is the case with aroma compounds. The most 
appropriate driving force for the separation to take place is in this case a gradi-
ent in the chemical potential (or the activity) of the compound between the feed 
and the receiving (permeate) compartment. 

Figure 19.3 schematically describes in more detail the transport phenomena 
occurring during pervaporation. First, solutes partition into the membrane ma-
terial according to the thermodynamic equilibrium at the liquid–membrane in-
terface (Fig. 19.3a), followed by diffusion across the membrane material owing to 
the concentration gradient (Fig. 19.3b). A vacuum or carrier gas stream promotes 
then continuous desorption of the molecules reaching the permeate side of the 
membrane (Fig. 19.3c), maintaining in this way a concentration gradient across 
the membrane and hence a continuous transmembrane flux of compounds.

From Fig. 19.3a–c, and as opposed to purely sorption controlled processes, it 
can be seen that during pervaporation both sorption and diffusion control the 
process performance because the membrane is a transport barrier. As a conse-
quence, the flux Ji of solute i across the membrane is expressed as the product 
of both the sorption (partition) coefficient Si and the membrane diffusion coef-
ficient Di, the so-called membrane permeability Li, divided by the membrane 
thickness ℓ and times the driving force, which may be expressed as a gradient of 
partial pressures in place of chemical potentials [6]:

(19.1)

with pi,f and pi,p are the feed and permeate partial pressures of solute i, respec-
tively, xi,f and yi,p are mole fractions of solute i in the feed and in the permeate, 
respectively, and Pi° is the saturated vapour pressure of solute i. It is pointed out 
that the use of Henry coefficients is strictly valid only for very dilute solutions. 
Whilst this is valid for most aroma-containing solutions, such as beverages, it 
always needs to be confirmed for the individual separation task. 

When the driving force is maximum, i.e. when pi,p → 0, then the pervaporative 
membrane selectivity α between two components can be expressed as

(19.2)

with Hi/Hj being the selectivity of the vapour–liquid equilibrium, i.e. the se-
lectivity of evaporative techniques. Compared with evaporative techniques, for 
example vacuum evaporation (spinning-cone column), whose driving force 
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is also a gradient in the chemical potential, pervaporation as a non-porous 
membrane separation technique has therefore the advantage of an additional 
selectivity stemming from the semipermeable membrane barrier between the 
feed liquid and the (permeate) vapour. Although this selectivity is theoretically 
gained at the cost of overall fluxes (the membrane is a transport resistance), this 
shortcoming can be compensated for in practice by a larger membrane area. 
Commercial membrane costs are competitively low, and in particular hollow-
fibre membrane modules allow a very high membrane area-to-volume ratio and 
hence compact design of membrane modules.

In comparison with adsorptive/absorptive techniques for aroma recovery 
from bioconversions, the disadvantage of pervaporation is the fact that both 
sorption and diffusion determine the overall selectivity. While the sorption se-
lectivity is very high (equal to that of adsorptive/absorption), the diffusion se-
lectivity favours water owing to the simple fact that water is a smaller molecule 
than aroma compounds and thus sterically less hindered during diffusion (Table 
19.1). The overall (perm)selectivity (P=SD) is therefore lower than in strictly 
sorption controlled processes, although it is still favourable compared with that 
for evaporation. This shortcoming compares, however, with operational advan-
tages of pervaporation as outlined before.

Table 19.1 Selectivity of a pervaporation membrane (based on poly(octylmethylsiloxane) [7]) for 
ethyl hexanoate and isobutyl alcohol with respect to water

Compound Sorption 
coefficient S
(mg·mg-1)

Diffusion 
coefficient D
(m2·s-1)

Sorption 
selectivity

Diffusion 
selectivity

Overall perm-
selectivity

Water 5×10-4 2.2×10-10 1 1 1
Ethyl hexanoate 241 2.1×10-12 482,000 0.0095 4,579
Isobutyl alcohol 1 5.4×10-12 2,000 0.025 50

Fig. 19.3 The solution-diffusion transport model in pervaporation. a Solution of compounds from 
the feed phase into the membrane surface. b Diffusion across the membrane barrier. c Desorption 
from the membrane permeate (downstream) side into the permeate phase

19.2 Recovery of Aromas and Aroma Profiles by Pervaporation
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19.2.1
Limitations and Technical Challenges

While vapour permeation and hydrophilic pervaporation have readily found 
well-established areas for industrial application, in the case of organophilic 
pervaporation a clear industrial breakthrough has not yet been achieved. The 
reasons for this situation derive from the intrinsic character of this process and 
from the way some problems have been approached so far:

19.2.1.1
Membrane Selectivity

Although some membranes exhibit a high affinity towards aroma compounds—
as a rule, pervaporative enrichment of alcohols is low, of aldehydes intermediate 
and of esters high [8]—the high diffusivity of water, even through “hydrophobic 
membranes”, limits the degree of selectivity for aroma recovery from diluted 
aqueous media (Table 19.1). The membrane material of choice for organophilic 
pervaporation is poly(dimethylsiloxane), including chemically modified deri-
vates through introduction of bulky side groups designed to reduce the partial 
water flux, e.g. poly(octylmethylsiloxane), and, additionally, other elastomeric 
materials such as polyether–polyamide block copolymers, ethylene–propylene–
diene monomer elastomers and filler-type membranes [9]. Because one aims 
at employing selective membranes as thin as possible, in order to have a high 
sorption affinity and to minimise the relevance of diffusion selectivity, most 
membranes are composites consisting of a thin selective membrane and a mac-
roporous support for mechanical stability.

19.2.1.2
Flux of Target Compounds

When using organophilic pervaporation for the recovery of aroma compounds, 
the partial fluxes (19.1) of the target aromas are lower than the corresponding 
fluxes when using evaporative techniques. This behaviour results from the fact 
that the membrane represents an additional barrier for mass transport (lower 
Di), even if it exhibits a high sorption affinity (Si) for the target aroma. This is 
the price to pay in order to achieve higher selectivities for the recovery of com-
pounds of interest. Furthermore, in contrast to vapour permeation, where the 
feed stream can be compressed allowing the concentration of the target perme-
ant solute to be increased and, hence, the driving force for transport, the minute 
concentration of aroma compounds to be recovered by organophilic pervapo-
ration from aqueous streams leads typically to low transport rates and partial 
fluxes. This problem applies also to techniques for aroma recovery from aqueous 
streams based on liquid–vapour equilibrium, such as vacuum evaporation.
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19.2.1.3
Module Design and Fluid Dynamics

Mass-transfer limitations due to poor hydrodynamic conditions in the feed-
side–membrane interface are common in organophilic pervaporation (Fig. 
19.4). This effect, usually known as feed-side concentration polarisation, may 
become particularly relevant for solutes with a high sorption affinity towards 
the membrane, which may lead to their depletion near the membrane interface 
if external mass-transfer conditions are not sufficiently good to guarantee their 
fast transport from the bulk feed to the interface. As a consequence of their 
depletion near the interface, the driving force for transport, and the resulting 
partial fluxes, becomes lower. This is not a membrane-intrinsic phenomenon, 
but stems from insufficient upstream flow conditions; in practice it may in fact 
not be overcome owing to module design limitations [10]. This problem is not 
relevant for hydrophilic pervaporation because water transport is mainly regu-
lated by diffusion and not by selective sorption to the membrane. Better mod-
ule design and new approaches for improved mass-transfer conditions, with-
out dramatically increasing the energy input, are needed in this case; the recent 
work on the use of Dean vortices [11] and the assessment of full-scale vibrating 
pervaporation units [12] are examples of such effort.

Although less discussed in the technical and scientific literature, permeate-
side concentration polarisation may also become a problem when using thin 
selective films that require macroporous supports for mechanical stability [13]. 

Fig. 19.4 Aspects of optimisation of the pervaporation process, apart from the membrane ma-
terial: 1 module design for optimum upstream and downstream conditions; 2 condensation 
temperature(s) or aroma capture strategy; 3 vacuum applied and type of vacuum pump. All as-
pects of the optimisation are interdependent in pervaporation and therefore need to be tackled as 
a whole, rather than individually

19.2 Recovery of Aromas and Aroma Profiles by Pervaporation
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These porous structures may hinder the transport of solutes away from the 
membrane downstream surface, causing a local increase of the solute partial 
pressure and hence a decrease of the driving force (19.1). Eventually, solute con-
densation may occur if the solute’s local partial pressure surmounts its satura-
tion vapour pressure. This problem becomes particularly relevant when dealing 
with high-boiling aroma compounds [14] and when pressure drop in the down-
stream circuit increases owing to poor module design.

19.2.1.4
Aroma-Capture Strategies

Stripping of the permeating compounds is achieved either by applying a vac-
uum in the downstream circuit or by using an inert sweeping gas stream. So 
far, vacuum pervaporation has deserved a higher degree of attention because it 
makes it easier to reach low solute partial pressures in the permeate circuit [15] 
and, consequently, higher driving forces, which are particularly relevant for the 
permeation of high-boiling compounds. The second main reason for not using 
sweeping gas pervaporation stems from the fact that recovery of target solutes 
(aroma compounds) by condensation becomes energetically inefficient owing 
to the cooling down of a large amount of non-condensable gases (sweep gas); 
under these circumstances the use of condensation approaches, namely frac-
tionated condensation, becomes inadequate.

On the industrial scale, one aims at shutting off the vacuum pump once the 
appropriate vacuum level has been established in the downstream circuit in 
order to minimise energy costs and, ideally, let the condensation unit(s) alone 
maintain(s) the vacuum. Condensation can be carried out in a series of con-
densation stages, at different temperatures in order to achieve a permeate frac-
tionation (fractionated condensation) and obtain different fractions enriched 
in target compounds (Fig. 19.4). The temperature of each condenser has to be 
adjusted according to the downstream pressure in the circuit and the character 
of the compounds to be separated and recovered [16, 17]. Capture of the target 
permeating compounds by condensation remains one of the main problems for 
competitive use of pervaporation systems, owing to the energy costs involved 
to keep an adequate downstream pressure and to cool down the permeating 
stream. This problem is not specific for pervaporation and applies also to the 
recovery of aroma compounds from vacuum streams originating, for example, 
during vacuum evaporation. The design and optimisation of adequate conden-
sation strategies for aroma recovery is, for the same downstream pressure, inde-
pendent of the technique used to generate such vapour. New ways of capturing 
the permeating vapours have to be developed in order to render this process 
competitive. This problem will be discussed later, in particular for situations 
where non-condensable gases permeate the membrane.
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19.2.2
Market Opportunities

Recovery of aroma compounds from diluted aqueous streams (we are exclud-
ing from this discussion the recovery of aromas from vapour streams) may be 
of industrial interest under different circumstances: recovery of complex aroma 
profiles and/or target aroma compounds from active biocatalytic processes; re-
covery of complex aroma profiles and/or target aroma compounds from natural 
extracts and industrial process water (or effluent) streams.

Organophilic pervaporation allows for a selective aroma recovery from di-
luted aqueous streams with the advantage of leading to higher enrichment fac-
tors than evaporative techniques, owing to the additional selectivity introduced 
by the membrane. This selectivity translates into lower condensation energy 
needs when compared with techniques strictly based on a liquid–vapour equi-
librium. Pervaporation offers a unique solution for the recovery of complex 
aroma profiles. An example for the recovery of complex aroma profiles faithful 
to their origin is the recovery of a muscatel aroma from an ongoing wine-must 
fermentation [7, 18].

Coupling pervaporation to active bioconversion processes is extremely inter-
esting because it may allow for continuous removal of target compounds which, 
otherwise, may simultaneously exert an inhibitory effect over the biocatalysts 
(cells or enzymes) without detrimentally affecting the biological activity. Several 
examples have been discussed in the literature [19–22] referring the advantages 
of integrating bioconversion processes and pervaporation. However, not much 
has been discussed about the problem of production of non-condensable gases 
during biological processes (namely carbon dioxide), which permeate the mem-
brane. The presence of non-condensable gases, as happens also during sweep-
ing gas pervaporation, requires an additional energy input in order to keep the 
downstream pressure at desirable levels and leads to a decreasing energy effi-
ciency of the condensation process (large amounts of energy are spent to cool 
down the non-condensable gases, lowering the energy efficiency of the process). 
Under these circumstances there is a well-identified need for development of 
new alternatives to conventional vacuum condensation for aroma capture, en-
abling continuous operation and reduced energy input.

One option involves the condensation of (or part of) the permeate under at-
mospheric instead of vacuum conditions. This requires the use of “dry-vacuum 
pumps”, able to compress the permeate vapour from vacuum to atmospheric 
pressure, after which condensation is performed at a higher temperature [23]. 
In this case, the operating conditions have to be carefully monitored since these 
pumps may lead to unsuitable heating of the vapour and eventually aroma de-
terioration, despite the low residence time. Alternatively, the use of liquid ring 
vacuum pumps where the service liquid can take some of the aromas from the 
permeate stream has been proposed [24].

19.2 Recovery of Aromas and Aroma Profiles by Pervaporation
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A second approach under investigation is the capture of the target aroma 
compounds by promoting their incorporation (i.e. by solubilisation) into a de-
signed delivery system, which will be used directly in the food product. This is 
a very effective and elegant way to use the same system to, firstly, capture the 
aromas from the permeating vapour stream and, secondly, to deliver them into 
the final food product.

Most research on aroma recovery by organophilic pervaporation has been 
conducted using aqueous aroma model solutions [25–28], although in recent 
years significant interest has been devoted to the recovery of aroma compounds 
from natural complex streams, such as fruit juices [29-31], food industry ef-
fluents [32] and other natural matrixes [33]. The increasing demand for natural 
aroma compounds for food use, and their market value, opens a world of pos-
sibilities for a technique that allows for a benign recovery of these compounds 
without addition of any chemicals or temperature increase. However, in most 
situations, dedicated requests by industrialists are formulated in cooperation 
with marketing departments, which translate into the need for a correct public 
perception.

19.3 
Concluding Remarks

The growing demand for nutritional food has had a positive impact on the de-
mand for flavours, with consumers unwilling to compromise on taste. The global 
flavouring market was valued at $4.80 billion in 2005 and is likely to touch $6.22 
billion in 2012. Beverages are the leading application segment for flavours and 
represented a consumption share of 31.1% in 2005 [34]. And with strong growth 
predicted in the low-fat and low-sugar foods and beverages market in 2006, the 
global demand for flavours can only grow. 

The consistent development of new and innovative flavours is also driving the 
growth of the flavours market; hence, the development of new technologies and 
delivery systems that improve the application of flavourings in food products is 
likely to be crucial to the future development of this highly competitive market. 

Pervaporation may certainly play an important role for replacement of evap-
orative techniques as well as aroma-recovery processes based on solvent extrac-
tion, in particular when the labelling “natural” is considered crucial. Some of 
the most relevant technical challenges discussed herein have to be addressed in 
order to render organophilic pervaporation a competitive process (Fig. 19.4). 
In particular, the way of capturing the target aromas from the permeate stream 
has to be reanalysed in terms of minimising energy consumption and labour-
intensive operations.
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20.1 
Introduction

Fragrances or aroma chemicals are an essential additive in consumer products 
such as household detergent and laundry products [1–4]. They provide the con-
trol of odour. The search for attractive fragrances and making aromas durable 
on textiles is a long-time dream for textile chemists. Delivery of fragrances from 
detergents onto fabric is a challenge for the fabric-care industry. But, adsorption 
of fragrances to clothes is poorly understood [5]. 

Researchers are looking at controlled-release scents in order to extend fra-
grance longevity [6]. Encapsulation is a good route to control fragrance release 
and to make more durable fragrant finishing on textiles. However, the affin-
ity between encapsulated aromas and fabrics is still a problem. Many washing 
products contain surfactants, which form micelles in water. As many fragrances 
are hydrophobic they tend to migrate to the micelles, rather than deposit on the 
substrate. A fixing agent can be applied with capsules on a fabric, but the fabric 
must pass a curing process to fix the capsules. Recently also various detergents 
were introduced on the market containing additives that absorb odours [7]. Pres-
ently, sustainability and making non-toxic and environmentally friendly prod-
ucts are a must in the laundry industry. Legislation and self-imposed industrial 
standards will provide the consumer with safe new products [8–10]. More ef-
ficient products are sought which reduce the amount of aroma chemicals which 
end up in the environment, for instance via the sewer. (Micro)encapsulation 
can be an important tool to protect unstable or non-substantive biodegradable 
fragrances from aggressive detergent components [11]. Also encapsulation, us-
ing natural products, could have a positive effect on reducing the frequency of 
perfume dermatitis in humans [12].

In this chapter, several (biopolymer-based) materials and encapsulation 
routes will be discussed in relation to their suitability for use as odour control 
in consumer and detergent products. The discussion of selected applications 
will illustrate current developments of delivery systems in perfumed laundry or 
home-care products.

20 Encapsulation of Fragrances and Flavours: 
a Way to Control Odour and Aroma 
in Consumer Products

Jeroen J.G. van Soest
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20.2 
Encapsulation

Encapsulation has been used in the pharmaceutical industry for many years, 
for controlled release and delivery of drugs [13]. Because of the additional high 
costs of early encapsulation techniques, the applicability of encapsulation has 
been limited. However, more cost-effective techniques and materials have been 
developed and production volumes are increasing; therefore, the application 
range has broadened, in particular in foods and consumer products [14–19]. 
One of the main application areas is encapsulation of aroma chemicals, flavour 
and fragrances. In the last decade the demand for fragranced products has been 
growing, and it is thought it will expand and diversify in the future. The follow-
ing are examples of typical fragranced consumer products: air fresheners bath 
additives, candles, decorative cosmetics, deodorants, antiperspirants, perfumes, 
soaps, and hair-care, household, oral hygiene, personal-care, shaving, skin-care 
and laundry (detergents, softeners) products.

Detergent and laundry products, in general, have a fragrance level in the 
range 0.2–1%. Perfumes are added to fulfil three tasks:
1. To mask unpleasant odours of cleansing agents
2. To give the message of cleanness during storage and use
3. To impart a nice smell to the fabric

Encapsulation is an elegant way of improving the performance, such as sub-
stantivity, tenacity or endurance, of perfumes in washing powders, tablets or 
conditioners. The performance of fragrances tends to fade by evaporation, in-
teractions with other components, oxidation and chemical degradation. Encap-
sulation can be the answer to various problems:
• Reduce the reactivity of the fragrance with the outside environment, for 

example oxygen, pH and water
• Decrease the evaporation rate of the fragrance, control the release rate and 

provide sustained release
• Promote the ease of handling of the fragrance 
• Prevent lumping
• Improve the compatibility with other constituents 
• Convert a gas or liquid to a solid form 
• Promote easy mixing 
• Dilute the core material to achieve uniform dispersion in the product
• Stabilise and protect the fragrance during storage
• Reduce the losses (of top notes) during repeated opening of the packages
• Increase use levels without affecting solubility and dispersing behaviour
• Reduce loss levels in washing water and sewers
• Extend shelf life
• Increase deposition and adhesion on textiles
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20.2.1
Matrix or Coating Materials

There are three main types of encapsulated products based on size roughly di-
vided into:
1. Macro-coated powders with sizes larger than 0.1 mm
2. Matrix microparticles or microcapsules with sizes in the range 0.1–100 μm
3. Nanoparticles or nanocapsules with sizes smaller than 0.1 μm

Macro-coating is used mainly to stabilise fragrances or transform them from 
liquid to free-flowing solid powder. Microencapsulation or nanoencapsulation 
is the process of enclosing a substance inside a miniature capsule. These cap-
sules are referred to as microcapsules or nanocapsules. The substance inside the 
capsule can be a gas, liquid or solid. The capsule wall can consist of various ma-
terials, such a wax, plastic or biopolymers like proteins or polysaccharides. 

In the literature a difference is made between “matrix” encapsulation and 
“true” encapsulation. In matrix encapsulation the resulting particles are more 
correctly described as aggregates of actives in a matrix material. A significant 
portion of the active is lying on the surface of the particles. True encapsulation 
is used for processes leading to core–shell-type products. However, this distinc-
tion of true and matrix is prone to argumentation.

The products can have a variety of shapes, such as spherical, oblong or irregu-
lar, can be monolithic or aggregates, and can have single or multiple walls. In 
Fig. 20.1 some typical morphologies of capsules are shown. The capsules consist 
of the coated or entrapped materials referred to as active, core material, fill, in-
ternal phase or payload (such as aroma chemicals). The coating or matrix mate-
rial is called wall, membrane, carrier, shell or capsule.

Fig. 20.1 Some typical forms of capsules

20.2 Encapsulation
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Amongst the most commonly used matrix materials are:
• Polysaccharides and sugars (gums, starches, celluloses, cyclodextrin, dextrose, 

etc.)
• Proteins (gelatin, casein, soy protein, etc.)
• Lipids (waxes, paraffin, oils, fats, etc.)
• Inorganics (silicates, clays, calcium sulphate, etc)
• Synthetics (acrylic polymers, poly(vinylpyrrolidone), etc.)

Biodegradable polymers, both synthetic and natural, have gained more at-
tention as carriers because of their biocompatibility and biodegradability and 
therewith the low impact on the environment. Examples of biodegradable poly-
mers are synthetic polymers, such as polyesters, poly(ortho-esters), polyanhy-
drides and polyphosphazenes, and natural polymers, like polysaccharides such 
as chitosan, hyaluronic acid and alginates.

20.2.2
Hydrophilic Matrices

Encapsulation of volatiles in glassy or crystalline matrices is used to extend the 
shelf life of aroma chemicals. Polysaccharides and glassy sugars, such as starch 
and maltodextrins, are very suitable for encapsulation of hydrophobic actives 
owing to the low solubility and low free volume in the glass available for diffu-
sion [20, 21]. Furthermore, hydrophilic matrices have a low oxygen permeabil-
ity, making them a protective environment for fragrances subject to oxidation.

20.2.3
Processing Routes

Various routes are available based on methods such as spray-drying, spray-cool-
ing/chilling, spinning disk and centrifugal coextrusion, extrusion, fluidised bed, 
(complex) coacervation, alginate beads, liposomes, supercritical solution and 
inclusion encapsulation. For most techniques solvent evaporation (drying of 
water or evaporation of organic solvent in emulsions) plays an important role. 
Some typical examples are discussed inn the following subsections.

20.2.3.1
Spray-Drying

Spray-drying is an economical effective method widely used for flavour encap-
sulation [22–27]. The technology has been used in the food industry since the 
late 1950s to provide protection of aroma chemicals against oxidation or deg-
radation and to convert liquids into free-flowing solids. The main limitations 
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of the technology are that the process needs shell materials, which are soluble 
in water at acceptable levels and loss of significant amounts of actives. Typical 
shell materials are gum arabic, maltodextrins and modified starches. The usage 
of other polysaccharides and proteins is often very tedious and more expensive. 
The higher the water content in the feed, the higher the energy costs in evapo-
rating the water during the process. Payloads of up to 50% have been achieved, 
while maintaining free-flowing properties. Double-layered microcapsules have 
been made using aqueous two-phase systems or multiple emulsions.

20.2.3.2
Spray-Cooling—Chilling

Spray-cooling or chilling is one of the least expensive methods, where the ac-
tive is mixed with the carrier and atomised using cool air [14–16]. The matrix 
material is usually a regular, hydrogenated or fractionated vegetable oil. Spray-
cooling is a matrix encapsulation method. A significant amount of the active is 
located at the surface, making the technique less efficient for volatile perfumes. 
Combinations of spray-drying and spray-cooling have also been described; 
however, the combined routes are more expensive and lead to low payloads.

20.2.3.3
Extrusion

Microencapsulation using extrusion is mainly described for glassy carbohydrate 
matrices [14–16, 28–29]. The glassy carbohydrates, such as starch and malto-
dextrins, are melted at elevated temperature and low water contents and are in-
tensively mixed with the active in the extrusion barrel. Extrusion has been used 
for volatile and unstable flavours. The shelf life of flavour oils could be extended 
from several months to 5 years, compared with 1 year for spray-dried materials. 
The main drawbacks of the technology are the high investments costs and the 
formation of rather large particles (500–1,000 μm). 

20.2.3.4
Rotational Suspension Separation

This is a relatively new technology involving mixing of the core and wall material 
and a rotational or centrifugal step [14–16]. Typical and similar processes 
are spinning disk and centrifugal coextrusion. The techniques are industrial 
alternatives for other traditional encapsulation methods using conventional 
devices to atomise suspensions or emulsions such as spray-draying or spray-
cooling. Spinning-disk technology is an interesting route because of the high 
throughput and similar processing costs as spray-drying and spray-cooling. The 

20.2 Encapsulation
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continuous process can take place within seconds to minutes. Solids, liquids 
or suspensions of 30–200 μm can coated with a layer of 1–200 μm of matrix 
material. Typical matrix materials are meltable hydrophobic substances such 
as fats and poly(ethylene glycol). Centrifugal extrusion has been performed 
using various biopolymer coatings, such as alginates, gums and caseins, giving 
spherical microcapsules. The technique is more prone to clogging than spray-
drying. 

20.2.3.5
Air Suspension or Spray-Coating

Air suspension coating is done by suspending a solid core material in a fluid bed 
of heated or cooled air and spraying the solid with a molten or dissolved ma-
trix material [14–16]. Fluidised-bed technology can be used to apply a uniform 
layer of almost any kind of material (polysaccharides, proteins, fats, etc.) [30]. 
The technology is limited to solids or frozen products with minimal particle 
sizes of approximately 100 μm, making it not so suited for most fragrances. An 
agglomeration or granulation step can be an integral part of this technology, 
leading to perfume materials with controlled-release features of fragrances in 
wash liquors.

20.2.3.6
Coacervation 

Coacervation [14–16] consists of the following steps:
1. Disperse the oil (active) in n solution of a surface-active hydrocolloid.
2. Precipitate the hydrocolloid onto the oil by lowering the solubility of the 

hydrocolloid (add a non-solvent or change pH or temperature).
3. Induce the formation of a polymer–polymer complex by addition of a sec-

ond complexing hydrocolloid.
4. Optionally, add a cross-linker to stabilise or improve barrier properties of 

the microcapsules.
5. Dry the material to form microparticles with sizes of 10–250 μm.

Simple or complex coacervation is still not commonly used to encapsulated 
flavours or fragrances. The technique is complicated and expensive to use. In 
particular for food ingredients, there are only a few food-grade coating poly-
mers available, such as gum arabic and gelatin. For gelatin systems, additional 
cross-linking of the shell is done using glutaraldehyde, making it less “label”-
friendly. Eventually harmful cross-linkers could be replaced by enzymatic treat-
ments, although industrially viable enzymes are presently not available. It is said 
that the processing costs can be reduced by optimisation of the drying step. By 
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replacing the usual isolation-drying step (filtration followed by fluidised bed or 
freeze drying) with a spray-drying step, costs can be reduced significantly. The 
advantage of coacervation is the efficiency in encapsulation of the actives mak-
ing high payloads possible of more than 90%. The technique is used for encap-
sulation of essential oils and fish oil.

20.2.3.7
Emulsion and Interfacial Polymerisation

Microcapsules can be made using oil-in-water or water-in-oil emulsions (or 
multiple emulsions) [14–16, 31]. The actives are trapped inside a monomer or 
polymer matrix, which can be polymerised and cross-linked. After breaking 
the emulsions, the microcapsules can be dried by solvent evaporation or other 
drying methods. Interfacial polymerisation occurs with monomers or polymers 
with surface-active properties or which are rendered insoluble by the polymeri-
sation or cross-linking reactions [32]. Polymerisation takes place at the wa-
ter–oil interface. The use of these methods is limited since the preferred matrix 
or coating materials are non-renewable or non-food grade, such as polyesters, 
polyamides, polyurethanes, polyacrylates or polyureas, often leaving traces of 
toxic monomers. More recently also polysaccharide-based systems have been 
described using food-grade cross-linkers.

20.2.3.8
Miscellaneous Routes

Various routes are described in the literature which are based on very specific 
interactions of actives with a specific polymer or coating molecule or specific 
processing techniques [14–16]. Some of them are mentioned next.

20.2.3.8.1 
Liposomes
Liposome entrapment [14–16] is mainly used in pharmaceutical and cosmetic 
applications. Liposomes (the most common being phospholipids) can form 
membrane-like vesicles, with diameters in the range 25 nm–10 μm, which show 
selective permeability for small molecules. Both hydrophobic and hydrophilic 
ingredients can be entrapped. Application of liposome entrapment is still lim-
ited in food (flavour) or fragranced household products because of the high 
price of phospholipids and difficulties in scaling up the process at acceptable 
cost in use and creating a good delivery form. Research is progressing in finding 
cheap alternatives for phospholipids based on hydrophobic emulsifiers and us-
ing microfluidisation as a cost-effective continuous processing method.

20.2 Encapsulation
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20.2.3.8.2 
Inclusion Complexation
Inclusion complexation or molecular encapsulation is based on the molecular in-
clusion of an active inside the cavity of another molecule. The most well-known 
systems are based on cyclodextrins [33]. Cyclodextrins are used to protect heat-, 
light- or oxygen-sensitive ingredients. They are used to increase the solubility 
of hydrophobic substances and to reduce the volatility of aroma chemicals. The 
central cavity of the cyclodextrin is hydrophobic, making it attractive for hy-
drophobic substances to occupy it. To obtain complexation, guest molecules are 
coprecipitated or cocrystallised from aqueous solution. To obtain high loadings 
from hydrophobic actives with low solubility, the method is expensive because 
of the high drying costs and the high price of cyclodextrin.

Although in principle amylose can also be used to form inclusion complexes, 
its use is not widespread because of the low solubility and high price of pure 
amylose and the low specificity of high-amylose containing starches [34].

20.2.3.8.3 
Alginate Beads
Gelling gum based beads can be produced very easily on a laboratory scale [16]. 
The technique is well described in scientific literature for the preparation of al-
ginate-based microcapsules [35]. Scaling up of the small batch process to an 
economically viable process is difficult, although recently several methods have 
been described to facilitate scaling up. Furthermore the beads are very porous, 
making them not very suitable for aroma chemicals, where extended shelf life 
or sustained release is wanted. Most attention has been given to alginates (being 
easy to use and renewable). However other gelling agents are being used already 
in various fragranced consumer products, such as gellan and carrageenan.

20.2.3.8.4 
Cocrystallisation
Cocrystallisation is mainly done from supersaturated sugar solutions [15]. Ag-
gregated particles (of 3–30 μm) of sugar crystals are formed which entrap guest 
molecules. The sugars form an oxygen barrier, thereby extending the shelf life 
of aroma chemicals. The procedure is simple and inexpensive, because relatively 
cheap encapsulation matrices can be used, such as sucrose.

20.2.3.8.5 
Supercritical Solutions
Supercritical solutions can be regarded as dense solvating gasses or low-viscous 
low-density liquids. The most well-known and probably most interesting candi-
date is based on carbon dioxide. Supercritical carbon dioxide can be regarded as 
an organic solvent. Various concepts have been developed using supercritical flu-
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ids, such as a method similar to conventional spray-drying and rapid expansion 
of supercritical solutions [16]. The early methods were restricted to shell materi-
als which could dissolve in the supercritical fluid; however, a slight adaptation 
of the process broadened the applicability to matrix material, which can swell in 
supercritical fluids, such as proteins and polysaccharides. The use of supercritical 
carbon dioxide renders the use of organic solvents obsolete and makes the tech-
nology environmentally interesting and interesting for food applications.

20.2.4 
Recent Developments and Trends

There are various reasons for applying encapsulation. Numerous patents are 
filed every year dealing with new microencapsulation techniques. Some of these 
new technologies and processes have currently no industrial relevance, because 
of high cost in use, difficult scale-up and narrow range of applicability. For fra-
granced consumer products, controlling costs is even more important than in 
applications found in pharmacy or even foods. The market is very competi-
tive and therefore additional costs should be considered. But, some old or new 
technologies look promising for the near future. Old technologies have become 
more efficient and scaling-up processes have improved. Also environmental is-
sues related to raw material use, energy and waste control are more important. 
Designing fragrances with better biodegradability has led to fragrances with too 
low stability towards oxygen and water, making them unsuitable for most appli-
cations. Encapsulation could be a good tool in protecting these fragrances.

20.2.4.1 
New Technologies

Development of new encapsulation methods is time- and effort-consuming, re-
quiring a multidisciplinary approach. In contrast with foods, materials used for 
fragrance encapsulation are not subject to the extensive legislation that applies 
to food approval. This makes the use of new materials as matrix materials easier. 
Some new developments with potential for the near future are discussed next.

20.2.4.1.1 
Nanotechnology
Nanotechnology is hot in the world of science [36]. Research focuses on proper-
ties, which arise from scaling down structural features of materials to the nano-
metre range. Two strategies are used to make nanostructured materials:
1. Top down—break down larger structures
2. Bottom up–build from individual atoms or molecules capable of self-assem-

blage

20.2 Encapsulation
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The most important materials developed are nanocomposites and nanotubes. 
Fabrication of the first nanocomposites was inspired by nature (biomineralisa-
tion). Nanocomposites based on nanoclays and plastics are seen as ideal materi-
als for improved barrier properties against oxygen, water, carbon dioxide and 
volatiles [37]. This makes them in particular suitable for retaining flavours in 
foods. The technology is rather straightforward using commercially available 
nanoclays and extrusion processing.

Even newer generations of nanomaterials are based on carbon nanotubes us-
ing the bottom-up approach. The materials are still very expensive, but the tech-
nology is evolving rapidly. Another type of nanotube has been prepared based 
on self-assembly of specific molecules such as chitosan-based nanoparticles of 
polypeptides, DNA or synthetic polymers. Phospholipids or dendrimer-coated 
particles are suitable for the entrapment of actives in very small vesicles. The 
current materials are still lacking in selectivity and yield (costs). 

For delivery systems to be effective, the encapsulated active compounds need 
to be delivered to the appropriate locations, without losing activity. In particular 
in textile washing, fragrances need to be delivered to the cloth during washing, 
without losing activity during storage or without losing fragrances in the wash 
water. In particular, nanoparticles or nanospheres are said to have improved 
encapsulation and release characteristics [38]. Also the small sizes make them 
more suitable for adjusting the adhesion properties to various textile fibres. Al-
though the preparation of nanoparticles is more developed for synthetics and 
inorganics, also biopolymer-based technologies are being developed. Examples 
are given in the literature of polysaccharide-based materials [39, 40].

Manipulation of materials at the nanometre level opens to door to improved 
functionality of aroma chemicals. However, nanotechnology needs to be made 
more economically viable to have lower cost-in-use.

20.2.4.1.2 
Colloidosomes
A very recent development is encapsulation of actives in colloidosomes [16, 
41]. The method is analogous to liposome entrapment. Selectively permeable 
capsules are formed by surface-tension-driven deposition of solid colloidal par-
ticles onto the surface of an inner phase or active ingredient in a water-in-oil 
or an oil-in-water emulsion composed of colloidal particles. Initially synthetic 
polymer microparticles were used but more recently a natural alternative has 
been described based on small starch particles. After spray-drying, redispersible 
emulsions can be formed.

20.2.4.1.3 
High-Pressure Gelation
High-pressure gelation could be an interesting new approach [16]. It has been 
shown that native starches can be gelatinised using high-pressure treatments 
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[42]. It is possible to control the degree of granule disintegration much bet-
ter than with low-pressure gelatinisation. Also proteins can be gelled at high 
pressure and the microencapsulating capability of this process has been shown 
[16].

20.2.4.1.4 
Sol–Gel Processing
The sol–gel process originates from the ceramic industry [16, 43]. It can be re-
garded as the inorganic analogue of interfacial polymerisation encapsulation. 
During the sol–gel encapsulation, an inorganic gel network is formed by gela-
tion of a sol (a colloidal suspension). The most commonly used precursors are 
metal alkoxides, which can react and undergo the sol–gel transition in aqueous 
environment.

20.2.4.2 
Recent New Materials 

Besides new technologies also new materials are being found. Several (patent) 
overviews of the art of the encapsulation of various materials, such as flavours 
and fragrances, can be found in the literature [44, 45]. This section highlights 
some typical more recent new patented carrier materials used for improvement 
of fragrance performance in detergents using encapsulation methods.

New synthetic-based matrices are being developed. Enhanced deposition of 
fragrances to fabrics is obtained using a fragrance-containing acrylate-based gel 
capable of being mixed with a detergent composition [46]. Enhanced longev-
ity is also claimed. In another invention, microcapsules are described based on 
free-radical polymerisation [47]. A more scientific development is based on the 
grafting of temperature-sensitive hydrogels to fabrics. Environment-sensitive 
deodorant fibres and delivery fabrics can be made on the basis of these hydro-
gels [48].

In particular, matrices based on polysaccharides or other biopolymers are 
of interest using well-known technologies such as spray-drying and extrusion. 
Mixtures of various carriers can be used to tailor properties such as release, de-
position and substantivity [49]. A particular example of a new material used for 
fragrance encapsulation is the use of polysaccharide esters such as starch acetate 
[50]. The methods described are very easy and can be scaled up. The patent 
addresses the issues of fragrance stability during storage and the loss of most 
of the fragrances in the wash water [51]. Also matrices containing inorganic 
materials have been developed that are suitable for transforming fragrances into 
free-flowing powder with improved deposition properties for laundry applica-
tion [52]. 

20.2 Encapsulation
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20.3 
Performance of Fragrances in Consumer Products

To be able to bring the “message of freshness, cleanness, newness” of fragrances 
to the consumer, it is of great importance to understand the way fragrances work 
in various applications and environments [3, 4, 53–58]. Research has focused on 
the interactions with the complex chemical compositions of the various prod-
ucts and the targeted substrates. The way the consumer perceives the odours de-
pends not only on the fragrance composition but also on the other components 
and on the type of substrate, such as fabric, floor, hair and skin. A classification 
of perfumed consumer products can be made depending on how the product is 
transferred to the substrate:
• Direct application of the perfumed product to the substrate (e.g. deodorant, 

cream)
• Transfer of the product via a wash or rinse step (e.g. detergent, softener, 

shampoo)

The consumer experiences various stages in perceiving the odour sensation:
• Odour of the product
• Wet odour impact
• Dry odour (tenacity) or initial dry odour impact (perceived substantivity)
• Odour during use (long-lasting)

It is clear that encapsulation has a strong effect on all of these properties. In 
using encapsulation for the design of new fragranced consumer products, the 
effects have to be taken into account in the reformulation procedures.

Measurements of fragrance performance involve the following aspects:
• Control of experimental settings
• Dynamics if processing (e.g. drying rate and temperature)
• Interpretation in terms of olfactory dose–response characteristics

Without a doubt the process is influenced by factors such as water solubility 
and hydrophobicity of the fragrance constituents and the presence of surfac-
tants and cosurfactants, and many more. To help the development of effective 
fabric-care products, it is important to develop a better understanding of the 
factors that influence retention of aroma chemicals on textiles and their release. 
New methodologies, also used to study the distribution of chemical finishing 
agents and soils on fibres, can be helpful to study the distribution of unsatu-
rated aroma chemicals on textiles, in order to gain a deeper understanding of 
the mechanisms of their deposition, adsorption and retention on fabrics. One 
of the main tools in measuring odour characteristics is quantitative gas chro-
matography–headspace analysis [53–57]. The aroma chemical distribution on 
cotton, Lyocell and polyester fibres was studied using backscattered electron 
microscopy and X-ray microanalysis [58]. Various parameters have been identi-
fied to determine perceptible odour, such as vapour pressure, water solubility, 
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temperature, logP(oil/water) or hydrophobicity, volatility, and concentration 
of fragrance and other ingredients. It is obvious that most parameters will be 
strongly affected by the encapsulation matrix material and the method used, as 
illustrated in Fig. 20.2. 

The selection of a specific encapsulation route or delivery system depends 
on the nature of the product where the delivery system will be used, on which 
property one wants to improve (process retention, protection, deposition or re-
lease mechanism). Fragranced consumer products can make use of a broader 
selection of matrices than foods and pharmaceuticals; however, there are other 
strict constraints. Fragrances are commodity ingredients in consumer products 
and additional costs owing to the encapsulation process should be low. In order 
to meet consumer acceptance, the products should meet the olfactory require-
ments. Another selection criterion is the presence of water in the product and 
the humidity during storage. At low water levels or in dry products, hydrophilic 
matrices can be used. Water is a plasticiser for hydrophilic matrices such as 
starches. The lower glass-transition temperature, swelling and dissolving effect 
of water will have a negative effect on storage stability and retention. In liq-
uid aqueous (wet) products, hydrophobic matrices are to be used. Hydrophobic 
matrices are worse oxygen barriers and are less effective as a barrier for other 
hydrophobic ingredients. The next selection is based on the release characteris-
tics required, such as the mechanism and kinetics (sustained versus triggered). 
Examples of release triggers giving burst-like release are water, heat, mechanical 
stress, enzymes, ion strength and pH. Additional criteria are toxicity, compat-
ibility and biodegradability.

Fig. 20.2 Release profile of an encapsulated fragrance compared with that of the pure fragrance. 
CR controlled release

20.3 Performance of Fragrances in Consumer Products
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20.4 
Market Developments and Products

There are two reasons why it is difficult to give examples of already marketed 
products based on encapsulation used in detergents or even household and con-
sumer products. One is the fact that the technology is still not always applicable 
in a cost-effective way. The other reason is that it is not always known that an 
encapsulated material is used, because companies like to keep the know-how in-
house. Still some technologies are being used in daily life already [1, 2, 59]. 

One of the widely known novelties of using microencapsulation technologies 
in a consumer product is the InstaScent™ (scratch and sniff) or Snap&Burst™ 
scented overprint varnishes. Tiny glass-based capsules contain a liquid scent 
and are glued onto paper. This product manufactured by Lipo Technologies is 
a cost-effective way of presenting fragrances to customers. When the paper is 
scratched, some of the capsules are ruptured and the scent is released. Another 
technology making use of fragrance microcapsules, which make use of triggered 
release by breaking the capsules, was developed by Bayer-Lanxess (Euderm® and 
Bayscent®). The microcapsules are prepared using interfacial polymerisation 
and are applied to leather or textiles by spraying. 

A well-known example of the use of cyclodextrins is found in Fébrèze from 
Proctor & Gamble as odour control. Fébrèze, a spray used for eliminating bad 
odours on fabrics, has been adapted for use in fabric softener (Lenor Stayfresh). 
An alternative is provided by Henkel’s Neutralin technology, which combines 
the odour-reducing zinc ricinoleate (Tegosorb™ from Degussa) with a fragrance. 
The material is claimed to perform better in water, making it suitable for deter-
gent applications.

An example of a fragranced consumer product is Crayola® Magic Scent (from 
Binney & Smith) food-scented crayons containing gelatin-encapsulated aromas 
like orange, cherry, chocolate, strawberry, peach, blueberry, liquorice, lime, bub-
ble gum, banana, lemon, coconut and grape. In personal care, Kleenex® Cold-
Care facial tissues from Kimberly-Clark make use of the same type of capsules to 
protect volatile menthol fragrance. The Breathe Right® family of products (from 
CNS) and Vicks® (from Proctor & Gamble) were developed to make it easier for 
more people to breathe freely using encapsulated mentholated vapours.

New technologies are being developed or adapted for household cleaning and 
detergents. Examples are Microflex (a microemulsion delivery system for fra-
grances from International Speciality Products) and Hallcrest’s microcapsules 
based on coacervation and liquid crystals. Henkel developed a new technology 
making it possible to selectively deposit a chemically linked fragrance com-
pound on a fabric. Slow release is then triggered by air humidity.

Various companies are expressing there efforts in the areas of innovative 
delivery technologies for the soap and detergent market, such as Alco (part of 
National Starch and ICI), ISP, Rhodia, Cognis and Ciba. Alco has access to the 
flavour encapsulating starch technologies from National Starch and acquired 
Salvona delivery technologies and is adapting them with the focus on detergents 
and fabric softeners.
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For powdered detergents Givaudan launched Granuscent® encapsulation 
technology. Protective granules are made by spray-drying a fragrance emulsion, 
forming a glassy hydrophilic matrix. Similar efforts are being made by Symrise 
(formerly Dragoco and Haarmann & Reimer). They are exploring the use of the 
starch-based InCap and poly(vinyl alcohol) PolyCap technology for dry prod-
ucts. Their urea resin or gum-based SymCap system is directed towards liquid 
systems. Ciba is pursuing fragrance delivery form the point of extending scent 
longevity on the shelf (using the excited state quencher, ESQ™, technology de-
veloped for increased colour stability).

20.5 
Conclusions

Various encapsulation techniques are available for improving the efficiency of 
aroma chemicals in fragranced consumer products. Encapsulation techniques 
are still being optimised in terms of fragrance performance, scaling up and 
costs. Environmental aspects are becoming more important, putting constraints 
on the use of non-biodegradable fragrances, which are used in large excess and 
end up in the environment. Encapsulation could be the tool to make more ef-
ficient use of fragrances as slow or controlled delivery systems. Encapsulation 
opens the way in using biodegradable fragrances which could not be used before 
because of the too low chemical stability (during processing, storage or usage). 
A straightforward route to develop microencapsulated fragrance materials is to 
adapt existing methods developed for pharmacy, foods, agriculture or cosmet-
ics. However, industrial constraints (cost in use) should be taken into account in 
a cost-competitive market area such as consumer products.
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21.1 
Modern Flavour Creation

21.1.1 
The Roots of Flavour Work

Among the oldest known and documented formulae, biblical anointment oils 
represent an interesting combination of spices such as cinnamon and fragrance 
materials, for example myrrh [1]. In those days, culinary developments and fra-
grance creations were heavily influenced by religious ceremonies. In the middle 
ages both the gastronomic and the fragrance aspects were influenced by new 
technologies like beer brewing or baking technology as well as the distillation 
of essential oils. The age of enlightenment and the curiosity of researchers led to 
the so-called great cycle of the aroma and fragrance industry, which generated 
numerous aroma chemical and fragrance materials which were all based on the 
combination of analytical identification of a chemical structure, synthesis, scale 
up and subsequent production. 

In 1874 Wilhelm Haarmann started to produce the first synthetic aroma 
chemical, vanillin [2–4]. Since then the flavour, fragrance and aroma chemical 
industry has shown rapid progress. In the beginning, perfumers created the first 
flavour formula with synthetic aroma chemicals. Over the years many different 
parameters, like the availability of natural products, the development of food in-
dustry and changes in consumers’ lifestyles, have led to a broad range of widely 
accepted flavourings. 

In parallel, the fragrance industry has grown to meet consumer preferences 
with regard to the use of perfumes and also other aspects, such as personal iden-
tity, human odours, mood preferences, emotions and psychology [5].

The introduction and rapid development of highly effective analytical instru-
mentation like the combination of gas chromatography with mass spectrometry 
(GC-MS) facilitated a significant increase of known aroma chemicals from around 
600 in the early 1960s to around 15,000 nowadays. In parallel, the flavourist work 
profile received strong impulses from the food industry with regard to flavour sta-
bility, dosage and flavour application, which finally initiated the development of a 
sophisticated flavour technology portfolio which comprises liquid and dry blend-
ing, plating, spray-drying, emulsions and various encapsulation techniques.

21 Creation and Production of Liquid 
and Dry Flavours

Rainer Barnekow, Sylvia Muche, Jakob Ley, Christopher Sabater,
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Additionally, in the last 5–10 years an emerging number of low-volatile taste-
modifying molecules were found using sophisticated analytical methods based 
on liquid chromatography (LC), namely taste dilution analysis, LC-MS or LC-
NMR methods.

21.1.2 
Raw Materials—the Foundation of Every Creation 

The world of aroma compounds is becoming more and more complex. In the 
early days people used aromatic products like fruit juices or fruit juice concen-
trates which were relatively weak and still close to the related foodstuff. Later, 
with more knowledge of separation techniques, infusions, extracts, oleoresins 
and absolutes ranging from weak to strong impact were used to impart aroma. 
Essential oils such as spice oils already had a very strong impact. Modern ana-
lytical technologies allowed the evaluation of the chemical compositions of ex-
tracts and essential oils, so that isolates either as powerful mixtures or even as 
single compounds could be obtained.

The route from cinnamon via the extract, the resin to the cinnamon bark 
oil and finally to cinnamic aldehyde stands only as one example of the increase 
in the number of natural aroma compounds. Later, the availability of nature-
identical, synthetic aroma chemicals opened great opportunities for flavouristic 
creativity. In the future, with the completion of the EU positive list and based on 
the existing FEMA list, the modern raw material portfolio will provide a range 
of selected aroma chemicals with a defined safety standard. At the same time, 
well-established aroma chemicals such as estragol have to be omitted because of 
toxicological considerations. Another growing area a flavourist has to be aware 
of is the field of non-volatile taste compounds, since a modern flavour solution 
in the future will comprise the aroma and also a taste part or a taste-modifier 
part (i.e. umami enhancement, sweet enhancement, bitter masking). 

The right choice of raw materials is crucial for creative development (Table 
21.1). The final application, the market for which the flavouring will be devel-
oped, legislative and ethnic implications, and customer requirements all have to 
be considered by flavourists when choosing their starting materials.

21.1.2.1 
Natural Raw Materials

The field of natural raw materials is dominated by plant derivatives. Important 
representatives of naturals are the botanical extracts. Extracts can be obtained 
by water or alcohol–water extraction. Onion extract, for example, is produced 
by squeezing the washed and ground onion bulbs in large filter presses. The re-
sulting onion juice can then be concentrated to give a stable raw onion extract 
with superior flavour properties. A valuable by-product is the onion oil which 



459

can be obtained via solvent extraction from the condensates of the concentra-
tion process.

These extracts are produced from a large variety of plants, like herbs and 
spices, with or without prior enzyme treatment for the hydrolysis of the cell 
walls. Extracts from plant or animal material can be generated by solvent ex-
traction but also by complete enzyme hydrolysis of plant derivatives (wheat 
gluten, soy, etc.) or of real meat, filtration and subsequent concentration of the 
liquid extract (hydrolysed vegetable/animal protein). These hydrolysed vegeta-
ble proteins or hydrolysed animal proteins generate savoury-like notes and also 
contain a natural content of flavour enhancers such as monosodium glutamate 
(MSG), inosine 5´-monophosphate and guanosine 5´-monophosphate. The ex-
tracts can be used as such or can be further heat-treated as so-called thermally 
treated extracts or process flavours.

One of the most important and popular extracts from a market-potential 
perspective is certainly vanilla extract. North America is the largest market, fol-
lowed by the European market, with ice cream being the largest single applica-
tion. The predominant vanilla species is Vanilla planifolia, which is the basis for 
a large volume of available extracts. Madagascar is still the largest producer of 
high-quality vanilla extract, followed by Indonesia. 

Vanilla is an excellent example in which a flavourist has to understand the 
market the flavour is to be created for. The Americans, for example, prefer the 

Table 21.1 Definitions and examples for common raw materials (not necessarily legal defini-
tions)

Flavouring type Definition/production Example
Food with flavour-
ing properties

Food or processed food 
with strong flavours

Vanilla beans, spices

Resins Evaporated extracts Pepper oleoresin
Essential oil Steam distillation Spearmint oil, lemon 

oil, pepper oil 
Extracts Alcoholic extracts Vanilla extract
Natural aroma chemicals Isolation and purification 

via physical processes
Citral from lemon grass oil, 
eugenol from cloves, men-
thol from Mentha species

Natural aroma chemicals Production via fermentation
or enzymatic treatment

Oxidation of 2-methylbu-
tanol to 2-methylbutyric 
acid via Acetobacter species

Nature-identical 
aroma chemicals

Occur in nature and 
obtained via synthesis

Vanillin produced from 
lignin or catechol

Artificial Do not occur in nature Ethyl vanillin
Reaction flavours Thermal treatment of amino 

acids and reducing carbohydrates 
based on Maillard reaction

Caramel and malt flavours

Smoke flavours Preparation based on smoke, 
produced via defined processes

Smoky ham note

21.1 Modern Flavour Creation
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more prominent, phenolic and smoky notes, while French consumers are more 
interested in anisic notes. 

In Germany buttery, creamy and balsamic profiles have a long tradition, while 
vanillin itself represents the key driver for Scandinavia. 

The cured vanilla bean consists approximately of 98% of water, fats, waxes, 
sugar, cellulose, etc. Only some 2% is flavour compounds, the main constituent 
(approximately 90%) of these being vanillin. Roughly 9% are p-hydroxybenzal-
dehyde, vanillic acid and p-hydroxybenzoic acid, which do not contribute much 
to the overall flavour profile. The remaining approximately 1% of the constitu-
ents of the flavour compounds reveals the most significant flavour properties. 
This part itself comprises more than 400 chemicals giving an extract its specific 
sensorial “fingerprint” (Fig. 21.1). There are significant differences in the chemi-
cal compositions and therefore also in the sensory profiles of vanilla extracts as 
a result of the geographical origin, the soil, the climate and the processing con-
ditions. Depending on the type of flavour that needs to be developed, a flavour-
ist can start with a specific vanilla extract already supporting the desired flavour 
profile or with a more neutral extract which is typified with specific qualities.

Another important group is the essential oils which are manufactured mainly 
from herbs and spices mostly by steam distillation. The advantage of steam dis-
tillation is the fact that a clean and powerful oil can be isolated after the distil-
lation step without waxes and other non-volatile compounds but with an odour 

Fig. 21.1 Flavour profiles of different vanilla types
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that strongly resembles the odour of the original spice or plant. The disadvantage 
of losses of highly volatile compounds and non-volatiles as well has to be taken 
into account. In addition possible chemical reactions and thermal degradation 
during the process affect the original flavour profile. In this way the essential oil 
loses some of the freshness and authenticity compared with the original mate-
rial. Moreover, taste-sensation materials remain to a large extent in the botanical 
residue. While pepper extracts still have all the pungent spiciness of real pepper, 
the compounds actually responsible are not present in the pepper oil. 

The essential oils from citrus fruits are often obtained through a cold-press-
ing step from the peel (e.g. orange peel oil). For this purpose several technolo-
gies are in use. The most prominent examples are sfumatura (“slow folding”) 
with a superficial grazing or total abrasion of the whole fruit and the so-called 
pelatrice speciale method with a constant amount of water for the extraction of 
the oil. Both processes are very gentle and give very authentic essential oils. The 
problem of these citrus oils, mainly orange oils, is the presence of high amounts 
(80–95%) of the non-oxygenated terpenes, limonene being predominant. These 
terpenes, which do not contribute much to the aroma, can be oxidised when ex-
posed to air and can generate off-flavours. The insolubility of these terpenes, for 
example, in clear beverage applications remains another disadvantage if citrus 
oils are used as such. A variety of processes like distillation, solvent extraction 
and washing can be used to remove the non-oxygenated terpenes to a large ex-
tent and to enrich the desired oxygenated terpenes. These processes lead to pow-
erful multiconcentrated oils with a higher solubility in aqueous applications.

Other useful enriched natural materials such as paprika extract are predomi-
nantly produced through solvent-extraction methods using solvents or super-
critical fluids like CO2.

Single natural aroma compounds like natural vanillin are obtained through 
physical separation techniques from edible materials or through natural fer-
mentative processes.

Natural raw materials are of high importance in flavour development. Natural 
isolates (Table 21.2) serve as a basis for most natural flavourings which can be 
blended with single natural aroma chemicals. The performance of nature-iden-
tical flavourings will be supported by using extracts and oils as they significantly 
enhance the complexity of flavourings and increase their authenticity.

21.1.2.2 
Nature-Identical Raw Materials

Aroma chemicals which are found in natural sources or food preparations but 
are synthesised by normal chemical procedures are defined by the status “na-
ture-identical”. Most of them were discovered and developed during the nine-
teenth and twentieth centuries. The most important single aroma chemicals 
produced in very large amounts are vanillin, menthol, citral and anethol. They 
are used not only by flavour producers but also in large amounts in fragrance 

21.1 Modern Flavour Creation
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applications. On the other hand, there are a lot of so-called high-impact flavour 
chemicals, which are produced only in very small amounts as a result of their 
low threshold levels, for example acetyl thiazoline and 1-menthen-3-thiol. Most 
of these materials are produced in high purity and therefore provide highly 
standardised sensorial properties for top note creation.

21.1.2.3 
Ethical Requirements

Flavourings created for the US market or Israel normally have to follow require-
ments for kosher status, whereas markets as the Near and Middle East and parts 
of Asia (e.g. Indonesia, Philippines) have a strong need for halal flavourings. 
As the flavour market is becoming more and more global, even the European 
companies in the flavour industry have to be certified by the respective certify-
ing authorities. In general these requirements result in a reduced number of raw 
materials and in specific cases also carrier materials (e.g. omission of ethanol for 
halal flavours) for the daily project work of a flavourist.

Table 21.2 Important isolates from natural sources

Name Lead compound(s) Application
Anise oil trans-Anethol Alcoholic beverages, oral care
Bitter almond oil Benzaldehyde Pistachio flavours
Buchu (+)-trans-8-Mercapto-

p-menthan-3-one
Black currant flavours

Caraway oil (+)-Carvone Savoury flavours
Cardamom oil 1,8-Cineol, α-terpinyl acetate Baked products
Cinnamon oil trans-Cinnamic aldehyde Flavours for confectionery products
Grapefruit oil Nootkatone Beverage flavours
Clove oil Eugenol Oral-care flavours, savoury flavours
Sweet fennel oil Anethol Beverage flavours
Ginger oil β-Sesquiphellandrene Beverage flavours
Ginger oleoresin gingerols, shogaols Hotness, savoury food, confectionery
Juniper berry oil α-Pinene Alcoholic drinks
Laurel leaf oil 1,8-Cineol
Marjoram oils 1-Terpinen-4-ol, 

cis-sabinenhydrate
Savoury flavours

Cornmint (-)-Menthol Chewing gum, oral care
Spearmint (-)-Carvone Chewing gum, oral care
Origanum oils γ-Terpinene, p-cymene, 

thymol, carvacrol
Savoury flavours

Star anise oil trans-Anethol Beverage and confectionery flavours
Thyme oil Thymol
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21.1.3 
Process Flavours

Process flavours or process flavours play a key role in those food products which 
have been exposed thermal treatment during processing and final preparation, 
where heating steps during preparation are applied. 

Since process flavours are generated by the interaction of raw materials like 
protein derivatives (amino acids) and reducing sugars (Maillard reaction), it is 
obvious that a large number of prepared food products are affected:
• Meat products, e.g. beef, chicken, pork, lamb
• Vegetables, e.g. onions, potatoes, garlic
• Roasted products, e.g. coffee, cocoa, roasted nuts, popcorn
• Cereal products, e.g. biscuits, bread, extrudates
• Beverages, e.g. beer, wine, whiskey

The generation of non-volatile components plays an important role because 
important attributes like umami, mouthfeel, texture, etc. can be given to the 
final products.

Besides the well-known Maillard reaction, additional reactions like sugar 
degradation, fat oxidation and interaction of Maillard intermediates are major 
sources for powerful flavour materials.

21.1.3.1 
Process-Flavour Creation

For the production of process flavours, heat has to be applied to the raw materi-
als for the thermal processing. This offers different possibilities for the produc-
tion process:
• Heating in a (non-sealed) reactor (without pressure)
• Heating in an autoclave (with increased internal pressure)
• Heating in an extruder (continuous process)

All these methods provide different possibilities regarding throughput, tem-
perature, pressure, etc. While non-sealed reactors have the simplest production 
setup, they are limited in the possible reaction temperature to the boiling point 
of the solvent, e.g. 100 °C for water. In contrast, autoclaves allow much higher 
reaction temperatures. An extruder system is especially useful for products with 
higher viscosity and provides all the advantages of a continuous production 
process rather than batchwise manufacturing.

The maximum permitted temperature for the production of process flavours 
is around 180 °C, as defined by legal regulations, but in general, the tempera-
tures actually used are much lower in order to be able to reach a broad variety of 
different flavour profiles, such as cooked, boiled, fried, roasted and shallow-fried 
notes. The pressure during the reaction is usually below 10 bar (10,000 hPa).

21.1 Modern Flavour Creation
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21.1.3.2 
Process-Flavour Stability

In order to achieve a long shelf life for the products, drying techniques like spray-
drying, vacuum-drying or evaporation can be applied to produce dry powders 
or paste products. Conventional carrier materials are, for example, sugars (i.e. 
glucose or lactose) or high molecular weight products like gum arabic or malto-
dextrin.

Dry products can not only improve the microbiological stability but can also 
improve the sensorial stability, since chemical and physical interactions and 
degradations are limited to a minimum.

In the modern production of process flavours, the following topics are com-
ing more and more into focus:
• Generation of inexpensive high-impact products (low dose)
• Generation of flavourful food preparations, based on the reaction of food-

stuffs
• Generation of allergen-free products

21.1.4 
Taste Modifiers

In the past the most common tastants used were sweet carbohydrates, inorganic 
salts (mainly sodium chloride, but also buffering salts), amino acids, especially 
MSG, fruit acids and phosphoric acid and to some extent bitter components 
such as caffeine, but also low-volatile chemosensates such as capsaicin and cool-
ing compounds such as menthyl lactate. Most people are adapted to the classical 
ingredients which show a very high positive hedonic score and now are in sev-
eral cases disfavoured for health-related reasons: the extensive consumption of 
(saturated) fats, sucrose, glucose and high-fructose corn syrup (HFCS) may cause 
obesity under certain circumstances, and as a consequence, some related diseases 
such as type II diabetes and cardiovascular disease and sodium chloride can cause 
hypertension, especially in persons who are prone to this effect [6]. MSG—one of 
the world’s most important umami compounds—is found in many food prepara-
tions introduced by basic ingredients, for example vegetables such as tomatoes 
and various meat selections or seafood materials. At the same time, MSG is dis-
cussed in the context of adverse effects like the so-called Chinese restaurant syn-
drome. As a consequence, added MSG is disfavoured in some countries.

As a direct result of this so-called food-minus trend some of the ingredients 
have to replaced or reduced. Owing to their role as preference drivers in food 
consumption, it is important to retain the whole flavour and taste profile of the 
original product, which can be done in most cases using a mixture of flavours, 
tastants, taste modifiers and texturants.

Another problem arising from modern food trends is the off-taste generated 
by fortification. The fortification with healthy polyphenols, for example from 
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grape seed or green tea, causes pronounced astringency or bitterness. The ad-
dition of selected fats such as fish oil causes strong metallic and rancid off-fla-
vours. A very special problem arises in the growing use of soy products, which 
in several cases cause astringent, “beany” and bitter off-notes.

21.1.4.1 
Masking Technologies

The challenge of masking is to suppress unpleasant tastes in functional or light-
ened-up products without negatively affecting the sensory profile, mouthfeel or 
the effectiveness of functional ingredients in a label-friendly way. Masking is 
a very complex challenge since there is no off-taste blocker system which can 
be applied in a universal way. In fact, rather a detailed analysis of the product 
formulation and a tailor-made application of appropriate masking strategies are 
required. There are several ways to fight against off-tastes:
• Identification and elimination of compounds causing off-tastes. Elimination 

is often process-optimisation oriented and in general not a matter of flavour 
development or optimisation. 

• Retardation of release of functional ingredients. Since most of the biofunc-
tionals express their functionality after passing the oral cavity, emulsion and 
encapsulation techniques are a perfect delivery system for food applications. 
Important aspects of this approach are stability and the beneficial combina-
tion with flavour systems.

• Masking via enhancing positive sensory drivers can lead to the suppression 
of negative sensory drivers. This can be done by addition of sweeteners/
acidulants, congruent flavours with the ability of suppression and round-off, 
and real taste-masking and flavour-modifying components.

The masking topic is especially difficult. Off-taste generating ingredients can 
act very differently in the receptor landscape in the mouth. Especially for bitter 
taste, roughly 24–30 different receptors are known, which show a certain bind-
ing pattern to bitter molecules [7]. In addition, the transduction mechanisms 
of taste signals in bitter and sweet taste cells are very similar; therefore, it is 
difficult to develop a “universal” bitter blocker. Several molecules such as ad-
enosine 5´-monophosphate (1) [8], neodiosmine (2) [9], homoeriodictyol (3)
[10], γ-aminobutyric acid (4) [11] and some Maillard products originating from 
β-alanine or γ-aminobutyric acid (e.g. 5) [12] were described as bitter-mask-
ing compounds (cf. Figure 21.2) and some of them were approved as generally 
recognised as safe (GRAS) (e.g. adenosine 5´-monophosphate) or Flavour and 
Extract Manufacturer’s Association (FEMA) GRAS such as homoeriodictyol.

21.1 Modern Flavour Creation
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21.1.4.2 
Sweet Optimisation

Foods which have a high sugar content (primarily sucrose, lactose, glucose or 
fructose or mixtures thereof) are usually strongly preferred by consumers owing 
to their sweetness. On the other hand, it is generally known that a high con-
tent of easily metabolised carbohydrates allows the blood sugar level to increase 
greatly. This leads to the formation of fatty deposits and can ultimately lead to 
health problems. 

As a consequence, in most cases, mixtures of low-calorie sweeteners are used 
to address this issue. At the same time, numerous sensory and consumer tests 
have shown major differences between low-calorie sweeteners and sucrose or 
HFCS with regard to body and aftertaste.

In these cases, masking flavours can be used together with a rebalancing of 
the flavour profile to cover the changes in perception. The use of sweet inhibi-
tors such as lactisol (6, Fig. 21.3) can help to reduce the lingering aftertaste in 
some cases. 

An improvement in the taste properties, in particular the aftertaste problem 
of non-nutritive, highly intensive sweeteners, can be achieved by the use of tan-
nic acid [13, 14].

Fig. 21.2 Masking molecules towards bitter taste 
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Some other sweet taste modifiers have been described in the literature. Chlo-
rogenic acid (7) and 1,5-dicaffeoyl quinic acid (cyanarin, 8) from artichoke [15] 
can induce a sweet water taste, i.e. a sweet impression of water which is applied 
to the tongue after rinsing the mouth with the solution of the caffeic acid deriva-
tives (Fig. 21.3). The proteins miraculin from miracle fruit [16] and neoculin 
and curculin occurring in the fruit of Curculigo latifolia [17] are able to induce 
sweet taste by using acidic solutions. Unfortunately, in both cases the effects 
are only perceived in the consecutive sequence and therefore the effects can-
not really be used in food. Some triterpenoids such as gymnemic acids (e.g. 9)
occurring in Gymnema sylvestre are able to inhibit sweet perception similar to 
lactisol [18].

For some applications, it is of great interest to increase sweetness of sugar or 
HFCS-reduced products without using sweeteners. In several cases, it is pos-
sible to use supportive flavours [19] or to optimise the flavour to improve the 
overall profile [20–22] and to retain the preference. Significant importance is 
attributed to compounds which may increase the sweet sensation without show-
ing significant intrinsic sweetness and strong flavour profile. Just recently, in-
teresting compounds such as alapyraidine (10) [23], a general taste enhancer, 

Fig. 21.3 Sweet-taste modifiers
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were studied. In addition, sweetness-enhancing hydroxybenzoic acid amides of 
vanillylamine (e.g. 11) were reported [20].

21.1.4.3 
Savoury Enhancement

Owing to the unfavourable effects of high levels of ingested sodium ions on 
blood pressure, lowering the sodium content of food is one of the hottest topics 
in food development. On the other hand, salt taste, which is mainly caused by 
sodium chloride, is a main preference driver for most consumers. In liking tests, 
the sample containing higher amounts of sodium is often preferred. Addition-
ally, sodium chloride or other sodium salts such as sodium gluconate have been 
used as maskers for bitter off-tastes [24] and as a common taste enhancer since 
ancient times. Therefore, the sodium problem is correlated not only to savoury 
products but also to sweet foods or beverages.

Reduction of the sodium chloride level can result in taste problems and 
flavour shifts. There are several approaches to maintain salt taste. Most often, 
potassium chloride is used, because it shows the most prominent salty taste 
of those applicable inorganic salts. Lithium chloride is the most salty salt but 
cannot be used for toxicological reasons. Most consumers, however, complain 
about the bitter, chalky taste of KCl-containing formulations. Development of 
sodium-reduced products using mineral salts is a challenge and the whole prod-
uct formula has often to be adapted [25]. Therefore, the main focus of the re-
search was the search for masking compounds or technologies to cover the bad 
taste of KCl, e.g. phenolic acids and derivatives [26] and lactisol [27].

The salty and savoury character of salt-reduced food can be maintained by 
using glutamic acid salts, mainly MSG, but also the corresponding potassium 
and calcium salts [28, 29]. This strategy does not find wide acceptance because 
of the previously mentioned reasons. 

In some cases, yeast preparations which contain a high amount of nucleotides 
can be used to increase saltiness in combination with masking off-notes of KCl 
[30]. Additionally, use of low amounts of fruit acids may reduce the bad taste of 
KCl-containing food preparations [31]. Usage of low amounts of sweeteners such 
as thaumatin [32] or neotame [33] was described to mask the off-taste of KCl. 

Salty taste enhancing preparations or compounds besides KCl were described. 
For example, a mixture of certain amino acids based on l-lysine were used to 
increase the saltiness of a NaCl-reduced preparation [34]; γ-aminobutyric acid 
(4) was also used as a salty taste enhancer [35]. Some dipeptides such as N-l-
ornithyl taurine hydrochloride or N-l-lysinyl taurine hydrochloride were de-
scribed as very salty with a clean salt taste [36]. Additionally, choline chloride 
was suggested as a salt enhancer [37].

More recently, some new savoury-enhancing molecules have been described 
by Soldo and Hofmann [12] (alapyraidine 10, Fig. 21.3). In addition, it was 
found that potentially pungent compounds such as midchain unsaturated alka-
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mides 12 and 13 can enhance the salty or savoury taste [38, 39]. Most of the new 
savoury enhancers which were found via high-throughput screening based on 
the umami receptor [40] are not based on traditional natural product chemistry, 
e.g. oxalamides 14–16 and benzoic acid amide 17. Combinations of pungent 
chemosensates such as cetylpyridinium chloride in combination with amino ac-
ids such as arginine were described as salt-taste enhancers [41]. 

Other components described in the literature which are able to enhance salti-
ness or umami taste are umami-tasting glutamate glycoconjugates (e.g. 18 or 
19) [42], (S)-malic acid 1-O-D-glucopyranoside (morelid 20) [43], theogalline 
(21) [44], N-lactoyl ethanolamine (22) [45] and N-gluconyl ethanolamines (23)
[46], α-keto acids derived from amino acids (e.g. 24) [47] and some N-succinoyl 
derivatives of aspartic acid or glutamic acid (e.g. 25 and 26) [48].

Fig. 21.4 New savoury-taste enhancers

21.1 Modern Flavour Creation



21 Creation and Production of Liquid and Dry Flavours470

21.1.5 
Chemosensates

Chemosensates play a tremendous role in flavour creation, especially for exotic 
and spicy foods or beverages. Chemosensates can be roughly classified into pun-
gent/hot, tingling, cooling and astringent compounds. In contrast to the volatile 
flavours, which mainly act on the olfactory epithelium and bind to the olfactory 
receptors, and the tastants, which act on the taste buds and bind to the different 
taste receptors, the chemosensates act directly on the afferent nerve endings of 
the trigeminal ganglion in the face or mouth or on the afferent nerve endings of 
the dorsal root ganglions (DRG) in the skin. There are different types of trigemi-
nal/DRG fibres: some are sensitive to heat, heat and mechanical stress, coldness, 
cold/heat and mechanical stress, etc. It is now known that temperature changes, 
the absolute temperature and mechanical stress can increase the signalling fre-
quency of the neurons, which results in more or less severe pain feelings and 
reactions. The chemosensates are able to change the sensation threshold of the 
fibres or of the temperature-sensing receptors and can therefore initiate signal-
ling at body temperature. As a consequence, chemosensates can induce a tem-
perature feeling without changing the physical temperature [49]. Astringency 
is sometimes referred to as being a trigeminal sensation and is caused in most 
cases by precipitation of proline-rich proteins in the saliva by astringents such as 
catechins or gallated carbohydrates; there are indications that astringent poly-
phenols such as quercetin glycosides be directly act on the receptor level [50].

Fig. 21.5 Hot and pungent chemosensates
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21.1.5.1 
Pungent/Hot Compounds

A huge number of compounds causing a pungent or hot sensation are known 
from natural sources. In Fig. 21.5, some of the most important examples are 
illustrated: capsaicin (27) from chili pepper, piperine (28) from pepper, isothio-
cyanates (e.g. 29) from Brassicaceae ssp., some dialdehydic drimanes (e.g. 30)
occurring in Tasmanian or water pepper, paradols (e.g. 6-paradol 31) or gin-
gerols (e.g. 6-gingerol 32).

These compounds are all used in the form of ingredients occurring in the 
aforementioned oleoresins or extracts obtained from the corresponding plants. 
In some cases (like capsaicine and piperine) single compounds are used in fla-
vourings. Capsaicine is restricted in the EU owing to its genotoxic potential 
[51]. Another capsaicinoid is nonivamide (33), which is characterised by a satu-
rated side chain.

Pungent and hot compounds are used especially in savoury formulations and 
seasonings but can also be formulated in low amounts for other applications.

21.1.5.2 
Tingling Compounds

Tingling sensation is an unusual and polarising sensation. The effect can be 
described by the perceived sensation after administering a 9-V battery to the 
tongue. There are assumptions that the effect is caused by a simultaneous acti-
vation of thermal and mechanosensitive fibres [52]. Important compounds in-
ducing a tingling sensation are unsaturated medium-chain alkamides such as 
spilanthol (34) from Spilanthes ssp. or Heliopsis longipes [53], sanshools (e.g. 
α-hydroxysanshool, 35) or pellitorine (36) from Roman pellitory root or Piper 
ssp. (Fig. 21.6).

Fig. 21.6 Tingling chemosensates
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Tingling compounds are mostly used in oral-care products and chewing 
gums. In low amounts, they can be used for spicy formulations. Most of the 
tingling compounds can trigger salivation to a certain extent [54].

21.1.5.3 
Cooling Compounds

Besides the widespread usage in oral-care products and chewing gums, strongly 
cooling compounds are very rarely found in nature. Among the compounds 
which occur in nature, the odour-active L-menthol (37) and some direct deriva-
tives such as the more or less tasteless L-menthyl succinate (38) and L-menthyl 
glutarate (39) [55] and the L-menthyl lactates (40) are known [56]. In addition, 
cubebol (41) was described as a moderately effective cooling compound [57]. 
On the other hand, a lot of artificial cooling compounds were developed in the 
past and the most important are shown in Fig. 21.7. The menthane carboxylic 
acid amides WS 3 (42) and WS 5 (43) are the most active cooling compounds 
known so far. Furthermore WS 23 (44), the l-menthone ketal of glycerol 45,
L-menthyl glyceryl ether 46, and the L-menthyl carbonates of propylene glycol 
and ethylene glycol (47 and 48) are used as artificial compounds.

Fig. 21.7 Cooling chemosensates
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21.1.6 
Modern Tools for Flavour Development—Flavour Creation

Flavour work is characterised by basically two different views: the perspective 
of the application segment and the types of raw materials which are used. Com-
plex raw materials like spices for seasoning blends and citrus oils for beverage 
flavours always bring advantages with regard to the body and the completeness 
of the final composition. Single molecules and purified fractions of, for example, 
essential oils usually offer the possibility to do a complete flavour design without 
any limitations arising from complex raw materials such as extracts and distil-
lates from plants, roots, barks and fermented foodstuffs. The art of the flavour 
work comes into play when the flavourist starts to construct quantitative and 
qualitative skeletons for his composition. The main pillars of the first formula 
differ between the different application segments. In the field of non-alcoholic 
beverage development, juice, juice-derived materials, extracts, distillates and es-
sential oils are of key importance. This is also true for a variety of vanilla flavour-
ings. For many sweet and confectionery flavours, single aroma chemicals such 
as ethyl butyrate for fruity notes and sulphur compounds like methyl thioethyl 
propionate for tropical notes are essential for the final flavouring. In particular 
savoury flavours are based on important aroma chemicals such as 2-methyl fu-
ranthiol. 

Young flavourists create the first formula in a trial-and-error approach. Expe-
rienced flavourists know how to create the first blueprint based on a qualitative 
and quantitative skeleton in a focussed and efficient way, because the roles and 
the interactions of single compounds have been learned over the years.

21.1.6.1 
Modular Flavour Concept

A successful flavour is based on different elements. A very important part is the 
selection of the most potent volatile aroma compounds. All we eat, every fruit, 
every meal, every drink, every cup of fresh coffee contains a combination of 
various volatile flavour ingredients.

A strawberry, for example, has a total content of 10-ppm volatile flavour com-
pounds. This amount of flavour is made up of at least 300 single raw materials. 
Each of these single ingredients has a special flavour character. Some of them 
are very strong, others are quite weak. It is very important to know the character 
and the strength of each individual ingredient. Only then is it possible to know 
the exact influence of a single ingredient in the total flavour. It is also impor-
tant to know that all components have a more or less different flavour character. 
Some of them are more fruity, others are more floral and some of them have a 
very fresh leafy character, like freshly cut grass. Some of them are quite similar. It 
is possible to distinguish between all of these characters and select those which 
have a similar flavour impression. On the basis of this selection it is possible to 
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develop a so-called building-block concept, which comprises different groups of 
important flavour characteristics. The example of modular strawberry flavour 
illustrates the blueprint and the strategy behind this flavour-creation concept.

A fresh strawberry flavour contains a group of flavour materials which are 
described as “green”, like fresh leaves or similar to freshly cut grass. The main 
representatives are chemicals like (E)-2-hexenal or (Z)-3-hexenol. On the basis 
of a detailed description of all ingredients, it is possible to select all raw materi-
als which are described as “green”. Finally all those similar green components 
are put together into one basic mixture—a so-called green base.

Using the same approach, we can combine all other important volatile ingre-
dients of a strawberry to form specific bases. All fruity esters like ethyl butyrate, 
ethyl caproate or ethyl isobutyrate can be combined to a “fruity base”, and all 
caramel-like ingredients to a “caramel base”, and so on. Finally, all major flavour 
characters of a strawberry can be obtained by appropriate combination of only 
a few bases.

With these building blocks it is possible to reassemble various types of straw-
berry flavours with fruity, spicy or ripe flavour character without dealing with 
the complexity of more than 300 single raw materials. This approach speeds up 
the combinatorial elements of the flavour work and provides an excellent learn-
ing platform for young flavourists. 

21.1.6.2 
Odour- and Taste-Activity Concept

Modern scientific tools like the so-called odour-activity value (OAV) concept 
were developed to unravel the quantitative and qualitative pattern of individual 
chemicals. Quantitation is achieved in an extremely accurate way by means of 
isotope dilution analysis.

In combination with the threshold of a flavour compound in a given matrix, 
it is possible to calculate the OAV value using the following formula:

OAV = 
concentration of a flavour compound in a food 
threshold of a flavour compound in the corresponding food matrix

The complete OAV analysis of a food target is time-consuming and requires 
an excellent analytical setup. In many cases the well-established combination 
of GC combined with olfactometry provides an excellent insight with regard to 
the composition of aroma compounds in a mixture and the role of individual 
chemicals.

In recent years, non-volatile taste compounds have been becoming more 
important in the area of modern flavour development. Therefore, the principal 
approach of the OAV has been adapted for the taste side in the form of the so-
called taste-activity value. In order to facilitate the search for taste-active mate-
rials and for a better understanding of the “taste dimension” of foodstuffs, a new 
instrumental setup called LC-Taste® has been developed [58].
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Non-volatile ingredients play an important role in the overall flavour charac-
ter of fruits and other foodstuffs. Many non-volatiles have a strong effect on the 
sensorial properties such as mouthfeel, creaminess and juiciness. Experienced 
flavourists know how to combine both the volatile and the non-volatile worlds 
of raw materials for delicious flavours.

21.1.6.3 
The Sensorial Relevance of Ripening Effects

Apple flavour is an excellent example for chemical reactions which are respon-
sible for the so-called ripening effect of juices, distillates and purees. 

Starting from only one single ingredient, e.g. (Z)-3-hexenal, many other in-
gredients are formed during treatment and ageing of a fruit (Table 21.3). This 
effect has a strong contribution to the strength and character of the flavour. 

During the production of recovery flavours, apple wines or brandies, the in-
teraction with ethanol, acetaldehyde and acetic acid represents the next level 
of interactions. The reaction products contain compounds which result from 
esterification and acetal formation reactions, which are summarised in Table 
21.4.

Table 21.3 Reaction products from isomerisation and degradation of (Z)-3-hexenal

Compound Intensity
(Z)-3-Hexenal Very strong
(Z)-3-Hexenol Medium strong
(E)-2-Hexenal Very strong
(E)-2-Hexenol Medium strong
(E)-2-Hexenoic acid Weak
3-Hydroxy hexanoic acid Weak

Table 21.4 Reaction products originating from (Z)-3-hexenal, ethanol, acetaldehyde and acetic 
acid

Compound Intensity
(Z)-3-Hexenyl acetate Strong
(E)-2-Hexenal diethyl acetal Medium strong
(E)-2-Hexenyl acetate Strong
Ethyl-(E)-2-hexenoate Medium strong
Ethyl 3-hydroxyhexanoate Medium strong
(E)-2-Hexenal di-(E)-2-hexenyl acetal Weak
(E)-2-Hexenyl-(E)-2-hexenoate Weak
(E)-2-Hexenyl-3-hydroxyhexanoate Weak
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21.1.7 
The Specifics of Flavour Application

The field of flavour application is basically driven by three main influencing fac-
tors. The market for flavoured foodstuffs and the technology which is needed 
for the flavour formulation have always played an important role in the flavour 
industry. In recent years, the relevance of the corresponding food technology 
has grown significantly. Among the most important fields of application, the 
beverage market represents a key area. Soft drinks, fruit-juice-containing bever-
ages as well as alcoholic beverages and instant drinks are produced in an enor-
mous variety of flavour and packaging materials. In the UK the market showed 
an increase of soft drinks and fruit juices of some 7% in 2003 over 2002. In the 
10 years between 1993 and 2003 this same market grew from a consumption of 
around 9 billion litres to around 14 billion litres in a full year.

This growth rate is accompanied by an ever-increasing range of flavours and 
ingredients. Products are more and more being designed for lifestyle and for 
age groups. Meanwhile, a remarkable portfolio of product types has been estab-
lished in the market (Table 21.5).

The aforementioned products are commercialised at different concentration 
levels, for example ready to drink or dilute to taste in the case of syrups. 

The matrix for flavour applications in the beverage industry illustrates the tre-
mendous variation for the required flavour systems with regard to sensory and 

Table 21.5 The variety of product types of flavoured beverages (modified after Ashurst [65])

Soft drinks Other drinks Alcoholic beverages Dry beverages

Definition Tea Flavoured beer Instant beverages
Sweetened
Water-based
Balancing acidity

Flavoured ice tea Shandy-type 
products

Fruit beverages

Juice and/or 
pulp content

Coffee-type 
Beverages

Wine coolers Flavoured teas

No juice
Low juice
High juice

With flavours
With dairy raw 
materials

Low flavoured 
High flavoured

Liquid flavour
Dry flavour

Carbonation Milk beverages Liqueurs Dry coffee type 
beverages

Carbonated
Non-carbonated

No juice
Low juice

Flavoured
Non-flavoured

With creamer
Without creamer

Alcohol content Soy beverages Spirits Vending machines
Alcohol-free
Low alcohol content

Masking flavours
Cream flavours

Extracts
Distillates

Flavoured pads
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regulatory background. In addition, the wide range from liquid to dry applica-
tions emphasises the broad scope from emulsion technologies to spray-drying.

21.2 
From Formula to Product

The formula of a liquid or dry flavouring represents the blueprint for a final 
product. At this stage various parameters of influence have to be considered. 
Besides the compounding or mixing instructions with impact on the solubility 
of compounds, the chemical interaction of formula constituents is one of the 
most important parameters.

The formula of a liquid flavouring usually comprises the list of ingredients 
and a short summary of the corresponding blending instructions. At this stage 
the solubility of the ingredients in the carrier system is of high importance. Ad-
ditional criteria can be summarised under the headline of shelf-life stability.

21.2.1 
Shelf-Life Stability

The modern food industry is confronted with the consumers’ increased re-
quirements concerning their final products. Apart from product safety, further 
crucial characteristics such as colour, flavour, texture and sensory stability are 
important issues for the evaluation by the consumer. Thus, the requirements 
for the flavour of the final product are increasing. This requires extensive know-
ledge in various fields.
• Processing properties of the flavour 
• Behaviour of the flavour during the production of the food
• Behaviour of the flavour during the shelf-life of the food
• Interactions of flavour and foodstuff 

Apart from simple handling and easy dosage, a constant high product quality 
and a guaranteed shelf life are absolutely essential. That means that the taste of 
the food products has to be constant during the entire product life [59]. 

The term “stability” in the following text will represent the sensorial quality of 
a food product during its whole life span under suitable and defined conditions. 
The stability of a food product is affected by a multiplicity of factors, like process 
temperature and time, residual moisture, degree of browning and the physical 
and chemical constitution of the ingredients. A further factor of crucial impor-
tance is the type and the quality of the packaging material [60]. The execution of 
real-time stability tests is essential for control purposes in the food industry. Stor-
age conditions have to be adapted as realistically as possible: the products should 
be kept in their original packaging, temperature and light conditions should be 
realistically adjusted and varying conditions, e.g. during transportation, should 
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also be included in the test parameters. During the development of food prod-
ucts real-time tests have a crucial disadvantage. They are very time-consuming.

21.2.2 
Accelerated Shelf-Life Testing

There is considerable evidence in the literature that temperature plays a major 
role in causing changes in food quality during storage. Higher storage tempera-
tures generally lead to increased quality deterioration. In the past, there have 
been several attempts to use mathematical techniques and models to describe 
changes in food quality as influenced by storage and temperature [61]. Not all 
ageing processes are influenced in the same way. So, for instance, a storage tem-
perature increase of 10 °C will speed up Maillard reactions by a factor of 2.5 
but will speed up oxidation reactions only by a factor of 1.5. This also depends 
on the total composition of a product. In the past, accelerated stability testing 
methodologies based on time, temperature and modified oxygen atmosphere 
were developed in order to accelerate shelf-life stability under defined condi-
tions [62]. A new rapid method was developed which is even more adaptable to 
different food product types.

In general, a dry or liquid ingredient is brought into a high-pressure con-
tainer without any sample preparation (Fig. 21.8). After closing this vessel, the 
product is exposed to oxygen pressure and heat. After a defined storage period, 
the sample can be used for further testing. In the subsequent sensory panel 
work, the samples are tested in a triangle test by comparing the nonstressed 
sample with the stressed one. If the panel is not able to detect a significant differ-
ence between the two samples, the sample can be considered as “stable” for the 
simulated time frame.

In case there is a significant difference between the stressed and the non-
stressed sample, off-flavours or strong sensorial deviations are monitored. As 
a next step, further analytical evaluations, e.g. GC-MS, are performed for the 
identification of relevant degradation products.

Fig. 21.8 Principle of accelerated stability testing [63]
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Figure 21.9 illustrates the correlation between temperature and testing time 
for real-time conditions and accelerated test conditions.

The kinetics of degradation processes in foodstuffs are not simulated by the 
accelerated shelf-life testing method in the same way. Different parameters like 
aw value, pH value, acidity levels, sulphur compounds, etc. affect flavour degra-
dation in the foodstuff very individually; therefore, a careful transfer of results 
is absolutely essential. The tested products have to be clustered depending on 
their ingredients and parameters for the accelerated testing have to be adapted 
(Fig. 21.10).

Fig. 21.9 Correlation of conditions in accelerated stability testing with real-time testing (1 year at 
room temperature) [63]

Fig. 21.10 Degradation hazards in different foodstuffs, white: low, black: high [63]
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21.2.3 
Chemical Interactions

The stability of the flavour in the food is an enormously complex issue. In order 
to come to a reliable prediction, the reactivity of flavour compounds and the 
embedding in the corresponding food matrix have to be considered. The inter-
actions of flavours and foodstuff can be clustered into two main groups:
1. Degradation of flavour ingredients and subsequent flavour loss
2. Formation of new flavouring substances and, as a direct result, off-flavour 

formation

The typical flavour profile of many foodstuffs is not only characterised by 
so-called character-impact compounds like cinnamic aldehyde for cinnamon, 
vanillin for vanilla and eugenol for cloves. Flavour changes during processing 
and storage and the corresponding flavour stability are based on numerous 
chemical interactions which are directly linked to organoleptic properties. Table 
21.6 summarises the main chemical reactions which are responsible for causing 
flavour changes.

Table 21.6 Overview of chemical interactions responsible for flavour changes

Reaction type Main examples
Acetal formation
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Table 21.6 (Continued) Overview of chemical interactions responsible for flavour changes

Reaction type Main examples
Mercaptals and 
hemimercaptals

Aldol formation

Schiff base formation

Decarboxylation 
and deamination

Esterification

Ring opening

Isomerisation

Oxidation
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As soon as the cause of the instability is known, means can be found to im-
prove the shelf-life of the product. So, in case of oxidation effects, antioxidants 
could be added, and the oxidative risk could be minimised by reducing oxidis-
ing substances, varying production parameters or optimising the packaging of 
a product.

21.3 
Flavour Production

From its nature, a flavour is defined as a multicomponent blend of volatiles, 
non-volatiles and complex raw materials which is responsible for the final prod-
uct properties. In flavour production, the volume-dominated operation units 
are mixing processes of liquids and dry blends. 

Under technical production aspects, the manufacturing of flavourings can be 
divided into:
• The production of valuable aroma-active components
• The refining, blending and transformation of the flavour in the final physical, 

potentially encapsulated product

Properties such as viscosity are very important for the production process.

21.3.1 
Liquid Flavours

Liquid flavours can be divided into low-viscous liquids, medium-viscous li-
quids, emulsions, pastes and suspensions. The main processing of liquid flavour 
production is basically liquid blending. The most popular carriers for flavours 
for aqueous systems are ethanol, propylene glycol or glycerol. For fat-soluble 
flavours, triacetin or vegetable oils are the most important carriers.

Long process times are required when single raw materials, compounds or 
natural extracts exhibit high viscosity. In general, in the flavour industry two 
approaches are used to reduce viscosity:
1. dilution of the highly viscous extract with a solvent
2. thermal treatment (heating) of the highly viscous extract

The disadvantage of the dilution of extracts is that the flavour concentration 
is lower and the flavour dose has to be increased. Significant heat treatment can 
influence the flavour stability in a negative way because oxidation and Maillard 
reactions are enhanced and the flavour might be less stable. Owing to the fact that 
flavours are mainly complex mixtures, their rheological properties, particularly 
in presence of hydrocolloids, fibres or other macromolecules, are often not New-
tonian. This can cause problems in the production process. In order to simplify 
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and optimise the dosage and the blending of micro components it is essential to 
work with pre-mixes. The mixing sequence is of elementary significance and de-
termines product quality. In general, macro components, inert materials and low 
volatiles are added in the first production step. In a second step, this premix will 
incorporate the high volatiles or partly reacting components. For the production 
of liquid flavourings, a definition of flavour additives is needed such as antioxi-
dants or preservatives in order to maintain the required shelf-life stability.

21.3.2 
Dry Flavours

There are advantageous criteria for the application of dry flavours in food prod-
ucts. In numerous food products only dry flavours can be utilised owing to their 
physical properties. The physical form and the properties of a dry flavour are of 
fundamental importance for the successful processing of a food product. For 
instance, for a dry tea flavour blending and the filling process, the flavour has 
to fulfil several properties, e.g. defined particle size and shape, and a given hy-
groscopicity and flowing behaviour. Another reason for the application of dry 
flavours in the food industry is the beneficial application of encapsulated fla-
vours in food products. The advantages of these flavour types are primarily an 
improved flavour stability and controlled flavour-release mechanisms. Mean-
while a broad range of technologies exist for flavour encapsulation. The most 
commonly used processes are spray-drying, spray-chilling, encapsulation, melt 
extrusion, coacervation, and β-cyclodextrin complexation. In order to select a 
suitable, specific encapsulation technology the final application of the flavour 
has to be known.

21.3.2.1 
Plated Flavours

One of the oldest production methods for the production of dry flavours is the 
plating of a liquid flavour or extract onto a solid carrier. Carriers of main impor-
tance for the food industry are salt, lactose, starch and maltodextrin [64]. 

In the plating process it is essential to guarantee a homogenous blending be-
sides homogenous addition/distribution of the liquid material. The liquid feed-
ing can be carried out by inlet lances, injectors or nozzles, while agglomeration 
of the plated powder material has to be suppressed by a chopper or cutter.

Essential advantages of this flavour technology are the low production and 
investment costs. The fundamental disadvantage of this technology, however, 
is a far lower flavour stability owing to the fact that the specific surface of the 
flavour has been enlarged considerably and this results in a much higher sensi-
tivity of the flavour towards oxidative degradation reactions.

21.3 Flavour Production
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21.3.2.2 
Spray-Dried Flavours

The most common method to simultaneously dry and encapsulate flavours is 
the spray-drying technique (Fig. 21.11). For this technology, carrier materials 
like maltodextrin, starch and gum arabic are dissolved in water. As a next step, 
the liquid flavour raw material is emulsified in this slurry. Also non-volatile fla-
vour components can be added. The slurry is “atomised” and dried in a spray-
drying facility.

Spray-drying consists of four separate process steps: 
1. Slurry preparation 
2. “Atomisation” of a slurry
3. Drying and encapsulation of the flavour molecules
4. Separation of the dried flavour from the exhaust air

The typical flavour load of a spray-dried product amounts to 18–25%.
Besides the drying process, the flavour components are also encapsulated in 

the carrier matrix. After the slurry has been “atomised”, all volatile components, 
including water, which are located at the surface of the droplet are immediately 
evaporated. Thereby the remaining carrier substance forms a membrane around 
the droplet. This membrane is semipermeable and inhibits further evaporation 
of flavour molecules. This production step is controlled by diffusion mecha-
nisms. Water as a molecule with a small molecular size can pass through the 
membrane, while the larger flavour molecules are not able to permeate it.

An optimal dehumidified spray-dried product consists of small, round par-
ticles, whose size is almost similar to their former droplet size. They are hollow 
and the encapsulated flavour molecules are situated in the outer shell.

The advantages of spray-dried flavours are the high flavour load and the fast 
release. The process is very economical. A disadvantages of the flavour powder 
is the physical demixing in dry blends with sugar, tea, cereals or granulates.

Fig. 21.11  The mechanism of encapsulation during spray-drying
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21.3.2.3 
Compacted Flavours

Compacted flavours are granules of size between 0.5 and 5 mm. The main appli-
cation of the compacted flavour granules in the food industry is tea leaf flavour-
ing for tea bags. Powdered flavours are not suitable because of demixing of the 
leaves and the powder during the blending process. 

The spray-dried flavours or powder blends are processed by a roller compac-
tor into lumps (Fig. 21.12). These lumps are crushed into granules. This process 
cannot be categorised as a direct encapsulating technique, since the flavour-en-
capsulating effect of compacted flavours is based on the use of spray-dried raw 
material.

A particular advantage of the compacted granules is the flexibility of the par-
ticle size. Each size between 0.5 and 5.0 mm is adjustable. A further advantage 
is shaped particles, colour and a combination of spray-dried flavour and addi-
tives (vitamins, minerals, functional food ingredients) can be combined in the 
granulated matrix.

In recent years, specific requirements with regard to shelf-life stability and 
tailor-made release behaviour led to the development of a range of specific en-
capsulation technologies such as glass-encapsulated flavours or seamless cap-
sules with liquid cores.

Fig. 21.12 Roller compaction

21.3 Flavour Production
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21.4 
Conclusion

While in ancient times, the sensorial properties of a flavour for foodstuffs were 
of major importance, modern flavours have to perform like multifunctional sys-
tems. Physical form, chemical and mechanical stability and controlled release 
mechanisms are meanwhile essential criteria for the flavour quality. All these 
properties have to be addressed by a flavourist in close cooperation with tech-
nologists. Therefore, knowledge about food product properties must lead to a 
careful and intelligent evaluation of the flavour system as an important driver 
for the success of the final product.
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22.1 
Introduction

There are about 25,000 enzymes present in nature and about 400 have been 
commercialised mainly for stereoselective organic synthesis and also for the 
biotechnological production of flavour compounds. The worldwide market for 
enzymes is more than US $1 billion.

The majority of enzymes in food biotechnology comprise hydrolytic enzymes, 
transferases, oxireductases and lyases. 

Microbial enzymes play the greatest role in production of flavour compounds; 
they can also be expressed in recombinant microorganisms.

This chapter is not only an update of our review of 1997 [1] but also an over-
view of the latest development in enzyme-based flavour technology. Some as-
pects of the present chapter are based on the previous review [1]. 

22.2 
Hydrolytic Enzymes

22.2.1 
Lipases (EC 3.1.1.X)

Lipases are serine hydrolases that catalyse the hydrolysis of lipids to fatty acids 
and glycerol [2]. In contrast to esterases, they work at the lipid–water interface 
and show only little activity in aqueous solutions. Studies of the X-ray structures 
of human lipase [3,4] and Mucor miehei lipase [5,6] revealed a change in con-
formation at the lipid–water interface, which explains the increase of activity. 

Both of the aforementioned lipases contain Asp-His-Ser triades; different 
catalytic triades can be found, e.g., in Geotrichum candidum (Glu-His-Ser) [7] 
or in Humicola lanuginosa (Asp-His-Tyr) [8].

Lipases play an important role in organic synthesis and also in flavour biotech-
nology. Pig pancreatic extract and especially many microbial lipases are used for 
ester hydrolysis, esterification (alcohol and acid), transesterification (ester and 
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alcohol), interesterification (ester and acid) and transfer of acyl groups from 
esters to other nucleophiles like amines or thiols [1]. 

Some criteria of selectivity are important for these catalysed reactions: sub-
strate selectivity [9], regioselectivity [10], stereoselectivity (endo/exo [11] and 
Z/E [12] differentiation), enantioselectivity [13], meso differentiation [14] and 
prochiral recognition [15].

In many cases, the stereoselectivity of the enzyme used in water and in an 
organic solvent is the same [16, 17]; thus, complementary stereoisomers can 
be produced. If an enzyme prefers the R enantiomer of a chiral ester over the 
S ester, the R alcohol and the S ester can be obtained after a hydrolytic reaction. 
As the enzyme’s stereochemical preference remains the same, transesterification 
in organic solvents will produce the S alcohol and R ester.

Theoretically, both reactions will stop at 50% conversion and will give both 
enantiomers with 100% enantiomeric excess [ee=(R–S)/(R+S)×100 for R>S], if 
the enzyme has an absolute stereoselectivity. 

22.2.1.1 
Lipolysis

Lipolysed milk fat was one of the first flavours produced with the help of en-
zymes. The original process was based on the controlled lipase-catalysed hydro-
lysis of cream [18]. For instance, Mucor miehei lipase possesses a high selectivity 
towards flavour-active short-chain fatty acids. Additionally, lipases that prefer 
long-chain fatty acids or lipases without particular preferences can be found. 
The free fatty acids produced can be isolated by steam distillation and further 
purified. Thus, it is possible to obtain pure short-chain fatty acids like butanoic, 
hexanoic, octanoic and decanoic acid. 

Lipolysed milk fat products can serve as cream-like/butter-like flavouring 
agents [19].

22.2.1.2 
Kinetic Resolution of Racemates

Stereoselectivity of lipases is often used to yield pure optically active flavour 
compounds from racemic precursors. This fact is important if one isomer of a 
molecule has more desirable properties than the other one.

For instance, (-)-menthol (p-menthan-3-ol) is one of the most important fla-
vouring agents and is the major compound in natural peppermint oil. The char-
acteristic peppermint odour and the typical cooling effect is limited to (-)-men-
thol. The other isomers do not show this refreshing effect. A racemic mixture of 
menthol holds an intermediate position: the cooling effect is still perceptible.

There are several biochemical and chemical processes for the resolution of 
a racemic mixture of menthol. Many microbiological lipases hydrolyse men-
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thyl esters and prefer the (-)-menthyl esters, whereas (+)-menthyl esters are not 
hydrolysed at all. This asymmetric hydrolysis of menthyl esters can be performed 
with lipases from Penicillium, Rhizopus, Trichoderma and various bacteria [20]. 

The enantioselective hydrolysis of racemic menthyl benzoate (industrially 
key compound) by recombinant Candida rugosa lipase LIP1 leads to optically 
pure l-(-)-menthol; ee>99% [21]. This pathway is part of a menthol synthesis 
developed by the flavour industry.

The resolution of the commercially available racemic trans-jasmonate to 
(-)-trans-jasmonate by microbial lipase has been described by Serra et al. [22].

Nozaki et al. [23] characterised the production of (+)-mesifuran [2,5-di-
methyl-4-methoxy-3(2H)-furanone], an important flavour compound in arctic 
bramble, but which also occurs in strawberry and pineapple. After lipase-ca-
talysed (Candida antarctica) enantioface-differentiating hydrolysis of the enol 
acetate, the pure optically active (+)-mesifuran could be obtained.

Kinetic resolution of branched-chain fatty acids has been reported recently 
by Franssen et al. [24]. With the help of immobilised Candida antarctica lipase 
B, racemic 4-methyloctanoic acid (responsible for sheep-like and goat-like fla-
vours in sheep and goat milk and cheese, respectively) was esterified with etha-
nol. Only the R ester could be obtained, whereas (S)-4-methyloctanoic acid was 
not converted (Scheme 22.1).

Scheme 22.1 Kinetic resolution of racemic 4-methyloctanoic acid with Candida antarctica lipase 
B [24]

22.2 Hydrolytic Enzymes
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22.2.1.3 
Catalysis in Organic Media

Lipase-catalysed esterification and transesterification reactions have a wide 
range of applications in the synthesis of aroma compounds.

The reaction conditions have a great influence on the enzyme-catalysed reac-
tions in organic media and determine the reaction’s yield and selectivity.

Enzymes require only a monomolecular water phase for their activity in or-
ganic solvents [25]; the pH of the water phase [26], temperature [27], type of 
solvent [28] and immobilisation techniques [29] will influence the reaction too.

Of course, the selection of the appropriate enzyme is fundamental because 
yield and selectivity of the enzymes vary extremely. For instance, Candida ru-
gosa lipase will give high yields but has a low selectivity. In contrast, lipase from 
Aspergillus niger exhibits high selectivity [13].

The biotechnological production of flavour compounds is particularly fo-
cused on esters and lactones. Lipase from Mucor miehei is the most widely stud-
ied fungal lipase [30–35]. Esters of acids from acetic acid to hexanoic acid and 
alcohols from methanol to hexanol, geraniol and citronellol have been synthe-
sised using lipases from Mucor miehei, Aspergillus sp., Candida rugosa, Rhizopus 
arrhizus and Trichosporum fermentans [32-37].

Methylbutanoates and methylbutyl esters are essential flavour compounds 
in fruit flavours; they can be produced biotechnologically as mentioned before. 
Chowdary et al. [33] have described the production of a fruit-like flavour: iso-
amyl isovalerate by direct esterification of isoamyl alcohol and isovaleric acid 
in hexane with the help of Mucor miehei lipase immobilised on a weak anion-
exchange resin.

Synthesis of short-chain geranyl esters catalysed by esterase from Fusarium 
oxysporum in an organic solvent was reported by Stamatis et al. [39]. 

Large-scale synthesis of (Z)-3-hexenyl acetate in hexane with lipase, (Z)-3-
hexenol and acetic acid was described by several authors [40–42]. (Z)-3-Hex-
enyl acetate has a fruity odour and shows a significant green note flavour. It can 
be produced using lipase from Candida antarctica immobilised on an acrylic 
resin [40, 41] or using immobilised lipase from Mucor miehei [42]. The conver-
sion was reported to be about 90%.

An optimised enzymatic synthesis of methyl benzoate in an organic medium 
was reported by Leszczak and Tran-Minh [43]. Methyl benzoate is part of the 
aroma of some exotic fruits and berries. The ester has been produced by direct 
esterification of benzoic acid with methanol in hexane/toluene catalysed by li-
pase from Candida rugosa.

Gatfield et al. [44] reported in 2001 a method to produce natural ethyl (E,Z)-
2,4-decadienoate, the impact compound of pear. Immobilised lipase from Can-
dida antarctica is capable of transesterifying Stillingia oil in the presence of etha-
nol. By this process, a complex mixture of ethyl esters is generated. By fractional 
distillation, the ethyl ester of (E,Z)-2,4-decadienoate can be isolated from the 
mixture in a total yield of about 5% and with a high degree of purity. As only 
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natural precursors, physical and biological processes were used, the aroma com-
pound obtained can be labelled as natural according to the legislation of the 
European Union. 

In 2004, Ley et al. [45] showed a stereoselective enzymatic synthesis of cis-
pellitorine [N-isobutyldeca-(2E,4Z)-dienamide], a taste-active alkamide natu-
rally occurring in tarragon. The reactants were ethyl (E,Z)-2,4-decadienoate—
the pear ester described before—and isobutyl amine. The reaction is catalysed 
by lipase type B from Candida antarctica (commercially available), which shows 
a remarkable selectivity towards the 2E,4Z ester. The yield was about 80%.

The biotechnological synthesis of lactones has reached a high standard. Be-
sides microbial production, lactones can also be enzymatically produced. For 
instance, a lipase-catalysed intramolecular transesterification of 4-hydroxy-
carboxylic esters leads enantioselectively (ee>80%) to (S)-γ-lactones; the chain 
length may vary from C5 to C11 [13]. γ-Butyrolactone can be produced in that 
way with lipase from Mucor miehei [30].

The preparation of optically active δ-lactones is more difficult because of the 
lack of selectivity of most lipases.

22.2.2 
Glycosidases (EC 3.2.1.X)

It is well-known that in plant tissues certain amounts of flavour compounds 
are bound as non-volatile sugar conjugates. Most of these glycosides are β-glu-
cosides, but there are other glycones like pentoses, hexoses, disaccharides and 
trisaccharides too [46]. Acylated glycosides and phosphate esters have also been 
reported [47, 48]. Information about the analysis of glycosides can be found in 
the work of Herderich et al. [49].

Besides the structural elucidation of glycosides, research is focused on the ap-
plication of glycosidases to liberate the aroma-active aglycons from their bound 
forms. The development of a continuous process of enzymatic treatment (simul-
taneous enzyme catalysis extraction) [50] opened the doors for the industrial 
large-scale production of aroma compounds from their non-volatile conjugates. 

Major interest has been directed to wine. During winemaking, the grape’s 
β-glucosidase is rapidly inactivated. Glucosidases from Saccharomyces cerevi-
siae and Candida molischiana have been suggested to solve this problem [51]. 
Nonetheless, many fungal glycosidases will not work properly, because they are 
inhibited by glucose, fructose, ethanol and the relatively low pH of wine. Some 
glycosidases from Aspergillus sp. (e.g. some β-apiosidases, α-arabinosidases 
and α-rhamnosidases) do not have these disadvantages. The formation of these 
enzymes can be induced by the presence of the respective glycoside; their use 
has been patented for application to grape must [52]. Cabaroglu et al. [53] have 
given a comprehensive overview of wine flavour enhancement by the use of fun-
gal glycosidases and have shown that enzymatically treated wine was preferred 
in sensory analyses. 

22.2 Hydrolytic Enzymes
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Sensory quality of food can be improved by synergistic action of monogly-
canases, oligoglycanases and polyglycanases. A process for the production of 
vanilla extracts involving the treatment of crushed green vanilla beans with en-
zymatic preparations that degrade plant cell walls and the glucosidic precursor 
together has been patented [54]. Similarly, a cellulase possessing glucosidase 
side activity has been reported to liberate benzaldehyde from its bound form 
during the processing of peach [55].

Raspberry ketone [4-(4´-hydroxyphenyl)-butan-2-one], the impact com-
pound found in raspberries, can be obtained by enzymatic reactions: The first 
step is the β-glucosidase-catalysed hydrolysis of the naturally occurring betu-
loside to betuligenol. The latter can be transformed into raspberry ketone by 
microbial alcohol dehydrogenase (Scheme 22.2) [56]. 

Conjugates of flavour compounds were also found in milk: phenols can be 
liberated by β-glucuronidase, arylsulfatase and acid phosphatase from their re-
spective precursors [57].

Besides the liberation of bound flavour compounds, the creation of these 
conjugates is becoming more and more important, especially for convenience 
food. A bound, non-volatile aroma compound allows the slow liberation of the 
flavour upon heating. These slow-release compounds are produced with the 
help of glucosidases in a reversed hydrolysis reaction. For instance, the produc-
tion of geranyl glucoside was described by de Roode et al. [58] and Franssen 
et al. [24]. Glycosyl transferases are also able to produce glycosides, but they are 
more complicated to handle than glucosidases [24]. 

There are synthetic acetal derivatives of flavour-active aldehydes like benzal-
dehyde and cinnamaldehyde [59].

As the chemical synthesis of glycosides is cumbersome, biotechnological 
transglycosidation using glycosidases is attracting more and more attention 
[60].

22.2.3 
Flavorzyme®

Flavorzyme® is a commercially available proteolytic enzyme preparation by 
Novo Nordisk Bioindustrials. It can be used to obtain a meat-like process fla-
vouring from defatted soybean meal. With the help of aroma extract dilution 
analysis, Wu and Cadwallader [61] showed in their study of 2002 the presence 
of key aroma compounds of roasty, meat-like aroma in the enzymatically hy-
drolysed and heated hydrolysed protein, e.g. maltol, furaneol, methanethiol and 
furanthiol derivatives. 
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22.3 
Oxireductases

Many enzyme-catalysed redox processes include the transfer of the equivalent 
of two electrons by one two-electron step or two one-electron steps. The latter is 
considered as a radical process involving the use of cofactors like flavin, quinoid 
coenzymes or transition metals.

The two-electron process is either a hydride transfer or a proton abstraction 
followed by two-electron transfer.

22.3.1 
Horse Liver Alcohol Dehydrogenase (EC 1.1.1.1)

Horse liver alcohol dehydrogenase is able to oxidise primary alcohols—except 
methanol—and to reduce a large number of aldehydes. Aqueous solution or or-
ganic solvents can be used [62]. As there are no new developments concerning 
this enzyme, the reader is referred to the review of Schreier [1]. 

Scheme 22.2 Enzymatic production of raspberry ketone from betuloside [56]

22.3 Oxireductases
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22.3.2 
Lipoxygenase (EC 1.13.11.12)

Lipoxygenase (LOX) is a non-haem, iron-containing dioxygenase that catalyses 
the regioselective and enantioselective dioxygenation of unsaturated fatty acids 
containing at least one (Z,Z)-1,4-pentadienoic system. For instance, LOX from 
soy converts linoleic acid to the (S)-13-hydroperoxide [1]. 

It is supposed that the catalytic mechanism proceeds through a free-radical 
intermediate which reacts directly with oxygen or an organic iron intermediate 
[63]. The three-dimensional protein structure of the native form of LOX isoen-
zyme L-1 from soybean has already been described [64, 65]. 

LOX is an important factor in the large-scale use of plant enzymes for the 
production of natural “green note” aroma compounds, a group of isomeric C6 
aldehydes and alcohols [66].

In nature, the green notes are produced after the destruction of the plant’s tis-
sue (leaves, fruits or vegetables). Destruction of the cell wall leads to a cascade of 
enzyme-catalysed reactions; polyunsaturated fatty acids with the diene system 
described before are converted into hydroperoxides by LOX catalysis. The hy-
droperoxide lyase cleaves the hydroperoxides; in the whole cascade, oxireduc-
tases are involved too. The biotechnological large-scale production of natural 
green notes follows the natural pathway. 

A patented process for the production of green notes applying baker’s yeast 
for in situ reduction of enzymatically produced aldehydes [67, 68] has been 
called into question regarding the effective production of (Z)-3-hexenol. Ac-
cording to Gatfield’s report [69] the isomerisation of (Z)-3-hexenol to (E)-2-
hexenal is a very fast process. The latter undergoes facile conversion to hexanol. 
Beside this, baker’s yeast can add activated acetaldehyde to (E)-2-hexenal, form-
ing 4-octen-2,3-diol.

At present, there are some patents concerning the production of green notes 
by recombinant guava 13-hydroperoxide lyase expressed in Escherichia coli [70, 
71] and Cucumis melo hydroperoxide lyase; the latter yields a mixture of C6 and 
C9 compounds [72]. 

Fungal LOXs exhibit different regioselectivity from LOX from higher plants; 
they catalyse the formation of 10-hydroperoxides from linoleic and linolenic 
acid by dioxygenation. Hydroperoxide lyase and subsequent enzymes in the 
damaged fungal cells are able to form the typical volatile mushroom aroma 
substances, including the impact compound (R)-1-octen-3-ol. The latter can be 
produced industrially by feeding the mycelia with linoleic acid [73, 74].

It is a well-known fact that soybean LOX is able to cooxidise plant pigments, 
such as carotenoids and chlorophyll in the presence of linoleic acid. The hypoth-
esis of a free-radical mechanism has been supported by stereochemical stud-
ies of the unselective formation of epoxides during LOX-catalysed cooxidation 
[75].

A pathway for the production of α-ionone and β-ionone by LOX-catalysed 
cooxidation of carotenes has been described [76].
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22.3.3 
Peroxidases (EC 1.11.1.X)

22.3.3.1 
Soybean Peroxidase

The production of methyl anthranilate, which has a fruity odour, by enzymatic 
N-demethylation of methyl N-methyl anthranilate (Scheme 22.3.) has been 
reported by van Haandel et al. [77]. Self-prepared soybean peroxidase (haem-
based enzyme) preparation and H2O2 were used.

The reaction product can be labelled as natural if the methyl N-methyl an-
thranilate used has a natural origin, e.g. methyl N-methyl anthranilate extracted 
from citrus leaves. 

An alternative method for the production of methyl anthranilate with the 
help of Bacillus megaterium was recently reported by Taupp et al. [78]; the latter 
pathway resulted in higher yields of methyl anthranilate.

22.3.3.2 
Horseradish Peroxidase (EC 1.11.1.7)

The haem peroxidases are a superfamily of enzymes which oxidise a broad range 
of structurally diverse substrates by using hydroperoxides as oxidants. For ex-
ample, chloroperoxidase catalyses the regioselective and stereoselective haloge-
nation of glycals, the enantioselective epoxidation of distributed alkenes and the 
stereoselective sulfoxidation of prochiral thioethers by racemic arylethyl hydro-
peroxides [62]. The latter reaction ends in (R)-sulfoxides, (S)-hydroperoxides 
and the corresponding (R)-alcohol, all in optically active forms.

Horseradish peroxidase catalysed kinetic resolution of racemic secondary hy-
droperoxides has been described by Adam et al. [79]. The reaction yields (R)-hy-
droperoxides up to ee>99% and (S)-alcohols up to ee>97%. Optically active hy-
droperoxides as potential stereoselective oxidants can be obtained by this process. 

Scheme 22.3 Production of methyl anthranilate by enzymatic N-demethylation of methyl 
N-methyl anthranilate [77]

22.3 Oxireductases
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As horseradish peroxidase is relatively expensive and possesses only little thermo-
stability, the industrial application of horseradish peroxidase is limited [77].

22.3.3.3 
Lepista irina Peroxidase

In 2003, Zorn et al. [80] discovered a fungal peroxidase from Lepista irina—a
valued edible fungus—that cleaved β,β-carotene to flavour-active compounds. 
According to the authors, the cleavage of β,β-carotene to aroma compounds by 
a fungal peroxidase had not been reported before.

It was found that extracellular liquid of the fungus can degrade β,β-carotene 
to β-cyclocitral, dihydroactinidiolide, 2-hydroxy-2,6,6-trimethylcyclohexanone, 
β-apo-10 -́carotenal and β-ionone; the last two compounds are the main prod-

Scheme 22.4 Cleavage of β-carotene by Lepista irina peroxidase [80]
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ucts (Scheme 22.4). The key enzyme catalysing the oxidative cleavage was iso-
lated and characterised. 

As there is great interest from the detergent, food and perfume industry in 
the potent aroma compounds formed by carotenoid breakdown, and as the β-
ionone obtained can be labelled as natural aroma—if natural carotenoids are 
used—this cleavage reaction might have a high potential.

22.3.4 
Laccase (EC 1.10.3.2)/Germacrene A Hydroxylase

Laccase, a group of multi-copper proteins of low specificity, acting on both 
o-quinols and p-quinols and often on aminophenols and phenylenediamine, is 
used for the biotechnological production of nootkatone, the impact compound 
of grapefruit. Huang et al. [81] described a process for the laccase-catalysed oxi-
dation of valencene to nootkatone; they used whole microorganisms with lac-
case activity—such as from Botrytis cinera—but they reported a process with 
isolated laccase too. The first step of the reaction is the formation of valencene 
hydroperoxide, which undergoes a non-enzymatic degradation to nootkatone. 
The yield was about 60%. 

Franssen et al. [24] pointed out an alternative method of production of noot-
katone from valencene catalysed by (+)-germacrene A hydroxylase, an enzyme 
of the cytochrome P450 monooxygenase type that was isolated from chicory 
roots. In general, this enzyme appeared to accept a broad range of sesquiter-
penes and hydroxylates exclusively at the side-chain’s isopropenyl group. Valen-
cene is an exception: it was not hydroxylated at the side chain, but β-nootkatol 
was formed in the first step (Scheme 22.5); it is not yet clear if the second step is 
enzyme-catalysed.

Scheme 22.5 Production of nootkatone from valencene catalysed by (+)-germacrene A hydroxy-
lase [81]

22.3.5 
Microbial Amine Oxidases (EC 1.4.3.X)

Amine oxidase from Aspergillus niger and monoamine oxidase from Escherichia 
coli can be used for the oxidative deamination of amines, forming the corre-

22.3 Oxireductases
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sponding aldehydes, hydrogen peroxide and ammonia. Using these enzymes, 
Yoshida et al. [82] described a pathway for the production of vanillin (4-hy-
droxy-3-methoxy-benzaldehyde).

Vanillylamine [(4-hydroxy-3-methoxy-phenyl)methylamine] is the substrate 
of choice for the formation of vanillin with the help of amine oxidase. It can be 
obtained by cleavage of capsaicin (N-[(4-hydroxy-3-methoxy-phenyl)methyl]-
8-methyl-6-nonenamide) isolated from pepper and capsicum [83]. As natural 
vanillin extracted from beans of Vanilla planifolia is rare and extremely expen-
sive, this pathway for the production of natural vanillin is regarded to have a 
great potential. The vanillin obtained by the process can be labelled as natural if 
the cleavage of capsaicin is performed enzymatically.

22.3.6 
Vanillyl Alcohol Oxidase (EC 1.1.3.38)

Vanillyl alcohol oxidase (VAO) is a flavoenzyme from the ascomycete Penicil-
lium simplicissimum that converts a broad range of 4-hydroxybenzyl alcohols 
and 4-hydroxybenzylamines into the corresponding aldehydes. This large sub-
strate specificity makes it possible to obtain vanillin from two major pathways.

As VAO is able to perform an oxidative deamination of capsaicin-derived 
vanillyl amine, vanillin can be produced by the pathway described in the previ-
ous subsection. Van den Heuvel et al. [83] pointed out this biocatalytic route of 
synthesis in 2001 using penicillin G acylase to obtain vanillyl alcohol from natu-
ral capsaicin (Scheme 22.6). As the vanillin obtained can be labelled as natural, 

Scheme 22.6 Oxidative deamination of capsaicin-derived vanillyl amine and formation of vanil-
lin [83] VAO vanillyl alcohol oxidase
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the enzymes used do not require expensive cofactors and the enzymes can be 
produced on a large scale, this bi-enzymatic process could be promising. 

The second pathway using VAO reported by van den Heuvel et al. [83] is 
the VAO-catalysed oxidation of vanillyl alcohol to vanillin. Vanillyl alcohol is 
not very abundant in nature but can be generated by VAO-catalysed conversion 
of creosol (2-methoxy-p-cresol). As creosol can be found in creosote obtained 
from heating wood or coal tar, the feedstock for this pathway is very abundant.

The process comprises two steps: the conversion of creosol to vanillyl alcohol 
and the oxidation of the alcohol to vanillin (Scheme 22.7). Interestingly, these 
two steps are catalysed by the same enzyme, i.e.VAO. 

In 2004, van den Heuvel et al. [84] described in another study the character-
istics of VAO and pointed out details of the reaction’s mechanism.

22.4 
Transferases

22.4.1 
Cyclodextrin Glucanotransferase (EC 2.4.1.19)

In 2002, Do et al. [85] proposed a pathway for the enzymatic synthesis of 
(-)-menthyl α-maltoside and α-maltooligosides from (-)-menthyl α-glucoside 
using cyclodextrin glucanotransferase obtained from Bacillus macerans. The re-
action can be performed in a reactor containing (-)-menthyl α-glucoside, the 
enzyme and soluble starch; the yield was about 80%:15% (-)-menthyl α-malto-
side and 65% (-)-menthyl α-maltooligosides, respectively. Treatment of the 
starch with α-amylase can raise the proportion of (-)-menthyl α-maltoside.

At first, (-)-menthyl α-maltoside has a bitter and sweet taste, but after a few 
minutes, the refreshing flavour occurs. It has the potential to become a slow-re-
lease aroma compound in foods or cigarettes because it possesses higher solu-
bility in water and has a lower tendency to sublimate. 

Scheme 22.7 Production of vanillin from creosol by two enzymatic reactions [83]

22.4 Transferases
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22.5 
Lyases

22.5.1 
D-Fructose-1,6-biphosphate Aldolase (EC 4.1.2.13)

The formation of C–C bonds by aldol condensation is a very useful method in 
synthesis. Besides the chemical synthesis, aldolases can be used to perform this 
reaction. The reaction yields a stereoselective condensation of an aldehyde with 
a ketone donor.

In nature, four complementary aldolases can be found in the carbohydrate 
metabolism. They show different stereoselectivity and this broad range of en-
zymes makes it possible to fulfil a large variety of synthetic tasks. In biotech-
nology, Furaneol® (2,5-dimethyl-4-hydroxy-2H-furan-3-one) can be produced 
from fructose-1,6-biphosphate with the help of a three-step enzymatic process 
involving fructose-1,6-bisphosphate aldolase (rabbit muscle aldolase). The first 
step is the aldolase-catalysed cleavage of the sugar biphosphate to dihydroxy-
acetone phosphate and glyceraldehyde phosphate. The latter is isomerised by a 
coimmobilised triose phosphate isomerase to obtain dihydroxyacetone phos-
phate, which is the substrate for the aldolase-catalysed aldol condensation with 
d-lactaldehyde. The condensation’s product, 6-deoxyfructose phosphate, can be 
easily converted to Furaneol® [86].

In spite of the intensive effort regarding the biosynthesis of Furaneol® (in-
cluding the detection of some important enzymes), the biosynthesis in plants is 
still not fully understood [87]. 

22.5.2 
Sesquiterpene Synthase (EC 4.2.3.9)

In the last few years, sesquiterpene synthase from different plants has raised 
attention. In 2004, Schalk and Clark [88] described a process (patented by Fir-
menich, Switzerland) that makes it possible to obtain sesquiterpene synthase 
and to produce various aliphatic and oxygenated sesquiterpenes from farnesyl 
diphosphate. For instance, valencene can be obtained in this way.

One year later, Schalk [89] described a process for cloning sesquiterpene syn-
thases from patchouli plants (Pogostemon cablin) and the enzyme-catalysed ter-
penoid production. Various sesquiterpenes can be obtained by this method, for 
instance patchoulol and other germacrene-type sesquiterpenes.

22.6 
Conclusion

Thanks to the intense research during the last 20 years, flavour biotechnology is 
an integrated part of industrial aroma production, in which enzyme-catalysed 
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reactions are an alternative to microbial-based processes. Besides the produc-
tion of aroma, enzymes can also be used to refine aroma of cheese or wine.

The great advantage of enzymes is their stereoselectivity and the ability to 
produce “natural” aroma if “natural” substrates are available. 
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23.1 
Introduction and Scope

For thousands of years microbial processes have accompanied mankind play-
ing the decisive but unrecognised role of producing more flavourful foods and 
beverages such as bread, cheese, beer, wine and soy sauce. It was in 1923 that 
the first scientific review on microbial flavours appeared [1]. With the dynamic 
development of modern analytical techniques in the middle of the twentieth 
century when isolation, chromatographic separation and structural identifica-
tion of volatiles became routine, the basis for a more systematic elucidation of 
microbial flavour generation was given. Research in the last decades has led to 
a tremendous increase in knowledge of microbial and enzymatic flavour gen-
eration which has been frequently reviewed [2–8] and was reviewed in several 
multiauthor works dealing with this topic [9, 10] and one comprehensive book 
exclusively dedicated to aroma biotechnology published in 1995 [11]. 

Nowadays, biotechnological production of flavour compounds is a mature 
discipline in the chemical industry, with an estimated 100 molecules in the mar-
ket produced by enzymatic or microbial processes [7]. The predominant driving 
force was and still is the fact that flavour compounds produced from natural raw 
materials by microbial or enzymatic methods can be labelled ‘natural’ in accor-
dance with European and US legislation, thereby satisfying the unbroken con-
sumer trend towards all ‘bio’ or ‘natural’ products in the food sector. By contrast, 
the involvement of chemical means leads to the less appreciated labels ‘nature-
identical’ (EC Flavour Directive 88/388/EEC) or ‘artificial’ (US Code of Federal 
Regulations 21 CFR 101.22) for flavours not occurring in nature. This from the 
scientist’s viewpoint rather surprising situation paved the way for ‘self-sufficient’ 
research on biocatalytic and fermentative flavour production, which started sev-
eral decades ago. These research activities steadily expanded to almost all natu-
ral key flavour compounds which cannot be economically provided by classic 
isolation from their natural sources, e.g. by extraction or distillation, owing to 
too low concentrations. This happened although many of the target compounds 
could and still can be produced in a more efficient and less expensive way by 
chemical syntheses because the natural flavours achieve significantly higher 
market prices of up to 2 orders of magnitude. For 2005 the total worldwide fla-
vour and fragrance market was estimated to be about US $16.0 billion, with a 
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growth in local currencies of about 3% in the same year (http://www.leffingwell.
com/top_10.htm). In 2001 the percentage of natural flavours of all added fla-
vours amounted to 90% (EU) and 80% (USA) in beverages, to 80% (EU and 
USA) in savoury foods, and to 50% (EU) and 75% (USA) in dairy foods [6].

Nevertheless, enhanced competitive pressure and a less distinguishing food 
labelling legislation (‘natural flavouring’ vs. ‘flavouring’ in the EU) cause com-
panies to increasingly evaluate natural flavours by their production costs in 
comparison with the costs of their chemically synthesised counterparts and in 
most cases do not leave room for high extra charges for the naturals anymore. 
Instead, three characteristics of most biotechnological processes are increasingly 
influencing academic as well as industrial considerations: biocatalytic reactions 
usually (1) are highly selective (chemo, regio, stereo), (2) start from natural raw 
materials/renewable resources and (3) are environmentally friendly and sustain-
able (Table 23.1). Especially the fact that evolution has optimised biological sys-
tems on the basis of metabolism of natural organic molecules makes biotechnol-
ogy an outstanding technology for the development of sustainable production 
processes—outdoing classic syntheses starting from petrochemicals—which 
will have an increasing share in the chemical industry of the twenty-first cen-
tury. The nowadays much-cited discipline ‘white biotechnology’ as a synonym 
for industrial biotechnology which bundles lots of economic and ecological 
hopes has already blossomed into numerous examples of efficient bioprocesses 
in the area of microbial flavour synthesis owing to the very special situation of a 
virtual non-competitiveness against chemical synthesis. On the basis of the long 
and sound research tradition in aroma biotechnology, novel approaches com-
bining the emerging opportunities given by modern molecular biology includ-
ing ‘-omics’ and metabolic engineering technologies, and advanced bioprocess 
engineering, e.g. in situ product removal strategies, will definitely lead to even 
more biotechnologically produced flavours in the future. 

The scope of this chapter is to give a comprehensive overview of microbial 
processes used in industry or microbial strategies investigated in application-
oriented research for the production of single flavour compounds. The chapter 
is subdivided by structural substance classes and exclusively focuses on com-
pounds produced by fermentation or whole-cell biocatalysis. Biotransformation 
with isolated enzymes, a mature discipline of aroma biotechnology, is excluded 
since a separate chapter of this book is dedicated to this topic. It was the intention 
to primarily treat those examples within each substance class discussed which 
are already being industrially applied or where significant product concentra-
tions have been reported and, thus, the research results justify the assumption 
of a short-term to medium-term technical realisation. Traditional non-volatile 
flavour compounds are included, because some of them, e.g. monosodium glu-
tamate (MSG) or citric acid, are industrial bulk products with market volumes 
exceeding 1,000,000 t year-1. These examples illustrate extremely well the ben-
eficial impact of biotechnology on the chemical industry as commodities can 
be produced from renewable resources based on a sustainable technology. This 
chapter does not cover academic research activities in the field of biocatalytic 
flavour and fragrance synthesis, which are predominantly carried out on an 
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analytical scale to elucidate sensory properties of enantiomerically pure com-
pounds not or hardly achievable by chemical catalysis [12]. Also, genetic engi-
neering and biochemical elucidation of microbial flavour generation pathways 
are only discussed if necessary for understanding or if not already covered in 
Chap. 26 by Schwab. Finally, as only microbially produced single-flavour mole-
cules are discussed, traditional food fermentation processes and the impact of 
selecting and engineering starter cultures and/or fermentation conditions (e.g. 
alcoholic beverages, dairy, meat and bakery products) are not covered. The in-
terested reader is referred to respective reviews in this field [13–16].

23.2 
Characteristics of Microbial Flavour Production

Although for a multitude of microorganisms the metabolic potential for de novo 
flavour biosynthesis is immense and a wide variety of valuable products can 
be detected in microbial culture media or their headspaces, the concentrations 
found in nature are usually too low for commercial applications. Furthermore, 
metabolic diversity often leads to a broad product spectrum of closely related 
compounds. Exceptions to the rule can be found where the flavour compounds 
are derived from primary metabolism as is the case for some of the non-vola-
tiles (e.g. glutamic acid, citric acid). Therefore, the biocatalytic conversion of a 
structurally related precursor molecule is often a superior strategy which allows 
the accumulation of a desired flavour product to be significantly enhanced. As a 
prerequisite for this strategy, the precursor must be present in nature and its iso-
lation in sufficient amounts from the natural source must be easily feasible in an 
economically viable fashion. Additionally, if product and precursor are closely 
related with respect to their physicochemical properties, a selective product re-
covery during downstream processing becomes a major issue for the bioprocess 
development. Many of the industrially relevant microbial flavour production 
processes follow this ‘precursor approach’ (e.g. vanillin from ferulic acid or eu-

Table 23.1 Driving forces to use biotechnological methods for flavour production (adapted from 
[270])

‘Market pull’ ‘Technical push’ 
Increasing consumers’ demand 
for ‘organic’, ‘bio’, ‘healthy’, ‘natural’

High chemo-, regio- and stereo-
selectivities of biocatalytic systems

Industrial dependence on distant 
(frequently overseas) raw materials,
undesired/limited raw materials

Sustainability of bioprocesses

Search for natural character-impact 
compounds

Improved biocatalysts by evolutionary and rational 
enzyme engineering and metabolic engineering

Search for natural flavour com-
pounds with additional functional-
ities (e.g. antimicrobial properties)

Improved downstream processing, especially 
in situ product-recovery techniques

23.2 Characteristics of Microbial Flavour Production
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genol, 4-decanolide from ricinoleic acid, 2-phenylethanol from l-phenylala-
nine). Besides the problems arising from metabolic diversity, the cytotoxicity 
of the flavour products and often also of their precursors is another big hurdle 
during bioprocess development. Here, very often in situ product recovery or 
sequential feeding of small amounts of precursor becomes essential to improve 
the overall performance of a bioprocess and to render it economically viable. 
Owing to their hydrophobicity, flavour compounds preferentially partition to 
lipid structures, which makes cellular membranes the main target for product 
accumulation during microbial processes. The flavour molecules negatively 
influence the cell physiology by enhancing the membrane fluidity, eventually 
leading to collapsing transmembrane gradients and, consequently, to the loss of 
cell viability [17]. An empirical correlation was found between the logPoctanol/water

value of an organic solvent and its corresponding partition coefficient for the 
cell membrane–water system (logPmembrane/water) [18]:

logPmembrane/water=0.97logPoctanol/water–0.64.

With this equation the actual membrane concentration of a hydrophobic 
compound can be estimated if its concentration in the water phase is known. 
For instance, limonene, a hydrophobic precursor in many biotransformations 
to produce monoterpenoid flavour compounds (logPoctanol/water=4.5), would accu-
mulate within membranes in concentrations of up to 530 mM if it is present in 
the water phase at saturation concentration of only 0.1 mM [19]. This concen-
tration would clearly not allow conventional microorganisms to survive. 

The design of recombinant microorganisms for the improved production of 
natural flavour molecules is being intensively investigated in academic and in-
dustrial research since, of course, it can provide the same economic benefits 
as in other industrial applications of modern biotechnological production pro-
cesses, e.g. in the pharmaceutical industry. Although genetic engineering in 
food-related applications has been the subject of a controversial public discus-
sion for quite some time, the fact that in aroma biotechnology genetically modi-
fied organisms are used as biocatalysts which are completely separated from the 
volatiles during the product-recovery step raises hope that this technique will 
also be applicable in industrial flavour production processes in the future. Fur-
ther improvements will certainly be triggered by the enormous progress cur-
rently being made in the field of total genome sequencing. The time needed to 
determine complete microbial genomes has dramatically decreased during the 
last few years. Among the microorganisms already sequenced, several bacteria 
and fungi can be found which are valuable candidates with respect to food and 
flavour applications, e.g. Bacillus subtilis, Brevibacterium linens, Clostridium ace-
tobutylicum, Corynebacterium glutamicum, Gluconobacter oxydans, Lactococcus 
lactis, Pseudomonas putida, Streptococcus thermophilus, Saccharomyces cerevi-
siae, Yarrowia lipolytica and Aspergillus niger.

Table 23.2 summarises the main issues of microbial flavour production and 
how they may be addressed by biotechnological methods. 
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In Fig. 23.1 the main biotechnological routes to flavour molecules are sum-
marised, illustrating that a wide range of microbial (and enzymatic) processes 
have been developed exclusively relying on the bioconversion of natural precur-
sors and/or the cultivation on non-fossil carbon sources, such as glucose and 
fatty acids. These characteristics make aroma bioprocesses a prime example of a 
sustainable industrial technology based on renewable resources. 
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Among the natural flavour molecules produced with microorganisms are 
some real bulk products, such as L-glutamic acid and citric acid manufactured 
on the million-ton scale, but the majority of the target compounds are produced 
for highly specific applications and thus are rather niche products with mar-
ket volumes below 1 t year-1. Here, industry avoids costly research and devel-
opment effort to establish more sophisticated processes owing to the limited 
market volume of these products. Nevertheless some natural flavours which 
have a broader application are produced in amounts of around one to several 
tons per year, such as vanillin, 2-phenylethanol and 4-decanolide. These flavour 
compounds have an increasing market share owing to steadily improved bio-
processes: for instance, the price for the peach-like 4-decanolide dropped from 
about US $20,000 per kilogram in the 1980s to about US $300 per kilogram in 
2004 [8, 20]. Table 23.3 summarises some natural flavour compounds currently 
being produced by microbial processes in industry. The microbial production of 
these and other flavour compounds is discussed in more detail in the following 
sections. When a flavour compound is mentioned for the first time within the 
respective section it is written in bold letters.

23.3 
Non-volatile Flavour Compounds

Non-volatile flavour compounds in the sense of this chapter are defined as mol-
ecules which cause one of the sensory impressions sweet, bitter, salty, sour or 
umami (Fig. 23.2). 

By market volume the most important flavour molecule is L-glutamic acid.
In 2004, the worldwide annual MSG production was estimated to be amount 
1,500,000 t [21]. The amino acid is extensively used as taste enhancer, frequently 
in conjunction with nucleotides, a flavour impression which is also referred to 
as ‘umami’, a term derived from the Japanese meaning deliciousness or a sa-
voury or palatable taste. MSG is manufactured by aerobic cultivation of Coryne-
bacterium glutamicum on starch hydrolysates or molasses media in large-scale 
bioreactors (up to 500 m3). Production strains with modified metabolic flux 
profiles and highly permeable cell walls for an improved product secretion are 

Fig. 23.1 Microbial routes from natural raw materials to and between natural flavour compounds 
(solid arrows). Natural raw materials are depicted within the ellipse. Raw material fractions are de-
rived from their natural sources by conventional means, such as extraction and hydrolysis (dotted 
arrows). De novo indicates flavour compounds which arise from microbial cultures by de novo bio-
synthesis (e.g. on glucose or other carbon sources) and not by biotransformation of an externally 
added precursor. It should be noted that there are many more flavour compounds accessible by 
biocatalysis using free enzymes which are not described in this chapter, especially flavour esters by 
esterification of natural alcohols (e.g. aliphatic or terpene alcohols) with natural acids by free lipases. 
For the sake of completeness, the C6 aldehydes are also shown although only the formation of the 
corresponding alcohols involves microbial cells as catalysts. The list of flavour compounds shown is 
not intended to be all-embracing but focuses on the examples discussed in this chapter

23.3 Non-volatile Flavour Compounds
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used in a controlled bioprocess and up to 150 g L-1 l-glutamic acid is obtained 
in 60 h [22].

Citric acid is another prominent biotechnological bulk product of the chem-
ical industry. About 1,000,000 t was produced in 2004 [21]. Citric acid is used 
in different industrial areas: in the food sector, the odourless acid is used for 
its pleasant acid taste and as a preservative [22, 23]. For industrial production, 
submerged fed-batch cultivation of Aspergillus niger on starch hydrolysates or 
cheap sucrose sources, e.g. molasses, in large-scale stirred or tower fermenters 
(50–1,000 m3) is preferred and final concentrations of more than 200 g L-1 can 
be achieved after 9–12 days [22, 24]. Special cultivation conditions, such as 
maintaining a high concentration of a rapidly consumable carbon source (more 
than 50 g L-1), excess aeration, suboptimal phosphate concentration, Mn2+ limi-
tation and a decreasing pH value falling below 3 lead to high yields of up to 
95 kg of citric acid per 100 kg of supplied sugar [25]. The downstreaming in-
cludes the processing steps filtration of the cell mass, precipitation of calcium 
citrate by adding Ca(OH)2, redissolving with sulfuric acid, filtration of CaSO4
and crystallisation of citric acid.

Although citric acid is by far the most important fruit acid, the more expen-
sive natural l-(+)-tartaric acid is also routinely used in beverage products for its 
milder sourness and as an antioxidant. Although different enzymatic approaches 
have been investigated, natural tartaric acid is still obtained by conventional 
purification from residues of wine fermentation and constitutes an estimated 
world market of 50,000–70,000 t year-1 [26]. Two product categories exist: low-
grade grape debris and yeast cell material containing 15–25% potassium tartrate 
(dregs, wine lees, Weinhefegeläger, Weinhefe) and high-grade material (cream of 
tartar, Fassweinstein) with 60–70% potassium tartrate. The latter can be purified 
by heating (140–150 °C) and neutralising with lime milk containing calcium 
sulfate. Pure l-(+)-tartaric acid is obtained after treating the calcium salt with 
sulfuric acid, filtering off the calcium sulfate, evaporation and crystallisation.

Lactic acid can be produced as a racemic mixture from lactonitrile, but this 
chemical synthesis has diminished since most applications require enantiopure 
L-lactic acid [27]. Up to 290,000 t year-1 of l-lactic acid is currently produced 
biotechnologically of which 150,000 t is used for the production of polylactate, 
a biodegradable polymer, and 140,000 t is used in the fields textiles, leather and 
food [21]. In foods and beverages, lactic acid is used for its pleasant mild sour 
taste, e.g. as an additive, preservative or acidulant in fruit juices, syrups, jellies, 
or for the preparation of sourdoughs [22, 28]; therefore, lactic acid is discussed 
in this chapter although it shows a low volatility causing a slightly sour odour 
note [23]. Depending on the carbon source used, different Lactobacillus spe-
cies are exploited, such as L. delbrueckii, L. leichmannii, L. bulgaricus and L. lac-
tis [22]. In industrial bioreactors of more than 100 m3, productivities of up to 
3 kg m-3 h-1 are obtained. In (fed-)batch fermentations with homofermentative 
lactic acid bacteria, final concentrations of more than 200 g L-1 are obtained 
and high yields of more than 90% can be achieved [29–31]. The conventional 
purification protocol uses lime [Ca(OH)2] or chalk (CaCO3) as a neutralising 
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agents (pH 5.0–6.8 depending on the respective strain used), causing the forma-
tion of calcium lactate during fermentation. Free lactic acid is formed by adding 
sulfuric acid, leading to gypsum as a by-product. Advanced technical concepts 
are under investigation, e.g. in situ product recovery by ion-exchange resins and 
organic solvents to overcome end-product inhibition caused by the undissoci-
ated form of lactic acid, or electrodialysis for selective product recovery from 
fermentations in cheap but complex raw materials, such as molasses and whey, 
which cause purification problems [32]. Significant progress in downstream 
processing has been made by the so-called salt-splitting technology, i.e. the lac-
tic acid is extracted from a lactate salt concentrate by an amine-based organic 
solvent (forming a trialkylamine lactate in the organic phase) from which it can 
be recovered by re-extraction with water; another salt-splitting technology is 
based on a water-splitting electrodialysis with bipolar membranes [27]. 

Succinic acid has found some use in flavour compositions to introduce tart-
ness which is not achievable by means of conventional acids [33]. It is manufac-
tured chemically by hydrogenation of fumaric or maleic acid [26] but its use in 
food applications would probably increase significantly once an economically 
viable biotechnological process for natural succinic acid production from glu-
cose has been established. Currently, research activities in this field are stimu-
lated by the fact that succinic acid can serve as an ideal platform building block 
for a variety of commodity and specialty chemicals, and is thus a perfect can-
didate for the biorefinery concept based on renewable resources, e.g. starch hy-
drolysates [34]. With anaerobic bacteria, especially Actinobacillus succinogenes 
and Anaerobiospirulum succiniciproducens, which tolerate high product concen-
trations, 80 to more than 100 g L-1 succinate can be produced [34, 35]. Strains of 
Actinobacillus succinogenes with enhanced product tolerance were selected via 
screening on fluoroacetate media. For Anaerobiospirulum succiniciproducens, a 
continuous bioprocess was described using ultrafiltration for cell recycling and 
a monopolar electrodialysis unit for concentrating the permeate solution.

The most important of the aforementioned flavour-enhancing nucleotides 
are inosine 5´-monophosphate (IMP) and guanosine 5´-monophosphate
(GMP), of which about 2,000 and 1,000 t year-1 are produced by biotechno-
logical processes worldwide [22] and which are used as their disodium salts. 
The nucleotides contribute to the flavour-enhancing effect brought into food 
by yeast hydrolysates. Different biotechnological strategies have been developed 
for the production of pure nucleotides: 
1. Candida utilis is grown to high biomass concentrations and the extracted 

RNA is subsequently hydrolysed into the four 5´ nucleotides adenosine 5´-
monophosphate (AMP), GMP, cytidine and uridine 5´-monophosphate by 
crude nuclease P1 from Penicillium; the desired nucleotides are isolated by 
ion-exchange chromatography and AMP is converted to IMP by adenyl de-
aminase from Aspergillus [22, 36].

2. The desired nucleotides are produced directly by fermentation in concentra-
tions above 30 g L-1: IMP or inosine, which can be chemically converted into 
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IMP, is synthesised with mutants of Bacillus subtilis or Corynebacterium am-
moniagenes. Xanthosine 5´-monophosphate is produced with Corynebacte-
rium or Bacillus and subsequently converted into GMP by Bacillus and other 
strains [6]. Alternatively, another related compound, 5´-amino-4-imidazole 
carboxamide-1-riboside-5´-phosphate, is produced by Bacillus megaterium
and chemically converted into GMP [22, 36].

Certain polypeptides resulting from protease digestion of proteins contribute 
to the typical taste of savoury foods. The DNA sequence coding for an octapep-
tide known as beefy meaty peptide was cloned into yeast as a fusion with the 
yeast α factor to be secreted as free octapeptide into the medium which facili-
tated its recovery [37]. Alternatively, intracellular expression of tasty peptides 

Fig. 23.2 Some non-volatile flavour compounds produced with microorganisms
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cloned into yeasts may lead to yeast extracts with improved flavouring charac-
teristics.

23.4 
Volatile Flavour Compounds

23.4.1 
Aliphatic Compounds

23.4.1.1 
Carboxylic Acids

Fermentatively produced acetic acid, which is used as ‘vinegar’ in food appli-
cations for its freshness, sourness and preservative properties, amounts to 
190,000 t annually worldwide [21]. Today, the strictly aerobic cultivation of acetic 
acid bacteria, i.e. Acetobacter or Gluconobacter strains, in a mash containing 
ethanol, initial acetic acid and nutrients is mainly performed by submerged 
cultivation in specially designed stirred-tank reactors of about 100 m3 (Frings 
Acetator®) [38]. A key feature is a Frings aerator, which is a self-aspirating 
rotor–stator system leading to high oxygen transfer rates at low aeration rates 
(approximately 0.1 vvm), thereby reducing the loss of the volatile ethanol and 
acetic acid via the exhaust air. The basic bioprocess leads to final acetic acid 
concentrations of approximately 10%. Repeated fed-batch processes have been 
developed for product concentrations of more than 15% and have to follow a 
carefully designed protocol to maintain optimum conditions concerning the 
oxygen, ethanol and acetic acid concentrations during cultivation. Final yields 
of up to 98% are common. In a two-stage process scheme, a portion of a first 
fermenter, which is replenished by new mash, is transferred into a second 
fermenter, where an almost complete ethanol oxidation is achieved—a final 
concentration of more than 20% (corresponding to a productivity of up to 
50 L m-3 day-1 [22]) can be obtained, which is necessary for the canning industry. 
The biochemical principle of this primary metabolism is the stepwise oxidation 
of ethanol via acetaldehyde to acetic acid by the action of two pyrolloquinoline 
quinone dependent enzymes bound to the cytoplasmic membrane, alcohol 
dehydrogenase and aldehyde dehydrogenase, which feeds electrons into the 
respiratory chain of the organisms. 

The strong oxidative capabilities of acetic acid bacteria are also harnessed for 
the production of other flavour acids from their corresponding alcohols, such 
as propanoic acid, butanoic acid, 2-methylpropanoic acid, 2-methylbutanoic 
acid and 3-methylbutanoic acid (Scheme 23.1). 

These natural acids synthesised from natural alcohols have market prices of 
less than €100 per kilogram and are of great importance to the flavour industry 
either because of their intense smell and sour taste or as substrates for enzymatic 
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syntheses of flavour esters [39]. The industrial process based on Gluconobacter 
oxydans DSM 12884 established by the German company Haarmann & Reimer 
(now Symrise) obtains molar yields above 90% and final product concentrations 
of more than 80 g L-1 within 65–92 h (Table 23.3) [39]. The submerged cultiva-
tion process at 0.5 vvm aeration, 30 °C and 500 rpm usually starts with a batch 
fermentation period of 16–22 h for biomass growth and is followed by a bio-
conversion period where the alcohol is fed continuously into the reactor. By this 
means toxic effects of the alcohol and its loss via the exhaust air are minimised. 

A microbial resolution of racemic 2-methylbutanoic acid was performed with 
a novel Pseudomonas sp. strain isolated from soil [40]. The strain was selected by 
screening on a medium containing racemic 2-methylbutanoic acid as the sole 
carbon source. The strain preferentially catabolised the fruity (S)-2-methylbuta-
noic acid, thereby yielding optically pure (R)-2-methylbutanoic acid which has 
a distinct odour described as being cheesy, sweaty and sharp.

It should be noted here that propanoic and butanoic acid can also be effi-
ciently synthesised as metabolic end products of classic anaerobic fermentations 
on different sugars with various microorganisms, such as Clostridium, Butyri-
bacterium, Propiobacterium and Lactococcus, which was investigated decades 
ago as a spin-off of acetone–butanol fermentation research [2]. Bioprocess and 
genetic engineering methods, e.g. in situ product removal, cell immobilisation 
and targeted gene inactivation, can help to significantly improve productivities 
and final product concentrations. Recently, immobilisation of Propionibacte-
rium acidipropionici ATCC 4875 in a fibrous-bed bioreactor running under fed-
batch conditions led to 72 g L-1 propanoic acid [41]. Knocking out the ack gene 
(acetate kinase) decreased unwanted acetic acid formation by 14% [42]. The 
same reactor type and gene interruption strategy were successfully applied for 
butanoic acid production by Clostridium tyrobutyricum ATCC 25755 to yield 
about 40 g L-1 from both xylose or glucose as the carbon source (corresponding 
to 0.43 g g-1) [43, 44]. Coupling the reactor to an external hollow-fibre mem-
brane module containing Alamine 336 in oleyl alcohol for in situ product ex-
traction dramatically enhanced product concentration and reactor productivity 
[45]. The extractant was continuously regenerated by stripping with NaOH in a 
second membrane contactor. Thus, an impressive final butanoic acid concentra-
tion of more than 300 g L-1 and a productivity of 7.37 g L-1 h-1 were achieved.

In plants the 13-hydroperoxide produced from linolenic acid by lipoxygenase 
(Sect. 23.4.1.2) can be converted to the allene oxide by allene oxide synthase fol-
lowed by cyclisation, reduction and β-oxidation to form jasmonic acid, an im-
portant plant growth factor; the corresponding methyl jasmonate is a valuable 
flavour and fragrance compound that imparts a sweet-floral, jasmine-like note 
[46]. Recently, a patent described the use of Diplodia gossypina ATCC 10936 
for the production of natural jasmonic acid [47]. With submerged cultures, up 
to 1.5 g L-1 jasmonic acid was obtained after 11 days of incubation; the addi-
tion of 10-oxo-8-trans-decenoic acid, a hormone stimulating mycelial growth, 
proved to be advantageous; methyl jasmonate was obtained by autoclaving the 
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jasmonic acid extracted from the fermentation broth in the presence of metha-
nol (Scheme 23.1).

23.4.1.2 
Alcohols and Aldehydes

By volume, ethanol can be viewed as the most prominent flavour-active or fla-
vour-enhancing compound produced by biotechnology, although in the scien-
tific literature it is usually not categorised among the flavour compounds. With 
respect to the focus of this chapter on bioprocesses which aim at the synthesis 
of single-flavour compounds and not on traditional food and beverage fermen-
tation processes, it should only be noted here that by traditional fermentation 
processes about 140,000,000 t of beer and 27,000,000 t of wine are produced 
worldwide annually [21]. This corresponds to roughly 5,000,000 and 2,000,000 t 
ethanol, respectively, making it a real ‘bulk’ chemical among the alcohols used 
in the food sector. Natural raw materials, such as starch hydrolysates or molas-
ses, are fermented with yeasts to convert these cheap sugars to ethanol, a process 
which is currently gaining new public attention for its promising perspectives 
to provide an ecologically sound fuel from renewable resources (more than 
18,500,000 t year-1 ‘bioethanol’ [21]). Important flavour alcohols are derived 
from these ethanol-producing fermentation processes. During distillation of 
bioethanol or spirits, a cheap by-product of the yeast metabolism can be re-
covered, ‘fusel oil’. This fraction usually contains 2-methylbutanol, 3-methyl-

Scheme 23.1 a Short-chain flavour acid production from natural alcohols by acetic acid bacteria. 
b Jasmonic acid and methyl jasmonate production with Diploida gossypina
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butanol (isoamyl alcohol) and 2-methyl-1-propanol as the main constituents 
in concentrations of 10–40 vol% [48], which are used directly in fruit flavour 
compositions or as starting materials for the biotechnological synthesis of natu-
ral flavour acids (Sect. 23.4.1.1), aldehydes or esters (Sect. 23.4.1.3). The fusel 
alcohols are products of the yeast’s Ehrlich pathway, a three-enzyme cascade by 
which amino acids, here valine, leucine and isoleucine, are converted into their 
corresponding alcohols. This pathway, which is ubiquitous among yeasts, is de-
scribed in more detail in Sect. 23.4.2.

Short-chain aliphatic aldehydes, such as acetaldehyde, 2-methyl-1-propa-
nal, 2-methylbutanal and 3-methylbutanal (isovaleraldehyde), impart fruity 
and roast characters to flavour compositions [49]. Natural acetaldehyde is an 
important compound naturally occurring in a broad range of fruit flavours, es-
sential oils and distillates; it augments fruit flavours and, for instance, it deci-
sively contributes to the ‘freshness’ and ‘juiciness’ of foods and beverages, such 
as citrus juices [23, 50]. 

The aforementioned aldehydes can be efficiently produced by oxidation of 
the corresponding alcohols with alcohol oxidase (AOX) or alcohol dehydroge-
nase expressing microorganisms. The methylotrophic yeast Pichia pastoris can 
grow on methanol as the sole carbon and energy source using its strong alcohol 
oxidase (AOX) which is induced by methanol. The flavin-containing AOX natu-
rally oxidises methanol to formaldehyde by reducing molecular oxygen to H2O2.
This toxic intermediate is immediately cleaved into water and oxygen by the ac-
tion of catalase, which co-acts with the AOX within special cell compartments, 
the peroxisomes. AOX has a low substrate specificity and also accepts alcohols 
other than methanol. Since the subsequent enzyme of the methanol degrada-
tion pathway, formaldehyde dehydrogenase, is highly specific, other alcohols are 
only converted into their corresponding aldehydes [51] (Scheme 23.2). 

This makes Pichia pastoris an interesting biocatalyst for aldehyde production 
from alcohols in general. High product yields of Pichia pastoris catalysed oxida-
tion of different short-chain alcohols have been described [51, 52]. In the case 
of acetaldehyde, a final concentration of 35 g L-1, corresponding to an acetalde-
hyde productivity of 1.38 g gcdw-1 h-1, has been reported [52], although only in 
small-scale analytical experiments. Resting cells were used as biocatalysts in a 
tris(hydroxymethyl)aminomethane (Tris)–HCl buffer to alleviate product inhi-
bition by chelating the produced aldehyde with Tris. Performing the reaction at 
5 °C instead of 30 °C and using a high Tris-HCl concentration of 3 M eliminated 
catabolite inactivation and product inhibition effects, respectively [53]. In a semi-
continuous closed-loop pressurised bioreactor, high yields of up to 130 g L-1 were 
obtained within 4 h. Stripping the volatile product via the exhaust air (where it can 
be recovered by cold or chemical trapping) was a simple alternative to maintain 
the acetaldehyde concentration below 0.2 g L-1 in a 10-L airlift bioreactor [54]. If 
biphasic reaction systems are used, also more hydrophobic long-chain aliphatic, 
C6–C11, and aromatic alcohols, such as benzyl alcohol, 2-phenylethanol and 3-
phenyl-1-propanol, are converted [51, 55] (Sect. 23. 4.2). With another methy-
lotrophic yeast, Candida boidinii, an effective alcohol oxidation process on a pre-
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parative scale was established [56]: induced yeast cells, grown in a methanol-fed 
prefermenter, were used as a biomass suspension of 33 g L-1 in 15 L phosphate 
buffer pH 7.5 to convert isoamyl alcohol to isovaleraldehyde with a yield of 44% 
and a final concentration of about 40 g L-1 within 7 h.

A process for aldehyde production using two bioreactors continuously oper-
ating in series was patented [57]. The first reactor was used for yeast production 
(e.g. Candida boidinii, Pichia pastoris, Hansenula polymorpha, Torulopsis sp.) on 
methanol, the effluent of which was directed into the second alcohol-fed reactor 
where the transformation to the aldehyde at a rate of 1.72 g L-1 h-1 occurred. An-
other method to produce aldehydes is alcohol dehydrogenation with acetic acid 
bacteria. In this case special mutants having low aldehyde dehydrogenase ac-
tivities are needed to accumulate the aldehydes; otherwise overoxidation to the 
carboxylic acids dominates (Sect. 4.1.1). Such a mutant strain of Gluconobacter 
oxydans was isolated from beer and exploited to produce different short-chain 
aldehydes, such as acetaldehyde, propanal, butanal and isovaleraldehyde [58]. 
Especially the isoamyl alcohol oxidation worked very efficiently and showed a 
molar conversion of more than 90% and a productivity of about 1.5 g L-1 h-1 in 
8 h. An integrated bioprocess with a hollow-fibre membrane contactor coupled 
to the bioreactor for liquid–liquid extraction with isooctane as the organic sol-
vent was chosen to recover isovaleraldehyde continuously and thereby reduce 
toxic effects [59]. By this means the final product concentration was increased 
to 35 g L-1 after 16 h. 

Scheme 23.2 Production of aliphatic flavour aldehydes from natural alcohols using alcohol oxi-
dase activity of Pichia pastoris cells
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Among the aliphatic alcohols and aldehydes, a group of structurally related C6 
compounds, comprising (Z)-3-hexenal, (E)-2-hexenal, hexanal and their cor-
responding alcohols, are of great importance to the flavour industry since they 
are responsible for a ‘green’ organoleptic sensation (‘green notes’). In 1995 the 
market for natural green notes was estimated at 5–10 t year-1 and US $3,000 per 
kilogram [60]. In nature these and also higher aliphatic aldehydes, such as C8 
and C9 compounds, are derived from hydroperoxidation and cleavage of linoleic 
and linolenic acid by the sequential action of lipoxygenase and hydroperoxide 
lyase. Alcohol dehydrogenases synthesise the corresponding alcohols. The bio-
chemistry of this reaction sequence as well as recent genetic engineering develop-
ments in this field are comprehensively described in Chap. 26. A series of quite 
similar biocatalytic strategies have been described based on the aforementioned 
biochemical principle during the last two decades [61–64]; by these methods, e.g., 
natural (Z)-3-hexenol is produced competitively to its isolation from peppermint 
oil distillation fractions [65]. A bioprocess patented by Firmenich [66] mimics 
the plant biochemistry starting from linoleic and linolenic acid and exploiting 
crude plant enzyme preparations of lipoxygenase (soya flour) and hydroperoxide 
lyase (e.g. guava fruit homogenate) to produce the desired aldehydes. Addition-
ally, whole microbial cells, baker’s yeast, are used as a reducing catalyst to convert 
the aldehydes into their corresponding alcohols, if desired (Scheme 23.3).

It is worth mentioning that the authors claimed the possibility to direct the 
bioprocess to each single target compound by variation of the process protocols. 
For instance, to obtain the desired ‘leaf alcohol’, (Z)-3-hexenol, linolenic acid is 
activated with lipoxygenase in the first step, but in the second step, hydroperox-
ide lyase and baker’s yeast are added simultaneously to avoid chemical conver-
sion of the aldehyde into its more stable isomer (E)-2-hexenal (‘leaf aldehyde’). 
On the other hand, instead of adding the baker’s yeast the pH is decreased to 
6.5 and the temperature elevated to 50 °C to enhance leaf aldehyde formation. 
By this means about 4 g kg-1 (Z)-3-hexenol and 1.5 g kg-1 (E)-2-hexenal were 
obtained, indicating that the yields are still relatively low. Significant improve-
ments of this process can be expected by heterologous expression of the respec-
tive enzymes, thereby enhancing and/or combining the activities within one 
host organism [37, 67] (Chap. 26).

In fungi a homologous reaction sequence leads to the formation of aliphatic 
C8 compounds, among which (R)-1-octen-3-ol is the most important one with 
an intensive mushroom-like odour (Scheme 23.3). In plants, the biosynthesis of 
the C6 volatiles is initiated after damage of the cells contacting the enzymes and 
the substrates which are located in different compartments and allowing mole-
cular oxygen to penetrate into the tissue (‘freshly cut green grass’). This princi-
ple has been transferred to a production process for natural mushroom flavour: 
after submerged fermentation of edible fungi, such as Pleurotus sp. or Morchella
sp., the fungal mycelium suspension is fed into a homogeniser to break the cells, 
thereby inducing the lipoxygenase-catalysed reaction sequence followed by an 
agitation/aeration vessel to enable a high oxygen supply [68]. The biomass sus-
pension is recirculated several times before it is harvested and freeze-dried to 
give a mushroom powder containing approximately 1.2 g kg-1 (R)-1-octen-3-ol, 
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Scheme 23.3 Formation of aliphatic flavour aldehydes and alcohols. a Biotechnological reaction 
sequence mimicking plant biosynthesis of C6 compounds (‘green notes’). b Homologous reaction 
sequence in fungi leading to mushroom-like C8 compounds. The stoichiometric formation of 
ω-oxo-carboxylic acids during hydroperoxide lyase cleavage is not depicted
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besides other C8 alcohols and carbonyls, for flavouring purposes. In another in-
dustrial-scale process wasted mushroom stems are used as enzyme-containing 
raw material mixed with linoleic acid as a precursor [46].

23.4.1.3 
Ketones

The odd-numbered methylketones have characteristic nutty cheese-like notes 
and are used in cheese flavour compositions [49]. The distinct taste of Roquefort 
cheese is substantially due to 2-heptanone and 2-nonanone. Methylketone for-
mation is an aerobic process which is strongly favoured when the fungal growth 
is restricted and which does not occur with long-chain fatty acids. The fatty 
acid degradation pathway involves a key component, 3-oxoacylcoenzyme A
(3-oxoacyl-CoA), which can be converted either into methylketone, by hydro-
lysis through thiohydrolase action followed by decarboxylation, or into CO2,
by thiolase followed by the citric acid cycle (β-oxidation of fatty acids) (Scheme 
23.4). The bioformation of the methylketones results from an overflow of the 
β-oxidation cycle, where an excess of 3-oxoacyl-CoA ester is accumulated. One 
industrial process for the production of C5–C9 methylketones from the cor-
responding C6–C10 fatty acids uses Penicillium roquefortii grown by solid-state 
fermentation on buckwheat seeds [69, 70]. The whole sporulation medium is 
used for bioconversion without discarding the grains. This lowers the viscosity 
of the culture liquid, permitting a higher oxygen input than in a typical filamen-
tous culture. A two-phase water/tetradecane system is used for in situ extraction 
of the product; there are no toxic effects of the organic solvent on the fungal 
spores: logPoctanol/water(tetradecane)=7. Different product yields are reported: de-
pending on the respective fatty acid used as the starting material 20 g L-1 2-pen-
tanone, 75 g L-1 2-heptanone and 60 g L-1 2-nonanone were produced.

3-Hydroxy-2-butanone (acetoin) is a characteristic constituent of but-
ter flavour used for flavouring margarine and can be obtained as a by-prod-
uct of molasses-based and lactic acid fermentations [49, 71]. The closely related 
2,3-butanedione (diacetyl) has a much lower organoleptic threshold than acet-
oin and is an important strongly butter-like flavour compound in butter and 
other dairy products [72]; in buttermilk, for instance, the diacetyl concentration 
is only about 2–4 mg L-1 [73]. α-Acetolactate (α-AL) is an intermediate of lac-
tic acid bacteria mainly produced from pyruvate by α-acetolactate synthase. In 
most lactic acid bacteria, α-AL is decarboxylated to the metabolic end product 
acetoin by α-AL decarboxylase (ALDB) [71] (Scheme 23.5). 

Special flavour-active strains, however, which do not contain ALDB, accu-
mulate α-AL and, as a result of its chemical oxidative decarboxylation, gener-
ate high diacetyl levels in dairy products. Consequently, several processes have 
been patented for the production of natural diacetyl in the past few decades 
which usually involve a chemically enhanced conversion of α-AL into diacetyl 
or aim at α-AL itself as the biological product, which can serve as a less-volatile 
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diacetyl precursor in food applications [74–76]. High diacetyl concentrations of 
up to 14 g L-1 have been described for a patented process based on Streptococcus
cremoris and S. diacetylactis in a milk or whey medium supplemented with citric 
acid as a precursor [70]. A characteristic feature of this process was the need for 
an oxidising reagent during steam distillation, e.g. ferric chloride. Even higher 
concentrations of acetoin plus diacetyl of 35 g L-1 in total were described for 
the cultivation of Enterobacter cloacae ATCC 27613 in a complex nutrient broth 
followed by chemical conversion of the microbially produced acetoin, resulting 
in an overall yield of 60% diacetyl calculated on the basis of sugar consumed 
[77]. In recent years, detailed knowledge of the metabolism of lactic acid bac-

Scheme 23.4 Production of methylketones from fatty acids by Penicillium roqueforti. 1 ATP-de-
pendent acylcoenzyme A (acyl-CoA) synthase; 2 flavin adenine dinucleotidedependent acyl-CoA 
dehydrogenase; 3 enoyl-CoA hydratase; 4 NAD-dependent 3-hydroxyacyl-CoA dehydrogenase; 
5 3-oxoacyl-CoA thiolase; 6 3-oxoacyl-CoA thiolester hydrolase and 3-oxoacid decarboxylase. 
(Adapted from [46])
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teria has led to innovative strategies for engineering Lactococcus lactis strains 
to enhance α-AL diacetyl, and acetoin production [72]. With Lactococcus lactis
overexpressing Streptococcus mutans NADH oxidase (to redirect the pyruvate 
pool from lactate production to NADH-independent pathways) and having an 
inactivated ALDB, no more lactic acid production was observed and the strain 
converted glucose into α-AL, diacetyl and acetoin with yields of 57, 16 and 5%, 
respectively, as well as into acetate and CO2 as by-products without the need 
for any other precursor. Nevertheless, to improve natural diacetyl production, 
here 137 mg L-1, the physicochemical reaction conditions are to be adjusted to 
enhance the chemical oxidative decarboxylation of α-AL, e.g. by extending the 
aeration time preferentially at a lower pH than used during fermentation [72].

23.4.1.4 
Esters

Esters are widespread in fruits and especially those with a relatively low molec-
ular weight usually impart a characteristic fruity note to many foods, e.g. fer-
mented beverages [49]. From the industrial viewpoint, esterases and lipases play 
an important role in synthetic chemistry, especially for stereoselective ester for-
mations and kinetic resolutions of racemic alcohols [78]. These enzymes are very 
often easily available as cheap bulk reagents and usually remain active in organic 
reaction media. Therefore they are the preferred biocatalysts for the production 
of natural flavour esters, e.g. from short-chain aliphatic and terpenyl alcohols [7, 
8], but also to provide enantiopure novel flavour and fragrance compounds for 
analytical and sensory evaluation purposes [12]. Enantioselectivity is an impor-

Scheme 23.5 Metabolic pathways of lactic acid bacteria leading from pyruvate to α-acetolactate 
and acetoin and chemical diacetyl formation. ALS α-acetolactate synthase, ALDB α-acetolactate 
decarboxylase, DDH diacetyl dehydrogenase. (Adapted from [72])

23.4 Volatile Flavour Compounds
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tant factor as many flavour esters often have a very different sensory profile de-
pending on their enantioforms [79]. Since a separate chapter of this book is de-
voted to the use of isolated enzymes in flavour science and technology (Chap. 22
by Menzel and Schreier), the focus here is on ester formation strategies based on 
whole microbial cells which also yield high product concentrations.

One interesting approach takes advantage of the high esterase activity of 
some fungi which can be harnessed without isolating the enzymes: dried fun-
gal mycelium, especially from Rhizopus oryzae, can be used as an effective ester 
synthesising biocatalyst in organic solvents [80–82]. After growth on different 
Tweens (20, 40, 60 and 80) as the main carbon source the fungus show signifi-
cant carboxylesterase activity. This strategy alleviates any costly enzyme prepa-
ration; moreover, the endogenous enzyme system is stabilised by the cellular 
structures, such as membranes, and the lyophilised biomass can be used as a 
self-immobilised catalyst for efficient flavour synthesis, e.g. for the direct esteri-
fication of 2-methylbutanol, 3-methylbutanol and hexanol with acetic acid or 
butanoic acid [81]. With butanoate, almost quantitative conversion of 65 mM 
of the respective alcohol was achieved after 24 h with Rhizopus oryzae cells in 
n-heptane. Up to 30 g L-1 isopentylhexanoate per gram of acetone-dried my-
celium of Rhizopus arrhizus was achieved in a column reactor [83]. The esteri-
fication of a racemic mixture of 2-octanol and butanoic acid proceeded with 
more than 97% enantiomeric excess for the R ester [82]. Aromatic acids are also 
substrates suitable for this approach using mycelium-bound carboxylesterases 
(Sect. 23. 3.2). High yields of short-chain fatty acid ethyl esters (C2–C8) were 
obtained with lyophilised Rhizopus chinesis cells, e.g. 98.5% for ethylhexanoate
after 80 h using 0.6 M hexanoic acid in heptane and an acid-to-alcohol ratio of 
1:1.3 [84].The initial water activity turned out to be an important parameter and 
aw values ranging from 0.66 to 0.97 led to higher yields. The whole-cell lipase 
approach contributed to a long-lasting operational stability of the biocatalyst 
with half lives of up to 981 h as determined by its multiple reuse in consecu-
tive batches. In 1987 an elegant bioprocess was patented based on living micro-
organisms to produce C2–C5 alkyl esters useful as natural fruit-like flavours 
[85]. Geotrichum fragrans was the preferred yeast for this synthesis, which needs 
two kinds of precursors, C5–C6 amino acids, i.e. leucine, isoleucine or valine, 
and natural aliphatic alcohols, such as those described in Sect. 23.4.1.2. The key 
steps of this bioconversion pathway are the initial oxidative deamination of the 
amino acids followed by decarboxylation/CoA ester formation by α-ketoacid 
dehydrogenase—a multienzyme complex—resulting in activated C4–C5 car-
boxylic acids (Fig. 23.3). Externally added alcohol, such as ethanol, causes in-
teresterification of the CoA esters to the desired flavour esters. When mixtures 
of amino acids were used, complex fruity ester compositions were obtained. For 
commercially feasible yields of esters, continuous sweeping of the volatile prod-
ucts into the air stream was necessary. The product recovery included adsorp-
tion to activated charcoal from the fermentation exhaust air stream, extraction 
of the loaded charcoal by an organic solvent and distillation. 
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Fig. 23.3 a Ester formation via alkyl-CoA alcoholysis with yeasts (preferably Geotrichum fragrans)
according to [85], exemplarily shown for ethyl-2-methylbutanoate and ethyl tiglate. b Some pos-
sible flavour esters producible depending on amino acid and alcohol used as substrates
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The membrane-bound alcohol acetyl transferase is the key enzyme for an-
other yeast-based ester synthesis: natural ethyl acetate, the most common ester 
in fruits and which is used for fruit and brandy flavours [49], can be produced 
in high concentrations with Candida utilis [83]. Under iron-limiting conditions, 
the tricarboxylic acid cycle cycle is inhibited and the intracellular pool of acetyl-
CoA increases. In a fed-batch process the concentration of ethanol produced 
was maintained at a high level, thereby yielding 10–15 g L-1 ethyl acetate. Ow-
ing to the Crabtree effect (‘aerobic fermentation’), Candida utilis converts most 
of the added glucose to ethanol under aerobic conditions, thus providing the 
substrate ethanol for the desired ester formation by alcoholysis of the acetyl-
CoA. This is postulated to be a protective mechanism of the yeast against the 
toxic ethanol by producing the less toxic and more volatile ethyl acetate. An-
other yeast, Williopsis saturnus var. mrakii, shows a remarkably high de novo 
activity to produce fruity esters owing to its strong alcohol acetyl transferase 
which converts branched alcohols from amino acid metabolism into the corre-
sponding acetates; this ester formation can be drastically enhanced by addition 
of the alcohols, e.g. those isolated from fusel oil, to the culture [48]. Owing to 
toxic effects, the fusel oil is added at low levels after the growth phase during 
the stationary bioconversion phase. The esters are recovered from the exhaust 
air by sorption on activated charcoal followed by organic solvent extraction. 
3-Methylbutanol was the preferred alcohol which was converted into 3-meth-
ylbutyl acetate, the character-impact compound of banana aroma, in a high 
yield (approximately 90%). Recently, a recombinant sake yeast overexpressing 
the ATF1 gene coding for alcohol acetyl transferase was successfully engineered 
and produced up to the fivefold 3-methylbutyl acetate concentration compared 
with the wild type [86]; owing to a self-cloning strategy, this strain is not treated 
as a genetically modified organism in Japan.

23.4.2 
Aromatic Compounds

In this section microbially produced benzene derivatives which are important as 
natural flavour compounds are discussed without further subdividing this sec-
tion according to the functional groups, such as alcohols, aldehydes and acids. 
Metabolic pathways leading to the desired targets usually start from aromatic 
amino acids and/or phenylpropanoids, such as cinnamic acid, ferulic acid, eu-
genol and phenylpyruvic acid [6]. White-rot fungi, especially basidiomycetes 
found on living or dead wood, are capable of degrading lignin, a polymer of sub-
stituted p-hydroxycinnamyl alcohols. These fungi are the preferred microorgan-
isms for studying aromatic flavour generation owing to their versatile enzyme 
machinery which has emerged during evolution [11, 87]. Nevertheless, charac-
teristic disadvantages of these filamentous fungi, e.g. slow growth, difficult tech-
nical handling of the mycelia-forming organisms, a vast number of concurrently 
formed flavour-active products and low yields of the target compounds, impede 
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their routine application in industrial processes. Thus, although the flavour 
compounds discussed in this section can all be produced by higher fungi, too, 
bacteria and yeasts are preferred, as they have a faster metabolism and, given 
that an appropriate production strain can be found (e.g. by enrichment cultures 
or mutagenesis/selection approaches), they usually result in narrower product 
spectra and higher yields in precursor-supplemented media. For the production 
of natural aromatic flavours it is of great benefit that l-phenylalanine has been 
made available as a natural precursor by microbial fermentation from the indus-
trial l-aspartame process. Other phenylpropanoid precursors, such as eugenol 
or ferulic acid, can be found abundantly in nature.

Vanillin is undoubtedly the most important flavour compound with respect 
to both market volume and market value; a separate chapter of this book is dedi-
cated to this flavour compound (Chap. 9 by Verpoorte and Korthout). It is the 
main aroma compound of the cured pods of Vanilla sp. [88]. Annually more 
than 10,000 t is produced, mainly by chemical synthesis. Whereas chemically 
produced vanillin is a cheap ‘bulk flavour compound’ available for about US $10 
per kilogram, natural vanillin derived from Vanilla is only available in very low 
amounts and is therefore limited to a few select premium food applications. This 
opens an attractive market niche for biotechnology: natural vanillin from mi-
crobial processes currently costs up to US $1,000 per kilogram [8]. The annual 
world market volume of biotechnologically produced vanillin can be estimated 
to be 1–10 t and to be expanding steadily. This illustrates the increasing popu-
larity of natural biotech vanillin although its discrimination from natural vanil-
lin ‘ex Vanilla’ by isotope analysis is possible [88]. Different bioprocess strat-
egies have been investigated based on bioconversion of ferulic acid, phenolic 
stilbenes, isoeugenol or eugenol and on de novo biosynthesis, applying bacteria, 
fungi, plant cells or engineered microorganisms [89]. The current industrial 
processes are based on the bioconversion of ferulic acid by different bacteria, 
which obviously have an outstanding tolerance against vanillin, which is cyto-
toxic at higher concentrations: a process patented by Haarmann & Reimer [90] 
uses the actinomycete Amycolatopsis sp. HR 167, with which a product concen-
tration around 12 g L-1 can be obtained in a fed-batch process (Scheme 23.6). 
A similar approach using Streptomyces setonii as a production strain was pat-
ented by Givaudan, leading to final concentrations of up to 16 g L-1 after 50 h 
[91]. Guaiacol, missing the aldehyde group of vanillin, is a valuable by-product 
of this bioconversion (up to 0.4 g L-1) because it significantly contributes to the 
characteristic flavour of Vanilla extracts and is often used together with vanil-
lin in flavour compositions (Scheme. 23.6). In another patent, an Amycolatopsis
mutant essentially free of by-product formation was described together with the 
downstream processing including precipitation of the vanillin by concentrat-
ing and cooling and further purification of the solid vanillin using a liquefied 
gas, preferentially CO2 [92]. This strain converted 32 g L-1 ferulic acid to al-
most 18 g L-1 within approximately 50 h. The precursor currently used in all 
industrial biotech vanillin production processes, ferulic acid, can be obtained 
by microbial bioconversion of eugenol—abundantly available from the essential 
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oil of the clove tree Eugenia cariophyllus—with a eugenol-tolerant Pseudomonas 
putida [93] under sequential precursor-feeding conditions or by direct isolation 
from plant materials, e.g. rice bran, using ferulic acid esterase. Genetic engineer-
ing has been successfully applied to produce vanillin by direct bioconversion of 
the cheaper precursor eugenol instead of ferulic acid using metabolically engi-
neered Pseudomonas or Rhodococcus strains [89, 94]. Nevertheless this route is 
currently not feasible for commercial production in Europe owing to the nega-
tive public perception of any food-related use of genetically modified microor-
ganisms. Finally, a strategy using two filamentous fungi in succession for direct 
bioconversion of maize bran into vanillin is worth mentioning [95]. A. niger is 
exploited to release ferulic acid from the natural raw material by its feruloyl es-
terase activity and to subsequently metabolically convert ferulic acid into vanil-
lic acid, which is further transformed into vanillin by Pycnoporus cinnabarinus.
Under theses conditions, 584 mg L-1 vanillin was produced directly from ferulic 
acid containing raw material in a ‘one-pot’ approach (Scheme 23.6). 

Benzaldehyde, with its bitter almond flavour, is the second-most important 
flavour compound, with a world market of approximately 7,000 t year-1 [96]. 
Whereas by far the majority is chemically synthesised, there is, nevertheless, 
a growing market for the natural flavour compound, accounting for approxi-
mately 100 t year-1 [87]. But, about 80% of this natural benzaldehyde represents 
a grey zone as it cannot be officially regarded as ‘natural’ according to EU legis-
lation since a chemical hydrolysis is involved in its preparation from cassia oil. A 
biocatalytic route starting from amygdalin, a glycoside present in fruit kernels, 

Scheme 23.6 Microbial strategies for the production of natural vanillin
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based on the consecutive use of β-glucosidase (to release mandelonitrile) and 
mandelonitrile lyase has been used in the industry but owing to safety problems 
associated with the generation of equimolar amounts of hydrogen cyanide alter-
native strategies are needed [70]. With different basidiomycetes, such as Tram-
etes, Ischnoderma, Polyporus and Bjerkandera species, benzaldehyde concentra-
tions in the range of several hundred milligrams per litre up to about almost 
1 g L-1 can be achieved in media supplemented with l-phenylalanine [97–100]. 
Benzyl alcohol was usually produced concomitantly during the same processes. 
In situ product recovery techniques, such as adsorption to a styrene/divinyl-
benzene copolymer resin selective for aromatic compounds, or organophilic 
pervaporation with poly(dimethylsiloxane) (PDMS) membranes have been 
successfully applied to improve productivities and final product concentrations 
[97, 101, 102] (Fig. 23.4). These effects were attributed to the circumvention of 
both product inhibition by benzaldehyde and its further conversion to the cor-
responding alcohol. Nevertheless, a disadvantage of these processes based on 
basidiomycetes is the long cultivation time needed for growth and bioconver-
sion which usually amounts to more than 10 days.

Natural raspberry ketone, 4-(4´-hydroxyphenyl)-butan-2-one, is the char-
acter-impact compound of the aroma of raspberries. Although the chemically 
synthesised ketone only costs about US $10 per kilogram the flavour industry 
would prefer the natural ketone for many food applications. Unfortunately, its 
recovery from the natural source is impractical owing to the very low concen-
trations found in the berries (less than 4 mg kg-1 [48]). This situation has stimu-
lated various attempts at a biotechnological production. Nevertheless up to now 
no economically viable biotechnological production has been described al-
though the target substance may achieve a market price of more than US $1,000 
per kilogram as a ‘natural’ flavour compound. Up to now, mainly two biotech-
nological strategies have been proposed (Scheme 23.7). The de novo synthesis 
with the basidiomycete Nidula niveo-tomentosa can be significantly enhanced 
by adding natural amino acid precursors, l-tyrosine or l-phenylalanine, to the 
medium. In an optimised medium, this basidiomycete produced raspberry ke-
tone and its corresponding alcohol betuligenol with a total product yield (rasp-
berry ketone and betuligenol) of approximately 200 mg L-1 after 22 days, a 50-
fold increase compared with the non-optimised system [103]. Nevertheless, the 
less-flavour-active alcohol is the primary product and the overall productivity is 
still far too low for a commercial application. On the other hand, this approach 
illustrates that raspberry ketone production starting from the cheap precursor 
l-phenylalanine is, in principle, possible, justifying further elucidation of the 
respective pathway, which differs from that found in raspberry as evidenced by 
stable isotope labelled precursor feeding studies [104]. The second strategy to 
produce natural raspberry ketone is a biocatalytic two-step conversion involv-
ing the β-glucosidase-catalysed hydrolysis of the naturally occurring betulo-
side, a 2-glycoside of 4-(4-hydroxyphenyl)-2-butanol (glucoside, mannoside). 
This precursor occurs in different plants: the bark of the European white birch 
(Betula alba), rhododendron (Rhododendron spp.), maple (Acer spp.), fir (Ab-

23.4 Volatile Flavour Compounds



23 Microbial Flavour Production534

Sc
he

m
e 

23
.7

Bi
ot

ec
hn

ol
og

ic
al

 st
ra

te
gi

es
 fo

r t
he

 p
ro

du
ct

io
n 

of
 n

at
ur

al
 ra

sp
be

rr
y 

ke
to

ne



535

ieta spp.) and yews (Taxus spp.). By hydrolysis, betuligenol is released, and is 
transformed by a microorganism containing a secondary alcohol dehydroge-
nase such as Acetobacter aceti into the corresponding raspberry ketone [105]. In 
a recent publication, the oxidation was performed with lyophilised Rhodococcus
cells in phosphate buffer containing 10% v/v acetone as a hydrogen acceptor 
[106]. This biocatalytic oxidation shows a high yield of 89% and can be per-
formed at precursor concentrations of up to 500 g L-1. Thus, the main bottle-
neck still preventing an industrial application is now obviously the lack of an 
economically viable supply of the natural precursor betuligenol rather than the 
biooxidation process itself.

2-Phenylethanol has a rose-like odour and makes the chemically produced 
compound the most used fragrance chemical in perfume and cosmetics, with a 
world market of about 7,000 t year-1 [107, 108]. 2-Phenylethanol is also found 
in many foods as a characteristic flavour compound rounding off the overall 
aroma, especially in foods obtained by fermentation, such as wine, beer, cheese, 
tea leaves, cocoa, coffee, bread, cider and soy sauce [109]. In food applications, 
natural 2-phenylethanol is preferred rather than its nature-identical counter-
part from chemical synthesis and it has a market volume of 0.5–1 t year-1. This 
product is sold at market prices of up to US $1,000 per kiklogram and is mainly 
produced by yeast-based bioprocesses since its isolation from natural sources, 
e.g. rose oil, would be too costly [109]. 

Although 2-phenylethanol can be synthesised by normal microbial metabo-
lism, the final concentrations in the culture broth of selected microorganisms 
generally remain very low [110, 111]; therefore, de novo synthesis cannot be 
a strategy for an economically viable bioprocesses. Nevertheless, the microbial 
production of 2-phenylethanol can be greatly increased by adding the amino 
acid l-phenylalanine to the medium. The commonly accepted route from l-
phenylalanine to 2-phenylethanol in yeasts is by transamination of the amino 
acid to phenylpyruvate, decarboxylation to phenylacetaldehyde and reduction 
to the alcohol, first described by Ehrlich [112] and named after him (Scheme 
23.8).

During the last few decades a series of microbiological and technical ap-
proaches have been published aiming at improving growth-associated 2-phenyl-
ethanol formation based on Ehrlich bioconversion [113–118]. Kluyveromyces
and Saccharomyces species have been shown to be efficient biocatalysts leading 
to molar conversion yields of more than 90%. In situ product removal is es-
sential for high-performance processes by alleviating product inhibition which 
can already significantly impair growth at a 2-phenylethanol concentration of 
about 0.3 g L-1 strain-dependently [119]. Coupling an organophilic pervapora-
tion membrane to a bioreactor cultivation of the thermotolerant yeast Kluyvero-
myces marxianus CBS 600 at 40 °C resulted in volumetric productivities of up to 
5.2 mmol L-1 h-1 [119] (Fig. 23.4). 

The flavour product from l-phenylalanine included 2-phenylethanol as the 
main product and 2-phenylethyl acetate as a side product, which is also a valu-
able rose-like flavour compound with a more fruity note and which is formed 
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within the yeast metabolism by the action of alcohol acetyl transferase. Per-
forming the integrated bioprocess at 45 °C yielded only a slightly lower overall 
product concentration but with the acetate as the major product. Recently an 
aqueous–organic two-liquid-phase bioprocess has been described reporting the 
highest 2-phenylethanol and 2-phenylethyl acetate space-time yields and final 
concentrations so far [120]. Again, Kluyveromyces marxianus CBS 600 was used 
in a fed-batch emulsion system with poly(propylene glycol) 1200 as a non-vola-
tile and biocompatible organic solvent efficiently extracting the flavour com-
pounds from the aqueous culture medium (phase ratio of approximately 1:1) 
within the bioreactor (Fig. 23.5). Space-time yields of 0.33 and 0.08 g L-1 h-1
were obtained for 2-phenylethanol and 2-phenylethyl acetate, respectively, cor-
responding to final concentrations of 26.5 and 6.1 g L-1 in the organic phase 
after 30 h. The amino acid was provided as the sole nitrogen source in high 
excess (above its solubility threshold), making complicated feeding strategies 
unnecessary.

The elucidation of the genetics and regulations of the Ehrlich pathway lead-
ing from amino acids to alcohols and the corresponding acids and esters—a 
pivotal metabolic route to flavours generated by traditional food fermentation 
processes—has attracted much research interest in the past. More recent inves-

Scheme 23.8 Some microbial pathways and biotransformations leading to aromatic flavour mole-
cules
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tigations reveal a surplus of isogenes responsible for each enzymatic transfor-
mation step and indicate complex regulation principles on both transcriptional 
and posttranscriptional levels [121–129]. The accumulated knowledge should 
lead to improved production strains for this type of amino acid derived flavour 
compound by genetic engineering in the near future. 

Nevertheless, for the production of the flavour-active aromatic alcohol deriva-
tives, such as the corresponding aldehydes and acids, metabolic engineering ap-
proaches have to compete with conventional oxidative biocatalysis starting from 
the natural alcohol as a substrate. For instance, the whole-cell oxidation system 
based on Pichia pastoris AOX already described in Sect. 23.4.1.2 can also be used 
to convert benzyl alcohol to benzaldehyde in aqueous media although product 
inhibition restricted the final product concentration to about 5 g L-1, indicating 
the need for aqueous–organic two-phase reaction media [51]. Phenylacetalde-

Fig. 23.4 Organophilic pervaporation (PV) for in situ recovery of volatile flavour compounds from 
bioreactors. The principle of PV can be viewed as a vacuum distillation across a polymeric barrier 
(membrane) dividing the liquid feed phase from the gaseous permeate phase. A highly aroma en-
riched permeate is recovered by freezing the target compounds out of the gas stream. As a typical 
silicone membrane, an asymmetric poly(octylsiloxane) (POMS) membrane is exemplarily depicted. 
Here, the selective barrier is a thin POMS layer on a polypropylene (PP)/poly(ether imide) (PEI)
support material. Several investigations of PV for the recovery of different microbially produced 
flavours, e.g. 2-phenylethanol [119], benzaldehyde [264], 6-pentyl-α-pyrone [239], acetone/buta-
nol/ethanol [265] and citronellol/geraniol/short-chain esters [266], have been published
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hyde can be efficiently synthesised with acetic acid bacteria making use of their 
strong oxidative capacity provided by the dehydrogenase system (Sect. 23.4.1.2)
[130]. An Acetobacter sp. strain immobilised in alginate beads produced 1.92 g L-
1 phenylacetaldehyde from 4 g L-1 2-phenylethanol and showed higher produc-
tion rates than non-immobilised cells, which was explained by protection from 
toxic effects caused by the product and/or the precursor. In situ product recovery 
by a two-liquid-phase system consisting of isooctane–water (1/1 v/v) was suc-
cessfully performed and yielded 9 g L-1 phenylacetaldehyde recovered in the or-
ganic phase from 10 g L-1 2-phenylethanol within 4 h using another Acetobacter
strain [131]. The composition of the medium in this biotransformation can be 
exploited as a control mechanism to direct the oxidation of aromatic alcohols to 
either the aldehyde in the presence or the acid in the absence of the organic phase 
[132] (Scheme 23.8). By this means 2-phenylethanol and cinnamyl alcohol were 
transformed to the corresponding acids, phenylacetic acid and cinnamic acid,
in water with yields of more than 97% within 3 and 8 h, respectively; phenylacet-
aldehyde and cinnamyl aldehyde were produced from the alcohols within only 
45 min in water–isooctane with yields of 90 and 77%, respectively. The process 
for the production of acids from aliphatic alcohols with Gluconobacter oxydans
DSM 12884 described in Sect. 23.4.1.1 was also successfully applied to aromatic 

Fig. 23.5 Aqueous–organic two-liquid-phase system for microbial production of flavour com-
pounds. Here the formation of 2-phenylethanol from l-phenylalanine is exemplarily shown [120]. 
The organic solvent used for in situ extraction has to be carefully selected on the basis of multiple 
criteria, such as biocompatibility, non-flammability and legislative regulations. For a more detailed 
description of flavour production in two-phase systems, see Chap. 24 by Larroche et al.
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alcohols: benzyl alcohol, 2-phenylethanol, and cinnamyl alcohol were converted 
into benzoic acid, phenylacetic acid and cinnamic acid [39].

Immobilisation of an Acetobacter aceti strain in calcium alginate resulted in 
improvement of the operational stability, substrate tolerance and specific activ-
ity of the cells and 23 g L-1 phenylacetic acid was produced within 9 days of 
fed-batch cultivation in an airlift bioreactor [133]. Lyophilised mycelia of Asper-
gillus oryzae and Rhizopus oryzae have been shown to efficiently catalyse ester 
formation with phenylacetic acid and phenylpropanoic acid and different short-
chain alkanols in organic solvent media owing to their carboxylesterase activi-
ties [134, 135] (Scheme 23.8). For instance, in n-heptane with 35 mM acid and 
70 mM alcohol, the formation of ethyl acetate and propylphenyl acetate was less 
effective (60 and 65% conversion yield) than if alcohols with increased chain 
lengths were used (1-butanol 85%, 3-methyl-1-butanol 86%, 1-pentanol 91%, 
1-hexanol 100%). This effect was explained by a higher chemical affinity of the 
longer-chain alcohols, which are more hydrophobic, to the solvent. 

Since cinnamyl aldehyde is the main component of cassia oil (approximately 
90%) and Sri Lanka cinnamon bark oil (approximately 75%) [49], it is indus-
trially more important to generate cinnamyl alcohol, which is less abundantly 
available from nature but is important as cinnamon flavour, by biotransforma-
tion of natural cinnamyl aldehyde than vice versa. Recently, a whole-cell reduc-
tion of cinnamyl aldehyde with a conversion yield of 98% at very high precur-
sor concentrations of up to 166 g L-1 was described [136]. Escherichia coli DSM 
14459 expressing a NADPH-dependent R alcohol dehydrogenase from Lactoba-
cillus kefir and a glucose dehydrogenase from Thermoplasma acidophilum for in-
tracellular cofactor regeneration was applied as the biocatalyst (Scheme 23.8).

The microbial production of significant amounts of cinnamic acid from 
glucose by cloning phenylalanine ammonia lyase (PAL) from the yeast Rho-
dosporidium toruloides into a solvent-tolerant Pseudomonas putida strain was 
described for the first time [137] (Scheme 23.8). Random mutagenesis and se-
lection on the toxic antimetabolite m-fluorophenylalanine followed by high-
throughput screening led to the isolation of a mutant strain with improved de 
novo phenylalanine biosynthesis and consequently a higher cinnamic acid pro-
duction. In a nitrogen-limited fed-batch fermentation on glycerol, 750 mg L-1
cinnamic acid formed within 50 h, corresponding to a conversion yield of 6.7% 
based on the carbon consumed. Higher productivities are being aimed at by 
integrating in situ product-recovery techniques owing to the inhibition of PAL 
by cinnamic acid and by further enhancing the intracellular phenylalanine level 
by proteomics and transcriptomics methodologies.

23.4 Volatile Flavour Compounds



23 Microbial Flavour Production540

23.4.3 
Terpenes

23.4.3.1 
General Considerations

With some estimated 20,000 to more than 40,000 different molecules known, 
terpenes (isoprenoids) are the largest family of natural compounds in nature 
[138–140]. Whereas oxyfunctionalised monoterpenes and sesquiterpenes are 
extensively applied in industry as flavour and fragrance compounds, their pre-
cursors, the terpene hydrocarbons, are usually separated from their natural 
sources, essential oils, as they contribute little to flavour and fragrance and 
may also cause undesirable off-flavours and precipitations. The essential oil 
content of plants is, however, low, with concentrations of less than 0.1 to 5% 
and the commercial extraction of minor compounds is only in rare cases eco-
nomically viable. As many terpene hydrocarbons are abundantly available in 
nature, e.g. (+)-limonene and the pinenes, which are the main components of 
citrus and turpentine oils, respectively, e.g. more than 90% (+)-limonene in 
orange oil, they represent an ideal starting material for biocatalytic oxyfunc-
tionalisations leading to natural terpenoid flavour and fragrance compounds. 
This research area has therefore been the target of many research groups for 
decades focussing on individual types of bacteria that degrade terpenes, e.g. 
Pseudomonas, Rhodococcus and Bacillus, on deuteromycetes, e.g. aspergilli 
and penicillia, and especially on all the higher fungi of the ascomycetes and 
basidiomycetes, which have a marked capacity for terpene de novo biosynthe-
sis and biotransformation. In terpene transformation a manageable number 
of enzyme reactions are frequently found owing to the uniform basic terpene 
structure which derives from the general biosynthesis principle based on five-
carbon (isoprene) units [141]. Most of the monooxyfunctionalisation reac-
tions are believed to be catalysed by cytochrome P450 monooxygenases. In 
contrast to most of the chemical oxidation processes, which often suffer from 
harsh reaction conditions and the need for hazardous reagents, e.g. toxic heavy 
metals, showing a low discrimination of the carbon atoms in terpene hydro-
carbons, these enzymes are able to regioselectively transform multifunctional 
terpenoid substrates at specific sites under mild conditions. Even non-acti-
vated chemically inert carbon atoms can be functionalised by enzymatic reac-
tions. However, only a few terpenes are produced biotechnologically on an 
industrial scale despite their often unique organoleptic properties, the grow-
ing demand and the unstable supply situation from the traditional (frequently 
overseas) sources. The main reasons stem from the physicochemical proper-
ties of terpenes, such as low water solubility, high volatility and cytotoxicity of 
the terpenoid precursor and the product, which impede conventional biopro-
cesses (Sect. 23.2). In fungal terpene biotransformations, monitoring the oxy-
gen uptake rate [142] or the terpene concentration in the exhaust air [108] was 
shown to be helpful for feeding the toxic precursor in a biocompatible way; 
nevertheless, the engineering of terpene biotransformations definitely needs 
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further impetus by combining tailored process modifications, e.g controlled 
precursor feeding with in situ product recovery, to obtain higher product 
yields and to establish economically viable processes. Moreover, owing to mi-
crobial metabolic versatility, one precursor is usually converted into a variety 
of derivatives, partly representing undesired or not readily separable by-prod-
ucts which should be addressed by appropriate measures as shown in Table 
23.2. Comprehensive reviews covering the research until 2001, in which the 
interested reader is guided through a wealth of microbial terpene biotransfor-
mation strategies, have been published [143–145]. Therefore, this chapter only 
gives a few examples of microbial transformations that stand out from the vast 
number of reported biotransformations with respect to the product concen-
trations achieved. Furthermore, the focus is also on more recent publications 
which describe the formation of highly valuable terpenoid flavour compounds 
(albeit usually still at low concentrations) and on approaches which may point 
the way ahead towards more sophisticated bioprocesses in the future by tar-
geting modern molecular biological or biochemical engineering aspects. 

23.4.3.2 
Monoterpenes

The unsaturated monterpene-triene β-myrcene, frequently found in the ter-
pene hydrocarbon fraction of many essential oils, has been shown to be a suit-
able precursor for biotransformations with basidiomycetes, although usually 
a multitude of metabolic derivatives in low concentrations appeared [146]. In 
contrast, the transformation of β-myrcene by a mutant obtained by transposon 
mutagenesis from a parental β-myrcene degrading Pseudomonas strain yielded 
myrcen-8-ol as the main product [147] (Scheme 23.9). Citronellol, an acyclic 
monoterpene alcohol, which can be isolated, e.g., from Boronia, Eucalyptus and 
geranium and rose oils in high concentrations [49] was converted by the basid-
iomycete Cystoderma carcharias to 3,7-dimethyl-1,6,7-octane-triol as the main 
product, but cis-rose oxide/trans-rose oxide, an industrially important fra-
grance compound, arose as one of the minor products. In a 2-L bioreactor fed-
batch process, rose oxide was trapped out of the exhaust air by adsorption, albeit 
only in the milligram range [148]. A screening based on solid-phase microex-
traction revealed that sporulated surface cultures of Aspergillus and Penicillium
species can also produce rose oxides from citronellol, although here again only 
as minor metabolic by-products [149]. Submerged shaking cultures of Aspergil-
lus niger ATCC 9142 have been used to transform linalool into the furanoid and 
pyranoid cis-linalool/trans-linalool oxides, which are of interest for lavender 
notes in perfumery [150]. An industrial-scale bioprocess for the transformation 
of monoterpenes to the corresponding acids, which are important as building 
blocks for natural flavour esters, was patented [151]. Under aerobic conditions 
and at alkaline pH, geraniol was enantioselectively oxidised to (E)-geranic acid
(85%) and (+)-citronellic acid (15%) using commercial baker’s yeast. Geranic 
acid reached a maximum concentration of 3.6 g L-1 after 48 h. A NADH-depen-
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dent pathway from geraniol via geranial, neral and citronellal to citronellol was 
proposed branching off from geranial to geranic acid and from citronellal to 
citronellic acid. Geranic acid was shown to be the sole product formed during 
biotransformation of geraniol with a Rhodococcus sp. strain termed GR3 iso-
lated from soil [152]. After 3 days of growth in a conventional medium contain-
ing minerals, dextrose and peptone, the bioconversion was started by adding 
geraniol to the medium at 1% v/v and geranic acid formed with saturation ki-
netics leading to a final yield of 50% after 96 h. Higher precursor concentrations 
caused lower conversion yields obviously owing to toxic effects of geraniol. 

Scheme 23.9 Some microbial monoterpene transformations leading to interesting flavour mole-
cules
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Probably the most intensively studied monoterpene precursor is (+)-limonene, 
the main constituent of citrus essential oils, which accumulates in amounts of 
more than 50,000 t year-1 as a cheap by-product of the citrus processing indus-
try [153]. The current status of microbial and plant biotransformation of limo-
nene was recently reviewed and at least six different molecule sites for initial 
limonene oxyfunctionalisation were reported [154]. Microbial transformations 
of limonene are summarised in Scheme 23.10. It is assumed that limonene-de-
grading Pseudomonas and Bacillus strains gain most of their carbon and en-
ergy by initially attacking the 7-position in a rather regiospecific way leading 
to perillyl alcohol followed by further progressive oxidation via perillaldehyde 
to perillic acid, which is mineralised by a β-oxidation-like mechanism [154]. 
Pseudomonas putida DSM 12264 growing on p-cymene as the sole carbon 
source can be used to convert limonene to perillic acid at high yields because 
the three enzymes, p-cymene monooxygenase, p-cumic alcohol dehydrogenase 
and p-cumic aldehyde dehydrogenase, show significant side activities towards 
limonene and its analogue derivatives perillyl alcohol and perillaldehyde [155]. 
Further degradation of perillic acid, the only product of limonene biotransfor-

Scheme 23.10 Microbial limonene transformation routes. 1 Frequently found in bacilli and pseu-
domonads; 2 Pseudomonas putida DSM12264; 3 Bacillus stearothermophilus, recombinant Pseudo-
monas putida expressing a P450 monooxygenase from Mycobacterium sp.; 4 Xanthobacter sp. C20; 
5 Penicillium digitatum NRLL 1202 and DSM 62840; 6 Pseudomonas aeruginosa; 7 Rhodococcus 
opacus PWD4, Fusarium proliferatum; 8 Rhodococcus globerulus PWD8; 9 Rhodococcus erythropolis
DCL14; 10 Pleurotus sapidus; 11 Hormonema sp. UOFS-Y-0067; 12 recombinant Escherichia coli
expressing an evolved mutant of P450cam from Pseudomonas putida. For information about the 
stereochemistry of the biotransformations, see the text
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mation, is obviously hampered by the high substrate specificity of the respective 
catabolic enzymes. The advantage of this Pseudomonas strain is its solvent toler-
ance, allowing for growth in the presence of high limonene concentrations (e.g. 
150 mM) dramatically exceeding its saturation concentration (approximately 
0.1 mM), causing a separate limonene phase finely dispersed in the aqueous 
phase upon stirring. In an optimised mineral medium with (+)-limonene and 
glycerol as the cosubstrate up to 3.0 g L-1 (+)-perillic acid formed after 120 h. 
In a 3-L bioreactor under fed-batch conditions with non-limiting amounts of 
glycerol, ammonia and limonene, the final product concentration was increased 
to 11 g L-1 (+)-perillic acid after 7 days, obviously limited by product inhibi-
tion [156]. Although these are the highest product concentrations reported for 
a microbial limonene oxyfunctionalisation, from the flavourist’s viewpoint, the 
more volatile precursors of the acid, perillaldehyde and perillyl alcohol, are the 
industrially more interesting targets. 

A Bacillus stearothermophilus strain with a temperature optimum near 55 °C
isolated from orange peel by enrichment on (+)-limonene as the sole carbon 
source was able to convert the monoterpene cometabolically to perillyl alcohol 
as the major product (200 mg L-1), whereas α-terpineol and perillaldehyde were 
by-products [157]. The respective (+)-limonene conversion pathways encoded 
on a 9.6-kb chromosomal fragment was cloned into Escherichia coli where the 
lilac-like fragrance  α-terpineol became the major product [158]. By subcloning 
of smaller fragments, the product diversity was further narrowed and 235 mg L-1
α-terpineol was produced after 3 days using (+)-limonene as a neat substrate 
phase supplying the precursor and for extractive in situ product recovery; car-
vone formed as by-product [159]. The bioconversion was carried out at 50–60 °C
to repress undesired metabolic side activities of the host by processing the bio-
conversion at the optimum temperature of the donor strain. With use of Penicil-
lium digitatum NRLL 1202, racemic limonene was converted to (+)-α-terpineol 
since only (+)-limonene was accepted as a substrate enantiospecifically. Biocon-
version activity increased up to 12-fold after sequential substrate induction and 
a yield of about 3.2 g L-1 α-terpineol was achieved after 96 h, albeit on a 5-mL 
analytical scale [160]. The limonene hydroxylation at the 8-position which cor-
responds to a hydration of the 8,9 double bond is probably catalysed by a P450 
monooxygenase leading to the epoxide as an intermediate rather than by a hy-
dratase but it has not been isolated and identified so far [160]. Immobilisation 
in calcium alginate and the use of organic cosolvents were proposed to improve 
the product yields of this system [161, 162]. Recently a fed-batch 3-L bioprocess 
with Penicillium digitatum DSM 62840 was reported yielding 0.5 g L-1 within 7 
days using a two-step approach comprising a biomass growth period followed 
by a biotransformation period in the same reactor [163]. A 3-L bioreactor with a 
closed gas loop and terpene-saturated process air was described to alleviate any 
loss of terpenes via the exhaust air [164]. P. digitatum DSM 62480 was exploited 
in this reactor system to produce more than 1 g L-1 α-terpineol after about 120 h 
of biotransformation. In contrast, limonene-8,9-epoxide has been shown to be 
the main product of Xanthobacter sp. C20 catalysed conversion of both limonene 
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enantiomers with a pro-8R stereospecificity [165]. The strain was pregrown on 
cyclohexane as the sole carbon and energy source and used as resting cells for 
biocatalysis in phosphate buffer yielding up to 0.8 g L-1 of the epoxide. 

Carvone is an important monoterpene ketone, of which the (+)-isomer rep-
resents the character-impact compound of caraway flavour (up to 60% in cara-
way oil), whereas the (-)-isomer has a typical spearmint note (70–80% in spear-
mint oil). A Pseudomonas aeruginosa strain was described that was capable of 
converting (+)-limonene into carvone and α-terpineol as the main products at 
37 °C in 200-mL shake flasks after 13 days, and final concentrations of up to 
0.63 and 0.24 g L-1, respectively, were achieved [166]. The toluene-degrading 
strain Rhodococcus opacus PWD4 was found to oxyfunctionalise (+)-limonene 
exclusively at the 6-position, yielding enantiomerically pure trans-(+)-carveol,
whereas (+)-carvone formed as a by-product (1.3% of the amount of trans-car-
veol) [167]. The initial specific activity for carveol formation was 14.7 U gcdw

–1

accompanied by a molar yield of 94–97%. One of the enzymes from the toluene-
degradation pathway has to be responsible for the (+)-limonene hydroxylation 
since, on the one hand, cells pregrown on glucose did not convert limonene at all 
and, on the other hand, toluene proved to be a strong competitive inhibitor. An-
other toluene degrader, Rhodococcus globerulus PWD8, showed a lower specific 
activity of 3 U gcdw-1 and slowly overoxidised most trans-(+)-carveol to 0.29 mM 
(+)-carvone, the more valuable terpene ketone, from 1.2 mM (+)-limonene af-
ter 27 h under small-scale (2.5-mL) assay conditions. Rhodococcus erythropolis
DCL14, which grows on limonene as the sole carbon source, starts metabolising 
limonene by a rather uncommon epoxidation at the 1,2 double bond, forming 
limonene-1,2-epoxide [168], while further mineralisation proceeds via limo-
nene-1,2-diol and 1-hydroxy-2-oxolimonene, pointing to a β-oxidation degra-
dation. The same strain also contains several carveol dehydrogenases enabling 
it to convert carveol stereospecifically to carvone [169]. This enzyme activity 
was exploited to produce (-)-carvone from cis-(-)-carveol/trans-(-)-carveol cor-
responding to a diastereomeric excess of more than 98% and a yield of 0.68% 
w/w [170]. The cells were used in an aqueous–organic two-liquid-phase air-
driven column reactor containing n-dodecane as a protecting organic phase, 
but product inhibition above 50 mM carvone impeded higher product concen-
trations. These limitations were overcome by adapting Rhodococcus erythropolis 
cells in mineral medium to carveol and carvone dissolved in n-dodecane prior 
to biotransformation [171]. The air-driven column reactor was used after an 
adaptation period of 197 h and an 8.3-fold increase in carvone production rate 
compared with non-adapted cells was achieved. The highest final concentration 
was achieved with cells adapted for 268 h which produced 1.03 M carvone after 
167 h at room temperature. The cellular adaptation mechanism was explained 
by a dose-dependent increase in the degree of saturation of the membrane 
phospholipids [172]. The basidiomycete Pleurotus sapidus was shown to regio-
specifically oxyfunctionalise the same limonene 6-position: by means of precul-
tivation in the presence of small amounts of the precursor fed via the gas phase, 
the concentrations of cis-carveol/trans-carveol and carvone increased to yield 
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a total product concentration of more than 0.1 g L-1 [173]. In contrast to Pleu-
rotus sapidus, the ascomycete Fusarium proliferatum did not form measurable 
amounts of carvone, but converted both limonene enantiomers: (+)-limonene 
to cis-(+)-carveol, and (-)-limonene predominantly to trans-(-)-carveol, which 
could be further oxidised to (-)-carvone, again by Pleurotus sapidus [163]. These 
examples illustrate that by combining two microbial strains with hydroxylase 
and dehydrogenase activity a biotechnological stereospecific production of both 
carvone enantiomers from (+)-limonene and (-)-limonene may become pos-
sible in the future. 

The black yeast Hormonema sp. UOFS Y-0067 isolated from monoterpene-
rich environments transformed (+)-limonene into trans-isopiperitenol by regi-
oselectively attacking the 3-position, a biotransformation reported for the first 
time [174]. A product concentration of 0.5 g L-1 was achieved after 12 h of in-
cubation in shake flasks (31% molar conversion), obviously limited by product 
and/or precursor toxicity. Unfortunately, the product concentration of trans-
isopiperitenol, which requires only a catalytic hydrogenation step to yield the 
desired (-)-menthol, was not always reproducible owing to morphological mu-
tability and, thus, this microorganism was obviously not well suited for further 
process development.

The pinenes are a cheap natural starting material abundantly available as main 
constituents of turpentine oil (up to 75–90%) with up to 160,000 t α-pinene and 
26,000 t β-pinene per year and are also found in relevant amounts in the essen-
tial oils of non-coniferous plants, e.g. up to 12% in citrus oils [175]. As for most 
terpenes, the microbial metabolism of the pinenes often leads to diverse degra-
dation pathways and therefore to a wide variety of products [176]. This effect is 
even more marked in the case of the structurally more complex bicyclic mono-
terpenes compared with the aforementioned acyclic and monocyclic monoter-
penes [177]. Some interesting terpenoid compounds accessible by microbial 
conversion of α-pinene are illustrated in Scheme 23.11. From the biochemical 
engineer’s viewpoint, microbial pinene transformations yielding only one or a 
few main products are of special interest as they are close to commercialisation 
or may serve as the starting point for further improvements by process and/or 
genetic engineering approaches. Verbenone, an impact compound of rosemary 
oil, and its precursor trans-verbenol were described to be the main products 
of an α-pinene conversion using the self-isolated black yeast Hormonema sp., 
which has already been mentioned for the limonene transformations. Although 
yielding extraordinarily high concentrations with respect to pinene bioconver-
sions (0.3 g L-1 verbenone and 0.4 g L-1 trans-verbenol after 96 h), the unwanted 
morphological characteristics of the microorganism restricted further process 
development, as mentioned above. Verbenone was also produced as the main 
product using Aspergillus niger in a two-step approach [178]: with resting cells, 
pregrown until the late-exponential phase in potato–dextrose broth with 6% 
(w/v) glucose, 200 mg L-1 α-pinene was converted into 32.8 mg L-1 verbenone 
after 6 h of incubation. The yield of verbenol, itself a valuable flavour compound 
with a fresh pine, ozone odour, was improved compared with that of UV mu-
tant strains described earlier [179] by generating an intergeneric hybrid strain 
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from an Aspergillus niger strain showing high product yields and Penicillium 
digitatum showing high biomass yields [180]. By this means (-)-cis-α-pinene 
was transformed into (-)-cis-verbenol at a yield of 60%; nevertheless, the corre-
sponding product concentration of 1.08 mg g-1 biomass is obviously still too low 
for industrial application. One example where an outstanding productivity and 
product concentration was achieved is the formation of (Z)-2-methyl-5-iso-
propyl-2,5-hexadienal (isonovalal), a non-plant fragrance compound with a 
citrus-like note for potential use in perfume formulations. It was produced from 
α-pinene oxide in concentrations of up to 400 g L-1 within 2.5 h using 25 g L-1
precultivated Pseudomonas rhodesiae CIP 107491 biomass; the cells had been 
permeabilised by freeze-thawing and organic solvent treatment prior to use. The 
bioprocess was performed with in situ product recovery using hexadecane in a 
biphasic medium and by sequential feeding of biomass and precursor to com-
pensate the irreversible biocatalyst inactivation by the product. Recently, a bio-
reactor coupled to an external membrane module for in situ product removal 
was reported for the same biotransformation reaction with Pseudomonas fluore-
scens NCIMB 11671 [181]. A dense silicone membrane comprising 70% PDMS 
and 30% fumed silica coiled into a hexadecane reservoir was used to separate 
the aqueous fermentation broth, which was recirculated inside the membrane 
tubing from the organic phase. With an optimised continuous feeding of the 
precursor α-pinene oxide directly into the fermentation broth containing about 
60 g L-1 biomass, a stable process for over 400 h was achieved and more than 
100 g L-1 isonovalal in the organic phase was produced despite the limitations of 
the membrane area used. 

The general concept of heterologous expression of terpene functionalising 
enzymes in tailored host microorganisms has been extensively pursued in re-
cent years not only for the purpose of biochemical characterisation of novel 
enzymes, e.g. those from plant terpene biosynthesis (which is not the focus of 
this review; for examples see [182, 183]), but also for designing more efficient 
whole-cell biocatalysts. A recent example is the production of perillyl alcohol
from limonene by using a recombinant cytochrome P450 alkane hydroxylase ex-
pressed in Pseudomonas putida [184]. The monooxygenase together with a fer-
redoxin reductase and a ferredoxin—a typical bacterial class 1 cytochrome P450 
system—was encoded by an operon found in a novel Mycobacterium sp. strain 
termed HXN-1500. This strain had been selected from 1,800 mainly hydrocar-
bon degrading bacteria screened for their ability to hydroxylate limonene at the 
7-position. With a recombinant Pseudomonas putida host strain which allowed 
selection for growth on alkanes if alkane hydroxylase is functionally expressed, 
a two-liquid-phase biotransformation in a 2-L bioreactor was performed after 
the cells had been pregrown to a cell density of approximately 10 g L-1 on n-oc-
tane. Bis(2-ethylhexyl)phthalate served as the organic phase for in situ precur-
sor supply and product recovery from the aqueous phase, and 2.3 g L-1 perillyl 
alcohol was produced after 75 h under fed-batch conditions (feeding of n-oc-
tane as the carbon source), calculated for the total liquid content of the reac-
tor. Although still showing a threefold lower enzyme activity than the wild-type 
Mycobacterium strain, which is categorised as safety class 2, this recombinant 
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Pseudomonas putida strain is a safety class 1 microorganism and, furthermore, 
it still harbours great potential for optimisation (e.g. substrate uptake, product 
export). Recently, with P450cam-catalysed camphor to 5-exo-hydroxycamphor 
transformation as a model reaction, a tenfold increase of the activity was gen-
erated by coexpression of the Pseudomonas P450cam system and glycerol de-
hydrogenase for enhanced cofactor (NADH) regeneration within recombinant 
E. coli cells [185]. 

The active site of P450cam was remodelled by site-directed mutagenesis and 
the most active double mutant Y96F-V247L showed completely different sub-
strate and product spectra [186]: (-)-limonene and (+)-α-pinene were trans-
formed with high regioselectivities and stereoselectivities to (-)-trans-isopiperi-
tenol and (+)-cis-verbenol as main products (about 70% of all products formed), 
respectively. The triple mutant F87W-Y96F-V247L was less active but even more 

Scheme 23.11 Microbial transformations of α-pinene [176, 267–269]. 1 Hormonema sp. UOFS-
Y-0067, Aspergillus niger, recombinant Escherichia coli expressing an evolved mutant of P450cam 
from Pseudomonas putida; 2 Aspergillus niger + Penicillium digitatum fusant strain; 3 Pseudomonas 
rhodesiae CIP107491, Pseudomonas fluorescens NCIMB11671; 4 recombinant Escherichia coli ex-
pressing an evolved mutant of P450 BM3 from Bacillus megaterium
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selective giving 85% (+)-cis-verbenol. By crystal-structure-based engineering of 
the active site another selective triple mutant (F87W-Y96F-L244A) was created 
which gave 86% (+)-cis-verbenol and 5% (+)-verbenone, while Y96F-L244A-
V247L gave 55 and 32%, respectively [187, 188]. A triple mutant of P450 BM3 
from Bacillus megaterium (F87V-L188Q-A74G) designed by rational evolution 
[189] capable of oxyfunctionalising hydrophobic aliphatic and aromatic sub-
strates was exploited to convert α-pinene [164]. A recombinant E. coli strain was 
used as whole-cell biocatalyst in an aqueous–organic two-liquid-phase biopro-
cess to produce verbenol, myrtenol and α-pinene oxide in a total concentration 
of several hundreds of milligrams per litre after about 8 h of bioconversion.

23.4.3.3 
Sesquiterpenes and Diterpenes, Norisoprenoids

Sesquiterpenes, biosynthetically derived from the trimeric precursor farnesyl 
diphosphate, constitute the structurally most diverse class of terpenoids and 
play key roles in food flavours and fragrances as well as pharmacologically ac-
tive compounds. Their difficult total synthesis coupled with the abundance of 
non-functionalised, economically less important sesquiterpene hydrocarbons 
in many essential oils have stimulated much research during the last few de-
cades dealing with sesquiterpene substrates from the over 70 subclasses [190]. 
The following discussion will be limited to only a few examples involving bio-
technology which are of industrial relevance either because of the key character 
of the target flavour compounds or because of the progress in process develop-
ment which has already been made.

The biotransformation of (+)-valencene, a sesquiterpene hydrocarbon found 
in orange oil, to (+)-nootkatone has attracted much research activity during the 
last few decades. (+)-Nootkatone possesses a citrus/grapefruit-like aroma and 
a bitter taste; it has a very low odour threshold (1 ppb) [175] and as a charac-
ter-impact constituent of citrus aromas it is a very sought after natural flavour 
compound for foods and beverages. Recently, it has also been described to lower 
the somatic fat ratio, making it a natural product demanded by the cosmetic 
and fibre industries [191]. Although enzymatic cooxidation in the presence of 
lipoxygenase or laccase [192, 193] and bacterial valencene biotransformation 
with a Rhodoccocus strain [194] have been patented, it is doubtful that these 
processes will ever be applied owing to low specificities and/or activities. Re-
cently, a relatively high selectivity was described for Gynostemma pentaphyllum
cell cultures which converted valencene to nootkatone with 72% conversion 
yield corresponding to 650 mg L-1 nootkatone after 20 days [195]. α-Nootkatol
(11%) and β-nootkatol (5%) were minor products; they are the direct meta-
bolic precursors of nootkatone produced by an initial hydroxylation of valen-
cene which, upon dehydrogenase-catalysed oxidation, are transformed into the 
target product (Scheme 23.12). Although this plant cell culture is obviously still 
too inefficient and too costly for commercial application, it is rather productive 
compared with other plant cell culture based biotransformations. Microsomal 
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enzyme preparations from chicory (Cichorium intybus L.) roots have also been 
shown to catalyse the reaction from valencene to nootkatone as the main prod-
uct with only negligible by-product formation [196]. Here, β-nootkatol turned 
out to be the only intermediate. Different higher fungi, such as Mucor species, 
Botryosphaeria dothidea and Botryodiplodia theobromae, and, interestingly, also 
green algae Chlorella species are also promising valencene-to-nootkatone bio-
catalysts [191]. For instance, Chlorella pyrenoidosa converted 89% of (+)-valen-
cene added to the culture after 7 days of precultivation (20 mg in 50 mL) into 
(+)-nootkatone within a further 12 days, while Chlorella vulgaris even showed a 
conversion yield of 100% under the same conditions; with the fungus Mucor sp. 
a comparable yield of 82% was obtained after 7 days of precultivation followed 
by 7 days of biotransformation. During investigations with submerged cultures 
of the ascomycete Chaetomium globosum, it was found that the biotransforma-
tion proceeded via α-nootkatol as the intermediate and that major parts of the 
valencene and its monooxyfunctionalisation products accumulated within the 
cells, while dioxygenated and polyoxygenated products were found in the me-
dium [197]. The bioprocessing limitations associated with the hindered mass 
transfer of terpenes across microbial cell membranes, especially the inefficient 
export of the transformation products out of the cells, may be overcome by an 
alternative cell preparation which has been described in a patent application 
very recently [198]. It is claimed to treat filamentous fungi known for their ver-
satile terpene catabolism by lyophilising the mycelia prior to biotransformation 
which was preferentially carried out in an aqueous–organic two-phase system 
with n-decane as the organic phase. The authors claimed a better availability of 
the terpenes to the membrane enzymes after lyophilisation, leading to a more 
efficient biotransformation system; nevertheless, no yields have been reported. 

Scheme 23.12 Biotransformation of (+)-valencene to (+)-nootkatone via α-nootkatol and/or β-
nootkatol
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Recently, an industrial process development for nootkatone production from 
valencene by microbial transformation (bacteria, fungi) was mentioned [199, 
200]. Although no details were given, the author claimed the development of 
an in situ product-removal technique by which an extremely selective recovery 
of nootkatone from the reaction mixture and the excess precursor during the 
proceeding production was achieved and which was said to be essential for an 
economically viable bioprocess. 

The same rational P450cam mutants which have already been described for 
limonene and pinene oxyfunctionalisations were also successfully applied to va-
lencene. In whole-cell biotransformations β-nootkatol and nootkatone formed 
as main products with up to 25% overall yield, corresponding to activities of 
up to 9.9 nmol (nmol P450)-1 min-1 [201]. Higher activities (up to 43 min-1)
but lower selectivities than those with P450cam were obtained with mutants 
derived from Bacillus megaterium P450 BM3. 

The sesquiterpene aldehydes α-sinensal and β-sinensal contribute particu-
larly to the special sweet orange aroma and also occur in other citrus oils; the 
former has a very low odour threshold of 0.05 ppb [175]. The sesquiterpene 
hydrocarbon farnesene may serve as closely related starting material and, con-
sequently, farnesene isomers were used in biotransformations with Arthrobac-
ter, Bacillus, Nocardia, and Pseudomonas with the aim to produce precursors 
of sinensal, but only little conversion was achieved when using the more stable 
farnesene sulfones [202]. Another strategy to produce α-sinensal starts from 
trans-nerolidol and aims at microbial ω-hydroxylation with fungi or bacteria, 
such as Aspergillus and Rhodococcus species, to produce 12-hydroxy-trans-
nerolidol, which itself serves as precursor for the chemical conversion to the de-
sired product [203–205] (Scheme 23.13). Certain self-isolated Aspergillus strains 
were shown to be very regioselective (74% of total product formed) [204]. The 
physiological state of an Aspergillus culture before nerolidol addition—moni-
tored by on-line quantification of titrant addition in pH control—had a major 
impact on the biotransformation efficiency [205]. The maximal conversion yield 
of 8–9% was obtained by addition of a (±)-cis-nerolidol/(±)-trans-nerolidol 
mixture to the culture in the postexponential phase at high dissolved oxygen 
pressure (above 50% air saturation) in minimal and complex media after 25 and 
14 h, respectively. 

Patchouli alcohol (patchoulol) is a major constituent (30–45%) in steam 
distillates of dried leaves of Pogostemon cablin (Blanco) Benth; around 1,000 t 
of essential oil is produced worldwide per annum, primarily in Indonesia [49, 
206]. Patchouli oil is very tenacious and is used in perfumery for oriental and 
masculine notes. The primary fragrance molecule in the essential oil is the ses-
quiterpene alcohol norpatchoulenol, which is present at 0.35–1.0% or less. In 
1981, a combined biocatalytic and chemocatalytic method for the preparation 
of norpatchoulenol from patchoulol was published [207] (Scheme 23.14). The 
first step involved a microbial process to convert patchoulol to 10-hydroxypat-
choulol. Pithomyces species, filamentous fungi isolated from soil samples by en-
richment on patchoulol as sole the carbon source, catalysed the regioselective 
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hydroxylation reaction with yields of up to 45%, corresponding to a maximum 
product concentration of 1.1 g L-1. Maximum yields were achieved after bio-
transformation periods of 3–7 days which were carried out in 1–5-L bioreactors 
with fungal cultures pregrown in complex media for about 3 days. The 10-hy-
droxy compound was subsequently converted chemically via a two-step process 
to norpatchoulenol.

(-)-Ambergris oxide (Ambrox®) is one of the most important ambergris fra-
grance compounds and is a key compound of ambra, a secretion product of the 

Scheme 23.13 Biocatalytic–chemocatalytic reaction sequence to produce α-sinensal from trans-
nerolidol. 1 Aspergillus niger sp., Aspergillus niger ATCC 9142, Rhodococcus rubropertinctus DSM 
43197; 2 chemical conversion steps

Scheme 23.14 Regioselective biohydroxylation of patchoulol and the following chemical steps to 
produce norpatchoulenol according to [207]
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sperm or cachalot whale, possibly resulting from pathological conditions [23, 
49]. A novel microorganism, classified as Hyphozyma roseoniger CBC 214.83 
(ATCC 20624), which can exist in both yeast-like and filamentous forms, was 
isolated and was capable of forming a diol from the diterpene alcohol sclareol 
found in the leaf oil from Salvia sclarea L.; the conversion proceeded in one mi-
crobial step via a cascade of reactions in high yields of more than 75%, but only 
after around 12 days of incubation [208]. Subsequently, other suitable microbial 
strains have been found by continued screening; e.g. the yeast Cryptococcus al-
bidus ATCC 20918 which can metabolise sclareol even further, producing the 
ketone lactone sclareolide at high yields of more than 100 g L-1 [209]. The sclare-
olide is then chemically converted back to the diol and further to ambergris 
oxide (Ambrox®) (Scheme 23.15).

Scheme 23.15 Biocatalytic–chemocatalytic synthesis of Ambrox® (adapted from [270])

Although certain microorganisms, especially higher fungi, show a remark-
able capability for de novo biosynthesis of terpenoid flavours, product titers of 
single terpenoid flavour molecules rarely exceed 100 mg L-1 and are, thus, too 
low for commercial processes. This situation may change dramatically in the 
near future owing to the great progress currently being made by metabolic engi-
neering of microbial terpene biosynthesis and by heterologous expression of key 
enyzmes catalysing plant terpene functionalisation reactions in tailored host 
microorganisms. Recently, the total biosynthesis of terpenoids by engineering 
the mevalonate-dependent isoprenoid (MEV) pathway from Saccharomyces 
cerevisiae in Escherichia coli thereby alleviating the bacterial 1-deoxy-d-xylu-
lose-5-phosphate (DXP) pathway has been reported [210]. By this means, the 
sesquiterpene amorphadiene, a precursor of the antimalaria drug artemisinin, 
was produced by successfully cloning a sequence comprising nine genes leading 
from acetyl-CoA via the universal C5 units isopentenyl pyrophosphate (IPP) 
and dimethylallyl pyrophosphate (DMAPP) to the target compound. Because 
IPP and DMAPP are the ultimate precursors for all terpenoids, such a strain, 
after further enhancing its metabolic terpene flux, may serve as a platform cell 
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factory for de novo biosynthesis of any terpenoid for which the biosynthetic 
genes are available, i.e. flavour and fragrance compounds included. The same 
group also showed that engineering both Escherichia coli’s DXP pathway as well 
as Saccharomyces cerevisiae’s MEV pathway in the respective native hosts can 
also serve as a promising alternative strategy to design high-performing terpe-
noid producer strains [211, 212]. 

Closely related to terpenes and thus generally considered a subclass are the 
C13 norisoprenoids, e.g. α-ionone and β-ionone, volatile ketones generated 
by oxidative degradation of carotenoids, and irones, e.g. α-irone and γ-irone,
C14 ketones derived from the triterpenes of the iridal type (Scheme 23.16). The 
best biotechnological strategy for the production of the most important natural 
ionone, β-ionone, a violet-like flavour and fragrance compound (threshold in 
water 0.007 ppb), still relies on the cooxidative cleavage of carotenoid-rich raw 
materials using enzymatic oxidation systems, e.g. lipoxygenase or xanthine oxi-
dase in the presence of unsaturated fatty acids. These enzymes initially oxidise 
the unsaturated fatty acids, e.g. linoleic or linolenic acid, to free-radical species 
which themselves attack the conjugated double bonds of carotenoids, result-
ing in a non-specific cleavage pattern and thus broad product spectra [61, 213]. 

Scheme 23.16 Microbial pathways from triterpene and tetraterpene (carotenoid) precursors to 
valuable flavour and fragrance compounds. 1 Carotenoid-cleaving peroxidase-containing superna-
tant of certain fungal cultures, e.g. Lepista irina; 2 Serratia liquefaciens, Botrytis sp.
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A direct cleavage mechanism has been proposed for novel carotenoid-cleav-
ing peroxidases found in the basidiomycete Lepista irina [214] and other fungi 
[215]. Whereas submerged cultures did not accumulate significant amounts of 
volatile degradation products (probably owing to total catabolism), mycelium-
free supernatants yielded β-ionone and further degradation products. Microbial 
whole-cell approaches are not yet used in industry for the production of natural 
ionones but, here as well, metabolic engineering might grant access to the de-
sired target compounds in a superior way, i.e. highly regioselective reaction, in 
the future. On the one hand, carotenoid-producing E. coli strains have success-
fully been designed during the past decade [216] and, on the other hand, the na-
tive plant enzymes responsible for the regioselective cleavage of carotenoids to 
produce C13 norisoprenoids and other highly desired flavour-active apocarot-
enoids, the carotenoid-cleaving dioxygenases, have recently been identified and 
functionally expressed in E. coli for the first time [217]. If the technical potential 
of such engineered organisms is evaluated, in situ product recovery strategies 
will certainly be needed to circumvent catabolism of the volatiles by their rapid 
removal from the cells. 

Conventional approaches to produce irones, also valuable fragrance com-
pounds with a typical violet-like (orris) odour, were published in the 1980s. It 
is known that during storage of Iris rhizomes the content of the desired irones 
increases slowly, probably by chemical oxidative degradation of the triterpenes 
initially present in the rhizomes; therefore, prior to the production of the or-
ris root oil by steam distillation the rhizomes are stored for several years [49]. 
Bacteria, especially Serratia liquefaciens, isolated from Iris palladia rhizomes, 
were used to convert rhizome preparations naturally containing the triterpe-
noid iridales to the desired target compounds [218, 219]. By this means, the four 
natural isomeric irones, trans-α-irone, cis-α-irone, cis-γ-irone and β-irone
formed in similar proportions as in the traditionally processed rhizomes and a 
maximum irone content of 1.2 g kg-1 was obtained after 3–4 days of cultivation. 
Owing to an early discontinuance of microbial growth which already occurred 
at day 1 (probably because of toxic effects of the products), the irone formation 
was supposed to be a combined biocatalytic–chemocatalytic reaction sequence 
initialised by microbial activity. Botrytis species were also claimed as biocata-
lysts for the same purpose [220]. Dried organic solvent extracts of the rhizomes 
were added as an emulsion in water–acetone–Tween 80 after 2 days to the fun-
gal culture in a corn steep liquor medium. Up to 2.3 g kg-1 irones was produced 
after a further 48 h and the irones were isolated by steam distillation.

23.4.4 
Lactones 

Saturated and unsaturated γ-lactones and δ-lactones which are synthesised from 
the corresponding acyclic hydroxy fatty acids by intramolecular esterification 
are important flavour compounds found ubiquitously in fruits and also in milk 
and fermentation products in parts-per-million concentrations. The natural lac-
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tones belong to the most desired targets for aroma biotechnology. It seems as if 
almost every big flavour company has claimed a preparation method starting 
from natural fatty acids, hydroxy fatty acids or unsaturated lactones as precur-
sors during the last two decades. Scheme 4.17 summarises different strategies 
for the production of natural γ-lactones and δ-lactones.

4-Decanolide (γ-decalactone), which imparts a powerful fruity, especially 
peach-like aroma has a market volume of several hundred tons per year. In the 
early 1980s, natural 4-decanolide was an extremely expensive, rare natural fla-
vour (price in excess of US $10,000 per kilogram). The subsequent introduc-
tion and optimisation of its biotechnological production has resulted in a steady 
decrease of the price to approximately US $300 per kilogram and an increase of 
the market volume to several tons per year [8]. 

Most of the commercial processes for the formation of 4-decanolide are based 
on the natural hydroxy fatty acid ricinoleic acid [(R)-12-hydroxy-(Z)-9-octa-
decenoic acid], the main fatty acid of castor oil, or esters thereof as substrates 
and fatty acid degrading yeasts or higher fungi as biocatalysts [221]. Ricinoleic 
acid is degraded by four cycles of β-oxidation and one double-bond hydrogena-
tion into 4-hydroxydecanoic acid, which lactonises at lower pH to 4-decanolide, 
resulting in the same R configuration of the lactone as is found in peaches and 
other fruits [222]. Many processes for which high product concentrations have 
been reported are based on strains of Yarrowia lipolytica, a yeast which is par-
ticularly well adapted to hydrophobic environments and which was patented for 
4-decanolide production for the first time in 1983 [223]. 

In a process established by Haarmann & Reimer, up to 11 g L-1 4-decanolide 
was obtained in 55 h with a wild-type strain and with raw castor oil as the sub-
strate [224]. Metabolic engineering of Yarrowia lipolytica aims at optimising the 
flux along the complex β-oxidation pathway and decreasing the formation of 
unwanted by-products, such as 3-hydroxy-4-decanolide, dec-2-en-4-olide and 
dec-3-en-4-olide [225, 226]. More genetic engineering approaches with Yar-
rowia lipolytica can be expected in the future since its total genome has been se-
quenced recently [227]. An elegant conventional method to improve the overall 
yield of 4-decanolide uses baker’s yeast for reduction of the double bond of the 
decenolides produced as by-products [70, 222]. 

Another process patented by Givaudan uses Mucor circinelloides as a biocata-
lyst for the production of 4-decanolide [228]. Here the natural substrate is the 
ethyl ester of decanoic acid which is isolated from coconut oil. The key micro-
bial activity harnessed in this process is the stereoselective and regioselective 
hydroxylation of the fatty acid in the γ-position, which is followed by spontane-
ous lactonisation of the hydroxy fatty acid under acidic conditions and results in 
yields of up to 10.5 g L-1 4-decanolide after 60 h. 

The closely related 5-decanolide (δ-decalactone), not only found in many 
fruits but also found in dairy products, exhibits a creamy-coconut, peach-like 
aroma [49] and can be synthesised from the corresponding α,β-unsaturated lac-
tone 2-decen-5-olide found in concentrations of up to 80% in Massoi bark oil 
using basidiomycetes or baker’s yeast [229]. After about 16 h of fermentation, 
1.2 g L-1 5-decanolide was obtained. At the same time, the minor lactone in 
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Massoi bark oil, 2-dodecen-5-olide (7%), is converted to 5-dodecanolide, which 
is also a desired fruity lactone. Different bacteria were used for the same Massoi
lactone conversion in a medium containing natural oils as cosolvents for dis-
solving the precursor [230]. From 30-L culture volume, 195 g 5-decanolide was 
isolated after 48-h aerobic biotransformation with Pseudomonas putida ATCC 
33015, corresponding to a conversion yield of 99.1%. More recently, growing 
Saccharomyces cerevisiae cells were claimed to be used in a two-phase biopro-
cess with triglycerides or high molecular weight hydrocarbons, e.g. Neobee® 
(C8–C10 fatty acid triglyceride), olive oil or hexadecane, as the organic phase 
containing the Massoi lactones as precursors [231]. With use of this two-phase 
system, toxic effects of the precursors and the products on the cells were avoided 
and further downstream processing was facilitated. Feeding dextrose to adjust 
a low operational concentration (preferably at 0.03–0.07 g L-1) and maintaining 
a sufficiently high oxygen supply (more than 10% dissolved oxygen pressure) 
yielded maximum 5-decanolide and 5-dodecanolide concentrations of up to 
7.45 and 1.7 g L-1 after 60–70 h, respectively. Other strategies for 5-decanolide 
production start from other natural precursors, such as 11-hydroxypalmitic acid 
(sweet potato, Jalap resin) and coriolic acid (13-hydroxyoctadeca-9,11-dienoic 
acid) (Coriana nepalensis seed oil) and use Saccharomyces cerevisiae and Clado-
sporium suaveolens as biocatalysts [222]. 

Oxidation of oleic acid to 10-hydroxyoctadecanoic acid by a gram-positive 
bacterium was described with a transformation yield of 65% at a concentration 
of 50 g L-1 oleic acid after 72 h in a medium containing Tween 80 [232]. The 
hydroxy fatty acid can be converted to 4-dodecanolide, an important coconut-
fruity like lactone, by β-oxidation with yeasts, affording a total lactone yield of 
about 20% from oleic acid [222, 232].

The bioconversion of native oils, e.g. sunflower, castor oils and especially 
coconut oil, which is rich in octanoic acid, with fungal catalysts, such as Clad-
osporium suaveolens, Aspergillus niger or Pichia etchellsii, yields about 1 g L-1
4-octanolide, which is also a desired lactone-type flavour compound with a 
sweet herbaceous coconut-like odour [233]. Even higher concentrations of up 
to 7.56 g L-1 were obtained in a bioreactor with octanoic acid or its ethyl ester 
as a substrate and Mortiella isabellina as a biocatalyst [234]. The bioconversion 
was carried out in a complex nutrient broth with 0.05% Tween 80 as cosol-
vent and 0.5 vvm aeration at pH 6 and 27 °C. After 5 h the bioconversion was 
started by feeding ethyl octanoate (or octanoic acid) and after 77 h the reac-
tion was completed by acidifying the culture broth to pH 2–3 and heating it to 
121 °C for 15 min (lactonisation). The same precursor was converted to 11.2 g 
L-1 4-octanolide by Mucor circinelloides within 47 h [235]. 4-Hexanolide can 
be produced by a homologous strategy from natural hexanoic acid found in 
palm, milk and coconut fats using Aspergillus oryzae or Mortiella isabellina as 
biocatalysts in a two-phase system (e.g. Primol® as an organic phase contain-
ing hexanoic acid) with sufficient oxygen supply [236]; final product concen-
trations of up to 19.4 g L-1 4-hexanolide were obtained, while more than 16 
g L-1 2-pentanone formed as an additional, valuable flavour-active product 
during the same cultivation. The methylketone was recovered from the ex-
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haust air by trapping it on charcoal. 5-Octanolide, naturally found in meat, 
cheese, fermented beverages and fruits, can be produced biotechnologically 
as a by-product besides 5-decanolide when a mixture of 11-hydroxypalmitic 
acid and 3,11-dihydroxymyristic acid from Jalap resin is converted by Saccha-
romyces cerevisiae [237]. 

The twofold unsaturated short-chain lactone 6-pentyl-α-pyrone imparts a 
strong coconut-like odour and, interestingly, it was found to be the major volatile 
product from de novo biosynthesis of the fungus Trichoderma, with concentra-
tions of up to 200 mg L-1, which was described in the early 1970s [238] (Scheme 
4.18). After an extended cultivation of 27 days, the harvested fermentation broth 
was processed by organophilic pervaporation and about 1 g L-1 calculated on the 
basis of culture volume was recovered; the efficiency of coupling organophilic 
pervaporation to the bioreactor for continuous product removal was limited by 
too low feed concentrations of the aroma compound [239]. Other in situ prod-
uct-removal techniques, such as adsorption to XAD resins and aqueous–organic 
two-liquid-phase fermentation [240, 241], have also been tried to enhance over-
all yields by circumventing product inhibition effects which already occur at low 
6-pentyl-α-pyrone concentrations (100 mg L-1). The combination of in situ prod-
uct removal by extractive bioconversion and cofermenting Rhizoctonia solani as 
an elicitor strain showed a significantly positive effect on 6-pentyl-α-pyrone pro-
duction with Trichoderma harzianum [242]. The presence of non-viable mycelium 
of the phytopathogenic fungus Rhizoctonia solani led to an increase of product 
concentration from 147 to 474 mg L-1 and a decrease of process time from 192 to 
96 h. A surface culture of Trichoderma harzianum was shown to be superior to a 
submerged culture which produced 455 mg L-1 6-pentyl-α-pyrone after 96 h and 
167 mg L-1 after 48 h, respectively, under the same bioreactor conditions [243].

Musks are important ingredients of fragrance formulations, but almost all 
the musks used are polycyclic aromatics produced chemically from petrochemi-
cally derived raw materials. Naturally occurring musks include the macrocyclic 
lactones found in some plants, such as ambrette seedoil and galbanum, and the 
keto musks produced by some animals, such as musk deer and civet cats.

The macrocyclic lactones are preferred to traditionally synthesised nitromusk 
compounds owing to their better skin compatibility and natural degradation 
[222]. Hexadecanolide is efficiently produced by a combined biosynthetic and 
chemosynthetic reaction sequence: the yeast Torulopsis bombicola converts 
palmitic acid, its ester (or even hexadecane), by ω-hydroxylation and ω-1-hy-
droxylation in very high yields of up to 40% [244] (Scheme 23.18). Owing to 
a concurrent glycosyl transfer, up to 300 g L-1 sophorolipids can be produced 
by this fermentative approach. Subsequent acid hydrolysis and lactonisation 
yielded hexadecanolide and methylcyclopentadecanolide in a 93:7 mixture, a 
difficult reaction as at high concentrations ω-hydroxypalmitic acid tends to po-
lymerise. In a comparable process patented by a Japanese company, tridecane 
and pentadecane were converted by Candida tropicalis into the corresponding 
terminal dicarboxylic acids, which, upon chemical conversion and polymerisa-
tion steps, yielded the musk fragrance macrocycles ethylene brassylate and cy-
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Scheme 23.17 Microbial processes for the production of natural flavour-active lactones
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Scheme 23.18 a De novo biosynthesis of coconut-like 6-pentyl-α-pyrone by Trichoderma sp. b
Production of macrocyclic musk-like lactones by a combination of microbial ω-hydroxylations and 
ω-1-hydroxylations and subsequent chemical conversion steps. c Production of macrocyclic musk 
fragrances initiated by terminal oxidation of hydrocarbons with Candida tropicalis
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clopentadecanone, respectively [3] (Scheme 23.18). Final concentrations of up 
to 120 g L-1 and a final product purity of 94% at 20-m3 scale were reported.

23.4.5 
O-Heterocycles, S- and N-Containing Compounds 

Besides the aforementioned lactones, Furaneol®, 2,5-dimethyl-4-hydroxy-2H-
furan-3-one (DMHF), is another very important O-heterocyclic compound 
where biotechnology is involved in its manufacture. It is a key-impact com-
pound of pineapple and strawberry aroma and is also found in savoury foods. 
It exhibits a pineapple, strawberry-like odour in dilute solutions and a caramel-
like one in concentrates and is synthesised by heating rhamnose with an amine 
source, preferentially proline.

Biocatalysis can be used for the generation of rhamnose (6-deoxymannose) 
by the selective enzymatic hydrolysis of plant-derived flavanoid glycosides con-
taining rhamnose in the terminal position, such as naringin or rutin (Scheme 
23.19). The yield of the subsequent flavour-development step by heating is re-
duced by even small traces of glucose, which cause an off-taste. This problem 
can also be solved biocatalytically by eliminating the glucose via selective con-
version of the glucose using immobilised Saccharomyces cerevisiae (to ethanol 
and CO2) or using Gluconobacter suboxydans to (to 5-ketogluconic acid, which 
is precipitated as the calciumsalt) [70]. Pure rhamnose for DMHF production 
may also be produced by cultivating Pseudomonas aeruginosa, which synthe-
sises large amounts of rhamnolipids in oil-containing media (50 to more than 
130 g L-1) [245, 246], and subsequent selective rhamnolipid hydrolysis and pu-
rification [247]. Recently, a nonpathogenic species, Pseudomonas chlororaphis,
was described to produce about 1 g L-1 rhamnolipids on glucose, an amount 
comparable to the levels reported for the pathogenic Pseudomonas aeruginosa
under the same conditions, which might give access to a food-grade strategy in 
the future [248]. 

The production of a closely related furanone starts with natural 5-oxo-glu-
conic acid production from glucose with Gluconobacter suboxydans; the acid is 
recovered by precipitation as the calcium salt; for flavour applications, it is con-
verted by heating to 4-hydroxy-5-methyl-2H-furan-3-one, a typical savoury 
reaction flavour with a meat-like taste [70] (Scheme 23.19).

Owing to very low thresholds, volatile sulfur compounds (VSCs) usually 
have prime impact on food aromas; they are found in lots of natural sources, 
including fermented foods (e.g. wine, beer, cheese), and act as both flavours 
and off-flavours [249, 250]. Although their biogenetic formation has been elu-
cidated in detail, only few biotechnological processes with potential for com-
mercial application have been reported. The sulfur-containing amino acids l-
methionine and l-cysteine are the natural precursors of a wide variety of VSCs. 
Methanethiol is the most frequently found VSC in cheese and can be readily 
oxidised to other VSCs, such as dimethyl sulfide and dimethyl disulfide, or 

23.4 Volatile Flavour Compounds



23 Microbial Flavour Production562

esterified to S-methylthioesters, e.g. S-methyl acetate [249] (Scheme 23.20). 
For instance, the cheese-ripening yeast Geotrichum candidum produces meth-
anethiol and S-methyl acetate in the lower parts-per-million range [249, 251] . 
Recently, the gene encoding L-methionine-γ-lyase (MGL) was cloned from the 
cheese-ripening bacterium Brevibacterium linens [252]. MGL converts l-me-
thionine to methanethiol, α-ketobutyrate and ammonia. The potato-like me-

Scheme 23.19 Furanone production schemes involving biocatalytic steps (italicised) (adapted 
from [270, 271])
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thylthiopropanal (methional) was shown to be produced from l-methionine 
in concentrations of up to 62 mg L-1 by Lactococcus lactis under assay condi-
tions [253]. The corresponding alcohol, 3-(methylthio)propan-1-ol, known as 
methionol, which has also a potato-like odour, can be formed by yeast-based 
bioconversion of l-methionine following the Ehrlich pathway as already de-
scribed for the other flavour-active alcohols (Sect. 23.4.2). Depending on the 
redox status of yeast cells, methional is reduced by alcohol dehydrogenase to 
methionol or is oxidised by aldehyde dehydrogenase to the corresponding acid, 
3-(methylthio)propanoic acid [129] (Scheme 23.20). Both products were ob-
tained in total yields of up to 55% and concentrations of up to 11.2 g L-1 with 
different yeasts, especially with Saccharomyces and Hansenula, in a fermentation 
with a high biomass loading and glucose and precursor feeding [105, 254]. The 
acid can also be synthesised from l-methionine by oxidation with acetic acid 
bacteria as described for aliphatic acids in Sect. 23.4.1.1 [39]. The methyl ester 
of the acid, the important flavour compound pineapple mercaptan, can be ob-
tained by subsequent lipase-catalysed esterification. Nevertheless, for labelling 
the products as ‘natural’, a natural source of l-methionine must be available, 
which is not the case so far, although fermentative l-methionine production has 
been improved during the last few years [255].

Furfurylthiol is a key flavour especially for coffee, beef and roast-like food 
aromas. It was synthesised in concentrations of up to 1 g L-1 using β-lyase activ-
ity of whole bacterial cells, e.g. Enterobacter cloacae or Eubacterium limosum
[256] (Scheme 23.21). Resting cells were used to cleave the sulfur–carbon bond 
of a furfural–cysteine conjugate and an XAD-4 resin connected to the gas outlet 

Scheme 23.20 Some sulfur-containing flavour compounds generated from l-methionine by mi-
crobial metabolism plus chemical or enzymatic transformations
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served for in situ product removal by periodical nitrogen flushing. The same 
β-lyase based strategy was pursued earlier to produce p-mentha-8-thiol-3-one,
a very potent, extremely low-threshold blackcurrant flavour compound, from 
a pulegone–cysteine conjugate using Eubacterium limosum ATCC 10825 [257] 
(Scheme 23.21). After synthesis of the S-cysteinyl-pulegone simply by mixing at 
room temperature and allowing for precipitation over 3 days, the filtered con-
jugate was converted by resting cells, pregrown anaerobically on a complex me-
dium, in a buffer system.

As for S-containing heterocycles, many N-containing heterocycles are also 
found in heat-treated foods as secondary flavours as a result of Maillard-type re-
actions between reducing sugars and amino acids. Pyrazines are N-heterocycles 
important contributors to the taste and aroma of roasted and toasted foods as 
well as vegetables and fermented foodstuffs. In cultures of Pseudomonas perolens
ATCC 10757, amino acids such as valine, glycine and methionine were shown to 

Scheme 23.21 Syntheses of valuable sulfur-containing flavour compounds involving β-lyase activ-
ity of Enterobacter cloacae or Eubacterium limosum cells
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be precursors for the production of the musty, potato-like 2-methoxy-3-isopro-
pylpyrazine [258], with lactate and pyruvate being important components to 
enhance pyrazine formation [259] (Scheme 23.22). Nevertheless, the final prod-
uct concentrations remained low although medium optimisation and selection 
of a mutant strain auxotrophic for leucine increased 2-methoxy-3-isopropylpyr-
azine production from around 20 µg L-1 to 15.7 mg L-1. Bacillus subtilis and 
Brevibacterium linens were shown to naturally produce pyrazines under solid 
substrate conditions from ground soy beans or soy flour enriched with l-threo-
nine, acetoin and ammonia as precursors fed separately to the medium [69, 70, 
260]. By this means, up to 4 g L-1 2,5-dimethylpyrazine and 1 g L-1 tetrameth-
ylpyrazine were produced. A mutant of Corynebacterium glutamicum deficient 
in a single enzyme of the isoleucine–valine pathway was described to produce 
3 g L-1 tetramethylpyrazine after 5 days, which crystallised upon cooling of the 
culture broth; thiamine was found to be essential for product formation [261]. 

Methylanthranilate, which occurs in small quantities (0.5–3 mg L-1) [87] in 
a large number of blossom essential oils, grapes and citrus oils is mainly used 

Scheme 23.22 Some nitrogen-containing flavour compounds produced by microorganisms. a
Methylanthranilate formation from N-methyl methylanthranilate: 1 Trametes sp., Polyporus sp. 
b Different pyrazines produced with microorganisms in optimised media: 2 mutant strain from 
Pseudomonas perolens ATCC 10757; 3 Bacillus subtilis, Brevibacterium linens; 4 mutant strain of 
Corynebacterium glutamicum
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as a fragrance compound but also finds application as a flavour compound in 
grape and citrus compositions [49]. A patent describes the formation of the nat-
ural compound by microbial N-demethylation of N-methyl methylanthranilate 
that is abundant in ‘petit grain’ mandarin leaf oil [262] (Scheme 23.22). Higher 
fungi, preferentially Trametes and Polyporus strains, tolerating elevated con-
centrations of the toxic precursor were used; for instance, after biomass growth 
T. versicolor was supplemented with 0.2% (w/w) N-methyl methylanthranilate 
and converted it into methylanthranilate with a yield of about 30% after 3 days 
of incubation. N-formyl methylanthranilate formed as an undesired by-prod-
uct but could be transformed to the target compound by heat or base-catalysed 
decarboxylation. Nevertheless, compared with this microbial demethylation ap-
proach, the use of free lipase to esterify natural anthranilate, found in protein 
hydrolysates from food processing, with methanol in biphasic media may be the 
more efficient strategy to yield the natural flavour compound [263].
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24.1 
Introduction: General Concepts 
on Biotransformation Multiphase Systems

Biotransformation, also called microbial transformation or bioconversion, can 
be defined as a process dealing with the conversion of a compound, often called 
a precursor, into a structurally related compound(s) by a biocatalyst in a limited 
number of enzymatic steps. 

This process is often preferred to chemical ones when high specificity is re-
quired, to attack a specific site on the substrate and to prepare a single isomer of 
the product. While chemical methods usually lead to the formation of a mixture 
of isomers and by-products, biotechnological methods are suited to achieve this 
type of transformation, as enzymes generally show a pronounced regioselectiv-
ity and stereoselectivity which leads to single enantiomeric products with regu-
latory requisites for pharmaceutical, food and agricultural use. The biocatalysts 
are whole cells, spores, crude enzymes or purified enzymes. 

For a long time, applications of biotransformations to synthetic routes have 
been limited owing to the general idea that biocatalysts are only active in aque-
ous solutions and under mild conditions. More recently, it has become clear that 
biocatalysts are not as sensitive as expected. They can be active under harsh con-
ditions, such as extreme pH, temperature and pressure, high salt concentrations 
or in the presence of other additives. They were also found to be active in all 
sorts of non-conventional media, such as organic solvents, aqueous two-phase 
systems, solid media, gases and supercritical fluids [1]. These acknowledge-
ments allowed a drastic increase of the applicability of biocatalysts in organic 
synthesis. The advantages and drawbacks of selected multiphasic systems are 
described in Table 24.1 and are detailed in the following sections. 

24.1.1 
Supercritical Fluids

Enzymes can express activity in supercritical and near-supercritical fluids, such 
as carbon dioxide, freons (CHF3), hydrocarbons (ethane, ethylene, propane) 
or inorganic compounds (SF6, N2O). The choice of supercritical fluids is often 
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limited to compounds having a critical temperature between 0 and 60 °C since 
higher temperature could affect enzyme stability. The most universal system is 
supercritical carbon dioxide, which is probably explained by the fact that its 
critical point of 73.8 bar and 31.1 °C makes equipment design and reaction 
setup relatively simple. Moreover, it is non-toxic, non-flammable and safe for 
human beings and can be removed easily after the reaction [2].

In some aspects, supercritical fluids, which represent a state between the gas-
eous and liquid phases, have properties resembling those of non-polar solvents 
in being adequate for biotransformations of hydrophobic compounds. Although 
the use of supercritical fluids is not restricted to hydrolases, the use of this class 
of enzymes, especially lipases, dominates [3, 4]. Esters represent the main fla-
vour compounds produced by this process [5].

Small changes in the temperature or pressure of a supercritical fluid may re-
sult in great changes in its viscosity and in the diffusivity and solubility of com-
pounds dissolved within it. In such systems, the bioconversion rate is increased 
thanks to the high diffusion rates which facilitate transport phenomena. In some 
cases a high diffusion rate can also facilitate product separation.

The major drawback of this reaction system is the high energy and equip-
ment costs due to the use of high pressures. In addition, the use of supercritical 
carbon dioxide can have adverse effects on enzymes, for example, by decreasing 
the pH of the microenvironment of the enzyme, by the formation of carbamates 
owing to covalent modification of free amino groups at the surface of the pro-
tein and by deactivation during pressurisation–depressurisation cycles [4].

24.1.2 
Ionic Liquids

Over the past 5 years, the most exciting development in biocatalysis in multi-
phasic media was the use of ionic liquids to improve the activity, stability and 
selectivity of enzymes [4]. An ionic liquid is a salt in which the ions are poorly 
coordinated, which results in these solvents being liquid below 100 °C, or even 
at room temperature. At least one ion has a delocalised charge and one compo-
nent is organic, which prevents the formation of a stable crystal lattice. These 
solvents have many useful properties, among them very low vapour pressure 
and excellent chemical and thermal stabilities (up to 400 °C), which make them 
environmentally friendly. Additionally, their physical properties, such as density, 
viscosity, melting point, polarity and miscibility with water or organic solvents, 
can be fine-tuned by changing either the anion or the substituents in the cation 
or both [6–8]. This is important because by manipulating the solvent proper-
ties, one is allowed to design an ionic liquid for specific reaction conditions. It 
has been shown that room-temperature ionic liquids are being used more and 
more in biotransformation processes as a substitute for the organic solvents in 
chemical reactions. Nevertheless, the use of such systems for flavour synthesis 
is still in its infancy [4, 9–11]. The most common ones are imidazolium (Fig. 

24.1 Introduction: General Concepts on Biotransformation Multiphase Systems
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24.1) and pyridinium derivatives, but also phosphonium or tetralkylammonium 
compounds can be used. Lately, an environmental friendly halogen-free ionic 
liquid has been tested.

A variety of enzymes, particularly those that tolerate conventional organic 
solvents, show excellent performance in ionic liquids. Activities and stabilities 
are generally comparable with or higher than those observed in conventional 
organic solvents. Even if ionic liquids will clearly not provide advantages in all 
systems, improvements in reactivity or selectivity are notably observed for cer-
tain biotransformations of highly polar substrates, such as (poly)saccharides, 
amino acids and nucleotides, which cannot be performed in water owing to 
equilibrium limitations, when the appropriate combination of cation and anion 
is selected. The subject is attracting and many interesting reviews have reported 
the most recent progress on the topic [4, 7, 12]. 

However, one of the recurrent problems that occur when ionic liquid tech-
niques are used for organic synthesis is the recovery of non-volatile or low-vola-
tility products. Extraction with solvents that are immiscible with the ionic liq-
uids, giving biphasic systems, is one of the simplest methodologies to separate 
the products from the ionic liquid phase. Drawbacks are the extraction of small 
amounts of the ionic liquid and eventually of the catalyst, if a catalytic reaction 
is involved. Also, the partitioning of the solute between the phases limits the 
extent of solute extraction, and obviously the use of volatile organic solvents is a 
breakdown point for the integral green design of the process [6]. Pervaporation, 
nanofiltration [13] or extraction with supercritical carbon dioxide in an ionic 
liquid [6] have also been proposed and could represent interesting green indus-
trial processes. Finally, there is a major difficulty to be overcome: ionic liquids 
are today about 800 times more expensive than organic solvents [14], rendering 
them economically viable mainly when the product is of high added value [4]. 
However, it is necessary to keep in mind that these compounds should normally 
be recycled, which should attenuate the preceding affirmation.

Fig. 24.1 Chemical structure of common ionic liquids in biotransformation: 1-butyl-3-methyl-
imidazolium tetrafluoroborate and 1-butyl-3-methyl-imidazolium hexafluoroborate
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24.1.3 
Organic–Aqueous Reaction Systems

Organic–aqueous media offer important advantages for the industrial applica-
tions of enzymatic and whole-cell catalysis when substrates are poorly soluble in 
water [15–17]. This is the case for most of the flavour compounds like terpenes 
[18, 19]. Use of an organic phase in the aqueous reaction system has become 
a current way to improve biotransformation processes. Some of them are de-
scribed next.

24.1.3.1 
Water-Miscible Organic Solvents

Water-miscible organic solvents such as dimethyl sulfoxide, acetone and ethanol 
are often added to reaction mixtures to increase the aqueous solubility of poorly 
water soluble reactants. At low concentrations this strategy can be effective 
without adversely affecting enzyme activity and stability. It has the advantage 
of generally not presenting mass-transfer limitations as they are homogeneous 
systems. At higher cosolvent concentrations, however, biocatalyst inhibition 
or inactivation may become prohibitive, thus limiting the maximum cosolvent 
concentration which may be used. Another disadvantage of this approach is that 
the use of miscible cosolvents does not automatically simplify downstream re-
covery of the biocatalyst or product separation [20].

24.1.3.2 
Water-Immiscible Organic Solvents

In such systems, biotransformations are generally carried out in a reaction me-
dium composed of an aqueous phase containing the biocatalyst and a water-
immiscible organic solvent which may be the substrate itself to be converted 
[21] or may serve as a reservoir for substrates and products [22] (Fig. 24.2). In 
these conditions, a constant substrate feeding in the aqueous phase is obtained 
owing to the partition coefficient. The substrate is used by the biocatalyst to be 
converted into the product of interest, which is then continuously extracted into 
the organic phase.

The introduction of an organic solvent in the reaction system has several ad-
vantages (Table 24.1). It allows a relatively high solubility of many poorly water 
soluble or insoluble compounds, may improve conversion rates and generally 
simplifies the conversion process. Another important advantage is that the equi-
librium of a hydrolytic reaction can be shifted in favour of the product, this be-
ing extracted into the organic phase; therefore, biocatalyst and product recovery 
will be facilitated. Water–organic biphasic systems diminish undesirable side re-
actions in organic media as well as substrate and product inhibition; thus, high 
product yields may be achieved.

24.1 Introduction: General Concepts on Biotransformation Multiphase Systems
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In spite of numerous advantages of aqueous–organic biphasic systems, draw-
backs also exist. The biocatalyst may be denaturated by the organic solvent, and 
in addition the introduction of an organic phase leads to an increasing of the 
reaction complexity. The selection of appropriate solvents represents an efficient 
way to avoid these phenomena.

24.2 
Solvent Selection in Organic–Aqueous Systems

The choice of an organic solvent for a given reaction can be determined by three 
main factors [23]:
1. The effect of the solvent on biocatalyst stability.
2. The effect of the solvent on the reaction, including the solubility of the sub-

strates and products, the effect on equilibrium yields, kinetics and enzyme 
specificity.

3. The safety of the solvent, which is important for food and pharmaceutical-
based processes, where compliance with safety and solvent-disposal legisla-
tion will be a major consideration.

Other characteristics such as chemical and thermal stability, a low tendency 
for forming highly stable emulsions with water media, non-biodegradability, a 
non hazardous nature and low market price have to be taken into account too.

The toxic effect on biocatalytic activity and stability in two-phase reaction 
system media can be divided into two effects. The first one, called the molecu-
lar-toxicity effect, is a direct toxic effect of the solvent molecules, which are dis-
solved in the aqueous phase and interact with the biocatalyst, particularly with 
whole cells. The second one, which is created by the presence of an interface 
between the aqueous and the organic solvent phase, is called the phase-toxicity 
effect [2, 24].

Fig. 24.2 Enzymatic conversion in a two-phase system. S substrate, P product, E enzyme
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Inactivation of the biocatalyst owing to these effects can be a significant limi-
tation for industrial application of enzymatic and whole-cell biotransformation. 
For more than 20 years, many attempts have been made to associate the toxic-
ity of different solvents with some of their physicochemical properties and to 
explain the influence of the two-phase system composition on bioconversion 
efficiency.

24.2.1 
Molecular Toxicity of the Solvent

The requirement of biocompatibility is a restrictive criterion, in particular for 
whole-cell biocatalysis [24]. Solvents are known to partition into and disrupt 
the bacterial cell membrane, thus affecting the structural and functional integ-
rity of the cell [25, 26]. The most popular parameter used to classify organic 
solvent toxicity is logKow, also often referred to as logP, which is defined as the 
decimal logarithm of the partition coefficient of the given solvent in a mixture 
of 1-octanol and water at a given temperature, generally 25 °C. This value can be 
determined experimentally or can be calculated (see later). Laane et al. [27] ob-
served that a correlation exists between the logKow value and the toxicity of the 
solvent. The greater the polarity, the lower the logKow value and the greater the 
toxicity of the solvent. When plotting cellular activity retention against logKow, a 
sigmoïdal curve is obtained (Fig. 24.3). 

Fig. 24.3 Relationship between the activity retained by cells exposed to an organic solvent and the 
logKow value of the solvent

24.2 Solvent Selection in Organic–Aqueous Systems
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Biocatalysis in organic solvents is generally low in polar solvents having a 
logKow lower than 2, is moderate in solvents having a logKow between 2 and 4 
and is high in apolar solvents having a logKow higher than 4. Several authors 
have demonstrated that the inflection point of these curves depends on the mi-
croorganism studied. The characteristics of the cell membrane could influence 
the solvent tolerance of the microorganisms [25-28]. Gram-negative bacteria 
are in general more tolerant than Gram-positive bacteria probably because of 
the presence of the outer membrane.

Recently, organic solvent tolerant bacteria, a novel group of extremophilic 
microorganisms that combat these destructive effects and thrive in the presence 
of high concentrations of organic solvents as a result of various adaptations, are 
being explored for their potential in industrial and environmental biotechnol-
ogy [29].

The preceding discussion dealt with membrane-bearing systems. In the case 
of acellular systems, i.e. with crude cell extracts or purified enzymes, the validity 
of logKow as a criterion for biocompatibility is questionable. As a result, other 
parameters, such as interfacial tension, have been suggested to predict the effect 
of solvents on enzyme stability [30].

24.2.2 
Phase-Toxicity Effect

When water-immiscible liquids are used, three quite different classes of inacti-
vation mechanism must be distinguished. First, in some cases inactivation is re-
lated to removal of water from the molecular environment of the enzyme rather 
than any direct effect of the solvent itself. A second possibility is that individual 
molecules of the organic species dissolved in an aqueous phase around the en-
zyme may interact with it. Third, contact of the enzyme molecules with the bulk 
organic liquid at the phase interface may be involved. There is evidence that in 
many cases interfacial effects provide the dominant mechanism.

In order to avoid mass transfer of apolar reactant towards the aqueous phase 
being rate-limiting, the interfacial area has to be increased by a high agitation 
level. This may also increase interfacial effects [31]. This inactivation was found 
proportional to the area of the organic solvent exposed [32, 33]. Figure 24.4 il-
lustrates a mechanism of enzyme inactivation at the aqueous–organic interface 
which takes place by unfolding of enzyme molecules adsorbed at the interface, 
followed by enzyme aggregation and finally precipitation from solution. Bal-
dascini and Janssen [34] have recently shown this inactivation for an epoxide 
hydrolase at the octane–water interface. A high stirring rate increases here again 
the rate of interfacial inactivation. This effect can be due to an increase in the 
rate of desorption of inactivated enzyme molecules from the interface, which 
then allows active enzyme in solution to become adsorbed and inactivated in 
turn.
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By comparing interfacial inactivation rates in a stirred-cell (low and con-
trolled area of exchange) and an emulsion system (high interfacial area), these 
authors have shown that the use of an emulsion system can be exploited to 
obtain high solute interphase mass-transfer rates since the rate of specific in-
terfacial inactivation remains low. However, in this system, the presence of an 
epoxide substrate at high concentration in the organic phase increases the rate 
of interfacial inactivation. Addition of a sacrificial protein to the system, which 
can prevent adsorption of the catalytic enzyme at the interface, could provide a 
method to reduce the rate of interfacial inactivation. 

The composition of the aqueous phase plays a critical role in interfacial re-
actions too. Sah and Bahl [35] showed that critical factors such as pH, buffer 
type and concentration affected the destabilisation of β-lactoglobulin towards 
emulsification. In particular, pHs away from the pI and low buffer/salt concen-
trations are beneficial for minimising the interfacial inactivation.

Fig. 24.4 Mechanism of enzyme inactivation at an aqueous–organic interface. Step 1: reversible 
enzyme adsorption to the interface and concomitant enzyme structural rearrangement at the in-
terface. Step 2: unfolding of enzyme molecule at the interface. Step 3: desorption of inactivated/un-
folded enzyme molecules from the interface. Step 4: irreversible aggregation and precipitation of 
inactivated enzyme. (From [34])

24.2 Solvent Selection in Organic–Aqueous Systems
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The effects of many other factors, such as interfacial tension, stirring rate, 
phase volume ratio or temperature, in aqueous–organic two-liquid-phase me-
dia on the stability of biotransformation have been studied [36, 37].

24.3 
Engineering Aspects

In multiphase systems, biological reactions are always carried out in the pres-
ence of water. This is true even if the presence of water is almost negligible. The 
biocatalyst may be present as a solid phase, for example as immobilised enzymes 
or cells, or as an individual cell; the substrate may also constitute a solid phase. 
When necessary, gas is sparged into reactors to supply oxygen or a gaseous sub-
strate and to remove carbon dioxide. Thus, heterogeneous systems with four 
phases involved are very typical cases.

Bioreactors are operated in discontinuous mode, with a sequential or con-
tinuous feed of the substrate (fed-batch operation) or in continuous mode. The 
choice of the operating mode depends mainly on the reaction characteristics:
• Any reaction exhibiting substrate inhibition should not be carried out in 

batch since it results in a longer residence time; the high concentration of the 
substrate at the beginning lowers the reaction rate. A continuously operated 
stirred tank is preferred. At laboratory scale, fed-batch operation enables a 
low substrate concentration in the reactor and a higher reaction rate.

• If product inhibition occurs, either a stirred-tank reactor in batch or a plug-
flow reactor should be used. In these two reactors, the product concentration 
increases with time. Alternatively a reactor with integrated product separa-
tion (membrane, solvent, etc.) is preferable.

Most reactors used for biotransformation are mechanically stirred tank re-
actors, aerated or not. At a first approximate, stirred tanks behave as perfectly 
mixed reactors; this is nearly always the case at the laboratory scale. The term 
“perfectly mixed” applies to the liquid phase only. In an aerobic culture or bio-
transformation, it can be advantageous to contact the perfectly mixed liquid 
phase with a gas phase that goes through the reactor in plug flow since it will 
give the highest rate of mass transfer of a gaseous substrate to the liquid; this 
contributes to an optimal utilisation of the gas phase. Note that some processes 
are operated with an external recycle of fluids. When the recycle ratio is high, 
the reactor is nothing more than a well-mixed reactor.

Hereafter we will treat only perfectly mixed stirred-tank reactors, which are 
considered, and rightly so, as the reference reactors. We consider a rather general 
case of biotransformation processes involving aerated systems comprising both 
water and hydrophobic compounds. These last components are often volatile, as 
in the case of aroma. As a result, losses by gas stripping can be important. 

The partitioning of compounds among the different phases leads to a strip-
ping of substrates or products, creating emission of volatile organic compounds 
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(VOCs), and to a decrease in production yields. Quantitation of these phe-
nomena and determination of material balances and conversion yields remain 
the bases for process analysis and optimisation. Two kinds of parameters are 
required. The first is of thermodynamic nature, i.e. phase equilibrium, which 
requires the vapour pressure of each pure compound involved in the system, 
and its activity. The second is mass-transfer coefficients related to exchanges be-
tween all phases (gas and liquids) existing in the reaction process. 

24.3.1 
Vapour Pressure 

The (saturation) vapour pressure of a chemical is the pressure its vapour exerts 
in equilibrium with its liquid or solid phase. It is thus a property of a given pure 
compound, i.e. its molecular structure, which is temperature-dependent and 
usually referred to as P°, Ps or P yp.

The values reported for vapour pressure of chemicals at ordinary tempera-
tures (-40 to 40 °C) range from 760 to less than 1×10-6 mmHg, i.e. from 101.325 
to 1.3×10-5 kPa. It must be emphasised that lower values are difficult to measure 
and, in practice, they are often estimated by calculation using models [38]. A 
very interesting source of data is the PhysProp database, available at http://www.
syrres.com/esc/physdemo.htm, which contains data for about 25,000 com-
pounds which can be accessed, for the on-line version, through the CAS num-
ber. ChemFinder (http://www.chemfinder.com) is also an efficient source of 
data. Most databases available on the Internet, free or not, are given on the Web-
site of Links for Chemists (http://www.liv.ac.uk/Chemistry/Links/links.html). 

The fundamental relationship that allows the determination of the vapour 
pressure P° of a pure condensed phase as a function of temperature is the Clap-
eyron equation [38, 39]. The simplest equation that can result from its integra-
tion is [40]

(24.1)

where A and B are compound-specific constants. This equation is valid if tem-
perature variation is confined in a rather narrow range. Values for A and B can 
be found for various organic compounds [41]. For larger variations, the so-
called Antoine equation [42], where A, B and C are empirical constants, and T is 
expressed in degrees Celsius, is more accurate (24.2):

(24.2)

24.3 Engineering Aspects
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The values of A, B and C can be found in textbooks such as Reid et al [43]. 
Grain [40] and Sage and Sage [44] suggested a method to estimate the constants 
which allows a fully predictive calculation. It should be emphasised that so-
phisticated expressions are often prone to errors when calculations are carried 
out by hand. As a result, if a series of calculations have to be made, one can 
recommend the use of commercial software such as MPBPVP from Syracuse 
Research Corporation (http://www.syrres.com/esc/mpbpvp.htm), ACD Boiling 
Point (Advanced Chemistry Development, http://www.acdlabs.com/products/
phys_chem_lab/), prediction software from Pirika (http://www.pirika.com/) 
or the VLEcalc program, which predicts both boiling point and vapour pres-
sure (http://www.vlecalc.org/). Using a set of 185 compounds, representative of 
classes of aroma molecules (alkanes, alkenes, alkynes, alcohols, ethers, ketones, 
esters, terpenoids), we found that high values of vapour pressures could be quite 
accurately predicted by available procedures. Values lower than 100 mmHg were 
more difficult to obtain, and it appeared that the method of Grain, used in the 
MPBPVP program, was a good method for these kinds of molecules.

24.3.2 
Phase Equilibrium. Activity Coefficients

24.3.2.1 
Gas–Liquid Equilibrium

As already stated, one of the important pieces of data for biotransformation pro-
cesses is knowledge of phase equilibrium and the activity of solutes involved. 
Hence, assuming that gas and liquid phases are at thermodynamic equilibrium, 
we can write

(24.3)

where y is the mole fraction of a solute in the gas, γ is the activitycoefficient 
of the solute in a liquid phase, x is its mole fraction in a liquid phase, P° is the 
vapour pressure and P is the total pressure in the system. The product γx is the 
so-called activity of the solute, which is equal in all phases at thermodynamic 
equilibrium. 

Equation 24.3 is useful for estimating the losses of compounds by gas strip-
ping. Indeed Gy, where G is the molar gas flow rate, gives the molar loss rate of 
a given compound in the environment, solvent included.
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24.3.2.2 
Liquid–Liquid Equilibrium. Aqueous Solubility

Several liquid phases coexist in a system when the solvents are not completely 
miscible. Liquid–liquid equilibrium properties are very useful in solvent extrac-
tion and in biotransformation or enzymatic syntheses in two-solvent systems. One 
speaks about liquid–liquid equilibrium in two cases: (1) if the two solvents are not 
completely miscible, it is said that there is partial miscibility of the two solvents; 
(2) if there is distribution of a compound in the two non-miscible solvents. 

At equilibrium, equality of chemical potentials of a component in two liquid 
phases L1 and L2 leads to

(24.4)

One can define a liquid–liquid equilibrium coefficient Kll:

(24.5)

The octanol–water partition coefficient of a solute, defined as its concentra-
tion in the octanol-rich phase over its concentration in the water-rich phase at 
infinite dilution, is one interesting example of a liquid–liquid equilibrium coef-
ficient.

Knowledge of KLL and solving for the system made of the MES equations 
(component material balances, equilibrium relationships, and sum equations 
i.e. mole-fraction constraint) make it possible to calculate the composition of 
each phase at equilibrium, which is a a realistic assumption in most processes. 

For compounds exhibiting a low solubility in a solvent, Eq. 24.4 simplifies 
[45] to

(24.6)

with γ∞ being the activity coefficient at infinite dilution and xs the mole fraction 
in the solvent at saturation. Equation 24.6 is valid for many organic compounds 
in water as a solvent and means that, in those cases, the determination of the 
activity coefficient and that of the aqueous solubility are in fact the same ques-
tion. 

24.3 Engineering Aspects
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24.3.2.3 
Prediction of Aqueous Solubility

Large databases on aqueous solubility exist, such as AQUASOL dATAbASE 
(http://www.pharmacy.arizona.edu/outreach/aquasol/), which contains almost 
20,000 solubility records for almost 6,000 compounds, or the already mentioned 
PhysProp. However, not all situations are covered and the ability to predict this 
property is still useful. This remark has favoured the development of numerous 
mathematical models and much prediction software [46]. 

A comprehensive review of this field is beyond the scope of this chapter. As 
for vapour pressure, the aim is to give easy-to-use tools for non-specialists in 
the field. The general solubility equation, initially introduced by Yalkowski and 
Valvany [47], then revised by the same team [48], is probably the simplest:

(24.7)

where Kow is the octanol–water partition coefficient of the solute and MP its melt-
ing point in degrees Celsius. If the solute melts below 25 °C, MP is set at 25 °C
and the last term vanishes. Sw is the aqueous solubility in moles per litre. The only 
input data here is Kow, which can be found in several sources, such as PhysProp 
or LOGKOW, a free-access database provided by Sangster Research Laboratories 
(Quebec, Canada) and available at http://logkow.cisti.nrc.ca/logkow/index.jsp. 
The most extensive hard-copy database is given by Hansch et al [49].

If needed, this parameter can also be estimated, and an abundant literature 
exists in this topics. Many free-access software applications are available on-line 
(e.g. http://www.pirika.com, http://www.syrres.com/esc/est_kowdemo.htm and 
http://www.daylight.com/daycgi/clogp). Other software applications are com-
mercial packages (e.g. http://www.chemsilico.com/CS_prLogP/LPhome.html, 
http://www.ap-algorithms.com/articles.htm, http://www.acdlabs.com/products/
phys_chem_lab/logp/, and http://www.itscb.com/newsitetest/services/asg/
physicalproperties.shtml#logP). Other methods can be found in Sangster [50], 
Baum [38] or Leo [51]. A hand calculation can be made using the equation of 
Meylan and Howard [52], which is the basis for the LOGKOW program. Using 
the same set of flavouring compounds as for vapour pressure estimation, we 
found that ClogP was a good free tool for these kinds of compounds.

The water solubility itself can also, of course, be obtained with more refined 
(and generally more accurate) models. A model usable for hand calculations is 
that proposed by Meylan et al [53]:

(24.8)
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where Sw is the solubility in moles per litre and ∑ fi the summation of all correc-
tion factors applicable to a given compound. Values of fi are given in the original 
paper. 

Most of the Web addresses given above also give predictions for Sw. One of 
the most popular models for the activity coefficient is the UNIQUAC functional 
group activity coefficient (UNIFAC), which derives from UNIQUAC [54] and 
for which two major modifications exist, UNIFAC Dortmund [55, 56] and UNI-
FAC Lyngby [57]. It is a group-contribution approach which is continuously 
updated, and a consortium, headed by Jürgen Gmehling (University of Olden-
burg, Germany) exists (http://www.unifac.org). However, this algorithm gen-
erally gives inaccurate values for hydrophobic compounds in water. A way to 
circumvent this problem is to estimate first the activity coefficient of a solute in 
1-octanol with UNIFAC, then to deduce the water solubility by (24.9) [58]:

(24.9)

with γo
∞ being the activity coefficient of the solute at infinite dilution in 1-oc-

tanol and Sw the solubility in water in millimoles per litre. The activity coeffi-
cients can be easily calculated with standard UNIFAC software freely available 
for download, such as Unifacal (http://www.eng.auburn.edu/users/guptarb/
classes/chen7200/?S=A) or the software available from http://www.che.udel.
edu/thermo/basicprograms.htm#UNIFAC. These programs are based only on 
the original version of UNIFAC [54].

The already mentioned data set used by us for solubility estimation showed 
that both (24.8) and (24.9), combined with ClogP for Kow prediction, were suited 
for classic aroma compounds.

24.3.3 
Contact Between Phases. Mass Transfer 

In many cases, the transport of substrates to the cells and that of metabolites 
from the surface of the cells to the culture medium are carried out at rates char-
acterised by time constants of the same order of magnitude as those of the bio-
logical reactions. Transport or transfer of matter must thus be included in an 
analysis of the behaviour of a bioreactor as well as the kinetic rates [59, 60].

24.3.3.1 
Gas–Liquid Dispersion

Transfer from a gas phase to a microorganism occurs according to the follow-
ing mechanisms: (1) transport by convection in the gas bubble; (2) diffusion 
through the gas boundary layer in the vicinity of the gas–liquid interface; (3) 

24.3 Engineering Aspects
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transport across the gas–liquid interface; (4) diffusion in the liquid boundary 
layer in the vicinity of the gas–liquid interface; (5) transport by convection in 
the liquid phase; (6) diffusion in the liquid layer in the vicinity of the microor-
ganism. 

Normally transport by convection is sufficiently fast that the concentrations 
are homogeneous, and the crossing of the gas–liquid interface is instantaneous; 
there is no resistance to transfer. There is thus thermodynamic equilibrium at 
the interface. This assumption is questionable in culture media containing pro-
teins, inorganic ions, etc.

In most processes, steps 1, 3, 5 and 6 are in pseudo steady state and the mass 
transfer is governed by diffusion through the gas–liquid layers (steps 2 and 4). 
An additional step can appear if one deals with aggregates of cells (pellets), but 
we will not examine this case. 

The mass transfer rate Q of a component from one phase to another is given 
by a relation of the type

(24.10)

with

(24.11)

Kl is the overall mass-transfer coefficient based on the liquid phase. A is the 
total interfacial area in the gas–liquid dispersion. C is the concentration in the 
liquid phase. C ✳ thus corresponds to equilibrium with the gas phase of compo-
sition y. H is the Henry coefficient for the gas. In the case of oxygen or a spar-
ingly soluble compound, H is large and resistance to mass transfer is located in 
the liquid phase. 

In a bioreactor, one is interested in the transfer per unit of volume of reactor, 
called Kla or the volumetric mass-transfer coefficient. a is the interfacial surface 
area per unit of volume of liquid. In a perfectly mixed tank, C has identical val-
ues at any point and C✳ depends on the conditions in the gas phase at the outlet 
of the reactor. Several authors [60] consider that a better estimate of the driving 
force is given by the logarithmic mean concentration difference between the 
entry and the exit of gas. 

Many correlations of experimental results have been published [61, 62]. Most 
of these correlations are written in the form

(24.12)
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Coefficients k, a and b depend on the reactor design. us is the surface ve-
locity of the gas, Pd is the power consumption and Vl is the liquid volume. It 
is observed that the volumetric mass-transfer coefficient for a non-coalescing 
medium is higher by about a factor of 2 than that measured for a coalescing 
medium under the same operating conditions. Fermentation media are in gen-
eral non-coalescent, but biotransformation media, even very simple ones, can 
be coalescent.

Note that in the definition of Kla, the interfacial surface area is in general 
based on the liquid volume. This definition is consistent with the material bal-
ances in the reactor and in particular the gas-phase balances. However, in cor-
relations published for Kla values, most authors use a specific area ad based on 
the total volume of the gas–liquid dispersion (24.12). ad and a are connected via 
the gas holdup ε:

(24.13)

In fact none of these models of the mass-transfer coefficient are of much use 
for the calculation of Kla values in small scale reactor conditions and we have to 
obtain them by experiments. However, these models can be used as a guide to 
estimate the influence of the physical properties of the medium. They also make 
it possible to consider relative values of Kla for compounds for which in experi-
ments the value of Kla is not measurable as easily as for gases such as oxygen.

The interfacial gas–liquid area a is a function of the size of the gas bubble 
dispersion: 

(24.14)

where db is the average bubble diameter, often taken as the Sauter diameter d32.
There are correlations making it possible to estimate ε and db as functions of the 
viscosity of the medium, its surface tension, its density and the characteristics 
of the gas injector, surface gas velocity and power dissipated by mixing [60]. If 
we remember the complex composition of culture media where the presence of 
inorganic ions, proteins, etc. strongly affects the gas–liquid interface and thus 
coalescence, they can be used only to detect tendencies.

If one needs accurate values, the gas-balance method, operated during the 
course of a culture or a biotransformation, is the only one that gives a Kla value 
averaged over the whole reactor [63].

24.3 Engineering Aspects
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24.3.3.2 
Liquid–Liquid Dispersion. Drop Diameter

In liquid–liquid reacting systems, one of the important parameters is the surface 
area per unit volume, a, in the dispersion, which can be related to the Sauter 
mean drop diameter d32. In some processes, the drop size distribution and es-
pecially the minimum drop size or the maximum stable drop diameter are also 
important factors in analysing the process results. 

For dilute dispersions with a non-viscous dispersed phase where the viscous 
energy within a drop is negligible compared to the surface energy, the maxi-
mum stable drop diameter dmax is given by

(24.15)

where  is the Weber number in the stirred tank; ρc is the density 
of the continuous phase, N is the impeller speed rate and D is the impeller diam-
eter. c lies between 0.05 and 0.06 for six-bladed Rushton turbines depending on 
published correlations [64]. When the volume fraction φ of the dispersed phase 
becomes important, (24.15) is multiplied by the correction factor (1+4φ).

It was Sprow [65] who first assumed that the Sauter mean diameter is propor-
tional to the maximum stable drop diameter, i.e.

(24.16)

and then verified the relationship with experimental data. c lies between 0.42 
and 0.69 and decreases with an increase in N, but seems independent of the 
geometry of tanks and impellers [64]. When N is high (greater than 20 s-1), c ap-
proaches a constant value and c=0.5 can be considered as a design value.

24.3.3.3 
Gas–Liquid–Liquid Dispersion

The addition of a dispersed liquid phase (immiscible organic solvent) changes 
the rate of transfer of the solute gas across the boundary layer. Physical proper-
ties (density, viscosity, gas solubility and gas diffusivity) of the liquid mixture are 
changed and the gas–liquid characteristics (possible pathway for mass transfer 
and gas–liquid interfacial area) can be changed owing to the interfacial proper-
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ties of the dispersed liquid. Three distinct approaches have been reported in the 
literature to explain the change in mass transfer in a gas–liquid–liquid system 
[66–68]:
1. Direct gas–liquid (dispersed phase) contact forming a “gas–organic com-

plex”.
2. Shuttle effect of droplets carrying a gas solute from the gas–liquid interface 

to the liquid bulk.
3. Dynamic interaction of the solvent droplets with the concentration bound-

ary layer causing increased turbulence or mixing in this layer.

In order to understand the mechanisms governing the mass transfer in three-
phase systems, the distribution of organic and water phases near the gas–liquid 
interface has been estimated using various possible mechanisms for mass trans-
fer.
Basically two possible pathways exist:
1. Transfer in series. There is a gas-to-water mass transfer into the liquid and 

no direct gas-to-organic phase contact is possible.
2. Transfer in parallel. Gas-to-solvent contact is possible and the gas-to-water 

mass transfer as well as the gas-to-organic compound mass transfer occur.

It is necessary to note that some investigators have highlighted the impor-
tance of the interfacial properties of the three-phase systems on these possible 
pathways. Indeed, according to these authors, the interfacial properties of the 
organic phase–water system expressed through the notion of the spreading co-
efficient Sow could have a strong influence on the pathways for mass transfer. 

The spreading coefficient, Sow, of a solvent on water is defined as

(24.17)

where σij is the surface tension between phase i and phase j. As defined by 
(24.17), Sow quantifies the ability of an organic phase to either bead up (form a 
droplet) or spread out (form a film) when contacting an aqueous phase. Com-
pounds with a negative spreading coefficient (Sow<0) tend to form discrete drop-
lets, whereas those with a positive spreading coefficient (Sow>0) tend to spread as 
a thin film over the bubbles.

For beading oils, the most probable pathway is mass transfer in series. As-
suming a “shuttle effect” of the oil phase, investigators consider that the solute 
absorbed in the oil droplets near the gas–aqueous phase interface is given up to 
the water phase outside the boundary layer. 

For spreading oils, the most probable pathway is the transfer in parallel. Bril-
man et al. [68] have suggested the possible direct gas–solvent contact through 

24.3 Engineering Aspects



24 Microbial Processes594

the formation of complexes of gas–organic drops which is dependent not only 
on the spreading coefficient but also on the bubble and droplet size. Triglyceride 
oils with medium-chain to long-chain fatty acids, such as soybean, sunflower or 
liquid butter oil, have S>0 and can therefore spread at the air–water interface. 
Oil spreading is inhibited by the presence of an adsorbed protein layer [69].

Let us examine a biotransformation involving a gas–liquid–liquid system. 
Mikami et al. [70] have reported the biotransformation of β-ionone by Aspergil-
lus niger JTS 191 into a mixture very effective for tobacco flavouring. Larroche 
et al. [71] have also reported a similar process, which involved fed-batch bio-
transformation of β-ionone by Aspergillus niger IFO 8541 entrapped in calcium 
alginate beads operated in an aerated, stirred bioreactor. In all cases, the appar-
ent reaction yield was very far from 100%, but no convincing argument was 
provided to explain this behaviour. The biotransformation process was carried 
out at a low stirring rate, 5 s-1, in order to avoid particle damage. Preliminary 
experiments showed that the rates of the phenomena appearing in an abiotic 
system operated under these conditions were lowered, indicating phase-transfer 
limitation. The culture medium was made of three phases, i.e., two liquid phases 
and the gas, because the precursor was present at a concentration higher than 
its water-solubility limit. The liquid phases corresponded to an organic one, 
made of pure β-ionone, and an aqueous solution. Experimental data enabled the 
phase-transfer fluxes to be calculated. The results demonstrated that the main 
β-ionone transfer took place from the organic phase to the gas phase and that 
the aqueous phase was mainly fed by the gas (Fig. 24.5). It could thus be consid-
ered that the triphasic system mainly involved serial transport in the direction 
organic phase to gas to aqueous solution, which is an unusual situation.

The amounts of β-ionone stripped and of the chemical products synthesised 
during a biotransformation experiment were calculated using the above mass-
transfer rate model. The amount of residual β-ionone available for biotransfor-
mation was then deduced and compared to the amount of biological metabolites 
obtained. The results demonstrated that the true biotransformation yield was 
very close to 100%. Further analysis of β-ionone behaviour demonstrated that 
stripping was the main process, which involved up to 65% of total precursor con-
sumption, while the biotransformation part accounted for about 30% [72, 73].

Fig. 24.5 Transfer between phases in the two-phase system described by Larroche et al. [71, 72]
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From a process point of view, this very high loss by stripping is a strong draw-
back. Strategies to reduce this phenomenon could be the use of an apolar or-
ganic solvent in order to reduce the solute activity in the system, a tight control 
of the aeration rate or even a partial recycling of the gas.

24.4 
Conclusion

Engineering approaches for a chemical or biochemical process focus on the 
various ways to improve the economics of the overall system. This leads, among 
others, to formove an optimisation of reaction rates and yields. The question 
which arises now is to see if these objectives are compatible with or can improve 
the “sustainability” of the process.

Improvement of rates is mainly the result of biocatalyst engineering, while 
improvement of yields result from the biocatalyst selectivity and from mass 
transport between phases. This last phenomenon is also a key feature for envi-
ronmental aspects. Hence, most of the impacts of a biological process deal with 
carbon release in the environment. This release takes place in the form of VOCs, 
including CO2. If it is difficult to avoid CO2 production when microorganisms 
are involved (it is still the same with enzymes because they were preliminary 
produced by cell cultivation), care can be taken for other organic compounds.

This chapter shows how a biphasic medium can help in reducing loss of vol-
atile compounds in a gaseous phase exiting from a bioreactor, in comparison 
with pure aqueous systems. It also emphasises the usefulness of solvents having 
low vapour pressure (heavy organic solvents or ionic liquids) in the reduction 
of the release of compounds into the environment. There are, from this point 
of view, common interests between engineering needs and environmental con-
cerns in the flavouring industry.
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25.1 
Introduction

The interest in sustainable industrialisation or development was probably 
launched in 1987 by a report to the World Commission on Environment and 
Development (The Brundtland Commission) [1], although concern had been 
voiced prior to this. The Brundtland Commission report was confirmed at the 
UN Earth Summit in Rio de Janeiro in 1992. The objective was to achieve agri-
cultural and industrial production and energy generation where environmental 
and economic systems are in balance. Sustainable development was defined as 
“strategies and actions that have the objective of meeting the needs and aspi-
rations of the present without compromising the ability to meet those of the 
future”. Another definition for sustainable development was “to prolong the 
productive use of our natural resources over time, while at the same time re-
taining the integrity of their bases, thereby enabling their continuity” [2]. It is 
self-evident that the exploitation of non-renewable resources cannot continue 
unchecked and that a balance has to be achieved between their consumption 
and the use of renewable resources. 

In terms of energy, the International Energy Agency [3] has predicted that 
the supply of crude oil will peak around 2014 and then decline, and that coal 
will last until 2200 [4].

Fossil fuels are not only used to produce energy; they are the raw material 
for a very wide range of industries producing both bulk and fine chemicals. 
These chemicals include plastics, paints, antifreeze, insecticides, vitamins, adhe-
sives, detergents, butyl rubber, resins, dyes and flavours [5]. In the past many of 
these chemicals would have been obtained from plants. Plants have been used 
for thousands of years as a source of fuel, food, construction materials, textiles, 
bulk and fine chemical, medicines, oils, dyes, poisons, rubber, resins, gums, fra-
grances and flavours. For example, soybeans were not only used to produce oil 
for cooking and meal for animal foods, but in the 1920s soybeans were used to 
produce adhesives, plastics, insulating foams, paints, textiles, lubricants, emul-
sifiers and binders [6]. Since then these have been replaced by chemicals pro-
duced from fossil fuels. 
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The chemical synthesis of natural flavours started some time ago with the 
synthesis of coumarin in 1868 and vanillin in 1874 [7]. The development of the 
petrochemical industry and the availability of cheap oil has meant that most 
of the plant-derived products are now synthesised from crude oil. In addition, 
flavours can now be produced using microbial cultures. Thus, to achieve sus-
tainable development plants will have to provide many of the products currently 
produced from petrochemicals, including flavours. In this chapter the possible 
use of plant tissue culture techniques and processes in the sustainable produc-
tion of flavours is outlined and discussed.

25.2 
Flavours

The market for flavours and aromas is large and was worth $16 billion in 2003 
[7, 8]. There are about 6,500 flavours known but of these only 300 are commonly 
used. At present 50–100 are produced by microbial fermentation, and many of 
the rest are chemically synthesised. In many cases, flavours and aromas are very 
complex mixtures extracted from pulp, bark, peel, leaf, bud, berry and flowers 
of fruit, vegetables, spices and other plants. The particular flavour or aroma will 
depend on the balance of these compounds, although a number are due to a 
single compound. 

Many of the single-flavour compounds have been chemically synthesised and 
are therefore available cheaply and in large quantities. However, recently there 
has been a move towards natural colours and flavours, distinct from sustain-
ability, which often carries a premium price. For example, vanillin, the charac-
teristic flavour component of cured vanilla pods, has an annual consumption in 
food of 6,000 t. The main method of vanillin production is chemical synthesis 
from guaiacol and lignin, but the price of this “nature-identical” vanillin is very 
low ($15 per kilogram) compared with the “natural” vanillin extracted from 
cured vanilla pods ($1,200–4,000 per kilogram) [7, 9]. The reasons for the high 
price of natural vanillin are the limited supply of pods owing to climate affecting 
yields, economic and political problems, and the labour required for harvesting 
and curing the pods. Despite the higher cost there is a customer-led demand 
for natural flavours developing alongside the demand for organically grown 
food. “Natural” flavours have been defined in the USA and Europe as flavours 
only prepared either by extraction from natural sources or by transformation of 
natural precursors using enzymes or microbial cultures. Any chemically syn-
thesised flavours must therefore be regarded as nature-identical [10, 11]. Figure 
25.1 shows the pathways that are available for the production of natural flavours 
as defined by these regulations. In the supply of natural flavours or flavour pre-
cursors there are three options: collection from the wild plant population, agri-
cultural cultivation, and plant tissue culture (Fig. 25.2).

Collection from the wild is perhaps the easiest and has been used with many 
flavour-producing plants but overcollection has endangered the stocks in many 
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Fig. 25.1 The three pathways for the preparation of ‘natural’ flavours. The first two involve the 
extraction of the flavour or precursors from natural sources. The precursors can then be converted 
to the natural flavour by enzymes extracted from plants or microorganisms. The last method is the 
de novo synthesis of the flavour by microorganisms growing on simple substrates such as glucose 
and sucrose

Fig. 25.2 Three possible sources of natural flavours

25.2 Flavours
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cases. The supply can be supplemented by agricultural cultivation but in some 
cases the wild populations require specific growth conditions which cannot be 
reproduced elsewhere. Propagation may also be difficult, so agricultural cultiva-
tion may not be possible. If agriculture is not a viable option, other methods 
have to be found to preserve and maintain the wild population while providing 
the material for flavour extraction. In this case plant tissue techniques may be 
suitable for the multiplication of the plant and/or its conservation. The agricul-
tural cultivation of the plant or related species is clearly the most economic solu-
tion to the flavour supply. However, the crop may suffer from pests and diseases, 
and adverse climatic conditions which can affect yield and quality. In some cases 
political factors can also affect supplies from some countries and regions. The 
plant may also be difficult to propagate and may require exacting condition for 
growth as found with vanilla pods. Under these conditions the techniques of 
plant cell culture may help to alleviate the pressure on the supply of natural fla-
vours in a sustainable manner by helping with the propagation of the particular 
plant or the de novo production of the flavour itself.

25.3 
Plant Cell and Tissue Culture

The techniques of plant tissue culture offer a number of options in the quest for 
the sustainable production of natural flavours. These are as follows:
• Micropropagation: the provision of plants difficult to propagate using normal 

methods or those of endangered species
• The de novo production of the flavours using callus and suspension cultures 

of the source plant
• The use of whole cells or extracted enzymes to carry out biotransformations 

of precursors to the flavour compound

The culture of plant cells on solid or in liquid culture was developed as a re-
search tool in order to study the physiology and biochemistry of plants without 
the complications of having to deal with the whole plant. The idea of cultur-
ing plants cells was proposed in 1904 by Haberlandt but it was not until the 
discovery of the plant growth regulators auxins and cytokinins in 1943–1960 
that plant cells could be reliably cultivated. The ability of an individual cell to 
grow and divide in a self-regulating manner is referred to as totipotency. Thus, 
a totipotent cell should be able to regenerate a whole plant from a single cell. A 
distinction should be made between organ and tissue culture. Root and shoot 
cultures are examples of organ culture where the plant material maintains its 
morphological identity. Tissue culture is the culture of non-differentiated cells 
in liquid or on a solid medium and examples are cell suspension and callus. 
Figure 25.3 outlines the development of both types of culture [12–14]. Plant 
cell cultures are normally grown under sterile conditions so that any part taken 
from the plant, known as an explant, will be surface-sterilised. Once sterile, the 
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explant is placed on a solid medium containing major and minor salts, a carbon 
and energy source, normally sucrose, and the growth regulators auxins and cy-
tokinins. The major component of the medium is sucrose, which is a renewable 
resource. It is the growth regulators that direct the growth, elongation and dif-
ferentiation of the cells in the explants. It is the balance of these two regulators 
that controls whether shoots, roots or a mass of undifferentiated cells, a callus, is 
formed. It is the callus material which is added to a liquid medium to form the 
suspension cultures. Suspension cultures generally have a faster growth rate, are 
more homogeneous than callus material and thus can be cultivated on a large 
scale in bioreactors. This is an important feature when developing an industrial 
process.

Fig. 25.3 The pathways that can be taken in the development of plant tissue and cell cultures start-
ing from a part of a plant (explant). The explant can via direct embryogenesis or oganogenesis form 
embryos or shoot and roots, respectively, which can be converted into plants. In another path, the 
explant can form a callus, which can then be used to form a suspension culture. In addition, indi-
rect organogenesis or embryogenesis of the callus can lead to plant formation

25.3 Plant Cell and Tissue Culture
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25.3.1 
Micropropagation

The ability of the growth regulator balance to stimulate shoot and root forma-
tion means that a single explant can be used to form a large number of plants 
in a process known as micropropagation. Micropropagation is now a commer-
cially efficient technology producing over 500 million plants annually [15]. The 
advantages are:
• Production of a very large number of cloned plants in a short time
• Production of disease-free plant material
• Production of a large stock of true-to-type propagation material
• Easy transportation of plant material
• Production of a large number of plants from elite or difficult-to-grow and 

slow-to-grow plants, bringing new plants to the market rapidly
• Conservation of plant genetic resources, preserving those plants threatened 

in the wild

There are a number of books and reviews on the micropropagation of plants, 
and a large number of plants have been micropropagated, including flavour-
producing plants [14–16]; therefore, there are in the literature many methods 
for the micropropagation of flavour-producing plants, and some recent exam-
ples are Theobroma cacao [17, 18], Mentha arvensis [19], onion and garlic [20].

25.3.2 
Plant Cell Suspensions

In the second option, plant cell cultures can be used to produce flavours de novo.
The potential for plant cell cultures to produce compounds of value has con-

centrated on pharmaceuticals, and a wide range of compounds have been de-
tected in cell suspensions, some at high concentrations [21–23]. Because of the 
high value of the pharmaceuticals, these have dominated the research and po-
tential commercialisation of tissue cultures and this has limited the investigated 
of flavour production. The production of flavours using plant cell cultures has 
a number of advantages and disadvantages when compared with production by 
cultivation of the plant or chemical synthesis. The advantages are as follows:
• Not affected by weather or pests and disease
• Flavours can be produced in situ, in every country
• Uses sustainable resources, mainly in the medium
• Flavours are not derived from petrochemicals
• Saves agricultural land
• A defined production system giving consistent quality and quantity
• Free from embargos and political interference
• Higher production than for whole plants especially when only found in very 

small quantities
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• Saves stocks of rare or slow-growing plants
• Only source because the complex nature of the flavours means chemical syn-

thesis is not possible and is too expensive

The disadvantages are low yields of the product and high costs of the process. 
The production of flavour compounds using plant cell cultures offers a process 
which uses a sustainable carbon source, sucrose, which is the major component 
of the medium. Production using this method may be used to supply only part 
of the material required, taking pressure off the wild stocks of the plant. How-
ever, if plant cell cultures are to be used on an industrial scale a number of con-
ditions need to be achieved:
• High yields of the compound or compounds
• High growth rate of cells
• Ability to scale up the process 
• Will the product be accepted as natural?

The high growth rate and scale-up can only be achieved with suspension 
cultures grown in large bioreactors. Until a flavour is produced from plant cell 
culture on a large scale no decision can be made as to its natural origin. A very 
wide range of compounds have been detected in plant cell cultures and many 
of these are pharmaceuticals. However, flavour compounds have been detected 
and some examples of these are shown in Table 25.1. The flavours detected have 
mainly been restricted to the single characteristic flavour compounds and there 
are a number of reviews on the subject [24–27]. High yields of compounds have 
been obtained for a number of secondary metabolites, mainly pharmaceuticals. 
Some of the yields obtained for these compounds are given in Table 25.2, in-
cluding values for two microbial products, penicillin and citric acid. Some of the 
secondary products have reached yields and productivities approaching that of 
penicillin, which is acceptable since penicillin has been under continuous devel-
opment since the 1940s [28]. However, many of the high yielding compounds 
are of no industrial value, such as rosmarinic acid, in contrast to the low yields 
of the high-value drug taxol. In contrast, the yield of flavour compounds is gen-
erally low, in part because some of the compounds are volatile, in some cases 
high levels can be toxic, and accumulation often occurs in specialised cells. 

A number of strategies have been adopted to increase yields. The first is to 
screen and select for high yields and rapid growth rates. This is not as easy to 
carry out with plant cells compared with microbes as plants are difficult to grow 
as single cells, and the detection of the compounds in the single cell or clump 
also poses considerable problems. The compounds of interest are often produced 
after growth has ceased, which makes selection difficult. Some of the high-yield-
ing cultures (Table 25.2) were isolated without screening and selection, which 
is perhaps the luck factor. Secondly, considerable effort has been placed on the 
manipulation of cultural conditions to stimulate secondary product accumula-
tion. These have been reviewed in a number of reports [23, 27] and the condi-
tions are briefly:

25.3 Plant Cell and Tissue Culture
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• Quality and quantity of carbon source
• Nitrate levels
• Phosphate levels
• Growth regulators
• Addition of precursors
• Changing conditions such as temperature, light, pH, agitation or aeration

Manipulation of the culture environment has proved successful in many cases, 
stimulating the accumulation of secondary products in plant cell cultures, but 
each treatment will not always be successful with every culture [21, 23, 28, 29]. 
A range of treatments may have to be tried for each individual culture. All the 
changes in growth conditions and medium have perhaps a common feature in 
that they all cause some form of stress. Stress is known to trigger changes in cells 
and this may stimulate the accumulation of secondary products (Fig. 25.4).

Other methods used to increase secondary product accumulation are elici-
tation, permeabilisation, product removal, immobilisation and differentiation. 
Elicitation is the triggering of plant defence mechanisms by the addition of abi-
otic and biotic elicitors. Elicitor refers to chemicals which can trigger physiologi-

Fig. 25.4 A possible link between the number of changes in cultural conditions that have been 
used to increase secondary product accumulation through the response of the cells to stress. The 
other route is to induce some form of differentiation
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Table 25.1 Flavour compound found in plant cell and tissue cultures

Flavour Plant Metabolite Culture type Amount 
accumulated

Refer-
ences

Aniseed Pimpinella anisum Anethole/
chavicol

Callus 0.37% [51]

Basmati 
rice

Oryza sativa 2-Acetyl-
pyroline

Callus ND [52]

Shilli Capsicum annuum Capsaicin Suspension, 
immobilised

0.4% [53–55]

Cocoa Theobroma cacao Complex 
mixture

Callus ND [56]

Garlic Allium sativum Diallyl 
disulphide

Callus 14%
of explant

[57, 58]

Ginseng Panax ginseng Ginsenosides Suspension 1.57 g/l [49, 59, 
60]

Grape Vitis vinifera β-Dama-
scenone

Callus 8 ng/g [61]

Guava Psidium guajava Mixture Callus ND [62]

Hop Humulus lupulus α acids Suspension ND [63]

Liquorice Glycrrhiza glabra Glycyrrhizin Callus, 
suspension

ND [64]

Onion Allium cepa Dipropyl 
disulphide

Callus, 
organsa

ND [65, 66]

Peppermint Mentha piperita Menthol Suspension 0.0012% [67]

Saffron Crocus sativus Crocin, 
safranol

Callus, 
organs

ND [68–70]

Stevioside Stevia rebandiana Stevioside Plantlets ND [71, 72]

Tarragon Artemisia 
dracunulus

Methyl 
chavicol

Callus, 
suspension

ND [73]

Thaumatin Thaumatococcus 
daniellii

Thaumatin Callus ND [74]

Vanilla Vanilla planifolia Vanillin Callus, 
organs

0.099 [75–77]

Vermouth Artemisia 
absinthum

Pinene, thujyl 
alcohol

Callus ND [24]

ND not determined
aRefers to root or shoot development

25.3 Plant Cell and Tissue Culture
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Table 25.2 Yields and productivity of secondary products in plant cell suspensions

Culture Product Biomass 
(g/l dry 
wt)

Time 
(days)

Yield 
(% dry 
wt)

Yield 
(g/l)

Produc-
tivity 
(g/l/day)

Refer-
ences

Coleus blumei Rosmarinic 
acid

25.7 6 21.4 5.5 0.91 [78]

Dioscorea sp. Diosgenin 11.3 16 3.8 0.43 0.028 [79]

Coptis japonica Berberine 70 6 5 3.5 0.6 [80]

Perilla frutescens Antho-
cyanins

13.5 10 8.89 1.2 0.12 [81]

Anchusa of-
ficinalis

Rosmarinic 
acid

35 25 11.4 4 0.16 [82]

Papaver 
somniferum

Sanguinarine 12.1 9 2.5 0.3 0.025 [83]

Salvia officinalis Rosmarinic 
acid

17.8 30 36 6.4 0.22 [84]

Panax no-
toginseng

Saponins 35 28 4.48 1.57 0.055 [60]

Taxus chinensis Taxol – 12 – 0.027 0.00225 [86]

Panax ginseng Saponins 10 12 7.5 0.75 0.0625 [85]

Lavandula vera Rosmarinic 
acid

29.2 12 1.7 0.507 0.0423 [87]

Taxus chinensis Taxanes 22.7 21 1.3 0.278 0.013 [88]

Taxus chinensis Taxanes 18.5 20 14.2 0.229 0.0135 [89]

Taxus chinensis Taxanes 27 23 10.2 0.274 0.0093

Penicillium sp. Penicillin – – – – 1.4–2.1 [21]

Aspergillus niger Citric acid – – – – 30–38 [21]
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cal and morphological responses which lead to secondary product accumulation. 
Abiotic elicitors include metal ions and inorganic compounds and examples of 
biotic elicitors are cell wall extracts from yeast, fungi and bacteria [30].

Many secondary products are stored in the cell’s vacuole and the release of 
these compounds from the vacuole can be achieved by permeabilising the vac-
uole and cell membranes. A variety of permeabilising agents have been used, 
including organic solvents such as dimethyl sulphoxide and 2-propanol, and 
polysaccharides like chitosan. Other methods have included ultrasonication, 
electroporation and ionophoretic treatment [31]. The objective is to permeabi-
lise the cells for a short time to allow the release of the product while maintain-
ing the cell’s viability. In this case the cell can continue to grow and accumulate 
the secondary product. Low levels of product accumulation have also been at-
tributed to feedback inhibition, degradation of the product in the medium or its 
volatility causing losses [23, 32]. Permeabilisation should reduce the feedback 
effect. In situ product collection will reduce degradation and can be carried out 
by adding solid or non-miscible liquid phases which will accumulate any com-
pound released into the medium [32–36]. 

Secondary product accumulation appears to be stimulated by cell-to-cell 
contact which appears to occur when plant cells are immobilised [37–41]. The 
advantages of immobilisation are the cells are easily recovered or retained, al-
lowing a continuous process to be used, the product is easily separated from the 
cells and the cells show increased longevity and are protected from shear forces. 
In addition, the cell-to-cell contact may induce cytodifferentiation, which may 
stimulate secondary product formation. The main disadvantage is extracting the 
product if it is retained within the cell. Differentiation of the culture into roots 
or shoots [23] can initiate the accumulation of secondary products. Normal root 
and shoot cultures grow very slowly but Agrobacterium-infected roots grow rap-
idly. Hairy roots are induced by infection of plants by Agrobacterium rhizogenes.
Hairy roots have the advantages that they grow rapidly compared with normal 
roots and do not require growth regulators. The main problem with organised 
cultures such as roots and shoots is growth in bioreactors. They are sensitive to 
shear because of their large size and shear is high in the standard stirred-tank 
bioreactor. Therefore, to cultivate such cultures alternative bioreactor designs 
are required.

25.3.3 
Biotransformation

Biotransformation is the conversion of a compound into the product using liv-
ing plant cells or enzymes extracted from plants [42, 43]. This is the third option 
for using plant cell cultures for flavour production. Some examples are given in 
Table 25.3, but at present the yields are still low.

25.3 Plant Cell and Tissue Culture
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25.3.4 
Scale-Up

If an industrial scale is to be achieved, the plant culture of whatever type will 
have to be cultivated in bioreactors of up to 75,000 l in size. Plant cell suspen-
sions, shoot and root cultures pose very different problems in bioreactors com-
pared with microbial cultures. There are a number of reviews on the subject of 
bioreactor growth and scale-up [21, 44–48]. Briefly, plant cells grow slowly, the 
cells are large and generally form clumps which make them more sensitive to 
shear associated with agitation and give long processing times. Organ cultures 
are far more sensitive to shear and apart from having hairy roots grow very 
slowly. These characteristics mean that alternative impeller and bioreactor de-
signs to the normally used stirred-tank system have been investigated. The main 
design feature is to avoid or reduce shear within the bioreactor. 

25.4 
Discussion

The plant cell culture technique of micropropagation of flavour-producing plants 
will be able to help with their agricultural cultivation and will relieve the pressure 
on the wild populations. Micropropagation will be able to propagate those plants 
where conventional propagation is difficult or will be to multiply elite stock. This 
may be required if demand for natural flavours continues to increase.

Table 25.3 Biotransformations carried out by plant cell and organ cultures

Plant Precursor Product References
Capsicum frutescens
(immobilised)

Ferulic acid, vanil-
lyamine

Capsaicin, vanillin [42]

Capsicum frutescens
(immobilised)

Protocatechuic alde-
hyde, caffeic acid

Vanillin, capsaicin [23]

Coffea arabica Vanillin Vanillin-β-D-glucoside [91]

Crocus sativus Crocetin Crocetin dine-
apolitanosyl

[92]

Mentha sp. 
(immobilised)

(-)-Menthone (+)-Neomenthol [93]

Mentha piperita and
Mentha canadensis

Menthyl acetate Menthol [94]

Solanum avicu-
lare and Dioscorea 
deltoidea

(S)-(-)-Limonene, 
(R)-(+)-limonene

Carvone [95]

Peganum harmala Menthyl acetate Menthol [96]
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In the second option the development of a plant cell culture process for the 
production of flavours requires a high yield, fast growth rate, high biomass, and 
the ability to grow in bioreactors. It is clear that the yields of many of the fla-
vours compounds detected (Table 25.1) are low. The area will require contin-
ued research if high yields are to be obtained. Perhaps one exception is ginseng, 
which is probably owing to its use as a medicine and health tonic rather than 
a flavour. Although ginseng is used in China, Japan and Korea, there has been 
considerable interest worldwide and sales have a value of $1 billion [49]. Gin-
seng was originally collected from the wild but it is now farmed, but farming is 
time-consuming, labour-intensive and takes 5–7 years from sowing to harvest. 
Considerable effort has been made to increase the yield of the active ingredients 
in plant cell suspensions and a fed-batch system has yielded a biomass level of 
35 g/l with a productivity of 1.57 g/l in 20 days (0.078 g/l/day). The level of pro-
ductivity compares quite well with that of microbial processes such as for citric 
acid and penicillin (Table 25.2).

The use of plant cells or enzymes extracted from the cells for the biotransfor-
mation of exogenous substances offers another method for producing flavours. 
This would be useful when compounds are not found in cell suspensions. Many 
studies have been carried out on the biotransformation of xenobiotics or phar-
maceuticals by plant cell culture [43, 50]. 
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26.1 
Genetic Engineering

Genetic engineering is defined as the laboratory technique used to change the 
DNA of living organisms. Changes in the genetic constitution of cells (apart 
from selective breeding) result from the introduction or elimination of specific 
genes through modern molecular biology techniques. Usually this technology is 
based on the use of a vector for transferring useful genetic information from a 
donor organism into a cell or organism that did not previously possess it. If the 
acceptor organism receives an additional structural gene coding for a functional 
polypeptide, the corresponding protein can be isolated and used as a biocatalyst 
in industrial applications. Alternatively, cells can be fitted with genes that create 
new biosynthetic pathways, allowing the overproduction of aroma substances 
and other desired compounds. This technique is known as metabolic engineer-
ing. Advances in genome sequencing enable access to an incredible number of 
genes from microorganisms and, more recently, from plants through in silico
screening for putative functions in flavour formation. 

Both plants and microorganisms are also suitable hosts for cloning vectors 
[1]. Bacteria like Escherichia coli and Bacillus subtilis offer the advantages of 
simple physiology, short generation times and high protein yields. With B. sub-
tilis and some others, it is possible to induce secretion of a gene product into 
the surrounding medium, thereby facilitating biocatalyst isolation. However, 
eukaryotic recombinant proteins in bacterial cells often do not fold properly 
or are toxic to the cells, preventing cell cultures from reaching high densities. 
In addition, bacteria lack enzymes required for posttranslational modifications. 
For this reason, simple eukaryotes such as yeasts are used, which not only per-
form posttranslational modifications, but can also be induced to secrete certain 
proteins into the growth medium for harvesting. 

Transgenic plants generated by Agrobacterium-mediated transformation or 
direct gene transfer are increasingly considered to be economically competitive 
systems for the production of foreign proteins (Fig. 26.1). Metabolic engineer-
ing in plants is also feasible nowadays, but it requires extensive knowledge of the 
relevant biosynthetic pathways [2]. Different vectors are available that enable 
the expression of the gene product in the cytosol or even in plastids [3]. How-
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ever, all currently available plant expression methods suffer from limitations, 
such as the long time frame necessary for stable transformation and the low 
yield obtained with transient expression systems. Recently, an efficient transient 
plant expression system that is based on the in planta assembly of functional 
viral vectors from separate provector modules was developed to address these 
difficulties. The process is very fast and provides very high protein yield (up to 
80% of total soluble protein) [4].

This review summarises the recent advances in engineering microbial and 
plant cells for flavour production. Examples from a number of compound 
classes will be presented to illustrate the use of transgenic organisms as sources 
for biocatalysts utilised in fermentation processes, as well as the application of 
metabolic engineering to produce a specific desired compound.

26.2 
Terpenoids

Terpenoids are synthesised by the condensation of a series of isoprene (2-meth-
ylbuta-1,3-diene) units, followed by enzymatic cyclisation by a terpene cyclase, 
and subsequent modification such as hydroxylation, and are grouped on the 
basis of their carbon chain length. Monoterpenes and sesquiterpenes consisting 
of ten and 15 carbon atoms, respectively, are ranked among the most impor-
tant aroma compounds. Despite their diversity, all terpenoids are synthesised 

Fig. 26.1 Transgenic plants generated by Agrobacterium-mediated transformation or direct gene 
transfer
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from the common precursors dimethylallyl diphosphate and isopentenyl di-
phosphate. This occurs through two distinct pathways, the mevalonate and the 
deoxyxylulose phosphate (DXP) pathways, both of which have been targets for 
metabolic engineering [5]. Although microorganisms produce some terpenoids, 
most economically significant terpene products are found in plants, and extrac-
tion of these compounds from plant sources often involves expensive, low-yield 
processes. 

Much attention has been paid to the last step of the formation of monoter-
penes and sesquiterpenes, which is catalysed by terpenoid synthases. Over 30 
complementary DNAs (cDNAs) encoding plant terpenoid synthases involved in 
the primary and secondary metabolism have been cloned, characterised, and the 
proteins heterologously expressed [6]. However, because geranyl diphosphate 
and farnesyl diphosphate are not readily available substrates, their biotransfor-
mation by terpenoid synthases is not economically viable. As a result, consider-
able effort has been put into engineering the total plant terpenoid biosynthetic 
pathway in recombinant microorganisms.

In the past, economical production of plant terpenes in recombinant E. coli
has been limited by two major obstacles—low precursor supply and low plant 
enzyme expression levels or activity. The first was overcome by engineering the 
mevalonate isoprenoid pathway from Saccharomyces cerevisae into recombinant 
E. coli, thereby bypassing the microbial DXP pathway for isoprenoid biosynthe-
sis and achieving high yields of artemisin precursor amorphadiene [7]. Poor 
expression of the plant amorphadiene synthase enzyme in E. coli was overcome 
by synthesising the gene from oligonucleotides incorporating E. coli codon bias. 
These innovative engineering efforts provide an excellent platform for further 
development of recombinant terpenoid production.

Another example of successful engineering of terpene biosynthesis is the 
constitutive overexpression of the gene encoding the first-step enzyme 1-deoxy-
D-xylulose-5-phosphate synthase (DXPS) in the DXP pathway in bacteria and 
Arabidopsis. In both cases, increased enzyme activity caused increased accumu-
lation of downstream terpenoids, suggesting that DXPS is rate-limiting [8].

The DXP pathway is also thought to be responsible for the synthesis of es-
sential oil monoterpenes, which accumulate in glandular trichomes in mint 
and other plants [9]. In one of the first successful genetic modifications of a 
plant terpenoid pathway, Mahmound and Croteau [10] reported increasing flux 
through the monoterpene pathway in mint plants, resulting in an increased es-
sential oil yield. They also improved the quality of the oil by expressing an anti-
sense derivative of the menthofuran synthase gene to downregulate synthesis of 
the undesirable constituent menthofuran. Their work builds on a recent major 
revision in understanding the plant terpenoid metabolism and represents a use-
ful example of the current state and future directions of metabolic engineering. 
It constitutes the first successful yield increase in an essential oil crop.

Not all attempts at metabolic engineering deliver the expected results. For 
example, Lücker et al. [11] transformed petunia (Petunia hybrida) with the 
(S)-linalool synthase (LIS) gene from Clarkia breweri (Scheme 26.1) , but despite 

26.2 Terpenoids
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correct expression of the foreign gene in the transgenic lines, the primary prod-
uct of the enzyme was not observed. Analysis of the non-volatile metabolites 
revealed that the tertiary terpene alcohol was being immediately metabolised 
to the (S)-linalyl-β-d-glucopyranoside. In a different study, attempts to modify 
floral scent in carnation by the constitutive expression of the Clarkia breweri
LIS gene resulted in an unsuccessful olfactory outcome although (S)-linalool 
biosynthesis was achieved in the transgenic lines [12]. In this case, the amount 
of the terpenol was either below the threshold for human perception or masked 
by other volatiles, even though (S)-linalool and its derivatives (cis-linalool oxide 
and trans-linalool oxide) constituted almost 10% of the bouquet. In yet another 
study, the same gene was introduced into tomato (Lycopersicon esculentum), un-
der the control of a fruit-specific promoter [13]. In this case the accumulation 
of (S)-linalool and 8-hydroxy-(S)-linalool was observed in tomato fruit and the 
changes in fruit aroma volatiles were successfully discriminated by humans.

The transformation of Arabidopsis thaliana with a cDNA from strawberry 
fruits encoding a dual (S)-linalool/(S)-nerolidol synthase also led to the pro-
duction of both (S)-linalool and its glycosylated and hydroxylated derivatives 
in the leaves [14]. Surprisingly, the formation and emission of (S)-nerolidol was 
detected as well, suggesting that a small pool of its precursor farnesyl diphos-
phate is present in the plastids. The newly emitted (S)-linalool and (S)-nerolidol 
showed the same diurnal emission pattern as the pristine volatiles.

By genetically modifying tobacco (Nicotiana tabacum) using three different 
monoterpene synthases from lemon (Citrus limon) and the subsequent combi-
nation of these three into one plant by crossing, Lücker et al. [15] showed that 
it is possible to increase the amount and alter the composition of the blend of 
monoterpenes produced in tobacco plants. The results demonstrated that there 
is a sufficiently high level of substrate accessible for the introduced enzymes. 
The transgenic tobacco line containing the three Citrus limon monoterpene syn-
thases produced (+)-limonene, γ-terpinene, and (-)-ß-pinene as their main prod-
ucts and was transformed with a fourth gene, a limonene-3-hydroxylase cDNA, 
isolated from Mentha spicata [16]. The targeting sequences of these synthases 
indicate that they are probably localised in the plastids, whereas the sequence 
information of the P450 hydroxylase implicated transport to the endoplasmatic 

Scheme 26.1 Catalytic formation of (S)-linalool from geranyl diphosphate. OPP denotes the 
diphosphate moiety
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reticulum. Despite the different locations of the enzymes, the introduced P450 
hydroxylase proved to be functional in the transgenic plants as it hydroxylated 
(+)-limonene, resulting in the emission of (+)-trans-isopiperitenol. 

The last examples demonstrate that attention has shifted away from single-
gene engineering strategies and towards more complex approaches involving 
the simultaneous overexpression and/or suppression of multiple genes. The use 
of regulatory factors to control the abundance or activity of several enzymes is 
also becoming more widespread.

26.3 
Hexenals

The cloning, characterisation and expression of many lipoxygenase (LOX) [17] 
and hydroperoxide lyase (HPL) [18] genes has led researchers to propose new 
processes for the production of “green note” flavours. HPL specifically produces 
the highly demanded compound cis-3-hexenal from the 13-hydroperoxide of 
linolenic acid and hexanal from the hydroperoxide of linoleic acid, both of 
which are formed by LOXs (Scheme 26.2).

Since soybean (Glycine max L.) seeds are a rich source for LOXs, genetic en-
gineering approaches focus on the production of recombinant HPL, the limit-
ing enzyme for biocatalytic processes. Recombinant HPL from alfalfa (Medicago 
sativa L.) expressed in E. coli forms cis-3-hexenal and its isomerisation product 
trans-2-hexenal from linolenic hydroperoxide [19–20]. Recently, the cloning of 
a HPL gene from watermelon (Citrullus lanatus) leaves and the overexpression 
of the corresponding protein in Nicotiana tabacum leaves have been reported 
[21]. These examples show that recombinant expression is an excellent way to 
increase the availability of HPL used in biotechnological processes. 

However, expression in a microbial cell is not always straightforward. For ex-
ample, recombinant enzyme activity may be different from that of the native en-
zyme. When incubated in a mixture of hydroperoxides, a HPL from green bell 
pepper (Capsicum annuum L.) that was expressed in Yarrowia lipolytica favours 
the production of hexanal although the native enzyme produces the unsaturated 
aldehyde cis-3-hexenal, both within the green bell pepper itself and when ex-
pressed in E. coli [22].

In soybean seeds, three distinct isoforms of LOXs have been described, on 
the basis of differences in pH optima, substrate specificity, and their product 
formation. Soybean isoenzyme LOX3 not only produces less hydroperoxide but 
also converts them to ketodiene products, which are not substrates for HPLs. 
Thus, elimination of LOX3 facilitates greater production of hexenals [23]. The 
use of LOX2 alone yielded the highest hexenal production, while a two-step 
conversion was required for LOX1 to produce hexenals at high levels owing to 
the different pH optima of the enzymes involved. Consequently, the utilisation 
of pure recombinant LOX2 in combination with recombinant HPL in a biocata-
lytic process has great potential. 

26.3 Hexenals
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Often attempts to modify aroma profiles end up revealing unforeseen com-
plexities. To modify the flavour properties of tomato (Lycopersicon esculentum
Mill.) fruits, cucumber (Cucumis sativus) HPL, which acts on 9-hydroperoxides 
of fatty acids to form cis-3-nonenal and cis,cis-3,6-nonadienal, was introduced to 
tomato plants [24]. However, the composition of volatile short-chain aldehydes 
and alcohols in the transgenic fruits was minimally modified although enzyme 
assays demonstrated high HPL activity. When linoleic acid was added to a crude 
homogenate prepared from the transgenic tomato fruits, a large amount of C9 
aldehyde was formed, but C6 aldehyde levels were almost equivalent to those 
in control tomatoes. It has been revealed that 13-hydroperoxides of fatty acids 
are preferably formed from endogenous substrates, but 9-hydroperoxides are 
formed from exogenous fatty acids.

Five tomato LOX genes have been shown to be expressed during fruit rip-
ening, TomloxA to TomloxE. Antisense-suppression of TomloxA and TomloxB 
in tomato fruit causes no significant changes in the production of the known 
tomato flavour volatiles [25]. However, the specific depletion of TomloxC by co-
suppression or antisense inhibition leads to major decreases in the flavour vola-
tiles in both fruit and leaves. This suggests that TomloxC is specifically involved 
in the generation of C6 aldehydes and alcohols, while the functions of the other 
LOX genes remain unknown [26]. 

Similarly, in potato (Solanum tuberosum), silencing LOX-H1 caused a severe 
decrease in the amount of volatiles produced by the leaves and in the intensity of 
their aroma, while the depletion of HPL increased the content of C5 (2-pente-
nal, pentanal, 1-penten-3-ol and cis-2-pentenol) volatiles [27]. These examples 
clearly demonstrate that the fatty acid metabolism involved in aroma biosynthe-
sis is not as simple as initially supposed.

Scheme 26.2 Short-chain aldehyde formation by lipoxygenases and hydroperoxide lyases
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26.4 
Esters

The biosynthesis of volatile esters, which are important flavour and fragrance 
components, from the condensation of a coenzyme A (CoA) bound acid com-
ponent with an alcohol has been shown in a variety of species (Scheme 26.3).
In general, the availability of precursors for the enzyme catalysing the reaction 
determines the quantity and quality of desirable products synthesised in trans-
genic plants. This principle was applied to Petunia hybrida plants transformed 
with the strawberry alcohol acyltransferase (SAAT) enzyme [28]. Here, the lack 
of substrates resulted in an unaltered volatile profile, even though both SAAT
expression and the corresponding enzyme activity were detected in transgenics 
and inherited in the T2 generation [29]. The feeding of isoamyl alcohol to ex-
plants of transgenic lines resulted in the formation of the corresponding acetyl 
ester, showing that the availability of alcohol substrates is an important param-
eter to consider when engineering volatile ester production in plants.

Increases in substrate levels that were accidentally produced by metabolic en-
gineering also resulted in an olfaction-detectable increase in the methyl benzo-
ate emission in transgenic carnation [30]. The metabolic flux from the anthocy-
anin pathway was redirected towards benzoic acid, the methyl ester precursor, 
by antisense suppression of the flavanone 3-hydroxylase. 

In Saccharomyces cerevisiae the expression levels of ATF1 and ATF2 greatly 
affect the production of ethyl acetate and isoamyl acetate. But the correspond-
ing proteins are also responsible for the formation of propyl acetate, isobutyl 
acetate, pentyl acetate, hexyl acetate, heptyl acetate, octyl acetate and phenyl-
ethyl acetate [31]. Because double-deletion strains still produced considerable 
amounts of certain esters, it was assumed that the yeast proteome contains ad-
ditional as-yet-unknown ester synthases. Genetically engineered E. coli cells ex-
pressing the ATF2 gene produced isoamyl acetate from intracellular acetyl-CoA 
pools, when isoamyl alcohol was added externally to the cell culture medium 
[32]. Inactivation of the acetate production pathway enhances the production 
of isoamyl acetate, since it competes with the ester production pathway for the 
common intracellular metabolite acetyl-CoA. Isoamyl acetate production can 
further be enhanced by overexpressing the pantothenate kinase gene panK, cre-
ating an increase in intracellular CoA/acetyl-CoA [33]. Cofactor manipulation 
is thus an additional tool to achieve metabolic engineering objectives, including 
increased metabolite production.

Scheme 26.3 Biosynthesis of volatile esters catalysed by alcohol acyltransferases. SAAT strawberry 
alcohol acyltransferase, VAAT Fragaria vesca alcohol acyltransferase, ATF1, AFT2 Saccharomyces 
cerevisiae alcohol acetyltransferases, BanAAT banana alcohol acyltransferase

26.4 Esters
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26.5 
Vanillin

Vanillin is the most universally accepted aroma chemical used in processed 
foods, pharmaceuticals and perfumeries [34]. Pods of Vanilla planifolia or Va-
nilla tahitiensis are the major natural sources for vanillin. The beans are largely 
produced in Madagascar and Indonesia and contain 2–3% by weight of van-
illin in the cured pod [35]. Of the 12,000-t world consumption, only 20 t is 
extracted from the Vanilla beans, the overwhelming deficit being filled by syn-
thetic vanillin. The price of pure natural vanillin ranges from €1,000 to €3,500 
per kilogram, owing mostly to tedious cultivation practices, while the synthetic 
equivalent costs about €10 per kilogram. The search for inexpensive “biovanil-
lin” led to the application of biotransformation processes to microbial and plant 
cell cultures, enabling the production of vanillin from cheap substrates such as 
eugenol and ferulic acid [34].

The bioconversion of eugenol and ferulic acid to vanillin was first character-
ised in Pseudomonas fluorescens (Scheme 26.4) [36, 37]. However, an enzyme of 
the pathway, vanillin:NAD+ oxidoreductase, catalysed the removal of vanillin 
from the medium through the formation of vanillic acid [38]. Deletion of the 
oxidoreductase was, however, only partially successful, largely because vanillin 
is also the substrate of coniferyl aldehyde dehydrogenase, an enzyme of the eu-
genol degradative pathway present in Pseudomonas sp. [39]. 

The expression of genes of the biotransformation pathway in host organisms 
is the most innovative approach. In E. coli cells that were transformed with the 
genes coding for 4-hydroxycinnamate:CoA ligase and 4-hydroxycinnamoyl-
CoA hydratase/lyase (HCHL) vanillin formation at millimolar levels has been 
observed in resting cells supplied with ferulic acid [40]. Later, two genetically 
modified E. coli strains were used in a two-step biotransformation system de-
signed to produce vanillin [41]. In the first step, resting cells of the first strain, 
which had been transformed with the vanillyl alcohol oxidase gene from Peni-
cillium simplicissimum and the coniferyl alcohol and aldehyde dehydrogenase 
genes from Pseudomonas sp., produced up to 14.7 g of ferulic acid per litre from 
eugenol with a molar yield of 93%. In the second step, the second strain con-
verted this ferulic acid to form vanillin. The entire process resulted in 0.3 g of 
vanillin per litre, along with 0.1 g of vanillyl alcohol per litre and 4.6 g of ferulic 
acid per litre. 

In another study, the generation of vanillin from glucose was attempted 
via the shikimate pathway using genetically engineered E. coli in a fed-batch 
fermentation process [42]. The engineered strain carried a mutated shiki-
mate dehydrogenase locus, a 3-dehydroquinate synthase and a 3-dehydroshi-
kimate dehydratase gene together with a catechol-O-methyltransferase and 
a 3-deoxy-d-arabino-heptulosonic acid 7-phosphate synthase gene that was 
insensitive to feedback inhibition (Scheme 26.5). The organism showed an in-
creased capacity to generate 3-dehydroshikimate but was blocked in the fur-
ther conversion to shikimate. The introduced 3-dehydroshikimate dehydratase 
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produced protocatechuate, which was methylated by catechol-O-methyltrans-
ferase to produce vanillin. The final conversion to vanillin was performed ex-
tracellularly by an aryl dehydrogenase partially purified from Neurospora crassa.
Supplementation with l-methionine increased the level of vanillate, suggesting 
a limiting supply of S-adenosylmethionine for the O-methyltransferase.

Plants contain only negligible amounts of vanillin. Even in Vanilla beans, 
vanillin is only released from its β-D-glucoside during the postharvest curing of 
the pods. At this time, no reports of the genetic engineering of plants for higher 
vanillin yields are available. Because 4-hydroxycinnamoyl-CoA thioesters are 
intermediates of the plant’s central phenylpropanoid and lignin pathway, the ex-
pression of HCHL in plants is of particular interest. Although HCHL has been 
successfully expressed in plant systems, no vanillin or vanillin-β-d-glucoside 
has been detected thus far (A Mitra, MJ Mayer, personal communication).

Scheme 26.4 Cloned genes and characterised enzymes involved in the conversion of eugenol and 
ferulic acid to vanillin in Pseudomonas sp. (adapted from [35])

Scheme 26.5 Biocatalytic transformation of glucose to vanillin (adapted from [35])

26.5 Vanillin
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26.6 
Miscellaneous

Metabolic engineering of aroma has also been applied to tomato, potato, milk 
products and alcoholic beverages. In tomato, at least four attempts have been 
made to modify flavour constituents in ripening fruit. The expression of a yeast 
Δ-9 desaturase gene in tomato changed the fatty acid composition in tomato 
fruits, successfully modifying their flavour profile [43]. Another group trans-
formed tomato plants with a gene construct containing a tomato alcohol de-
hydrogenase (ADH) cDNA in the sense orientation, producing fruits with in-
creased levels of hexanol and cis-3-hexenol, whereby the concentrations of the 
respective aldehydes were generally unaltered—alterations that have been as-
sociated with a more intense “ripe fruit” flavour [44]. One other study found 
that antisense suppression of LOX [25] and overexpression of a 9-HPL [24] in 
tomatoes resulted in remarkably lower LOX and higher HPL activity, but these 
changes did not affect the flavour profiles. 

The characteristic flavour compound responsible for the particular aroma of 
baked potatoes is methional formed by Strecker degradation from l-methio-
nine, the loss of which is a major problem associated with potato processing. For 
economic reasons, neither methional nor its precursor L-methionine is added 
back to the potato following processing. A solution to this problem is to increase 
the level of soluble l-methionine by introducing to the potato an A. thaliana
cystathionine γ-synthase gene, a key gene regulating l-methionine biosynthesis 
in plants [45]. This results in an up to sixfold enhancement of l-methionine 
levels in the leaves, roots and tubers of transgenic potato plants compared with 
those of control potato plants, and as high as 4.4-fold enhancements of methi-
onal levels in baked tubers of field-grown transgenic potato lines.

Enzymatic degradation of amino acids also plays an important role in the 
development of cheese flavour. Usually, branched-chain amino acids are precur-
sors of cheesy aroma compounds, such as isovalerate and isobutyrate, whereas 
aromatic amino acids are precursors of floral or phenolic aroma compounds. 
The limiting factor for the transamination reaction of amino acids to aroma 
compounds is the level of available α-keto acids in cheese. Hence, the gluta-
mate dehydrogenase gene (GDH) from Peptostreptococcus asaccharolyticus was 
introduced into Lactococcus lactis so that this organism could produce α-keto-
glutarate from glutamate [46]. The GDH-transformed strain produced higher 
proportions of volatile carboxylic acids than the control strains and therefore 
has potential value for cheese ripening. 

In addition, cofactor engineering has been used to deliberately modify the 
intracellular NADH/NAD+ ratio that plays a predominant role in controlling 
the Lactococcus lactis fermentation pattern. The introduction of the nox gene, 
which codes for a NADH oxidase (NOX) that converts molecular oxygen to 
water at the expense of NADH, to a strain with an inactivated copy of the aldB
gene for α-acetolactate decarboxylase led to the efficient metabolism of the na-
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tive pyruvate to α-acetolactate and diacetyl. The resulting strain could convert 
up to 80% of the available pyruvate into the butter aroma compound and its 
precursor [47]. 

Considerable effort has been given to the reduction of ethanol in alcoholic 
beverages, since they are of such great commercial value. For example, the glyc-
erol-3-phosphate dehydrogenase gene (GPD1) was overexpressed in an indus-
trial lager brewing yeast (Saccharomyces cerevisiae carlsbergensis) to reduce the 
content of ethanol in beer [48]. The amount of glycerol produced by the GPD1-
overexpressing strain was increased up to sixfold and the amount of ethanol was 
decreased by 18% compared with the production in the wild type. Only minor 
changes in the concentration of higher alcohols, esters and fatty acids were ob-
served but the levels of acetoin, diacetyl and acetaldehyde were considerably 
increased.

Finally, the yeast Yarrowia lipolytica is able to transform ricinoleic acid (12-
hydroxy oleic acid) into γ-decalactone, a desirable fruity and creamy aroma 
compound; however, the biotransformation pathway involves ß-oxidation and 
requires the lactonisation at the C10 level. The first step of ß-oxidation in Y. 
lipolytica is catalysed by five acyl-CoA oxidases (Aox), some of which are long-
chain-specific, whereas the short-chain-specific enzymes are also involved in 
the degradation of the lactone. Genetic constructions have been made to re-
move these lactone-degrading activities from the yeast strain [49, 50]. A strain 
displaying only Aox2p activity produced 10 times more lactone than the wild 
type in 48 h but still showed the same growth behaviour as the wild type.

26.7 
Conclusion

The introduction of new genes into microorganisms and plants has become 
more or less a routine. But as long as the regulation mechanisms of biosynthetic 
pathways are not thoroughly understood, increased levels of desired metabolites 
will only be achieved randomly by metabolic engineering. Although genome 
sequencing projects constantly provide a huge number of new genes, their pri-
mary functions remain unknown, even when they show high similarity with 
already characterised structural genes. Detailed biochemical analyses of the re-
combinant proteins and studies with transgenic lines, where the gene has been 
downregulated and/or upregulated, are essential. Nevertheless, the few examples 
presented here already demonstrate that genetic and metabolic engineering has 
been quite successful for the production of flavours and has great potential.
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isothiocyanates 171

Cachaça 231–232
cadalene 99
cadinanes 89
callus 603
camphene 288
camphor 88, 95, 102, 287
Candida antarctica 491, 492, 493
Candida molischiana 493
Candida rugosa 491, 492
Candida utilis 530
capsaicin 500
Capsicum annuum 619
caraway 232
carboxylic acids 511, 518
carrots 176

Daucus carota 176
flavour 176
odour 176
root 176
terpenes 176
volatiles 176

carvacrol 88, 92, 95, 99
carveol 98, 545

Fusarium proliferatum 546
Pleurotus sapidus 545
Rhodococcus 545

carvone 90, 98, 511, 545
caryophyllene 95
catechol 294

-
-

-
-
-
-
-
-

-
-
-
-
-
-

-
-
-

cauliflower 171–172
2-propenyl isothiocyanate 171
aldehydes 171–172
bitterness 172
flavour compounds 171
nonanal 171
odorants 172
sulfides 171–172

celeriac 179
Apium graveolens var. rapaceum 179
aroma 179
phthalides 179
sedanolide 179
terpenes 179
volatiles 179

celery 179
Apium graveolens var. dulce 179
aroma 179
phthalides 179
sedanolide 179
terpenes 179
volatiles 179

cellulose 300
character-impact components 151, 162,

165, 189, 375
pineapple juice 375

CHARM analysis 363
cheese 624
chemical ionisation 336–340
chemosensates 464, 470
child labour 7
chiral stationary phases 381
cinnamaldehyde 99
cinnamic acid 538

acetic acid bacteria 538
Pseudomonas putida 539

Cinnamomum camphora 295
cinnamyl alcohol 511, 539

acetic acid bacteria 538
cinnamyl aldehyde 538
cis,cis-3,6-nonadienal 620
cis-3-hexenal 619
cis-3-hexenol 624
cis-3-nonenal 620
citral 95, 288, 289

-
-
-
-
-
-
-

-
-
-
-
-
-

-
-
-
-
-
-

-

-
-

-
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citric acid 508, 509, 515
Aspergillus niger 515

citronellal 92, 290
citronellal/citronellol 288
citronellic acid 541

baker’s yeast 541
citronellol 289, 294
Citrullus lanatus 619
citrus flavours 117
Citrus limon 618
Citrus sinensis 121
Clarkia breweri 617–618
Clostridium acetobutylicum 510
clove oil 294
Codex Alimentarius Commission 22

Codex Guideline for the Use of Flavou-
rings 22
The Codex Committee on Food Addi-
tives and Contaminants (CCFAC) 22

coenzyme A 621
Cognac 228
colour 272
Commission Decision 199/217/EEC 17

inventory of flavouring substances 17
Commission Regulation 1565/2000 17

procedure for evaluation 17
comprehensive GC×GC 314, 317,

320–321
applications 323

concentration polarisation 433
condensation 433–435
coniferyl alcohol 294
consumer and lifestyle trends 7
consumer products 439–440, 453
contaminants 307

microbial counts 309
mycotoxins 310
plant-conditioning agents 310–311
plant-protective agents 310–311

controlled release 439–440, 444, 451
cooling compounds 464, 470, 472
cooxidation 496
coriander 321–322
corn mint oil 286
Corynebacterium glutamicum 510

-

-

-

-

-

-

-

-
-
-
-

cranberry 164
aroma 164
aromatic compounds 164
Vaccinium macrocarpon 164
Vaccinium oxycoccous 164
volatile compounds 164

cryogenic traps
coffee exhaust gases 421

cucumber 172, 620
(E)-2-nonenal 172
(E,Z)-2,6-nonadienal 172
alcohols 172
carbonyl compounds 172
Cucumis sativus 172, 620
flavour 172
fruit 172

cultivars 194
Didymella bryoniae Auersew 194
mosquitoes 194

cupuacu 198
Curcuma longa 294
curcumin 294
curing 203, 209–210
cyclic carotenoids 143–144

aroma compounds 144
oxidative cleavage 143
β-damascenone 143

cyclodextrin glucanotransferase 501
cysteine 272, 299

D
d-limonene 97
d-menthol 289
d-pulegone 290
definitions 15, 18

artificial flavouring substances 15, 18
flavouring adjuvants 16
flavouring preparations 15, 18
flavourings 15
flavour precursors 18
natural flavouring substances 15
nature-identical flavouring 
substances 15, 18
other flavourings 18
process flavourings 15

-
-
-
-
-

-

-
-
-
-
-
-
-

-
-

-
-
-

-
-
-
-
-
-
-

-
-
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smoke flavourings 15, 16
desertification 199
detection limit 383
diacetyl 220–223, 525, 527, 625

fermentation 525
diethoxyethane 222
difurfuryl disulfide 298
digestive activity 94, 95
dihydroactinidiolide 385
dimethyl anthranilate 124
dimethyl disulfide 561
dimethyl sulfide 561
disease 197, 204
distillation 219–226, 228–230, 232–234,

412
column stills 226, 228
essential oils 415
pot still 225–226, 229–231, 233
simultaneous distillation/extrac-
tion 412
vacuum distillation 412

disulphides 278
diterpenes 43, 60, 549
dithiazines 279
DMHF 561
driving force 427, 429–430, 432–434

E
elderberry 164–165

aliphatic esters 165
dihydroedulan 164
flavour 165
floral 164
green 164
hotrienol 164
nonanal 164
odour 164
Sambucus nigra 164
β-damascenone 164

electronic nose 313–314, 326, 329–330,
332–334, 336–337, 337
applications 335

elemol 96
elicitor 606

abiotic 606, 609
biotic 606, 609

-

-

-
-
-
-

-

-
-
-
-
-
-
-
-
-
-

-

-
-

enantio-cGC 379
enantio-MDGC 383
enantiotypes 73
encapsulation 439–453

capsule 441
microencapsulation 441, 452
nanoencapsulation 441

Enterobacter cloacae 526, 563
enzymes 489
Escherichia coli 496, 499
essence oil 120
essential oil 43, 44, 87, 392
esters 130, 147, 527

alcohol acetyl transferase 530
aliphatic 147
Aspergillus oryzae 539
flavour compounds 147
fruits 147
fruity odours 147
Rhizopus oryzae 528, 539
vegetables 147
Williopsis saturnus 530

estragol 95, 99
ethanol 219–222, 226, 230, 235, 300, 520

fermentation 520
ethyl-2-methylbutanoate 390, 529
ethyl acetate 222, 224, 530
ethylene brassylate 558
ethyl esters 125
ethyl hexanoate 528
ethyl tiglate 529
Eubacterium limosum 563
eucalyptus 393
eucalyptus oil 286
EU Flavour Directive 22
EU Flavour Directive 88/388/EEC 15, 16
eugenol 92, 98, 286, 294, 295
eugenol acid 622
EU Register 21
EU Regulation 2232/96 17

positive list for flavouring 
substances 17

EU Regulation on food additives neces-
sary for storage and use of flavou-
rings 17
carryover of additives 17

-
-
-

-
-
-
-
-
-
-
-
-

-

-

-
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Directive 2003/114/EC 17
levels of additives 17

EU Regulation on smoke flavourings 16
European Pharmacopeia 75
explant 602–603
extract concentration analysis 

(AECA) 369, 370

F
farnesol 89, 289
farnesyl diphosphate 617–618
fast GC 314, 320, 323–326
fatty acid 137–139

autoxidation 137
degradation 137
hydroperoxide lyase 137
linoleic acid 137
linolenic acid 137
lipoxygenase 137

FEMA list 21
fenchone 88
fermentation 241, 242, 508

alcoholic 242
fermentation by-products 220–222

congeners 220, 231
fusel alcohols 223
off-flavour 220–221, 224
precursors 220–221
threshold values 220–224

ferruginol 89
ferulic acid 206, 208, 211, 622
flavedo 118
flavorzyme 494
flavour 180

analysis 32
mass spectrometry 33
coffee 33
fruit 180
interaction 180
in vivo aroma analysis 32
mass spectrometry 33
preference 27–28, 31, 33
quality 180
vegetable 180
volatile compounds 180

flavour-modifying 465

-
-

-
-
-
-
-
-

-

-
-
-
-
-

-
-
-
-
-
-
-
-
-
-
-

flavour and aroma profiles 193
aldehydes 193
esters 193
sulfur compounds 193

flavour and fragrance 43, 44
flavour and fragrance business 3
flavour and fragrance companies 2, 5
flavour and fragrance market 507
flavour and fragrances 75
flavour characteristics of passion 

fruit 196
flavour compounds 198
flavourists and perfumers 4
flavour market 204
floral flavour 198
fluid dynamics 433
fragrance 1–7, 13, 21, 43, 66, 72, 75, 94,

97, 99, 118, 285–289, 323, 380, 439,
453, 457, 507, 519, 535, 541, 547,
551–560

fructose-1,6-bisphosphate aldolase 502
fruit maturity 122
fruit spirits 228–230

Bartlett pear 225, 228–229
Calvados 229
raspberry 230
stone fruit 228–229

furaneol 494, 502, 561
furanones 275, 388
furans 275
furanthiols 280
furfural 275, 297, 298
furfuryl mercaptan 298, 299
furfurylthiol 511, 563

Enterobacter cloacae 563
Eubacterium limosum 563

Fusarium oxysporum 492
Fusarium proliferatum 546
fusel oil 300, 520

G
garlic 167

allicin 167
Allium sativum 167
bulb 167
disulfides 167

-
-
-

-
-
-
-

-
-

-
-
-
-
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flavour 167
monosulfides 167
thiosulfinates 167
trisulfides 167

gas stream 410, 420
absorption 410
adsorption 420

GCO 363, 367
limitations 373
odour threshold 373
procedure 367

generally recognized as safe (GRAS) 19,
75

genetic engineering 213
Geotrichum candidum 489
Geotrichum fragrans 528
geranial 92
geranic acid 541

baker’s yeast 541
Rhodococcus 542

geraniol 95, 98, 101, 288, 289, 294
geranyl diphosphate 617
geranyl esters 492
Germacrene-D 92
germacrene A hydroxylase 499
germacrene D 100, 101, 386
gin 232
ginseng 611
global warming 241, 250, 252, 258, 263
Gluconobacter oxydans 510, 538
glucosidase 206, 208
glucoside 206, 208
glucosinolate 142

hydrolysis 142
myrosinase 142
thioglucoside 142

glutamic acid 509
glycerol-3-phosphate dehydrogenase 625
Glycine max L. 619
glycosidases 493
glycosyl transferases 494
grain spirits 230–232

Korn 230
whisk(e)y 230–231

grapefruit juice aqueous essence 123

-
-
-
-

-
-

-
-
-

-
-

-
-
-

-
-

grapefruit peel oil 123
grapes 165

alcohols 165
aldehydes 165
aroma compounds 165
aromatic 165
non-aromatic 165
terpenols 165

grape variety 241, 242
Cabernet Sauvignon 242, 247
Chardonnay 246
Gewürztraminer 243, 250, 255
Muscat 242, 255
Riesling 243, 246, 251, 255, 257
Sauvignon blanc 242, 247

green chemistry 23, 578
guaiacol 125, 131, 294, 531

Streptomyces setonii 531
guanosine 5´-monophosphate 516

biotechnological processes 516
guava cultivars 190

diseases 190
plagues 190

H
hairy roots 609
halal 304
headspace analysis 337, 371

coffee 341–344
time-resolved 337

heliotropine 295, 296
hemiterpenes 45
heterocyclic aromatic amines 269
hexadecanolide 558

Torulopsis bombicola 558
hexanal 523, 619
hexanol 624
Heyns rearrangement 270
hinokiol 89
Ho leaf oil 293
hop varieties 331–334
Hormonema 546
horse liver alcohol dehydrogenase 495
hotrienol 293
hot sensation 471

-
-
-
-
-
-

-
-
-
-
-
-

-

-

-
-

-
-

-
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Humicola lanuginosa 489
hydrocyanic acid 225, 229
hydrogen sulphide 272, 278
hydroperoxide lyase 523, 619
hydroperoxides 137–139

aldehydes 137
hydroperoxide lyase 137
linoleic acid 137
linolenic acid 137
lipoxygenase 137
oxidation 137

I
immobilisation 609
Indian mango 192

volatiles 192
inhibitory effect 95
inosine 5´-monophosphate 516

biotechnological processes 516
in situ product recovery 510
instrumental analysis 4
IOFI Code of Practice 15
ionone 22, 143, 162, 289, 396, 496, 554,

594
IRMS 379
irone 554

Botrytis 555
Serratia liquefaciens 555

isoborneol 91, 288, 294
isobutylene 288
isolating flavouring materials 414

commercial use 414
isolation of flavouring materials 417

absorption/adsorption 420
cold pressing 416
membranes 423
solvent extraction 416
waste streams 417, 419, 421, 423

isolation of volatiles 411
distillation 412
solid-phase extraction 411
solid-phase microextraction 411
solvent extraction 413

isomenthol 289
isomenthone 92

-
-
-
-
-
-

-

-

-
-

-

-
-
-
-
-

-
-
-
-

isonovalal 511, 547
Pseudomonas fluorescens 547
Pseudomonas rhodesiae 547

isopentyl hexanoate 528
isopiperitenol 546, 548
isoprene 45, 54, 288, 293
isosafrole 295
isothiocyanate 142
isothiocyanates 70
isotope dilution analysis 385
isotope discrimination 379
isovaleraldehyde 300, 522

Gluconobacter oxydans 522

J
Japanese Food Regulations 20

chemical groups 20
flavouring substances 20
Food Sanitation Law (FSL) 20
Ministry of Health, Labour 
and Welfare (MHLW) 20
natural flavouring agents 20

Japan Flavour and Fragrance Materials 
Association (JFFMA) 21

jasmonate 491
jasmonic acid 519

Diplodia gossypina 519
fermentation 520

K
kahweofuran 280
ketones 525
kiwi 165

(E)-2-hexenal 165
Actinidia deliciosa 165
butanoate esters 165
flavour 165
fruits 165
mature 165
unripe 165

Kluyveromyces 535
kosher 304

L
l-(+)-tartaric acid 515

-
-

-

-
-
-
-

-

-
-

-
-
-
-
-
-
-
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l-carvone 291
l-glutamic acid 513

Corynebacterium glutamicum 513
l-isopulegol 290
l-lactic acid 515

fermentation 516
Lactobacillus 515, 619
salt-splitting 516

l-menthol 289, 290
l-methionine-γ-lyase 562
labelling requirements for flavourings 18
laccase 499
lactic acid bacteria 525, 526, 527
Lactococcus lactis 510, 527, 624
lactones 66, 555
lavender oil 400
leek 169

alcohols 169
aldehydes 169
Allium ampeloprasum var. porrum 169
aroma 169
blanched 169
cysteine sulfoxides 169
fatty acids 169
flavour 169
fresh 169
sulfides 169
thiopropanal-S-oxide 169
thiosulfinates 169
thiosulfonates 169

legal situation 22
differences 22
natural flavouring substances 22

lemon 323, 325
lemon grass oil 288
lemon juice volatiles 122
Lepista irina 498
levulinic acid 300
lignin 286, 294
lime oil types 124
limonene 50, 75–81, 88, 90, 97, 122, 160,

177, 198, 232, 287, 288, 291, 393, 400,
461, 511, 543, 610, 618

limonene-1,2-epoxide 545
limonene-8,9-epoxide 544

-

-
-
-

-
-
-
-
-
-
-
-
-
-
-
-
-

-
-

limonene transformation products 511
linalool 48, 76–81, 91–96, 99–102, 120,

143, 150, 153, 162–166, 177, 190, 225,
245, 259, 293, 369, 381, 398, 400–402,
541, 618

linalool/linalyl acetate 95
linalool oxides 381, 541
linalyl acetate 93, 96, 99, 293
lipases 489
lipoxygenase 211, 496, 523, 619
Litsea cubeba 288
logP 510, 525
low-calorie sweeteners 466
lyases 502
Lycopersicon esculentum 618, 620

M
m-cresol 289, 290
mango cultivation 193

plagues 193
market for flavours, fragrances, 

and cosmetic ingredients 2
masking flavours 466
masking off-notes of KCl 468
mass-transport phenomena 427–428
MDGC 314–318, 320
MDGC-C/P-IRMS 398
Melaleuca 393
membrane 424, 427–435

tomato volatiles 424
Mentha arvensis 289
Mentha spicata 291, 618
menthofuran 617
menthol 88, 93, 96, 287, 288, 289, 546
menthone 92
mesifuran 491
metabolic engineering 615, 617, 624–625
metabolic memory 30
metabolomics 36
metallic off-flavours 465
methanethiol 272, 561

Geotrichum candidum 562
yeasts 563

methanol 300
methional 299, 563, 624

-

-

-
-



 Subject Index 641

Lactococcus lactis 563
methionine 272, 299
methionol 299, 563
methionyl acetate 299
methionyl butyrate 299
methoxypyrazines 243, 245, 247
methyl anthranilate 497, 565

Polyporus 566
Trametes 566

methyl benzoate 621
methyl butanoates 492
methylbutyl esters 492
methylcyclopentadecanolide 558
methyleugenol 95, 100
methyl jasmonate 123, 519

Diplodia gossypina 519
fermentation 520

methylketones 511, 526
fermentation 525

methyl N-methyl anthranilate 497
methyl salicylate 100, 101
methylthiopropanal 562
Mezcal 233–234
microbial contamination 125
microbial genomes 510
microbial processes 508
microorganisms 241–242, 256, 308

approximate and warning 
values 309–310
malolactic bacteria 241
Salmonella 308–310
yeast 241, 256

micropropagation 602, 604, 610
mint 617
modified cyclodextrins 381
molasses 300
monosodium glutamate 508
monoterpenes 43, 45, 47, 192, 243, 245,

250, 263, 393, 541
biosynthesis 244
cis-rose oxide 243
linalool 243, 256
trans-rose oxide 243
wine lactone 244

MS sensor 328, 333

-

-
-

-
-

-

-

-
-
-

-
-
-
-
-

Mucor circinelloides 556
Mucor miehei 489, 490, 492, 493
multiphasic systems 575–580

aqueous–organic reaction 
systems 576, 579–580
ionic liquids 576–578
supercritical fluids 575–577

myrcen-8-ol 541
Pseudomonas 541

myrcene 101, 288, 290
myristicin 96
myrtenol 549

N
N-containing compounds 561
naringin 297
natural flavours 509

biotechnological methods 509
natural green notes 523
natural origin 210
natural racemate 385
nectarine 148

alcohols 149
aldehydes 149
aroma 148
decalactones 148
esters 149
lactones 150
terpenes 148

neoisomenthol 289
neomenthol 289
neral 92
nerol 294
nerolidol 92, 289, 551

biotransformation 551
Neurospora crassa 623
Nicotiana tabacum 618–619
Nidula niveo-tomentosa 533
nitrile 142
non-condensable gases 434–435
non-miscible solvents 587
non-volatile flavour compounds 513
nootkatol 549
nootkatone 123, 293, 499, 549
norisoprenoids 549

-

-
-

-

-

-
-
-
-
-
-
-

-



Subject Index 642

norpatchoulenol 551
norterpenoids 63
nutrition 29

O
O-heterocycles 561
oak 226–232, 234
ocimene 101
Ocotea pretiosa 295
octanol–water partition 587, 588
odorants 373

enrichment 373
identification 373

odour-active compound 136
CharmAnalysis 136
extract dilution analysis 136
olfactometry 136
Osme 136
threshold value 136

odour activity values (OAV) 368, 375
definition 368
pineapples 375

odour control 439, 452
odour threshold 221–222, 224–227, 383
off-flavour analysis 369
off-flavours 125, 171, 221, 465
off-taste 464
off-taste of KCl 468
oil glan 118
oil of neroli 120
onion 166–167

3-mercapto-2-methylpentan-1-ol 167
Allium cepa 166
aroma 167
bulb 166
cysteine sulfoxides 167
flavour 166
lachrymatory factor 167
sulfides 167
thiopropanal-S-oxide 167
thiosulfinates 167
thiosulfonates 167
volatile compounds 166

orange essence oil 121
orange juice ketones 129

-
-

-
-
-
-
-

-
-

-
-
-
-
-
-
-
-
-
-
-
-

orange juice volatile composition 121
orange oil 286
orange peel oil 291, 293
organ culture 602
organic acids 300
organoleptic properties 72
organophilic pervaporation 537
origin-specific analysis 379
origin of fatty acids 137
oxazoles 276
oxazolines 276
oxidation 137
oxireductases 495
oxygenated terpenoids 195

P
p-1-menthene-8-thiol 291
p-mentha-8-thiol-3-one 564

Eubacterium limosum 564
p-menthane 50
P450 BM3 549
P450 monooxygenases 540
parsley 179

apiole 179
aromatics 179
flavour 179
monoterpenes 179
myristicin 179
Petroselinum crispum 179
volatiles 179

parsnip 180
flavour 180
methoxypyrazine 180
Pastinaca sativa 180
terpenoids 180
volatiles 180

partition coefficient 581
patchouli alcohol 551

biotransformation 552
patchouli oil 551
pea 176

aroma 176
breakdown products 176
fatty acid 176
methoxypyrazines 176

-

-
-
-
-
-
-
-

-
-
-
-
-

-

-
-
-
-
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odour 176
Pisum sativum 176
volatile compounds 176

peach 148–151
alcohols 149
aldehydes 149
aroma 148
decalactones 148
esters 149
lactones 150
terpenes 148

pear 146
aroma 146
cultivars 148
esters 148
European 148
Pyrus communis 148
volatile compounds 148

penicillin 605, 611
Penicillium 541
Penicillium digitatum 544
Penicillium roqueforti 526
Penicillium simplicissimum 212, 500, 622
pennyroyal oil 290, 292
pepper 619
perfume 1, 43, 72, 87, 94, 120, 204, 323,

400, 439, 535, 541
perillaldehyde 544
perillic acid 97, 511, 543

Pseudomonas 544
perillyl alcohol 97, 511, 543, 544, 547

Pseudomonas putida 547
peroxidases 209
pervaporation 427, 429–436
petitgrain oil 120
Petunia hybrida 617, 621
phenethyl alcohol 222
phenol 294
phenols 143, 145, 155

aroma compounds 143
flavour 155
flavour compounds 145
fruits 155
hydrolysis 145
origin 145

-
-
-

-
-
-
-
-
-
-

-
-
-
-
-
-

-

-

-
-
-
-
-
-

phenylpropanoids 145
vegetables 155

phenylacetaldehyde 511, 537, 538
acetic acid bacteria 538

phenylacetic acid 511, 538
acetic acid bacteria 538

phenylalanine ammonia lyase 209, 539
phenyl ethyl alcohol 300
phenylpropanoids 43, 64
phthalides 67
phytol 89
Pichia pastoris 537
pineapple mercaptan 563
pineapple volatiles 196

esters 197
monoterpene alcohols 197
sesquiterpenes 197
sulfur components 197

pinene 51, 75, 89, 95, 101, 120, 160, 177,
232, 285–291, 393, 462, 546–551, 618

piperidine 298
plagues 195, 197, 198
Pleurotus sapidus 545
plum 154

aroma 154
decalactone 154
juice 154
lactones 154
Prunus domestica 154
volatile compounds 154

polishing centrifuge 119
polyunsaturated fatty acids 38
potato 173, 620, 624

(E,Z)-2,6-nonadienal 173
aroma 173
earthy 173
fatty acids 173
flavour 173
methional 173
pyrazines 173
raw 173
Solanum tuberosum 173

precursors 242–243
acid-catalysed hydrolysis 242, 244, 256
amino acids 242

-
-

-

-

-
-
-
-

-
-
-
-
-
-

-
-
-
-
-
-
-
-
-
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-
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cysteine conjugates 242, 248, 256
enzymatic release 242, 244, 256
glycoside 242, 255

predominant volatile components 195
process flavours 286, 297, 299
product marketing 10
proline 273, 298
propanal 300, 522

Gluconobacter oxydans 522
propanoic acid 511, 518, 519

fermentations 519
Propionibacterium acidipropionici 519

propanol 300
pseudo-ionone 289
Pseudomonas 544
Pseudomonas aeruginosa 545
Pseudomonas fluorescens 212, 547, 622
Pseudomonas putida 510, 532, 539, 547
Pseudomonas rhodesiae 547
PTR-MS 336–340

coffee 341–344
coupling with GC-MS 341–344
drift tube 338–339
proton affinities 340
technical features 338–339

pulegone 88, 292
pumpkin 172–173

(E)-2-hexenal 173
2,3-butanedione 173
alcohols 172
carbonyl compounds 172
Cucurbita pepo 173
flavour 173
hexanal 173

pungent/hot 129, 167, 221, 469–471
purple passion fruit 195
Pycnoporus cinnabarinus 212, 532
pyrans 275
pyrazines 157, 276, 298, 564

Bacillus subtilis 565
Brevibacterium linens 565
Corynebacterium glutamicum 565
flavour 157
fruits 157
Pseudomonas perolens 564

-
-
-

-

-
-

-
-
-
-
-

-
-
-
-
-
-
-

-
-
-
-
-
-

vegetables 157
pyrroles 277
pyrrolines 277

Q
quality 303

quality management systems 304–305
quality policy 303

quality-degrading components 123
quality control 213, 303, 305–312

documentation 306
microbiological methods 308–310,
309–311
physicochemical methods 306
sensory evaluation 307

quality standard
ASTA 305
ISO 303–304

quercetin 297

R
raspberry 162

aroma 162
raspberry ketone 162, 494, 495, 511, 533

Acetobacter aceti 535
Nidula niveo-tomentosa 533
Rhodococcus 535

ratios of β-pinene to sabinene 122
raw materials 307–308

herbs 308–309, 311
spices 307–311

REMPI-TOFMS 337, 344–348
renewable resources 23, 43, 237, 285–289,

299, 301, 446, 508, 516, 520, 599, 603
rhamnose 297, 298
Rhizopus arrhizus 492
Rhizopus oryzae 528, 539
Rhodococcus 532, 535, 542, 545
ricinoleic acid 625
risk assessment 311
rose oxide 541
rum 231
Rutaceae 121
rutin 297

-

-
-

-
-

-
-

-
-

-

-
-
-

-
-
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S
S-containing compounds 561
S-methyl acetate 562

Geotrichum candidum 562
S. diacetylactis 526
sabinene 88, 92
Saccharomyces cerevisiae 90, 211, 221, 

248, 493, 514, 535, 553, 557, 561, 617,
621

safety 307
safrole 295
salivation 472
salt-taste enhancers 469
sassafras oil 295, 296
savoury enhancement 468
savoury enhancers 469
Schiff base 270
secondary metabolites 605
secondary products 605–606, 609
semiochemical activity 100, 101
sensors 337
sensory 241

descriptive analysis 242, 248
wine 241

Serratia liquefaciens 555
sesquiterpenes 43, 45, 54, 192, 549
sesquiterpene synthase 502
shallot 167

Allium ascalonicum 167
aroma 167
bulb 167
disulfide 167
trisulfide 167

shikimic acid pathway 64
shochu 234
simulated moving bed (SMB) 

chromatography 398
sinensal 127, 551
sobrerol 98
soft fruit 166

alcohols 166
aldehydes 166
esters 166
flavour compounds 166
grapes 166

-

-
-

-
-
-
-
-

-
-
-
-
-

kiwi 166
Solanum tuberosum 620
solvent extraction

extracts 416
infusions 416
oleoresins 416

solvent selection 580–584
interfacial inactivation 582–583
logKOW 581–582, 588–589
logP 581, 588–589
toxicity of the solvent 581–582

sour cherry 155
aroma 155
benzaldehyde 155
benzyl alcohol 155
eugenol 155
flavour compounds 155
Prunus cerasus 154
storage 155
vanillin 155

sour orange authenticity 122
soybean 619
species 393
spinning cone concentrator 418

dealcoholized wine 418
essence recovery 418
waste streams 418

spirit drinks 219–237
distilled spirits 219–234
impact compounds 224–225, 227–230
liqueurs 219, 235–236

star anise oil 292
static headspace samples (GCOH) 371

apparatus 372
parsley 371
procedure 371

stereoanalysis of γ-lactones 
and δ-lactones 389

stereodifferentiation 382
stir-bar sorptive extraction (SBSE) 390
stone fruit 148–150

alcohols 149
aldehydes 149
esters 149
flavour compounds 149

-

-
-
-

-
-
-
-

-
-
-
-
-
-
-
-

-
-
-

-
-
-

-
-
-

-
-
-
-
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lactones 148
nectarine 148
peach 148
phenols 150
plum 149
sour cherry 149
sweet cherry 149
terpenoids 150

storage 148
1-methylcyclopropene 148
controlled-atmosphere 148
pear 146
ripening 148

strawberry 157–158
aldehydes 157
aroma 157
esters 157
furaneol 162
furanones 157
methyl anthranilate 162
sulfur compounds 157

strawberry guava flavour 190
aliphatic esters 190
terpenes 190

Strecker aldehydes 275
Strecker degradation 272
Streptococcus cremoris 526
Streptococcus mutans 527
Streptococcus thermophilus 510
Streptomyces setonii 531
succinic acid 516

Actinobacillus succinogenes 516
Anaerobiospirulum succiniciprodu-
cens 516

sugars 269, 286, 297, 298, 300
sulphur compounds 140, 156, 243, 245,

278
3-mercapto-hexan-1-ol (3-MH) 245,
247, 251, 257
3-mercapto-hexyl acetate (3-
MHA) 245, 247, 257
4-mercapto-4-methylpentan-2-one 
(4-MMP) 245, 247, 251, 256

suspension culture 603, 605
sustainability 6, 199, 237, 285, 288, 439,

-
-
-
-
-
-
-
-

-
-
-
-

-
-
-
-
-
-
-

-
-

-
-

-

-

-

509, 512, 595, 599
sustainable agriculture 199
sustainable development 6, 599–600
sweet cherry 154–155

(E)-2-hexenal 155
alcohols 154
aldehydes 154
aroma 154
benzaldehyde 155
esters 154
flavour 155
hexanal 155
Prunus avium 154
volatile compounds 154

sweet inhibitors 466
sweetness-enhancing 468
sweet water taste 467
synergic effect 89, 92, 93, 101
synthetic components 5

T
taste 135

astringency 135
bitterness 135
sourness 135
sweetness 135

taste-masking 465
taste enhancer 465, 467, 468
taste modifiers 464
technique 180

chromatographic 180
isolation 180
olfactometric 180
sensory 180
spectroscopic 180

Tequila 233–234
terpene and sesquiterpene aldehydes 127
terpene esters 294
terpenes 45, 153, 540, 616

de novo biosynthesis 554
flavour 153
fruits 153
vegetables 153

terpenoids 143–144, 175, 616
aroma compounds 144

-
-
-
-
-
-
-
-
-
-

-
-
-
-

-
-
-
-
-

-
-
-
-

-
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carotenoids 143
glycoside 143
irregular terpenes 143
monoterpenes 143
oxidation 143
sesquiterpenes 143

terpenoid synthases 617
terpin-4-ol 96
terpinen-4-ol 91
terpinenes 88
tetramethylpyrazine 565
thialdine 279, 300
thiazoles 278
thiazolines 278
thiocyanate 142
thiols 278
thiopropanal-S-oxide 140–141

lachrymatory factor 140
S-1-propenyl-l-cysteine sulfoxide 140

thiosulfinates 140–141
sulfenic acids 140
thiosulfonates 140

threshold value 120, 126–131, 146, 176, 
197, 205, 222, 225, 227, 245, 275, 277, 
368, 374, 376, 462, 525, 549, 551, 554, 
564

thymol 88, 92, 95, 96, 102, 124, 289
tingling sensation 471
tissue culture 602
tobacco flavouring 594

Aspergillus niger 594
stripping 594

tomato 173, 618, 620, 624
2-isobutylthiazole 176
flavour 173, 366
Lycopersicon esculentum 173
volatile compounds 173

totipotent 602
toxicity of the solvent 581
transferases 501
Trichoderma 558
trichomes 617
Trichosporum fermentans 492
tropical soils 199

fertility 199

-
-
-
-
-
-

-
-

-
-

-
-

-
-
-
-

-

turpentine 94, 285, 286, 287, 288, 289,
290

U
umami 464
untypical ageing flavour (UTA) 252

2-aminoacetophenone (2-AAP) 252
indole-3-acetic acid (IAA) 252

US Food Regulations 19
Code of Federal Regulation (CFR) 19
Federal Food Drug and Cosmetic 
Act 19
Flavour Expert Panel (FEXPAN) 19
Food Additives Amendment 19
FTNF 19
labelling 19
WONF 19

V
valencene 293, 499, 549

biotransformations 549
Vanilla planifolia 622
Vanilla tahitiensis 622
vanillin 205, 286, 500, 511, 513, 531, 600

A. niger 532
amycolatopsis 531
natural vanillin 531
Pseudomonas putida 532
Pycnoporus cinnabarinus 532
Rhodococcus 532
Streptomyces setonii 531

vanillin 2,3-butanediol acetal 294
vanillyl alcohol 294
vanillyl alcohol oxidase 500
vanillylamine 500
vanillyl ethyl ether 294
vapour pressure 585

Antoine equation 585
prediction 586

vector 615–616
Agrobacterium 615
Bacillus subtilis 615
Escherichia coli 615

vegetables 166, 174–175, 177–178
alcohols 174

-
-

-
-

-
-
-
-
-

-

-
-
-
-
-
-
-

-
-

-
-
-

-
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aldehydes 174, 177
alkaloids 166
Apiaceae 177
cucumber 166
Fabaceae 174
fatty acid 166
flavour compounds 166, 174, 177
ketones 174
pea 174
phthalides 178
potato 174
pumpkin 166
pyrazines 175, 178
Solanaceae 175
sulfur compounds 166, 175
terpenes 166
terpenoids 177
tomato 166, 174

Venezuelan mangoes 192
terpenes 192

verbenol 511, 546, 548
verbenone 546, 549

Aspergillus niger 546
Hormonema 546

vesicles 118
vinegar 518
vitamin A 289
viticulture 249, 251

leaf removal 250
nitrogen nutrition 251
UV radiation 252

vodka 226, 231
volatile compound 43, 136, 194

autoxidation 136
enzymatic degradation 136
formation 136

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

-

-
-

-
-
-

-
-
-

volatile phenols 250
4-vinylguaiacol 250

W
waste streams 417, 423–424

coffee processing 421
cryogenic traps 421
Environmental Protection Agency 417
lactic acid 424
membranes 423
non-volatile 423
seafood processing 423
spinning cone concentrator 418

watermelon 619
whisky lactone 226–227
whole-cell biocatalysis 508
Williopsis saturnus 530
wine 241
wine lactone 131
winemaking 254

grape processing 255
maceration time 255
temperature regime 257

wines 228
wine technology 258

dealcoholisation 261
reverse osmosis 258
vacuum distillation 261

X
xylose 297

Y
Yarrowia lipolytica 510, 556, 619, 625
yeast 521
yellow passion fruit 195

-

-
-
-
-
-
-
-
-

-
-
-

-
-
-
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