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To Gabi and Madelyn

## Preface

This monograph is written for advanced Master's students, Ph.D. students, and researchers in mathematical statistics and decision theory. It should be useful not only as a basis for graduate courses, seminars, Ph.D. programs, and self-studies, but also as a reference tool.

At the very least, readers should be familiar with basic concepts covered in both advanced undergraduate courses on probability and statistics and introductory graduate-level courses on probability theory, mathematical statistics, and analysis. Most statements and proofs appear in a form where standard arguments from measure theory and analysis are sufficient. When additional information is necessary, technical tools, additional measure-theoretic facts, and advanced probabilistic results are presented in condensed form in an appendix. In particular, topics from measure theory and from the theory of weak convergence of distributions are treated in detail with reference to modern books on probability theory, such as Billingsley (1968), Kallenberg (1997, 2002), and Dudley (2002).

Building on foundational knowledge, this book acquaints readers with the concepts of classical finite sample size decision theory and modern asymptotic decision theory in the sense of LeCam. To this end, systematic applications to the fields of parameter estimation, testing hypotheses, and selection of populations are included. Some of the problems contain additional information in order to round off the results, whereas other problems, equipped with solutions, have a more technical character. The latter play the role of auxiliary results and as such they allow readers to become familiar with the advanced techniques of mathematical statistics.

The central theme of this book is what optimal decisions are in general and in specific decision problems, and how to derive them. Optimality is understood in terms of the expected loss, i.e. the risk, or some functional of it. In this regard estimators, tests, and selection rules are initially considered in the book side by side, and then individually in the last three chapters.

Originally we were motivated to write this book by the lack of any noticeable coverage of selection rules in books on decision theory. In over more
than 50 years' worth of scholarship, the majority of the over 1000 published articles on selection rules do not utilize a rigorous decision-theoretic approach. Instead, many articles on selection rules restrict themselves to a specific parametric family, propose an ad hoc rule, study its performance characteristics, and (at the very best) compare its performance with another competing selection rule. By contrast, this book offers a fuller point of view, and the last chapter provides a thorough presentation of optimal selection rule theory.

Two other justifications for including selection theory are as follows. First, in modern medium-level books on mathematical statistics, the decisiontheoretic approach is usually presented in a rather restricted and concise manner. This practice, combined with an emphasis on estimation under the squared error loss and on testing under the zero-one loss, fails to explain why extra efforts should be made to become familiar with decision theory and to use it. Of course, dealing with selection rules requires new types of loss structures, and learning more about them leads to a better understanding of the wide range of powerful tools that decision theory has to offer. Second, permutation invariance plays an important role in selection theory. The structure of the problem of optimal permutation invariant selection rules, along with its multisample statistical model, is quite unique. Indeed, it provides a rather different setting in decision theory when compared to estimation and testing problems based on a single sample, and we wished to make those differences more readily available to our readers. In addition, as we wrote the first parts of the book, which we began in the spring of 1999, it became clear that two additional aspects of decision theory were important to us: asymptotic decision theory and the coexistence of the frequentist and Bayes approaches in decision theory. With this final realization, we settled on our main topics for the book, and they have carried us along ever since.

This book combines innovation and tradition in ways that we hope can usefully extend the line of scholarship that starts with classical monographs on decision theory by Wald (1950), Blackwell and Girshick (1954), Ferguson (1967), and DeGroot (1970) and continues with modern works by Pfanzagl and Wefelmeyer (1982, 1985), Strasser (1985), Janssen, Milbrodt, and Strasser (1985), LeCam (1986), LeCam and Yang (1990), Torgersen (1991), Bickel, Klaasen, Ritov, and Wellner (1993), Rieder (1994), and Shiryaev and Spokoiny (2000). Most of these recent publications focus primarily on fundamental structural relationships in finite and asymptotic decision theory. By contrast, we have chosen to include parts of mathematical statistics as they have been represented by Witting (1985), Lehmann (1986), Pfanzagl (1994), Witting and Müller-Funk (1995), Lehmann and Casella (1998), and Lehmann and Romano (2005). As a result, this monograph is uniquely able to synthesize otherwise disparate materials, while establishing connections between classical and modern decision theory and inviting readers to explore their interrelationships.

The importance of creating a bridge between the classical results of mathematical statistics and the modern asymptotic decision theory founded by

LeCam should not be underestimated. So far, LeCam's theory has been applied primarily to estimation and testing problems, which we now also present in the last part of Chapter 9 with treatments of selection problems. We also include new applications of this theory, which we hope demonstrate its broad and powerful applicability. The prominent monographs in that area are by Strasser (1985), LeCam (1986), Torgersen (1991), Bickel, Klaasen, Ritov, and Wellner (1993), and LeCam and Yang (2000). These are written for mathematical researchers in decision theory, and they are only partially accessible to graduate students. Representations of parts of modern decision theory, mainly applications of LAN theory to estimation and testing problems, that are accessible to graduate students can be found in the books by Behnen and Neuhaus (1989), Witting and Müller-Funk (1995), Hájek, Šidák, and Sen (1999), and Lehmann and Romano (2005). In these works, however, considerations are restricted to the asymptotic behavior of the log-likelihood under, say, a null hypothesis and local alternatives. As a consequence, the general theory of statistical models and their convergence are deliberately excluded, as are central statements of modern asymptotic decision theory. These statements provide the fundamental link between the convergence of the distributions of the likelihood ratio, the decision-theoretically motivated concept of convergence of models, and the closely related randomization criterion. They make it possible to establish the asymptotic lower Hájek-LeCam bound on the risk. The combination of this asymptotic lower bound, linearization techniques for the log-likelihood, projection techniques for the statistics, and the lemmas of LeCam constitute the backbone of modern asymptotic statistical theory. In this book we wish to present the fundamental facts and their relations to each other on an intermediate level in a form that is mathematically self-contained. This style of presentation will, we hope, enable the reader to gain deep insight into and appreciation for the structure of modern decision theory.

Another goal of this book is to provide a broad coverage of both the frequentist and the Bayes approaches in decision theory. Most existing books seem to prefer one or the other. We consider the Bayes approach to be a useful decision-theoretic framework among others, and we use it heavily throughout the book; however, we do so without extra nonmathematical philosophical justification. In this spirit we distinguish between the average risk, where the randomness of parameters is not an issue, and the Bayes risk. This distinction allows us also to treat settings with improper priors just mathematically with the average risk. Readers who are interested in contemporary presentations of Bayesian analysis, including its philosophical foundation, reasoning, and justification, are referred to the fundamental books on Bayesian analysis by Berger (1985), Bernardo and Smith (1994), Robert (2001), and Ghosh and Ramamoorthi (2003).

Chapter 1. The fundamental probabilistic concepts and technical tools are provided here. These are in the first section properties of exponential families, where we have used Brown (1986) as a guideline for our presentation.

At first glance, the importance of this class of distributions seems to be more or less due to its favorable analytical form. However, several deeper reaching characterization theorems show that, roughly speaking, finite optimal decisions are only possible for this class of distributions. The class of conjugate priors that are important for Bayes decisions, which arises in a natural way from an exponential family, is studied systematically after the Bayes framework has been introduced in Section 1.2. Tools that are used later on for Bayes estimation, testing, and selection are also prepared here.

Distances between distributions play a central role. They reflect, for example, the degree of information content in a binary model, and they explain why a decision between distributions that are farther apart is easier than a decision between distributions that are closer together. Moreover, some of the distances or transforms, (e.g., the variational and the Hellinger transforms) and their mutual relations are utilized to introduce and establish the concepts of the strong and weak convergence of statistical models. The variational and Hellinger distance, as well as the Kullback-Leibler distance, the $\chi^{2}$-distance, and the Bayes error for testing hypotheses in binary models are special members of the class of v-divergences that were independently introduced by Csiszár (1963) and Ali and Silvey (1966) and constructed with the help of a convex function $v$. The behavior under randomization and interrelations of these functionals for different convex functions studied in Section 1.3 provides a deeper understanding of these functionals and prepares for applications in subsequent chapters. Information in Bayes models is considered next, and the chapter concludes with an introduction to $\mathbb{L}_{2}$-differentiability, where we have used Witting (1985) as a guideline for our presentation.

Chapter 2. The central topic is the Neyman-Pearson lemma and its extensions. Links between Neyman-Pearson, minimax, and Bayes tests are discussed and studied in detail. After a consideration of statistical models with stochastic ordering, especially with a monotone likelihood ratio, which include exponential families, Neyman-Pearson's lemma is extended to tests for composite one-sided hypotheses.

Chapter 3. An introduction to the general framework of decision theory is given, followed by a discussion of its components. The concept of convergence of decisions and the sequentially weak compactness of the set of all decisions for a given model are central topics. Here and at several other places of the book, we restrict ourselves to compact decision spaces and dominated models. This practice helps keep technical tools at the graduate level, and it usefully restricts references to results in other literature.

Special properties of the risk as a function of the parameter as well as of the decision are studied to prepare for theorems of the existence of Bayes and minimax decisions. Furthermore, the interrelations between Bayes and minimax decisions are studied in preparation of proofs of minimaxity of estimators and tests later on that are based on Bayes properties and a constant risk. $\Gamma$-minimax decisions, which are analogues to minimax decisions in the

Bayes approach, are also briefly considered in Section 3.6, and the chapter concludes with special versions of the minimax theorem and the complete class theorem. For readers interested in further results, references are made to the fundamental monographs by Strasser (1985) and LeCam (1986).

Chapter 4. The chapter begins with examples in which randomizations of models appear in a natural way. The concept of $\varepsilon$-deficiency due to LeCam (1964), which is a comparison of the risk function "up to $\varepsilon$ ", is essential for the approximation and convergence of models and takes the center stage in this chapter. Another fundamental result is the randomization theorem of decision theory. It shows that the decision-theoretic concept of $\varepsilon$-deficiency is identical with the variational distance between one model and a suitable randomization of the other model. A transition to standard models gives the statement that finite models are uniquely determined by their standard distributions and the Hellinger tranforms. The characterization of the $\varepsilon$-deficiency via Bayes risks leads to the concept of standard decision problems for which the associated risk is just a special v-divergence. This is the concave function criterion of decision theory, and it connects concepts from information and decision theory.

In the second part of the chapter, sufficient statistics are characterized by the fact that the induced model is equivalent to the original model. The v-divergences are used to give for the sufficiency an information-theoretic characterization due to Csiszár (1963), the test-theoretic characterization due to Pfanzagl (1974), and the well-known factorization criterion by Neyman. A discussion of the different concepts of sufficiency such as pairwise sufficiency, Blackwell sufficiency, and Bayes sufficiency is included. A brief discussion of ancillarity, which includes Basu's theorem, concludes the chapter.

Chapter 5. The treatment of the reduction by invariance is kept concise by mainly considering the groups of permutations, location-scale transforms, and rotations. Whereas permutation invariance is especially relevant for selection rules, the other groups are utilized to prove the Hunt-Stein theorem on the minimaxity of best invariant tests. Hereby the existence of the Haar measure can be established directly in a simple manner without having recourse to further literature. The connection between best equivariant estimators and minimax estimators is provided by the Girshick-Savage theorem. With the conclusion of this chapter all tools from finite decision theory that are necessary for our purposes have been collected.

Chapter 6. The previous results on $\varepsilon$-deficiency and the randomization theorem are used to develop a theory of convergence of models within our fixed framework. Asymptotically normal models play a central role. Whereas the term model is standard in mathematical statistics, the term experiment is more common in modern decision theory. As both concepts are essentially the same (see Lehmann and Romano (2005) p. 550), we use the term model throughout the book. The transition to standard models makes it possible to get for finite models the well-known bounds on the $\varepsilon$-deficiency in terms of the Dudley metric of standard distributions, which leads to the characterization of
the convergence of finite models in terms of the distributions of the likelihood ratios. For binary models the concepts of contiguity and entire separation are introduced through the accumulation points of a sequence of models. As in Jacod and Shiryaev (1987, 2002) and Liese (1986), we use Hellinger integrals to get the results on the contiguity and the entire separation of sequences of binary models, especially the results of Oosterhoff and van Zwet (1979) for triangular arrays of independent models. In the study of the asymptotic normality of double sequences of binary models, we follow the ideas of LeCam and Yang (1990).

After the introduction and brief discussion of Gaussian models the LANand ULAN-properties are introduced and established for localized sequences of differentiable models. From the start, after Witting and Müller-Funk (1995) and Rieder (1994), regression coefficients that satisfy the Noether condition are used. Special cases then are the row-wise i.i.d. case, the two-sample problem, and regression models with deterministic covariables. Suitable versions of the third lemma of LeCam are given. These results allow us to study the risks of sequences of decisions in a shrinking sequence of the localization point of the models, providing a comparison of the efficiency of different sequences of decisions.

In the remainder of the chapter, the lower Hájek-LeCam bound is derived. To avoid advanced techniques from topology, the bound is established here only for compact decision spaces and dominated limit models. This proves sufficient for our purposes, as the models considered here are nearly always parametric models. The lower Hájek-LeCam bound makes it possible to break up the proof of asymptotic optimality of estimators, tests, and selection rules into separate steps. The first step consists of finding in the asymptotic Gaussian model the optimal solution, which depends only on the sufficient central variable. By replacing the central variable with the central sequence a sequence of decisions is obtained. Under additional regularity assumptions the convergence of the risks to the lower Hájek-LeCam follows, and this in turn guarantees the optimality of the sequence of decisions.

Chapter 7. The chapter on parameter estimation begins with the CramérRao inequality and the result, which has been proved by various authors under different regularity assumptions: namely that equality only holds for exponential families. This result corroborates the importance of exponential families for statistical analyses under finite sample sizes and it distinguishes a need for asymptotic considerations. Classical results on UMVU estimators, selected topics on Bayes estimators, and considerations regarding the admissibility of estimators conclude the first part of this chapter.

The second part is devoted to the study of the asymptotic properties of estimators of parameters. For all asymptotic considerations it is mandatory to deal first with the question of the consistency of estimators. Only for estimators with this property can classical and modern linearization techniques be utilized. From a variety of possible approaches to consistency we have
chosen the concept of $M$-estimators, and we follow here to some extent the presentation in Pfanzagl (1994). Besides a treatment of the consistency of $M$-estimators and the MLEs, and a discussion of the existence of MLEs in exponential families, we study location and regression models. Techniques from convex analysis, due to Hjort and Pollard (1993), allow us to verify consistency without assumptions regarding compactness for convex criterion functions. The part on consistency is completed with the consistency in Bayes models. In giving the fundamental results of Doob (1949) and Schwartz (1965) we follow Ghosh and Ramamoorthi (2003). One way of proving the asymptotic normality of $M$-estimators is based on the classical Taylor expansion. However, for the treatment of regression models with not necessarily differentiable criterion functions it is preferable to follow linearization techniques for convex criterion functions based on Hjort and Pollard (1993). Doing so avoids conditions regarding differentiability. The necessity of taking the second way arises in $\mathbb{L}_{1}$-regression and more generally in quantile regressions, as they are represented in Jurečková and Sen (1996). The asymptotic normality of the posterior distribution (i.e., the Bernstein-von Mises theorem) is established and used to prove the asymptotic normality of the Bayes estimator.

The last section of this chapter deals with the asymptotic optimality of the MLE. The result by Bahadur (1964) on the majorization of the covariance matrix of the limit distribution of an asymptotically normal estimator over the inverse of Fisher's information matrix is presented. Then the estimation problem is treated systematically as a decision problem, and the lower bound on the risks is derived under different conditions by utilizing the general results from Chapter 6. This is done in the finite-dimensional case for the asymptotically median unbiased estimators. In the multivariate case, an asymptotic minimax bound is derived. It is shown that in each case, under weak assumptions the MLE achieves the respective lower bound. With these main theorems in asymptotic estimation theory this chapter is completed.

Chapter 8. At the beginning uniformly best unbiased level $\alpha$ tests for two-sided hypotheses in one-parameter exponential families are characterized. Then there follows a section on testing linear hypotheses in multivariate normal distributions with a common known covariance matrix. These results constitute, from an asymptotic point of view, the solution of the decision problem in the limit model. Uniformly best unbiased level $\alpha$ tests in $d$-parameter exponential families, which are conditional tests, are derived next. Selected topics on uniformly best invariant level $\alpha$ tests and Bayes tests conclude the first part of this chapter.

The second part is devoted to the study of the asymptotic properties of tests. It begins with the study of exponential rates of error probabilities in binary models, which leads to the theorems of Stein and Chernoff. The major treatment of asymptotic tests starts with a problem that is of importance of its own: the central question about the linearizations of statistics. Whereas in the area of parameter estimation such linearizations are the result of the
linearization of equations, supporting tools of this type are not available for tests. For the latter, the projection techniques due to Hájek are fundamental. This has been used already for $U$-statistics in the special case of Hoeffding. The usefulness of these projection techniques is demonstrated on $U$-statistics and rank statistics, which serve as preparation for the results on the local asymptotic optimality of linear rank tests. Projection techniques are also used to study statistics that include estimated nuisance parameters.

The results on the linearization of statistics are used to establish the asymptotic normality of the test statistics under the null hypothesis. A combination of the asymptotic upper Hájek-LeCam bound for the power with the third lemma of LeCam allows the characterization of locally asymptotically most powerful tests and the calculation of the relative efficiency of given tests. For one-dimensional and multivariate parameters of interests, in models with or without nuisance parameters, we characterize the locally asymptotically optimal tests. In particular, we study Neyman's score test, the likelihood ratio tests, and tests that are based on the MLE known as Wald tests. The asymptotic relative efficiency of selected rank tests, especially for the twosample problem, is determined by investigating the local asymptotic power along parametric curves in the space of the distributions. For given rank tests, the parametric models are determined for which these rank tests are locally asymptotically best.

Chapter 9. Selection rules are presented here within the decision theoretic framework of the book. The goal is to select a best, or several of the best, of $k$ independent populations. The foundation of finite sample size selection rules goes back to Paulson (1949, 1952), Bahadur and Goodman (1952), Bechhofer (1954), Bechhofer, Dunnett, and Sobel (1954), Gupta (1956, 1965), Lehmann (1957a,b, 1961, 1963, 1966), and Eaton (1967a,b). The first research monographs were written by Bechhofer, Kiefer, and Sobel (1968), Gibbons, Olkin, and Sobel (1977), and Gupta and Panchapakesan (1979).

After an introduction of the selection models, optimal point selection rules are derived for parametric and especially for exponential families. For equal sample sizes the fundamental Bahadur-Goodman-Lehmann-Eaton theorem states that the natural selection rule is the uniformly best permutation invariant decision. For unequal sample sizes the situation changes dramatically and the natural selection rule loses many of its qualities (see Gupta and Miescke (1988)). Bayes selection rules in explicit form are not always readily available. For exponential families, conjugate priors can be chosen such that the posterior distributions are balanced and provide Bayes solutions of a simple form. Combining selection with the estimation of the parameter of the selected population is also considered. The next section deals with subset selections and especially with Gupta's subset selection rule. $\Gamma$-minimax selections are also considered here. Section 9.3 deals with multistage selection rules that improve the efficiency by combining the approaches of the previous two sections
(see, e.g., Miescke (1984a, 1999)). Selected results, including Bayes designs for stagewise sampling allocations, are presented in detail.

The second part of the chapter is on asymptotic properties of selection rules, and it starts with the exponential rates of the error probabilities of selection rules from Liese and Miescke (1999a). These results are related to results of Chernoff $(1952,1956)$ and Krafft and Puri (1974). Then localized parametric models are considered. It is shown that under equal sample sizes the natural selection rule based on the central sequence is both locally asymptotically uniformly best in the class of all permutation invariant selection rules and locally asymptotically minimax in terms of the pointwise comparison of the asymptotic risks. Because the statistics used by the selection rules have a specific difference structure, which is similar to the situation of two-sample problems, the localization point that appears in the central sequence can be replaced by an estimator without changing the asymptotic efficiency. The same holds true for additional nuisance parameters. In the nonparametric selection model we study selection rules that are based on rank statistics. Here we use results that have been prepared previously for nonparametric tests.

There are a number of people and institutions that we would like to thank for supporting this book project. Several rounds of reviews over the past three years have given us immeasurable help getting the book into shape, and we are deeply indebted to all of the experts who were willing to review our material and provide critical comments and suggestions. We are very grateful to the Mathematical Research Institute at Oberwolfach for letting us stay and work within its RIP program for two weeks in both 2004 and 2005. The support we have received from Springer Verlag and the guidance we have received from John Kimmel and his technical staff have greatly facilitated our work, and we are especially appreciative. We also thank the colleagues in our departments who have contributed to countless discussions throughout the progress of the book. Their input as well as their understanding of our long preoccupation with this project are very much appreciated. Additionally, thanks are due to our departments and universities for the time and working space that they have provided us. We thank Peter Dencker and Jin Tan for proofreading parts of the book and Jenn Fishman for helping us with the revision of the preface.

Our special thanks go to Ingo Steinke, who proofread several versions of the book, pointed out many inaccurate details, and provided valuable suggestions for improving the book's overall layout. His continuous interest and help in this project is highly appreciated.

Finally, we would like to say some words in memory of Shanti S. Gupta, who passed away in 2002. His inspiration, support, and encouragement have deeply affected our lives and, in particular, our work on this book.
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## Statistical Models

The starting point of all statistical inference is the observation of data that are subject to unavoidable random errors. The intention is to draw conclusions from the data in such a way that the information that is contained in the data is exploited as much as possible. For this purpose we need a mathematical model that explains the fluctuation of the observations from measurement to measurement, then a mathematical frame for possible conclusions, and finally a tool for the assessment of the quality of concrete conclusions. Although usually error-free conclusions from disturbed data cannot be drawn, we can improve, or even optimize, the inference by utilizing our knowledge of the probabilities of the random events that are relevant for the statistical problem at hand.

The basic object is a suitably chosen space $\mathcal{X}$ in which all concrete measurements can be observed. Following standard practice in probability theory let there be given a $\sigma$-algebra $\mathfrak{A}$ of subsets of $\mathcal{X}$ so that $\mathfrak{A}$ contains all subsets of $\mathcal{X}$ that are relevant for the problem. The pair $(\mathcal{X}, \mathfrak{A})$ is called the sample space. If $\mathcal{X}$ is a metric space, then we use the Borel sets as the $\sigma$-algebra $\mathfrak{A}$. On the other hand, if $\mathcal{X}$ is finite or countably infinite, then we use the power set $\mathfrak{P}(\mathcal{X})$ for $\mathfrak{A}$.

To explain the fluctuation of the observations we assume that each observation $x \in \mathcal{X}$ is the realization of a random variable $X$ with values in $\mathcal{X}$ that is defined on some underlying abstract probability space $(\Omega, \mathfrak{F}, \mathbb{P})$, where $\mathbb{P}$ is a probability measure on $(\Omega, \mathfrak{F})$. By definition, such a random variable is a mapping $X: \Omega \rightarrow \mathcal{X}$ that is $\mathfrak{F}$ - $A$ measurable, i.e., $X^{-1}(A) \in \mathfrak{F}, A \in \mathfrak{A}$, where $X^{-1}(A)=\{\omega: X(\omega) \in A, \omega \in \Omega\}$. To indicate that $X$ is measurable we use the notation $X: \Omega \rightarrow_{m} \mathcal{X}$.

To be able to work on concrete problems a link to a family of concrete probability spaces, say $\left(\mathcal{X}, \mathfrak{A}, P_{\theta}\right), \theta \in \Delta$, has to be established by means of possible distributions $P_{\theta}$ of $X$ at $\theta \in \Delta$ that include the true but unknown distribution of $X$. This leads to the concept of a statistical model. The first step toward a statistical model is to choose a suitable family $\left(P_{\theta}\right)_{\theta \in \Delta}$ of distributions of $X$ on $(\mathcal{X}, \mathfrak{A})$. This can be a difficult and challenging task, depending
on the experimental situation. The choice has to be made based on the initial information that is available about the random behavior of $X$ in the experiment. To be mathematically consistent we assume that there is a family of probability measures $\left(\mathbb{P}_{\theta}\right)_{\theta \in \Delta}$ on $(\Omega, \mathfrak{F})$ such that for every $\theta \in \Delta$ the distribution of $X$ under $\mathbb{P}_{\theta}$ is given by $P_{\theta}=\mathbb{P}_{\theta} \circ X^{-1}$; i.e., $P_{\theta}(A)=\mathbb{P}_{\theta}(X \in A)$, $A \in \mathfrak{A}$. By combining the sample space with the set of possible distributions of $X$ we arrive at the statistical model

$$
\begin{equation*}
\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right) \tag{1.1}
\end{equation*}
$$

If the parameter set $\Delta$ is finite, then we call $\mathcal{M}$ a finite model. The simplest models are binary models where $\Delta$ consists only of two elements.

### 1.1 Exponential Families

Many of the frequently used parametric families of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ in a statistical model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ are special cases of exponential families. Examples are the normal, binomial, Poisson, beta, and gamma families. Because all of these families share properties that are typical for an exponential family, it is natural and proves useful to study first this important general statistical model, and to collect analytical properties that are used throughout this book.

We are following here the tradition set by Lehmann $(1959,1983)$ in his classical books on testing and estimation, and continued in their respective second editions: Lehmann (1986), Lehmann and Casella (1998), and Lehmann and Romano (2005). More general treatments of exponential families are provided in Barndorff-Nielsen (1978) and Brown (1986). We also refer to HoffmannJørgensen (1994), Johansen (1979), and Küchler and Sørensen (1997).

Let $(\mathcal{X}, \mathfrak{A})$ be a given measurable space and $T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ be a statistic. For any $\boldsymbol{\mu} \in \mathcal{M}^{\sigma}(\mathfrak{A})$, we take

$$
\begin{align*}
\Delta & =\left\{\theta: \int \exp \{\langle\theta, T\rangle\} d \boldsymbol{\mu}<\infty\right\} \subseteq \mathbb{R}^{d}, \quad \text { and }  \tag{1.2}\\
K(\theta) & =\ln \left(\int \exp \{\langle\theta, T\rangle\} d \boldsymbol{\mu}\right), \quad \theta \in \Delta \tag{1.3}
\end{align*}
$$

where $\langle\theta, T\rangle=\theta^{T} T=\sum_{i=1}^{d} \theta_{i} T_{i}$ is the Euclidean scalar product of the vectors $\theta=\left(\theta_{1}, \ldots, \theta_{d}\right)^{T}$ and $T=\left(T_{1}, \ldots, T_{d}\right)^{T}$. Given $0<\alpha<1$, we set $p=1 / \alpha$ and $q=1 /(1-\alpha)$. Then $1 / p+1 / q=1$ and by Hölder's inequality (see Lemma A.13) it holds for $\theta_{1}, \theta_{2} \in \Delta$,

$$
\begin{align*}
\exp \left\{K \left(\alpha \theta_{1}+\right.\right. & \left.\left.(1-\alpha) \theta_{2}\right)\right\}=\int \exp \left\{\left\langle\alpha \theta_{1}+(1-\alpha) \theta_{2}, T\right\rangle\right\} d \boldsymbol{\mu}  \tag{1.4}\\
& =\int \exp \left\{\left\langle\alpha \theta_{1}, T\right\rangle\right\} \exp \left\{\left\langle(1-\alpha) \theta_{2}, T\right\rangle\right\} d \boldsymbol{\mu} \\
& \leq\left(\int \exp \left\{\left\langle\theta_{1}, T\right\rangle\right\} d \boldsymbol{\mu}\right)^{\alpha}\left(\int \exp \left\{\left\langle\theta_{2}, T\right\rangle\right\} d \boldsymbol{\mu}\right)^{1-\alpha} \\
& =\exp \left\{\alpha K\left(\theta_{1}\right)+(1-\alpha) K\left(\theta_{2}\right)\right\}
\end{align*}
$$

This means that the set $\Delta$ in (1.2) is a convex set, and that the function $K$ in (1.3) is convex. For every $\theta \in \Delta$,

$$
\begin{equation*}
P_{\theta}(A)=\int_{A} \exp \{\langle\theta, T\rangle-K(\theta)\} d \boldsymbol{\mu}, A \in \mathfrak{A} \tag{1.5}
\end{equation*}
$$

is a probability measure on $(\mathcal{X}, \mathfrak{A})$, and the family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ is called an exponential family. We denote by

$$
\begin{equation*}
f_{\theta}(x):=\frac{d P_{\theta}}{d \boldsymbol{\mu}}(x)=\exp \{\langle\theta, T(x)\rangle-K(\theta)\}, \quad x \in \mathcal{X} \tag{1.6}
\end{equation*}
$$

the density of $P_{\theta}$ with respect to $\boldsymbol{\mu}, \theta \in \Delta$.
It should be noted that, in general, the parameter set $\Delta$ is neither closed nor open. An exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is called regular if $\Delta=\Delta^{0}$, where here and in the sequel $\Delta^{0}$ denotes the interior of $\Delta$.

Throughout the book, whenever an exponential family is considered, the following two assumptions are made to make sure that the dimensions of $\mathbb{R}^{d}$ and $\Delta$ can not be reduced.
(A1) The statistics $T_{1}, \ldots, T_{d}$ are linearly independent in the sense that for $a_{0}, a_{1}, \ldots, a_{d} \in \mathbb{R}$, the relation $a_{1} T_{1}+\cdots+a_{d} T_{d}=a_{0}, \boldsymbol{\mu}$-a.e., implies that $a_{i}=0, i=0,1, \ldots, d$.
(A2) The interior $\Delta^{0}$ of $\Delta$ is nonempty.
If the condition (A1) is fulfilled, then the parameter $\theta$ is identifiable; that is, $P_{\theta_{1}}=P_{\theta_{2}}$ implies $\theta_{1}=\theta_{2}$. If not already achieved from the very beginning, the technical tools of reparametrization and a suitable choice of the measure $\boldsymbol{\mu}$ are available for this purpose.

Definition 1.1. Under the assumptions (A1) and (A2) made on $T$ and $\Delta$, respectively, the family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ given by (1.5) is called a dparameter exponential family in natural form, with natural parameter $\theta$ and generating statistic $T$. The statistical model

$$
\begin{equation*}
\mathcal{M}_{n e}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right) \tag{1.7}
\end{equation*}
$$

with $\left(P_{\theta}\right)_{\theta \in \Delta}$ from (1.5) is called a natural exponential model. It is called regular if $\Delta$ is open.

An exponential family in natural form is also called an exponential family in canonical form in the literature.

Problem 1.2.* The representation of an exponential family in natural form by (1.5) is not unique in the triplet $(T, \theta, \boldsymbol{\mu})$.

The ambiguity pointed out in the above problem is often utilized to find representations that are better adapted to the problem under consideration.

As the density in (1.5) is positive we see that the distributions from the exponential family are measure-theoretically equivalent to $\boldsymbol{\mu}$; that is, $P_{\theta}(B)=$ 0 if and only if $\boldsymbol{\mu}(B)=0$, or in short $\boldsymbol{\mu} \ll>P_{\theta}$. This implies

$$
\begin{equation*}
P_{\theta} \ll>P_{\theta_{0}}, \quad \theta_{0}, \theta \in \Delta, \tag{1.8}
\end{equation*}
$$

and that the density of $P_{\theta}$ with respect to $P_{\theta_{0}}$ is given by

$$
\frac{d P_{\theta}}{d P_{\theta_{0}}}=\exp \left\{\left\langle\theta-\theta_{0}, T\right\rangle-K(\theta)+K\left(\theta_{0}\right)\right\}, \quad \theta_{0}, \theta \in \Delta .
$$

For $d=1$ the condition (A1) only means that the statistic $T$ is not $\boldsymbol{\mu}$-a.e. constant and therefore in view of (1.8) $T$ is not $P_{\theta}$-a.s. constant. For $d>1$ the condition (A1) excludes the cases where $P_{\theta}$-a.s. the statistic $T$ takes on values in a lower-dimensional subspace. We show later that $\mathrm{E}_{\theta}\|T\|^{2}<\infty, \theta \in \Delta$. For such a random vector the fact that only values from a subspace are attained can be characterized with the help of the covariance matrix.

Problem 1.3.* Let $Y_{1}, \ldots, Y_{d}$ be random variables with finite second moments. There exist $a_{0}, a_{1}, \ldots, a_{d} \in \mathbb{R}$ with $\sum_{i=1}^{d} a_{i}^{2}>0$ and $a_{1} Y_{1}+\cdots+a_{d} Y_{d}=a_{0}, \mathbb{P}$-a.s., if and only if the covariance matrix of $\left(Y_{1}, \ldots, Y_{d}\right)$ is singular.

For some purposes it proves convenient to study the family of induced distributions $Q_{\theta}=P_{\theta} \circ T^{-1}$. The statistical model

$$
\begin{equation*}
\mathcal{M}_{r e}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(Q_{\theta}\right)_{\theta \in \Delta}\right), \tag{1.9}
\end{equation*}
$$

is called the reduced model or the model in minimal form. For every $B \in \mathfrak{B}_{d}$ and $\boldsymbol{\nu}=\boldsymbol{\mu} \circ T^{-1}$,

$$
Q_{\theta}(B)=\int I_{B}(T) \exp \{\langle\theta, T\rangle-K(\theta)\} d \boldsymbol{\mu}=\int_{B} \exp \{\langle\theta, t\rangle-K(\theta)\} \boldsymbol{\nu}(d t)
$$

so that

$$
\begin{equation*}
g_{\theta}(t):=\frac{d Q_{\theta}}{d \boldsymbol{\nu}}(t)=\exp \{\langle\theta, t\rangle-K(\theta)\}, \quad t \in \mathbb{R}^{d} \tag{1.10}
\end{equation*}
$$

When passing from the natural form to the reduced form we changed the sample space with the consequence that the new generating statistic (i.e., the identical mapping) is very simple. Later we show that the two models, the natural model and the reduced model, are identical from the decision-theoretic point of view.

It is an important property of exponential families that the distributions of a sample of size $n$ form again an exponential family where the new generating statistic is the sum. The following proposition presents the precise statement which is a consequence of the fact that the density of a product measure with respect to another product measure is simply the product of the individual densities; see Proposition A. 29.

Proposition 1.4. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a natural exponential family with respect to $\boldsymbol{\mu}$. Then $\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta} \subseteq \mathcal{P}\left(\mathfrak{A}^{\otimes n}\right)$ is a natural exponential family with respect to $\boldsymbol{\mu}^{\otimes n}$ with generating statistic $T_{\oplus n}\left(x_{1}, \ldots, x_{n}\right):=\sum_{i=1}^{n} T\left(x_{i}\right)$ and it holds that

$$
\frac{d P_{\theta}^{\otimes n}}{d \boldsymbol{\mu}^{\otimes n}}=\exp \left\{\left\langle\theta, T_{\oplus n}\right\rangle-n K(\theta)\right\} .
$$

If $X$ and $Y$ are independent random vectors with distributions $P$ and $Q$, respectively, then the distribution of $X+Y$ is given by the convolution of the two distributions $P$ and $Q$, defined by

$$
(P * Q)(B):=\int P(B-x) Q(d x), \quad B \in \mathfrak{B}_{d}
$$

According to (1.9) the reduced version of $P_{\theta}^{\otimes n}$ is given by $Q_{n, \theta}:=P_{\theta}^{\otimes n} \circ T_{\oplus n}^{-1}$. As $T_{\oplus n}$ is the sum of $n$ independent identically distributed (i.i.d.) random vectors we see that the reduced model is given by

$$
Q_{n, \theta}=\mathcal{L}\left(T_{\oplus n} \mid P_{\theta}^{\otimes n}\right)=\left(P_{\theta} \circ T^{-1}\right)^{* n}
$$

where $* n$ denotes the $n$-fold convolution.
For practical purposes we may also change the parameter set. Such a reparametrization can often be made to get new parameters that allow for a better statistical interpretation. Let $\Lambda \subseteq \mathbb{R}^{d}$ and $\kappa: \Lambda \rightarrow \Delta$ be a mapping. Then (1.5) can be reparametrized to

$$
\begin{align*}
P_{p e, \eta}(A) & :=P_{\kappa(\eta)}(A)=\int_{A} \exp \{\langle\kappa(\eta), T\rangle-K(\kappa(\eta))\} d \boldsymbol{\mu}, \quad A \in \mathfrak{A}  \tag{1.11}\\
h_{\eta}(x) & :=\frac{d P_{p e, \eta}}{d \boldsymbol{\mu}}(x)=\exp \{\langle\kappa(\eta), T(x)\rangle-K(\kappa(\eta))\}, \quad x \in \mathcal{X}
\end{align*}
$$

where $\eta \in \Lambda$. The statistical model

$$
\begin{equation*}
\mathcal{M}_{p e}=\left(\mathcal{X}, \mathfrak{A},\left(P_{p e, \eta}\right)_{\eta \in \Lambda}\right), \tag{1.12}
\end{equation*}
$$

with $\left(P_{p e, \eta}\right)_{\eta \in \Lambda}$ from (1.11), is called a reparametrized exponential model. Whenever the representation (1.12) is used, we assume without loss of generality that the mapping $\kappa: \Lambda \rightarrow \Delta$ is a one-to-one mapping of $\Lambda$ into $\Delta$. This guarantees that for any two parameter points $\eta_{1}, \eta_{2} \in \Lambda, P_{p e, \eta_{1}}=P_{p e, \eta_{2}}$ implies $\eta_{1}=\eta_{2}$. In this case, the parameter $\eta$ in the family $\left(P_{p e, \eta}\right)_{\eta \in \Lambda}$ is identifiable. Moreover, we use $\gamma=\kappa^{-1}$ in the sequel. A concrete statistical model
usually is introduced by specifying $\left(P_{p e, \eta}\right)_{\eta \in \Lambda}$, where the parameter $\eta$ admits a direct statistical interpretation.

In the following examples, we look at some common parametric families of distributions and represent them as exponential families. As the natural parameter is not necessarily the parameter that admits a statistical interpretation we often introduce another more meaningful parameter.

Here and in the sequel, whenever an at most countable sample space $\mathcal{X}$ appears we use the power set $\mathfrak{P}(\mathcal{X})$, i.e., the system of all subsets of $\mathcal{X}$, as $\sigma$-algebra $\mathfrak{A}$ in our statistical model. Unless explicitly mentioned otherwise, we use the counting measure as the dominating measure so that we have only to deal with the probability mass function (p.m.f.), $f(x):=P(\{x\}), x \in \mathcal{X}$, which is the density of $P$ with respect to the counting measure. We set

$$
\begin{align*}
\mathbb{S}_{d-1} & =\left\{\left(p_{1}, \ldots, p_{d-1}\right): p_{i}>0, i=1, \ldots, d-1, \quad \sum_{j=1}^{d-1} p_{j}<1\right\} \\
\mathbf{S}_{d}^{o} & =\left\{\left(p_{1}, \ldots, p_{d}\right): p_{i}>0, i=1, \ldots, d, \quad \sum_{j=1}^{d} p_{j}=1\right\}  \tag{1.13}\\
\mathbf{S}_{d}^{c} & =\left\{\left(p_{1}, \ldots, p_{d}\right): p_{i} \geq 0, i=1, \ldots, d, \quad \sum_{j=1}^{d} p_{j}=1\right\}
\end{align*}
$$

Example 1.5. Let $X_{1}, \ldots, X_{n}$ be a sample of i.i.d. observations from an experiment with $d$ possible outcomes that have probabilities $p_{i}, i=1, \ldots, d$. The sample space is $\mathcal{X}=\left\{\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right): \varepsilon_{i} \in\{1, \ldots, d\}, i=1, \ldots, n\right\}$ and it holds

$$
\begin{aligned}
\mathbb{P}\left(X_{1}\right. & \left.=\varepsilon_{1}, \ldots, X_{n}=\varepsilon_{n}\right)=\prod_{i=1}^{n} p_{\varepsilon_{i}} \\
& =\exp \left\{\sum_{j=1}^{d} T_{j}(x) \ln p_{j}\right\}, \quad x=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in \mathcal{X}, \quad \text { where } \\
T_{j}(x) & =\left|\left\{i: \varepsilon_{i}=j, \quad i=1, \ldots, n\right\}\right|
\end{aligned}
$$

is the number of observations with outcome $j, j=1, \ldots, d$. As $\sum_{j=1}^{d} p_{j}=1$ the assumption (A2) is not met. However, by a reduction to $d-1$ parameters we can get an exponential family (1.5) in natural form. Put for $i=1, \ldots, d-1$,

$$
\begin{aligned}
& \theta_{i}=\kappa_{i}(p):=\ln \left(p_{i} / p_{d}\right), \quad p_{i}=\gamma_{i}(\theta)=\exp \left\{\theta_{i}\right\}\left(1+\sum_{j=1}^{d-1} \exp \left\{\theta_{j}\right\}\right)^{-1}, \\
& p_{d}=1-\sum_{i=1}^{d-1} p_{i}, \quad p_{d}=\gamma_{d}(\theta)=1-\sum_{i=1}^{d-1} \gamma_{i}(\theta), \\
& T=\left(T_{1}, \ldots, T_{d-1}\right), \quad K(\theta)=n \ln \left(1+\sum_{j=1}^{d-1} \exp \left\{\theta_{j}\right\}\right), \\
& \theta=\left(\theta_{1}, \ldots, \theta_{d-1}\right) \in \Delta=\mathbb{R}^{d-1}, \quad p=\left(p_{1}, \ldots, p_{d}\right) \in \mathbf{S}_{d}^{o} .
\end{aligned}
$$

As $\sum_{i=1}^{d} k_{i} \ln p_{i}=\sum_{i=1}^{d} k_{i} \theta_{i}$ we see that $P_{\theta}=\mathcal{L}\left(X_{1}, \ldots, X_{n}\right)$ has the p.m.f.

$$
\begin{aligned}
f_{\theta}(x) & =\exp \left\{\sum_{i=1}^{d} T_{i}(x) \ln p_{i}\right\} \\
& =\exp \left\{\sum_{i=1}^{d-1} T_{i}(x) \ln p_{i}+\left(n-\sum_{i=1}^{d-1} T_{i}(x)\right) \ln \left(1-\sum_{i=1}^{d-1} p_{i}\right)\right\} \\
& =\exp \left\{\sum_{i=1}^{d-1} \theta_{i} T_{i}(x)-K(\theta)\right\} .
\end{aligned}
$$

With $\boldsymbol{\mu}$ being the counting measure we see that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a regular $(d-1)$ parameter exponential family with natural parameter $\theta \in \mathbb{R}^{d-1}$ that satisfies (A1) and (A2). The distributions in the reduced model are then

$$
P_{\theta} \circ T^{-1}=\mathrm{M}(n, \gamma(\theta)), \quad \theta \in \mathbb{R}^{d-1}
$$

where $\mathrm{M}(n, p)$ denotes the multinomial distribution with parameters $n$ and $p=$ $\left(p_{1}, \ldots, p_{d}\right) \in \mathbf{S}_{d}^{o}$.

Problem 1.6. Verify the statements in the previous example regarding (A1) and (A2).

Problem 1.7. Let $X_{1}, \ldots, X_{n}$ be i.i.d. Bernoulli variables with success probability $p \in(0,1)$. Then the joint distribution on $\mathcal{X}=\{0,1\}^{n}$ is given by $\left((1-p) \boldsymbol{\delta}_{0}+p \boldsymbol{\delta}_{1}\right)^{\otimes n}$, where $\boldsymbol{\delta}_{a}$ is the $\delta$-distribution that is concentrated at point $a$. Set

$$
\begin{gathered}
\theta=\kappa(p):=\ln (p /(1-p)), \quad p=\gamma(\theta):=\frac{\exp \{\theta\}}{1+\exp \{\theta\}} \\
K(\theta)=n \ln \left(1+e^{\theta}\right), \quad \Delta=\mathbb{R} \\
T(x)=\sum_{i=1}^{n} x_{i}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}
\end{gathered}
$$

Then the family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}=\left((1-\gamma(\theta)) \boldsymbol{\delta}_{0}+\gamma(\theta) \boldsymbol{\delta}_{1}\right)^{\otimes n}$ has the p.m.f. $f_{\theta}=\exp \{\theta T-K(\theta)\}$ and is thus a one-parameter exponential family with natural parameter $\theta$ and generating statistic $T$. The distributions in the reduced model are $P_{\theta} \circ T^{-1}=\mathrm{B}(n, \gamma(\theta)), \theta \in \mathbb{R}$.

Problem 1.8.* Sometimes, the parameter set $(0,1)$ of the binomial distribution $\mathrm{B}(n, p)$ is extended by putting $\mathrm{B}(n, 0)=\boldsymbol{\delta}_{0}$ and $\mathrm{B}(n, 1)=\boldsymbol{\delta}_{n}$. Show that the extended family $\mathrm{B}(n, p), p \in[0,1]$, cannot be represented as an exponential family.

Problem 1.9.* The family of Poisson distributions $(\operatorname{Po}(\lambda))_{\lambda>0}$ with p.m.f.

$$
\operatorname{po}_{\lambda}(k)=\frac{\lambda^{k}}{k!} \exp \{-\lambda\}, \quad k \in \mathbb{N}, \quad \lambda>0
$$

can be represented as a one-parameter exponential family in natural form.
Example 1.10. The exponential families in Example 1.5 and in the Problems 1.7 and 1.9 are regular, i.e., their natural parameter sets are open. This property is often met, but there is an important exponential family that does not share this property. Let $W(t), t>0$, be a standard Wiener process and $\nu$ and $\sigma$ be fixed positive constants. For $a>0$ we denote by $T_{a}=\inf \{t: \nu t+\sigma W(t) \geq a\}$ the first passage time at which the process $\nu t+\sigma W(t)$ crosses the level $a$. It can be shown (see Seshadri (1993)) that $T_{a}$ is finite with probability one and that it has a distribution, called the inverse Gaussian distribution $\operatorname{Gi}(\lambda, m)$, that has the Lebesgue density

$$
\begin{equation*}
\operatorname{gi}_{\lambda, m}(x)=\sqrt{\frac{\lambda}{2 \pi x^{3}}} \exp \left\{-\frac{\lambda}{2 m^{2}} \frac{(x-m)^{2}}{x}\right\} I_{(0, \infty)}(x) \tag{1.14}
\end{equation*}
$$

where $\lambda=(a / \sigma)^{2}$ and $m=a / \nu$. Letting $m \rightarrow \infty$ we get as the density of the first passage time of the standard Wiener process

$$
\begin{equation*}
\mathrm{gi}_{\lambda, \infty}(x)=\sqrt{\frac{\lambda}{2 \pi x^{3}}} \exp \left\{-\frac{\lambda}{2 x}\right\} I_{(0, \infty)}(x) \tag{1.15}
\end{equation*}
$$

To present the densities $\mathrm{gi}_{\lambda, m}$ in standard exponential form we set $\mathcal{X}=(0, \infty)$ and introduce the measure $\boldsymbol{\mu}$ by $\boldsymbol{\mu}(d x)=\left(2 \pi x^{3}\right)^{-1 / 2} \boldsymbol{\lambda}(d x)$ on $\mathfrak{B}_{(0, \infty)}$. If $T_{1}(x)=x$, $T_{2}(x)=1 / x$,

$$
\left(\theta_{1}, \theta_{2}\right)=\left(-\frac{\lambda}{2 m^{2}},-\frac{\lambda}{2}\right), \quad K\left(\theta_{1}, \theta_{2}\right)=2 \sqrt{\theta_{1} \theta_{2}}-\frac{1}{2} \ln \left(-2 \theta_{2}\right),
$$

then

$$
\frac{d \mathrm{Gi}(\lambda, m)}{d \boldsymbol{\mu}}(x)=\exp \left\{\theta_{1} x+\theta_{2} \frac{1}{x}-K\left(\theta_{1}, \theta_{2}\right)\right\} .
$$

The natural parameter set is $\Delta=(-\infty, 0] \times(-\infty, 0)$ which is not open. This set corresponds to the set $(0, \infty) \times(0, \infty]$ in the original parametrization.

Normal distributions are exponential families. The two-parameter case is studied in the next example. The one-parameter cases, where either the variance or the mean is known, are considered in Lemma 1.37 and Example 1.38, respectively.

Example 1.11. Let $X$ be an observation from a normal distribution $\mathrm{N}\left(\mu, \sigma^{2}\right)$, where $\left(\mu, \sigma^{2}\right) \in \Lambda=\mathbb{R} \times(0, \infty)$ is unknown. The density $\varphi_{\mu, \sigma^{2}}$ of the distribution $\mathrm{N}\left(\mu, \sigma^{2}\right)$ with respect to the Lebesgue measure $\boldsymbol{\lambda}$ on $\mathbb{R}$ is

$$
\begin{aligned}
\varphi_{\mu, \sigma^{2}}(x) & =\left(2 \pi \sigma^{2}\right)^{-1 / 2} \exp \left\{-\left(2 \sigma^{2}\right)^{-1}(x-\mu)^{2}\right\} \\
& =\exp \left\{\kappa_{1}\left(\mu, \sigma^{2}\right) T_{1}(x)+\kappa_{2}\left(\mu, \sigma^{2}\right) T_{2}(x)-(1 / 2)\left[\mu^{2} / \sigma^{2}+\ln \left(2 \pi \sigma^{2}\right)\right]\right\},
\end{aligned}
$$

where

$$
\begin{align*}
\left(T_{1}(x), T_{2}(x)\right) & =\left(x, x^{2}\right),  \tag{1.16}\\
\left(\theta_{1}, \theta_{2}\right) & =\left(\kappa_{1}\left(\mu, \sigma^{2}\right), \kappa_{2}\left(\mu, \sigma^{2}\right)\right):=\left(\mu / \sigma^{2},-1 /\left(2 \sigma^{2}\right)\right), \\
\left(\mu, \sigma^{2}\right) & =\left(\gamma_{1}(\theta), \gamma_{2}(\theta)\right):=\left(-\theta_{1} /\left(2 \theta_{2}\right),-1 /\left(2 \theta_{2}\right)\right) .
\end{align*}
$$

Hence $\mathbf{N}\left(\mu, \sigma^{2}\right),\left(\mu, \sigma^{2}\right) \in \mathbb{R} \times(0, \infty)$, is a reparametrized exponential family with generating statistic $T=\left(T_{1}, T_{2}\right)$ and $\varphi_{\mu, \sigma^{2}}$ turns into

$$
\begin{align*}
& f_{\theta}(x)=\exp \left\{\theta_{1} T_{1}(x)+\theta_{2} T_{2}(x)-K(\theta)\right\}, \quad \text { where } \\
& K(\theta)=-(1 / 2)\left[-\theta_{1}^{2} /\left(2 \theta_{2}\right)+\ln \left(-\theta_{2} / \pi\right)\right], \quad \theta \in \mathbb{R} \times(-\infty, 0) . \tag{1.17}
\end{align*}
$$

The set $\Delta=\mathbb{R} \times(-\infty, 0)$ is the natural parameter set as

$$
\int \exp \left\{\theta_{1} T_{1}(x)+\theta_{2} T_{2}(x)\right\} \boldsymbol{\lambda}(d x)<\infty
$$

if and only if $\left(\theta_{1}, \theta_{2}\right) \in \mathbb{R} \times(-\infty, 0)$. Thus we have a regular two-parameter exponential family, represented in natural form by $f_{\theta}, \theta \in \mathbb{R} \times(-\infty, 0)$, and represented in reparametrized form by $\varphi_{\mu, \sigma^{2}},\left(\mu, \sigma^{2}\right) \in \mathbb{R} \times(0, \infty)$. The latter is based on the statistically relevant parameters $\mu$ and $\sigma^{2}$.

Suppose now that we have a sample of size $n$; i.e., let $X_{1}, \ldots, X_{n}$ be i.i.d. with distribution $\mathbf{N}\left(\mu, \sigma^{2}\right)$. Then by Proposition $1.4 \mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right),\left(\mu, \sigma^{2}\right) \in \mathbb{R} \times(0, \infty)$, is again an exponential family, but now with the generating statistic

$$
T_{\oplus n}\left(x_{1}, \ldots, x_{n}\right)=\left(\sum_{i=1}^{n} x_{i}, \sum_{i=1}^{n} x_{i}^{2}\right)
$$

Problem 1.12.* The family of distributions in the reduced model $\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right) \circ$ $T_{\oplus n}^{-1}$ has the Lebesgue density $\sigma^{-2} \varphi_{n \mu, n \sigma^{2}}\left(s_{1}\right) \mathrm{h}_{n-1}\left(s_{2} / \sigma^{2}-s_{1}^{2} /\left(n \sigma^{2}\right)\right)$, where $\mathrm{h}_{n-1}$ is the Lebesgue density of a $\chi^{2}$-distribution with $n-1$ degrees of freedom.

Next we consider some exponential families that appear as distributions of nonnegative random variables.

Example 1.13. Let $(\operatorname{Ga}(\lambda, \beta))_{\lambda, \beta>0}$ be the family of gamma distributions which have the Lebesgue densities

$$
\operatorname{ga}_{\lambda, \beta}(x)=\frac{\beta^{\lambda}}{\Gamma(\lambda)} x^{\lambda-1} \exp \{-\beta x\} I_{(0, \infty)}(x), \quad x \in \mathbb{R}, \quad \lambda, \beta>0 .
$$

We introduce the measure $\boldsymbol{\mu}$ by $\boldsymbol{\mu}(d x)=I_{(0, \infty)}(x) x^{-1} \boldsymbol{\lambda}(d x)$, and set $T_{1}(x)=\ln x$, $T_{2}(x)=-x, \quad x>0$. The $\boldsymbol{\mu}$-density is then given by (1.6), with $K(\lambda, \beta)=\ln \Gamma(\lambda)-$ $\lambda \ln \beta$, and $(\mathrm{Ga}(\lambda, \beta))_{\lambda, \beta>0}$ becomes a two-parameter exponential family in natural form with natural parameter $\theta=(\lambda, \beta) \in \Delta=(0, \infty) \times(0, \infty)$ and generating statistic $T(x)=(\ln x,-x)$.

Problem 1.14. Represent the family $(\operatorname{Ga}(\lambda, \beta))_{\lambda, \beta>0}$ for a fixed known $\lambda$, as well as for a fixed known $\beta$, as a one-parameter exponential family in natural form. Extend this representation to the case of an i.i.d. sample $X_{1}, \ldots, X_{n}$ where the distribution of $X_{1}$ belongs to the gamma family.

Problem 1.15.* Let $(\operatorname{Be}(\alpha, \beta))_{\alpha, \beta>0}$ be the family of beta distributions, which have the Lebesgue densities

$$
\operatorname{be}_{\alpha, \beta}(x)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1} I_{(0,1)}(x), \quad x \in \mathbb{R}, \quad \alpha, \beta>0 .
$$

It can be represented as a two-parameter exponential family in natural form.
Perhaps the most important and useful analytic property of an exponential family in natural form is that in its expectations, differentiations with respect to the coordinates of $\theta=\left(\theta_{1}, \ldots, \theta_{d}\right) \in \Delta^{0}$ and integration with respect to $x \in \mathcal{X}$ can be exchanged. Denote by $\mathbb{C}=\{z: z=u+i v, u, v \in \mathbb{R}\}$ the set of complex numbers, where $u$ and $v$ are the real and imaginary parts of $z$, respectively. Similarly, we set $\mathbb{C}^{d}=\left\{z: z=u+i v, u, v \in \mathbb{R}^{d}\right\}$ and again denote by $u$ and $v$ the real and imaginary parts of the vector $z \in \mathbb{C}^{d}$. A function $\psi=\psi_{1}+i \psi_{2}$ is called measurable if $\psi_{1}$ and $\psi_{2}$ are real-valued measurable functions and denote this again by $\psi: \mathcal{X} \rightarrow_{m} \mathbb{C}$. We set for any $\boldsymbol{\mu} \in \mathcal{M}(\mathfrak{A})$

$$
\mathbb{U}=\left\{u: u \in \mathbb{R}^{d}, \quad \int|\psi(x)| \exp \{\langle u, T(x)\rangle\} \boldsymbol{\mu}(d x)<\infty\right\}
$$

Then with $z=u+i v$ the relation $|\exp \{i \alpha\}|=1$ yields $|\exp \{\langle z, T(x)\rangle\}|=$ $|\exp \{\langle u, T(x)\rangle\}|$ so that the function

$$
M_{\psi}(z)=\int \psi(x) \exp \{\langle z, T(x)\rangle\} \boldsymbol{\mu}(d x)
$$

is well defined on $\mathbb{F}=\mathbb{U}+i \mathbb{R}^{d}=\left\{z: z=u+i v, u \in \mathbb{U}, v \in \mathbb{R}^{d}\right\}$. For brevity, we introduce the notation

$$
\begin{aligned}
D^{\alpha} & :=\frac{\partial^{m_{1}+\cdots+m_{d}}}{\partial z_{1}^{m_{1}} \cdots \partial z_{d}^{m_{d}}}, \quad \alpha=\left(m_{1}, \ldots, m_{d}\right) \in \mathbb{N}^{d} \\
|\alpha| & =\sum_{l=1}^{d} m_{l}, \quad z^{\alpha}=z_{1}^{m_{1}} \cdots z_{d}^{m_{d}}
\end{aligned}
$$

We recall that for an open set $A \subseteq \mathbb{C}^{d}$ a function $f: A \rightarrow \mathbb{C}$, is called analytic if, for every $z_{0} \in A, f$ can be expanded in a power series

$$
f(z)=\sum_{k=0}^{\infty} \sum_{\alpha:|\alpha|=k} \frac{1}{m_{1}!\cdots m_{d}!} a_{\alpha}\left(z-z_{0}\right)^{\alpha}
$$

which is absolutely convergent in some neighborhood of $z_{0}$. In this case $f$ is infinitely often differentiable and it holds

$$
\begin{equation*}
D^{\alpha} f\left(z_{0}\right)=a_{\alpha} \tag{1.18}
\end{equation*}
$$

The following result has been established in the literature in several different versions. Presumably, the first proof was presented in Lehmann (1959).

Lemma 1.16. For every $\theta_{0} \in \mathbb{U}^{0}$ there exists some $\varepsilon>0$ such that

$$
\begin{equation*}
\int \exp \{\varepsilon\|T(x)\|\}|\psi(x)| \exp \left\{\left\langle\theta_{0}, T(x)\right\rangle\right\} \boldsymbol{\mu}(d x)<\infty \tag{1.19}
\end{equation*}
$$

The function $M_{\psi}(z)=\int \psi(x) \exp \{\langle z, T(x)\rangle\} \boldsymbol{\mu}(d x)$ is analytic in the interior $\mathbb{F}^{0}=\mathbb{U}^{0}+i \mathbb{R}^{d}$ of $\mathbb{F}$, and it holds for $\alpha=\left(m_{1}, \ldots, m_{d}\right)$,

$$
\begin{aligned}
D^{\alpha} M_{\psi}(z) & =\int \psi(x) T_{1}^{m_{1}}(x) \cdots T_{d}^{m_{d}}(x) \exp \{\langle z, T(x)\rangle\} \boldsymbol{\mu}(d x) \\
& =\int \psi(x) D^{\alpha} \exp \{\langle z, T(x)\rangle\} \boldsymbol{\mu}(d x), z \in \mathbb{F}^{0}
\end{aligned}
$$

Proof. Fix $z_{0}=\left(z_{1,0}, \ldots, z_{d, 0}\right) \in \mathbb{U}^{0}+i \mathbb{R}^{d}$ and $z=\left(z_{1}, \ldots, z_{d}\right)$ and denote by $u_{i}$ and $u_{i, 0}$ the real parts of $z$ and $z_{0}$, respectively. The inequalities $\|T\| \leq \sum_{i=1}^{d}\left|T_{i}\right|$ and $\exp \{|x|\} \leq \exp \{x\}+\exp \{-x\}$ imply (1.19). The latter inequality and $\sum_{k=0}^{n}|w|^{k} / k!\leq \exp \{|w|\}$ yields for $\left\|z-z_{0}\right\| \leq \delta$

$$
\begin{aligned}
& \left|\psi(x) \exp \left\{\left\langle z_{0}, T(x)\right\rangle\right\}\right| \sum_{l=0}^{n} \frac{\left|\left\langle z-z_{0}, T(x)\right\rangle\right|^{l}}{l!} \\
\leq & \left|\psi(x) \exp \left\{\sum_{j=1}^{d} u_{j, 0} T_{j}(x)\right\}\right| \exp \left\{\delta \sum_{j=1}^{d}\left|T_{j}(x)\right|\right\} \\
\leq & \sum_{\varepsilon_{1}, \ldots, \varepsilon_{d} \in\{-1,0,1\}}|\psi(x)| \exp \left\{\sum_{j=1}^{d}\left(u_{j, 0}+\varepsilon_{j} \delta\right) T_{j}(x)\right\} .
\end{aligned}
$$

For sufficiently small $\delta$ and the vectors $\left(u_{1,0}+\varepsilon_{1} \delta, \ldots, u_{d, 0}+\varepsilon_{d} \delta\right)$ belong to $\mathbb{U}^{0}$ so that the function on the right-hand side of the above inequality is integrable with respect to $\boldsymbol{\mu}$. Hence by Lebesgue's theorem (see Theorem A.18),

$$
\begin{aligned}
M_{\psi}(z) & =\int \psi(x) \exp \left\{\left\langle z_{0}, T(x)\right\rangle\right\} \sum_{k=0}^{\infty} \frac{\left\langle z-z_{0}, T(x)\right\rangle^{k}}{k!} \boldsymbol{\mu}(d x) \\
& =\sum_{k=0}^{\infty} \sum_{|\alpha|=k} \frac{1}{m_{1}!\cdots m_{d}!} a_{\alpha}\left(z-z_{0}\right)^{\alpha}
\end{aligned}
$$

where

$$
a_{\alpha}=\int \psi(x) T_{1}^{m_{1}}(x) \cdots T_{1}^{m_{d}}(x) \exp \left\{\left\langle z_{0}, T(x)\right\rangle\right\} \boldsymbol{\mu}(d x) .
$$

The relation $a_{\alpha}=D^{\alpha} f\left(z_{0}\right)$ in (1.18) with $f=M_{\psi}$ completes the proof.
Theorem 1.17. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family in natural form as given by (1.5). Then for every $\theta \in \Delta^{0}$ there exists an $\varepsilon>0$ with

$$
\begin{equation*}
\mathrm{E}_{\theta} \exp \{\varepsilon\|T\|\}<\infty \tag{1.20}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathrm{E}_{\theta}\|T\|^{a}<\infty \quad \text { for every } a>0 \tag{1.21}
\end{equation*}
$$

The function $K$ is infinitely often differentiable in $\Delta^{0}$ and it holds for every $\alpha=\left(m_{1}, \ldots, m_{d}\right) \in \mathbb{N}^{d}$,

$$
\begin{equation*}
\mathrm{E}_{\theta} T_{1}^{m_{1}} \cdots T_{d}^{m_{d}}=\exp \{-K(\theta)\} D^{\alpha} \exp \{K(\theta)\} \tag{1.22}
\end{equation*}
$$

Proof. The statement (1.20) follows from (1.19), and (1.21) is implied by (1.20). From Lemma 1.16 we can see for $\psi(x) \equiv 1$ that the real-valued function $\exp \{K(\theta)\}=\int \exp \{\langle\theta, T\rangle\} d \boldsymbol{\mu}$ is infinitely often differentiable in $\mathbb{U}^{0}=\Delta^{0}$. Because $\int \exp \{\langle\theta, T\rangle\} d \boldsymbol{\mu} \neq 0$, the function $K(\theta)$ is also infinitely often differentiable. To prove (1.22) we note that by Lemma 1.16

$$
\begin{aligned}
& \exp \{K(\theta)\} \mathrm{E}_{\theta} T_{1}^{m_{1}} \cdots T_{d}^{m_{d}}=\int T_{1}^{m_{1}}(x) \cdots T_{d}^{m_{d}}(x) \exp \{\langle\theta, T(x)\rangle\} \boldsymbol{\mu}(d x) \\
& =\int D^{\alpha} \exp \{\langle\theta, T(x)\rangle\} \boldsymbol{\mu}(d x)=D^{\alpha} \int \exp \{\langle\theta, T(x)\rangle\} \boldsymbol{\mu}(d x) \\
& =D^{\alpha} \exp \{K(\theta)\} .
\end{aligned}
$$

Remark 1.18. In the previous lemma we have proved the existence of all moments of $T$ provided the parameter belongs to the interior of $\Delta$. For the boundary points, in general, this statements is no longer true as the following example shows. Consider the inverse Gaussian distribution $\operatorname{Gi}(\lambda, m)$ with natural parameters $\left(\theta_{1}, \theta_{2}\right)=\left(-\lambda /\left(2 m^{2}\right),-\lambda / 2\right) \in(-\infty, 0] \times(-\infty, 0)$ and Lebesgue density $\mathrm{gi}_{\lambda, m}$ from (1.14) for $\theta_{1}=0$, i.e., $\mathrm{gi}_{\lambda, \infty}$ in (1.15). Obviously $\mathrm{E}_{0, \theta_{2}} T_{1}=\int_{0}^{\infty} x \mathrm{gi}_{\lambda, \infty}(x) d x=\infty$.

There is a simple explanation for this effect. We have pointed out in Example 1.10 that $\mathrm{gi}_{\lambda, m}$ is the density of the first passage time at which the process $\nu t+\sigma W(t)$ crosses the level $a$, where $\lambda=(a / \sigma)^{2}$ and $m=a / \nu$. The case $m=\infty$ corresponds to $\nu=0$, i.e., there is no positive drift. In this case the Wiener process hits the level $a$ very late so that the hitting time is finite with probability one, but the expected value is infinite.

For brevity, we introduce the notation

$$
\nabla=\left(\frac{\partial}{\partial \theta_{1}}, \ldots, \frac{\partial}{\partial \theta_{d}}\right)^{T} \quad \text { and } \quad \nabla \nabla^{T}=\left(\frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{j}}\right)_{1 \leq i, j \leq d}
$$

The following formulas for calculating the means and covariances of $T_{1}, \ldots, T_{d}$ are direct consequences of (1.22).

Corollary 1.19. Under the assumptions of Theorem 1.17, and conditions (A1) and (A2), for every $\theta \in \Delta^{0}$ the mean vector and the covariance matrix of $T$ are given by

$$
\begin{equation*}
\mathrm{E}_{\theta} T=\nabla K(\theta), \quad \mathrm{C}_{\theta}(T)=\nabla \nabla^{T} K(\theta) . \tag{1.23}
\end{equation*}
$$

The matrix $\nabla \nabla^{T} K(\theta)$ is nonsingular for every $\theta \in \Delta^{0}$ and the infinitely often differentiable function $K$ is strictly convex in $\Delta^{0}$.

Proof. Let $\theta \in \Delta^{0}$. From (1.22) we get for any $\theta \in \Delta^{0}$ and $D^{\alpha}=\frac{\partial}{\partial \theta_{i}}$,

$$
\mathrm{E}_{\theta} T_{i}=\exp \{-K(\theta)\} \frac{\partial}{\partial \theta_{i}} \exp \{K(\theta)\}=\frac{\partial K(\theta)}{\partial \theta_{i}}
$$

This proves the first statement. Similarly with $D^{\alpha}=\frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{j}}$,

$$
\begin{aligned}
\mathrm{E}_{\theta} T_{i} T_{j} & =\exp \{-K(\theta)\} \frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{j}} \exp \{K(\theta)\} \\
& =\frac{\partial K(\theta)}{\partial \theta_{i}} \frac{\partial K(\theta)}{\partial \theta_{j}}+\frac{\partial^{2} K(\theta)}{\partial \theta_{i} \partial \theta_{j}}=\frac{\partial K(\theta)}{\partial \theta_{i}} \frac{\partial K(\theta)}{\partial \theta_{j}}+\frac{\partial^{2} K(\theta)}{\partial \theta_{i} \partial \theta_{j}} .
\end{aligned}
$$

The nonsingularity of $\nabla \nabla^{T} K(\theta)$ follows from $\mathrm{C}_{\theta}(T)=\nabla \nabla^{T} K(\theta)$ and the fact that by assumption (A1) the components of $T$ are not a.s. linearly dependent, and Problem 1.3. We already know from (1.4) that $K$ is convex. The nonsingularity of $\nabla \nabla^{T} K(\theta)$ implies that $K$ is strictly convex.

We illustrate the above results by examples.
Example 1.20. It has been shown in Example 1.13 that $(\mathrm{Ga}(\alpha, \beta))_{\alpha, \beta>0}$ is a two parameter exponential family in natural form with natural parameter $(\lambda, \beta)$ and generating statistic $T(x)=\left(T_{1}(x), T_{2}(x)\right)$, where by $K(\lambda, \beta)=\ln \Gamma(\lambda)-\lambda \ln \beta, \lambda, \beta>0$. From (1.23) we get, with $\Psi=\Gamma^{\prime} / \Gamma$,

$$
\mathrm{E}_{\theta} T=\left(\Psi(\lambda)-\ln \beta,-\frac{\lambda}{\beta}\right) \quad \text { and } \quad \mathrm{C}_{\theta}(T)=\left(\begin{array}{cc}
\Psi^{\prime}(\lambda) & -\frac{1}{\beta} \\
-\frac{1}{\beta} & \frac{\lambda}{\beta^{2}}
\end{array}\right) .
$$

Example 1.21. Let $X_{1}, X_{2}, \ldots$ be a Bernoulli sequence with success probability $p$, where $p \in(0,1)$. For a fixed given $k \in\{1,2, \ldots\}$ let $X=\min \left\{n: X_{1}+\cdots+X_{n}=\right.$ $k\}-k$. Thus, $X+k$ is the number of times one has to play a game with winning probability $p$ in independent repetitions until $k$ games have been won. $X$ follows a negative binomial distribution $\mathrm{Nb}(k, \eta)$ with p.m.f.

$$
\mathrm{nb}_{k, p}(x)=\frac{(x+k-1)!}{x!(k-1)!} p^{k}(1-p)^{x}, \quad x=0,1,2, \ldots
$$

Put $\theta=\kappa(p)=\ln (1-p)$, and $\boldsymbol{\mu}(\{x\})=(x+k-1)!/(x!(k-1)!)$. Then the distribution of $X$ has the density $f_{\theta}(x)=\exp \{\theta x+k \ln (1-\exp \{\theta\})\}$ with respect to $\boldsymbol{\mu}$. This shows that $\mathrm{Nb}\left(k, 1-e^{\theta}\right)$ is a one-parameter exponential family with $T(x)=x$ and $K(\theta)=-k \ln (1-\exp \{\theta\})$. From (1.23) we get

$$
\mathrm{E}_{\kappa(p)} T=k \frac{1-p}{p} \text { and } \mathrm{V}_{\kappa(p)}(T)=k \frac{1-p}{p^{2}}
$$

In the previous examples we have already studied different ways of parametrizing an exponential family. However, among all parametrizations there is one in particular, not mentioned so far, that has a special meaning. This is the so-called mean value parametrization which is considered at the conclusion of this section. To prepare for this parametrization we need the following well-known result (see, e.g., Brown (1986) and Witting (1985)).

Theorem 1.22. Under the assumptions of (A1) and (A2) the mapping

$$
\begin{equation*}
\gamma_{\mathrm{m}}: \theta \mapsto \nabla K(\theta)=\mathrm{E}_{\theta} T \tag{1.24}
\end{equation*}
$$

is a diffeomorphism of $\Delta^{0}$ onto the open set $\gamma_{m}\left(\Delta^{0}\right)$.
Proof. We already know from Corollary 1.19 that $K$ is strictly convex. This yields for every $\theta_{1}, \theta_{2} \in \Delta^{0}$ with $\theta_{1} \neq \theta_{2}$,

$$
\begin{aligned}
& K\left(\theta_{1}\right)>K\left(\theta_{2}\right)+\left\langle\left(\theta_{1}-\theta_{2}\right), \nabla K\left(\theta_{2}\right)\right\rangle, \\
& K\left(\theta_{2}\right)>K\left(\theta_{1}\right)+\left\langle\left(\theta_{2}-\theta_{1}\right), \nabla K\left(\theta_{1}\right)\right\rangle .
\end{aligned}
$$

Hence, $\left\langle\theta_{2}-\theta_{1}, \nabla K\left(\theta_{1}\right)-\nabla K\left(\theta_{2}\right)\right\rangle<0$, so that $\theta_{1} \neq \theta_{2}$ implies $\nabla K\left(\theta_{1}\right) \neq$ $\nabla K\left(\theta_{2}\right)$ and $\gamma_{\mathrm{m}}$ is a bijection. As by Proposition $1.16 K$ is infinitely often differentiable we see that the mapping $\gamma_{m}$ is continuously differentiable. An application of the global inverse function theorem (see, e.g., Theorem 3.2.8 in Duistermaat and Kolk (2004)) completes the proof.

Brown (1986) proved under the so-called steepness condition a stronger result which at the same time characterizes the range $\gamma_{m}\left(\Delta^{0}\right)$. We come back to this result later when we study maximum likelihood estimators in exponential families in Section 7.5.

By denoting the inverse mapping of $\gamma_{\mathrm{m}}$ by $\kappa_{\mathrm{m}}$, we can represent the exponential family in the mean value parametrization, at least for $\theta \in \Delta^{0}$, by

$$
P_{\kappa_{\mathrm{m}}(\mu)}, \quad \mu \in \gamma_{\mathrm{m}}\left(\Delta^{0}\right)
$$

The name of this particular parametrization reflects the obvious fact that $\mathrm{E}_{\kappa_{\mathrm{m}}(\mu)} T=\mu$. If we have a reparametrized exponential family $\left(P_{\kappa(\eta)}\right)_{\eta \in \Lambda}$, then we get the mean value parametrization if we use $\mu=\gamma_{\mathrm{m}}(\kappa(\eta))$. Instead of calculating the functions $\kappa$ and $\gamma_{\mathrm{m}}$ it is often easier to express $\mu$ directly by $\eta$ via the relation $\mathrm{E}_{\kappa(\eta)} T=\mu$.

Example 1.23. We have seen in Example 1.7 that the binomial distribution $\mathrm{B}(n, p), 0<p<1$, is the reduced form of a one-parameter exponential family and therefore again an exponential family where the generating statistic $T$ is the identical mapping. Hence with $\mu=\mathrm{E}_{p} T=n p$ the p.m.f. in the mean value parametrization is given by

$$
\binom{n}{k}\left(\frac{\mu}{n}\right)^{k}\left(1-\frac{\mu}{n}\right)^{n-k}, \quad \mu \in(0, n) .
$$

Problem 1.24. Find the Lebesgue density of $\mathbf{N}\left(\mu, \sigma^{2}\right)$, where both $\mu$ and $\sigma^{2}$ are unknown, in the mean value parametrization.

When inspecting the structure of the density $f_{\theta}$ of an exponential family one might get the impression that the factor $\exp \{-K(\theta)\}$ plays only a subordinate role as a normalizing factor. However, the reduced form of the exponential family in (1.10) reveals the meaning of $\exp \{-K(\theta)\}$. Only this function and the underlying measure $\boldsymbol{\nu}$ vary from one family to another. Therefore $\exp \{-K(\theta)\}$ carries the full structure of the exponential family. Furthermore, we show that $K(\theta)$ determines the measure $\boldsymbol{\nu}=\boldsymbol{\mu} \circ T^{-1}$ uniquely.

Proposition 1.25. Suppose $\boldsymbol{\mu}_{1}$ and $\boldsymbol{\mu}_{2}$ are $\sigma$-finite measures on $(\mathcal{X}, \mathfrak{A})$ and $T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$. If there are $a_{h}<b_{h}$ for $h=1, \ldots, d$ such that

$$
\mathbf{X}_{h=1}^{d}\left(a_{h}, b_{h}\right) \subseteq\left\{\theta: \int \exp \{\langle\theta, T\rangle\} d \boldsymbol{\mu}_{1}=\int \exp \{\langle\theta, T\rangle\} d \boldsymbol{\mu}_{2}\right\}
$$

then $\boldsymbol{\mu}_{1} \circ T^{-1}=\boldsymbol{\mu}_{2} \circ T^{-1}$.
Proof. Use any $\theta_{0}=\left(\theta_{0,1}, \ldots, \theta_{0, d}\right) \in \mathrm{X}_{h=1}^{d}\left(a_{h}, b_{h}\right)$ and turn to the measures

$$
\widetilde{\boldsymbol{\mu}}_{j}(d x):=\exp \left\{\left\langle\theta_{0}, T\right\rangle\right\} \boldsymbol{\mu}_{j}(d x), \quad j=1,2 .
$$

After a normalization by the same constant $c$ we may assume that $Q_{j}=$ $c \widetilde{\boldsymbol{\mu}}_{j} \circ T^{-1}$ are probability measures so that for $u \in \mathbf{X}_{h=1}^{d}\left(a_{h}-\theta_{0, h}, b_{h}-\theta_{0, h}\right)$,

$$
\int \exp \{\langle u, t\rangle\} Q_{1}(d t)=\int \exp \{\langle u, t\rangle\} Q_{2}(d t)
$$

The functions $M_{j}(z):=\int \exp \{\langle z, t\rangle\} Q_{j}(d t)$ with $z=u+i v$ are analytic in $\left(\mathrm{X}_{h=1}^{n}\left(a_{h}-\theta_{0, h}, b_{h}-\theta_{0, h}\right)\right)+i \mathbb{R}^{d}$ in view of Lemma 1.16. By the uniqueness theorem for analytic functions of several variables (see Theorem 9.4.2 in Dieudonné (1960)) we get $M_{1}(z)=M_{2}(z)$ for every $z \in\left(X_{h=1}^{n}\left(a_{h}-\theta_{0, h}, b_{h}-\right.\right.$ $\left.\left.\theta_{0, h}\right)\right)+i \mathbb{R}^{d}$. Hence especially for real parts equal to zero

$$
\int \exp \{i\langle v, t\rangle\} Q_{1}(d t)=\int \exp \{i\langle v, t\rangle\} Q_{2}(d t)
$$

for every $v \in \mathbb{R}^{d}$. From the uniqueness of characteristic functions (see Theorem A.51) we get $Q_{1}=Q_{2}$ and by $\left(\boldsymbol{\mu}_{j} \circ T^{-1}\right)(d t)=(1 / c) \exp \left\{\left\langle\theta_{0}, t\right\rangle\right\} Q_{j}(d t)$, $j=1,2$, the statement.

One of many other reasons for the wide applicability of exponential families in several applications and especially in physics (see von der Linden et al. (1999)) is that these distributions maximize the Shannon entropy under linear constraints. To be more precise we introduce the Shannon entropy as a measure that describes how much the probability mass of a distribution is scattered on the sample space. Assume $\nu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and consider the set of distributions defined by

$$
\mathcal{P}_{\mathrm{S}}=\left\{P: P \in \mathcal{P}(\mathfrak{A}): P \ll \nu, \quad \int\left|\frac{d P}{d \nu} \ln \frac{d P}{d \nu}\right| d \nu<\infty\right\}
$$

For every $P \in \mathcal{P}_{\mathrm{S}}$ we call

$$
\begin{equation*}
\mathrm{S}_{\nu}(P):=-\int \frac{d P}{d \nu} \ln \frac{d P}{d \nu} d \nu \tag{1.25}
\end{equation*}
$$

the Shannon entropy of $P$.
Example 1.26. Consider the natural exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ with generating statistic $T$ and $\boldsymbol{\mu}=\gamma$. Then with $\mathrm{E}_{\theta} T=\nabla K(\theta)$ from (1.23),

$$
\begin{align*}
\mathrm{S}_{\nu}\left(P_{\theta}\right) & =-\mathrm{E}_{\theta} \ln \frac{d P_{\theta}}{d \nu}=-\left\langle\theta, \mathrm{E}_{\theta} T\right\rangle+K(\theta)  \tag{1.26}\\
& =-\langle\theta, \nabla K(\theta)\rangle+K(\theta) .
\end{align*}
$$

Problem 1.27. If $\nu$ is the Lebesgue measure and $P_{\theta}=\mathrm{N}\left(\mu, \sigma^{2}\right)$, then

$$
\begin{align*}
\mathrm{S}_{\nu}\left(\mathrm{N}\left(\mu, \sigma^{2}\right)\right) & =-\int \varphi_{\mu, \sigma^{2}}(t) \ln \varphi_{\mu, \sigma^{2}}(t) d t \\
& =\frac{1}{2} \ln \left(2 \pi \sigma^{2}\right)+\int \varphi_{\mu, \sigma^{2}}(t) \frac{(t-\mu)^{2}}{2 \sigma^{2}} d t=\frac{1}{2}+\frac{1}{2} \ln \left(2 \pi \sigma^{2}\right) . \tag{1.27}
\end{align*}
$$

We see from the last example that the Shannon entropy may assume any real value and is not bounded. This means that we need constraints when searching for distributions that maximize the Shannon entropy. Let $T=\left(T_{1}, \ldots, T_{d}\right): \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ and consider for fixed $\theta_{0} \in \Delta^{0}$ the following subset of $\mathcal{P}_{\mathrm{S}}$ defined by linear constraints for the expectation.

$$
\begin{aligned}
\mathcal{P}_{\theta_{0}} & =\left\{P: P \in \mathcal{P}_{\mathrm{S}}, \quad \int\|T\| d P<\infty, \quad \int\left\langle\theta_{0}, T\right\rangle d P \geq \int\left\langle\theta_{0}, T\right\rangle d P_{\theta_{0}}\right\} \\
& =\left\{P: P \in \mathcal{P}_{\mathrm{s}}, \quad \mathrm{E}_{P}\|T\|<\infty, \quad\left\langle\theta_{0}, \mathrm{E}_{P} T\right\rangle \geq\left\langle\theta_{0}, \mathrm{E}_{\theta_{0}} T\right\rangle\right\} .
\end{aligned}
$$

The distribution from the natural exponential family is singled out by the fact that it maximizes the Shannon entropy in $\mathcal{P}_{\theta_{0}}$.

Theorem 1.28. Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a natural exponential family with generating statistic $T$ and $\boldsymbol{\mu}=\gamma$. If $\theta_{0} \in \Delta^{0}$, then the distribution $P_{\theta_{0}}$ maximizes the Shannon $\mathrm{S}_{\nu}$ entropy in the class $\mathcal{P}_{\theta_{0}}$ and is uniquely determined by this property.

Proof. Suppose that the distribution $P$ belongs to $\mathcal{P}_{\theta_{0}}$ and has the $\nu$ density $f_{\theta_{0}}=d P_{\theta_{0}} / d \nu$. Then by (1.26) and

$$
\begin{aligned}
& \mathrm{S}_{\nu}\left(P_{\theta_{0}}\right)-\mathrm{S}_{\nu}(P)=-\left\langle\theta_{0}, \mathrm{E}_{\theta_{0}} T\right\rangle+K\left(\theta_{0}\right)-\mathrm{S}_{\nu}(P) \\
\geq & -\left\langle\theta_{0}, \mathrm{E}_{P} T\right\rangle+K\left(\theta_{0}\right)-\mathrm{S}_{\nu}(P)=-\int\left(\left\langle\theta_{0}, T\right\rangle-K\left(\theta_{0}\right)\right) f d \nu-\mathrm{S}_{\nu}(P) \\
= & \int f \ln \left(f / f_{\theta_{0}}\right) d \nu=\int\left[\left(f / f_{\theta_{0}}\right) \ln \left(f / f_{\theta_{0}}\right)+1-f / f_{\theta_{0}}\right] f_{\theta_{0}} d \nu .
\end{aligned}
$$

The function $g(x)=x \ln x+1-x, x>0$, satisfies $g(1)=g^{\prime}(1)=0$ and $g^{\prime \prime}(x)=x^{-1}>0$. Hence $g(x) \geq 0$ and $g(x)=0$ if and only if $x=1$. This means $\mathrm{S}_{\nu}\left(P_{\theta_{0}}\right)-\mathrm{S}_{\nu}(P) \geq 0$ where the equality holds if and only if $f=f_{\theta_{0}}$ $\nu$-a.e.

Example 1.29. Let $\mathcal{X}=\mathbb{R}, \mathfrak{A}=\mathfrak{B}, \nu=\boldsymbol{\lambda}$. We characterize the set of distributions in which the normal distribution attains maximum Shannon entropy. We have according to (1.16), $\left(\theta_{1}, \theta_{2}\right)=\left(\mu / \sigma^{2},-\left(2 \sigma^{2}\right)^{-1}\right)$. Furthermore, $T(x)=\left(x, x^{2}\right)$ and $\mathrm{E}_{\theta} T=\nabla K(\theta)=\left(\mu, \mu^{2}+\sigma^{2}\right)$. Hence $\mathcal{P}_{\theta_{0}}$ is the set of all distributions with finite second moment and

$$
\int\left\langle\theta_{0}, T\right\rangle d P=\frac{\mu_{0}}{\sigma_{0}^{2}} \int t P(d t)+\left(-\frac{1}{2 \sigma_{0}^{2}}\right) \int t^{2} P(d t) \geq \frac{\mu_{0}^{2}}{2 \sigma_{0}^{2}}-\frac{1}{2}
$$

or

$$
\mathcal{P}_{\theta_{0}}=\left\{P: \int t^{2} P(d t)<\infty, \frac{1}{2} \int t^{2} P(d t)-\mu_{0} \int t P(d t) \leq \frac{\sigma_{0}^{2}}{2}-\frac{\mu_{0}^{2}}{2}\right\} .
$$

Especially if we consider the subclass of all distributions from $\mathcal{P}_{\theta}$ that satisfy $\int t P(d t)=\mu_{0}$ we see that the normal distribution $\mathbf{N}\left(\mu_{0}, \sigma_{0}^{2}\right)$ maximizes the Shannon entropy in the class of all distributions with expectation $\mu_{0}$ and a variance that does not exceed $\sigma_{0}^{2}$.

Problem 1.30. The exponential distribution with expectation $\theta_{0}$ maximizes the Shannon entropy in the class of all distributions on $\mathbb{R}_{+}$that are absolutely continuous with respect to the Lebesgue measure and have an expectation that does not exceed $\theta_{0}$.

### 1.2 Priors and Conjugate Priors for Exponential Families

In a Bayes model the parameter is treated as a random variable and $\left(P_{\theta}\right)_{\theta \in \Delta}$ is interpreted as a family of conditional distributions. To deal with such situations we present some basic facts on conditional distributions and the construction of distributions on product spaces with given marginal and transition
probabilities. Suppose $(\mathcal{X}, \mathfrak{A})$ and $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ are measurable spaces. Later on we use $(\mathcal{X}, \mathfrak{A})$ as the sample space and $\Delta$ as the parameter set. At this stage, however, the two spaces are still kept arbitrary.

If $(X, \Theta)$ is a random vector with values in $\mathcal{X} \times \Delta$, then a stochastic kernel $\mathrm{P}: \mathfrak{A} \times \Delta \rightarrow_{k}[0,1]$ (see Definition A.35) is called a regular conditional distribution of $X$, given $\Theta=\theta$, if

$$
\mathbb{P}((X, \Theta) \in C)=\int\left[\int I_{C}(x, \theta) \mathrm{P}(d x \mid \theta)\right] \Pi(d \theta), \quad C \in \mathfrak{A} \otimes \mathfrak{B}_{\Delta}
$$

where $\Pi=\mathbb{P} \circ \Theta^{-1}$ is the distribution of $\Theta$. The standard extension technique of measure theory, see Lemma A.6, shows that this condition is equivalent to

$$
\mathbb{E} h(X, \Theta)=\int\left[\int h(x, \theta) \mathrm{P}(d x \mid \theta)\right] \Pi(d \theta)
$$

for every $h: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$. Furthermore by the disintegration lemma (see Lemma A.41) it holds

$$
\begin{equation*}
\mathbb{E}(h(X, \Theta) \mid \Theta=\theta)=\int h(x, \theta) \mathrm{P}(d x \mid \theta), \quad \Pi \text {-a.s. } \tag{1.28}
\end{equation*}
$$

So far we have analyzed the distribution of $(X, \Theta)$ by decomposing it into a conditional distribution and a marginal distribution. On the other hand, we often start with a given family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ that satisfies the following condition; see also Definition A.35.
(A3) $\mathrm{P}: \mathfrak{A} \times \Delta \rightarrow[0,1]$, defined by $\mathrm{P}(A \mid \theta)=P_{\theta}(A), A \in \mathfrak{A}, \theta \in \Delta$, is a stochastic kernel.

Then for any distribution $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$

$$
\begin{equation*}
(\mathrm{P} \otimes \Pi)(C):=\int\left[\int I_{C}(x, \theta) \mathrm{P}(d x \mid \theta)\right] \Pi(d \theta), \quad C \in \mathfrak{A} \otimes \mathfrak{B}_{\Delta}, \tag{1.29}
\end{equation*}
$$

is a distribution on $\mathfrak{A} \otimes \mathfrak{B}_{\Delta}$, and by Fubini's theorem for stochastic kernels (see Proposition A.40) it holds

$$
\begin{equation*}
\int h(x, \theta)(\mathrm{P} \otimes \Pi)(d x, d \theta)=\int\left[\int h(x, \theta) \mathrm{P}(d x \mid \theta)\right] \Pi(d \theta) \tag{1.30}
\end{equation*}
$$

for every $h: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$. If the condition (A3) is satisfied and $\mathcal{L}(X, \Theta)=$ $\mathrm{P} \otimes \Pi$, then $(X, \Theta)$ is called a Bayes model and $\Theta$ is called a model for the parameter $\theta$. The marginal distributions are then given by $\Pi$ and

$$
\mathrm{M}(A):=(\mathrm{P} \Pi)(A)=(\mathrm{P} \otimes \Pi)(A \times \Delta)
$$

When we turn to a sample of size $n$, then the assumption of independence of the observations that is made in the classical (frequentist) model
has to be replaced by the conditional independence in the Bayes model. The Bayes model for $n$ observations $X_{1}, \ldots, X_{n}$ consists of the random variables $X_{1}, \ldots, X_{n}, \Theta$, where $X_{1}, \ldots, X_{n}$ are conditionally i.i.d., given $\Theta=\theta$, for $\theta \in \Delta$. This means that for any $A \in \mathfrak{A}^{\otimes n} \otimes \mathfrak{B}_{\Delta}$,

$$
\begin{aligned}
\mathbb{P}\left(\left(X_{1}, \ldots, X_{n}, \Theta\right)\right. & \in A) \\
& =\int\left(\int\left(\cdots \int I_{A}\left(x_{1}, \ldots, x_{n}, \theta\right) P_{\theta}\left(d x_{1}\right) \cdots\right) P_{\theta}\left(d x_{n}\right)\right) \Pi(d \theta),
\end{aligned}
$$

which is equivalent to

$$
\mathbb{E} h\left(X_{1}, \ldots, X_{n}, \Theta\right)=\int\left(\int\left(\cdots \int h\left(x_{1}, \ldots, x_{n}, \theta\right) P_{\theta}\left(d x_{1}\right) \cdots\right) P_{\theta}\left(d x_{n}\right)\right) \Pi(d \theta)
$$

for every $h: \mathcal{X}^{n} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$. Using the notation with the symbol $\otimes$ from Definition A. 36 we may write in short

$$
\begin{equation*}
\mathcal{L}\left(X_{1}, \ldots, X_{n}, \Theta\right)=\mathrm{P}^{\otimes n} \otimes \Pi \tag{1.31}
\end{equation*}
$$

which is in accordance with (1.29) if we replace there P with $\mathrm{P}^{\otimes n}$. It should be pointed out that in the Bayes model for a sample of size $n$ the marginal distribution of $X=\left(X_{1}, \ldots, X_{n}\right)$ is not a product distribution. More specifically, $\mathcal{L}\left(X_{1}, \ldots, X_{n}\right)$ is a mixture of product measures,

$$
\left(\mathrm{P}^{\otimes n} \Pi\right)(B)=\mathbb{P}\left(\left(X_{1}, \ldots, X_{n}\right) \in B\right)=\int P_{\theta}^{\otimes n}(B) \Pi(d \theta), \quad B \in \mathfrak{A}^{\otimes n}
$$

Because (1.29), when P is replaced with $\mathrm{P}^{\otimes n}$, is equivalent to (1.31) we subsequently deal mainly with the case of $n=1$.

An important step is the disintegration of $\mathrm{P} \otimes \Pi$ with respect to M ; see Lemma A.41. To guarantee the existence of regular conditional distributions we establish the following condition.
(A4) The space $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a Borel space.
For the definition of a Borel space see Definition A.7. Under condition (A4), by Theorem A.37, there exists a stochastic kernel $\boldsymbol{\Pi}: \mathfrak{B}_{\Delta} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
\begin{equation*}
\int\left[\int h(x, \theta) \mathrm{P}(d x \mid \theta)\right] \Pi(d \theta)=\int\left[\int h(x, \theta) \boldsymbol{\Pi}(d \theta \mid x)\right] \mathrm{M}(d x) \tag{1.32}
\end{equation*}
$$

for every $h: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$. Instead of (1.30) and (1.32) we also make use of the intuitive and short notation

$$
\begin{equation*}
(\mathrm{P} \otimes \Pi)(d x, d \theta)=\mathrm{P}(d x \mid \theta) \Pi(d \theta)=\boldsymbol{\Pi}(d \theta \mid x) \mathrm{M}(d x) \tag{1.33}
\end{equation*}
$$

Often, the joint distribution of $(X, \Theta)$ is constructed by assuming that the distribution of $\Theta$ has a density $\pi$ with respect to some $\tau \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, and that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies the following condition.
(A5) $P_{\theta} \ll \boldsymbol{\mu}$ for some $\boldsymbol{\mu} \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $(x, \theta) \mapsto f_{\theta}(x):=\frac{d P_{\theta}}{d \boldsymbol{\mu}}(x)$ is $\mathfrak{A} \otimes \mathfrak{B}_{\Delta}-\mathfrak{B}$ measurable.

Under condition (A5) $f_{\theta}(x) \pi(\theta)$ is the $\boldsymbol{\mu} \otimes \boldsymbol{\tau}$ density of $(X, \Theta)$, i.e., it holds

$$
\begin{aligned}
\mathbb{E} h(X, \Theta) & =\int\left[\int h(x, \theta) f_{\theta}(x) \boldsymbol{\mu}(d x)\right] \pi(\theta) \boldsymbol{\tau}(d \theta) \\
& =\int\left[\int h(x, \theta) \mathrm{P}(d x \mid \theta)\right] \pi(\theta) \boldsymbol{\tau}(d \theta)
\end{aligned}
$$

for every $h: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$, where P defined by $\mathrm{P}(d x \mid \theta)=f_{\theta}(x) \boldsymbol{\mu}(d x)$ satisfies (A3) and is a regular version of the conditional distribution of $X$, given $\Theta=\theta$. Moreover, the joint distribution of $(X, \Theta)$ is given by $\mathrm{P} \otimes \Pi$. By construction $\mathrm{P} \otimes \Pi \ll \boldsymbol{\mu} \otimes \boldsymbol{\tau}$, and with $\mathrm{M}=\mathrm{P} \Pi$ as the marginal distribution of $X$,

$$
\begin{align*}
\frac{d(\mathrm{P} \otimes \Pi)}{d(\boldsymbol{\mu} \otimes \boldsymbol{\tau})}(x, \theta) & =f_{\theta}(x) \pi(\theta), \quad \boldsymbol{\mu} \otimes \boldsymbol{\tau} \text {-a.e., } \quad \text { and } \\
\mathrm{m}(x) & :=\frac{d \mathrm{M}}{d \boldsymbol{\mu}}(x)=\int f_{\theta}(x) \pi(\theta) \boldsymbol{\tau}(d \theta), \quad \boldsymbol{\mu} \text {-a.e. } \tag{1.34}
\end{align*}
$$

We set

$$
\begin{align*}
\pi(\theta \mid x) & =\left\{\begin{array}{ll}
f_{\theta}(x) \pi(\theta) / \mathrm{m}(x) & \text { if } \mathrm{m}(x)>0 \\
\pi(\theta) & \text { if } \mathrm{m}(x)=0
\end{array}, \quad\right. \text { and }  \tag{1.35}\\
\boldsymbol{\Pi}(B \mid x) & =\int_{B} \pi(\theta \mid x) \boldsymbol{\tau}(d \theta), \quad B \in \mathfrak{B}_{\Delta} .
\end{align*}
$$

Then, without any additional assumption on $\left(\Delta, \mathfrak{B}_{\Delta}\right), \boldsymbol{\Pi}$ is a stochastic kernel and (1.32) holds. $\pi(\theta \mid x)$ is called the conditional density of $\Theta$, given $X=x$. Now (1.33) can also be written in terms of densities,

$$
f_{\theta}(x) \pi(\theta)=\pi(\theta \mid x) \mathrm{m}(x), \quad \boldsymbol{\mu} \otimes \boldsymbol{\tau} \text {-a.e. }
$$

and

$$
\mathbb{E}(h(X, \Theta) \mid X)=\int h(X, \theta) \pi(\theta \mid X) \boldsymbol{\tau}(d \theta), \quad \mathbb{P} \text {-a.s. }
$$

Finally we remark that whenever the joint distribution $\mathrm{P} \otimes \Pi$ is absolutely continuous with respect to a $\sigma$-finite product measure, then it can be dominated by the product of the marginal distributions of $\mathrm{P} \otimes \Pi$.

Problem 1.31.* If $\mathrm{P} \otimes \Pi \ll \boldsymbol{\mu} \otimes \boldsymbol{\tau}$ holds for some $\boldsymbol{\mu} \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $\boldsymbol{\tau} \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, then $\mathrm{P} \otimes \Pi \ll \mathrm{M} \otimes \Pi$ with $\mathrm{M}=\mathrm{P} \Pi$.

In Bayes analysis the observation $X$ and the parameter $\Theta$ are both considered to be random variables. The basic idea is that after the unobservable random variable $\Theta$ has been realized and provided a value $\theta$, a second random variable $X$ is realized and provides a value $x$, where the conditional
distribution of $X$, given $\Theta=\theta$, is $P_{\theta}$ for every $\theta \in \Delta$. To construct the joint distribution of $X$ and $\Theta$, we start with two measurable spaces $(\mathcal{X}, \mathfrak{A})$ and $\left(\Delta, \mathfrak{B}_{\Delta}\right)$, with the understanding that the values of $X$ and $\Theta$ belong to $\mathcal{X}$ and $\Delta$, respectively. It is clear that the dependence of $X$ on $\Theta$, as specified by the linking conditional distributions $P_{\theta}, \theta \in \Delta$, and the marginal distribution $\Pi$ of $\Theta$, are the crucial ingredients. $\Pi$ is called the prior distribution, in short prior, as it controls the outcome of $\Theta=\theta$ prior to the experiment. For the inference on $\Theta$ based on the observation $X=x$, however, the conditional distribution $\boldsymbol{\Pi}(\cdot \mid x)$ of $\Theta$, given $X=x$, usually turns out to be the crucial tool. It is called the posterior distribution, or in short, posterior.

For the remainder of this section let us assume that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is an exponential family in natural form (1.5), where $P_{\theta}$ has the density $f_{\theta}(x)$ in (1.6) with respect to $\boldsymbol{\mu}$. For special priors both the marginal and the posterior distribution can be explicitly evaluated. We use the symbol $f \propto g$ to express that the functions $f$ and $g$ are identical up to a constant factor.

Problem 1.32.* If $\mathrm{Ga}(\lambda, \beta)$ is the conditional distribution of $X$ given $\Theta=\beta$, and $\pi(\beta)=\operatorname{ga}_{a, b}(\beta), \beta \in \mathbb{R}, a, b>0$, then $\pi(\beta \mid x)=\operatorname{ga}_{a+\lambda, b+x}(\beta), \beta \in \mathbb{R}, x>0$, and $\mathrm{m}(x) \propto x^{\lambda-1}(b+x)^{-(a+\lambda)} I_{(0, \infty)}(x)$.

As a special class of priors we introduce now the so-called conjugate priors for exponential families that are fundamental to Bayes analysis. This concept makes many Bayes decision problems feasible and explicitly tractable. Moreover, as the posterior distribution turns out here to be of the same type as the prior distribution it can be assessed what has been learned about the unknown parameter $\theta$ after $X=x$ has been observed.

Because $(x, \theta) \mapsto \exp \{\langle\theta, T(x)\rangle\}$ is $\mathfrak{A} \otimes \mathfrak{B}_{d}$ measurable the natural parameter set $\Delta \subseteq \mathbb{R}^{d}$ in (1.2) is a Borel set. Let $\mathfrak{B}_{\Delta}$ stand for the $\sigma$-algebra of Borel subsets of $\Delta$. Then $f_{\theta}(x)$ from (1.6) is measurable as a function of $(x, \theta)$, i.e., assumption (A5) is satisfied, and $\mathrm{P}(\cdot \mid \theta):=P_{\theta}(\cdot)$ is a stochastic kernel for $P_{\theta}$ as defined by (1.5).

Fix $\boldsymbol{\tau} \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$. As in (1.4) one can see easily that

$$
\begin{equation*}
\Upsilon=\left\{(a, b): a \in \mathbb{R}, b \in \mathbb{R}^{d}, \int \exp \{\langle b, \theta\rangle-a K(\theta)\} \boldsymbol{\tau}(d \theta)<\infty\right\} \tag{1.36}
\end{equation*}
$$

is a convex subset of $\mathbb{R}^{d+1}$. The set $\Upsilon$ is later used as the parameter set of a family of prior distributions. Therefore the structure of $\Upsilon$ is of special interest. A complete characterization of $\Upsilon$ was given by Brown (1986) when $\tau$ is the Lebesgue measure. To formulate that result we need some properties of the measure $\boldsymbol{\nu}=\boldsymbol{\mu} \circ T^{-1}$. Let $\mathrm{S}(\boldsymbol{\nu})$ denote the support of $\boldsymbol{\nu}$, i.e.,

$$
\mathbf{S}(\boldsymbol{\nu})=\{t: \boldsymbol{\nu}(\{y:\|y-t\|>\varepsilon\})>0 \text { for every } \varepsilon>0\} .
$$

It is the smallest closed set $B$ with $\boldsymbol{\nu}\left(\mathbb{R}^{d} \backslash B\right)=0$. Furthermore,

$$
\mathrm{CS}(\boldsymbol{\nu}):=\text { closure of the convex closure of } \mathrm{S}(\boldsymbol{\nu})
$$

is called the convex support of $\boldsymbol{\nu}$. For a proof of the following result we refer to Brown (1986), p. 113.

Theorem 1.33. If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a d-parameter exponential family in natural form (1.10) that satisfies conditions (A1) and (A2), and if $\boldsymbol{\tau}$ is the Lebesgue measure, then

$$
\begin{equation*}
\Upsilon=\left\{(a, b): a \in \mathbb{R}, b \in \mathbb{R}^{d}, a>0, \frac{1}{a} b \in(\operatorname{CS}(\boldsymbol{\nu}))^{0}\right\} \tag{1.37}
\end{equation*}
$$

where $(\mathrm{CS}(\boldsymbol{\nu}))^{0}$ is the interior of $\mathrm{CS}(\boldsymbol{\nu})$.
Analogously to (1.3) we set

$$
\begin{equation*}
L(a, b)=\ln \left(\int \exp \{\langle b, \theta\rangle-a K(\theta)\} \boldsymbol{\tau}(d \theta)\right), \quad(a, b) \in \Upsilon \tag{1.38}
\end{equation*}
$$

and introduce the family of $\boldsymbol{\tau}$-densities $\pi_{a, b}(\theta)$ and the family of distributions $\Pi_{a, b},(a, b) \in \Upsilon$, respectively, on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ by

$$
\begin{align*}
\pi_{a, b}(\theta) & =\exp \{\langle b, \theta\rangle-a K(\theta)-L(a, b)\}  \tag{1.39}\\
\Pi_{a, b}(B) & =\int_{B} \pi_{a, b}(\theta) \boldsymbol{\tau}(d \theta), \quad B \in \mathfrak{B}_{\Delta}
\end{align*}
$$

Definition 1.34. Suppose that $\Upsilon$ in (1.37) is nonempty. For an exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ in natural form (1.5), and $\boldsymbol{\tau} \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, the family of distributions $\left(\Pi_{a, b}\right)_{(a, b) \in \Upsilon}$ given by (1.39) is called the family of conjugate priors for the natural parameter $\theta \in \Delta$.

The notation of conjugate prior is not unique in the literature. Some authors call $\left(\Pi_{a, b}\right)_{(a, b) \in \Upsilon}$ the family of natural conjugate priors and any family of priors a conjugate family if the posterior distributions belong to the same family. For further details and references we refer to Diaconis and Ylvisaker (1979), Robert (2001), and Gutierréz-Peña and Smith (1997).

With $\Pi_{a, b}$ as the prior, and $\mathrm{P}(\cdot \mid \theta):=P_{\theta}(\cdot)$ with $\boldsymbol{\mu}$-density $f_{\theta}$ from (1.6), we get

$$
\begin{aligned}
\left(\mathrm{P} \otimes \Pi_{a, b}\right)(C) & =\int\left[\int I_{C}(x, \theta) \mathrm{P}(d x \mid \theta)\right] \Pi_{a, b}(d \theta) \\
& =\int I_{C}(x, \theta) f_{\theta}(x) \pi_{a, b}(\theta)(\boldsymbol{\mu} \otimes \boldsymbol{\tau})(d x, d \theta), \quad C \in \mathfrak{A} \otimes \mathfrak{B}_{\Delta}
\end{aligned}
$$

By (1.34) the density $\mathrm{m}_{a, b}$ of the marginal distribution $\mathrm{M}_{a, b}=\mathrm{P} \Pi_{a, b}$ of $X$ is

$$
\begin{align*}
\mathrm{m}_{a, b}(x) & =\int f_{\theta}(x) \pi_{a, b}(\theta) \boldsymbol{\tau}(d \theta) \\
& =\exp \{L(a+1, b+T(x))-L(a, b)\} \tag{1.40}
\end{align*}
$$

As

$$
\int\left[\int f_{\theta}(x) \pi_{a, b}(\theta) \boldsymbol{\tau}(d \theta)\right] \boldsymbol{\mu}(d x)=\int \mathrm{m}_{a, b}(x) \boldsymbol{\mu}(d x)=1
$$

we see that $(a+1, b+T(x)) \in \Upsilon, \boldsymbol{\mu}$-a.e. The conditional density of $\Theta$, given $X=x$, denoted by $\pi_{a, b}(\theta \mid x)$, with respect to $\boldsymbol{\tau}$ is

$$
\begin{align*}
\pi_{a, b}(\theta \mid x) & =\frac{f_{\theta}(x) \pi_{a, b}(\theta)}{\mathrm{m}_{a, b}(x)}  \tag{1.41}\\
& =\exp \{\langle b+T(x), \theta\rangle-(a+1) K(\theta)-L(a+1, b+T(x))\} \\
& =\pi_{a+1, b+T(x)}(\theta), \quad \theta \in \Delta, x \in \mathcal{X},(a, b) \in \Upsilon
\end{align*}
$$

The next statement is a consequence of (1.41) and shows that the posterior distribution can be obtained in a simple manner. Presumably this was one of the reasons for introducing conjugate priors in the literature.
Lemma 1.35. If $\Pi_{a, b},(a, b) \in \Upsilon$, is a conjugate prior for $\theta$ in the Bayes model with $\mathcal{L}(X, \Theta)=\mathrm{P} \otimes \Pi_{a, b}$, then the stochastic kernel

$$
\begin{equation*}
\boldsymbol{\Pi}_{a, b}(\cdot \mid x)=\Pi_{a+1, b+T(x)}(\cdot) \tag{1.42}
\end{equation*}
$$

is a version of the conditional distribution $\mathcal{L}(\Theta \mid X=x), x \in \mathcal{X}$.
For every $n=1,2, \ldots$, the family of conjugate priors for $\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}$ is again
 with $\mathcal{L}\left(X_{1}, \ldots, X_{n}, \Theta\right)=\mathrm{P}^{\otimes n} \otimes \Pi_{a, b}$, then the stochastic kernel

$$
\begin{equation*}
\boldsymbol{\Pi}_{n, a, b}\left(\cdot \mid x_{1}, \ldots, x_{n}\right):=\Pi_{a+n, b+T_{\oplus n}\left(x_{1}, \ldots, x_{n}\right)} \tag{1.43}
\end{equation*}
$$

is a version of the conditional distribution $\mathcal{L}\left(\Theta \mid X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right)$, $\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$.

Proof. The first statement follows from (1.41). To prove the second statement we note that by Proposition $1.4\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}$ is an exponential family with $\boldsymbol{\mu}^{\otimes n}$-density $f_{n, \theta}=\exp \left\{\left\langle\theta, T_{\oplus n}\right\rangle-K_{n}(\theta)\right\}$, where $K_{n}(\theta)=n K(\theta), \theta \in \Delta$. Set

$$
\begin{align*}
& \Upsilon_{n}=\left\{(\alpha, \beta): \alpha \in \mathbb{R}, \beta \in \mathbb{R}^{d},\right.  \tag{1.44}\\
& \left.\quad L_{n}(\alpha, \beta)=\ln \left(\int \exp \left\{\langle\beta, \theta\rangle-\alpha K_{n}(\theta)\right\} \boldsymbol{\tau}(d \theta)\right)<\infty\right\}, \\
& \pi_{n, \alpha, \beta}(\theta)=\exp \left\{\langle\beta, \theta\rangle-\alpha K_{n}(\theta)-L_{n}(\alpha, \beta)\right\}, \\
& \Pi_{n, \alpha, \beta}(B)=\int_{B} \pi_{n, \alpha, \beta}(\theta) \boldsymbol{\tau}(d \theta), \quad B \in \mathfrak{B}_{\Delta},(\alpha, \beta) \in \Upsilon_{n} .
\end{align*}
$$

Then with $L_{n}(\alpha, \beta)=L(n \alpha, \beta)$ we get at $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$,

$$
\begin{aligned}
\mathrm{m}_{n, \alpha, \beta}(x) & =\int f_{n, \theta}(x) \pi_{n, \alpha, \beta}(\theta) \boldsymbol{\tau}(d \theta) \\
& =\exp \left\{L_{n}\left(\alpha+1, \beta+T_{\oplus n}(x)\right)-L_{n}(\alpha, \beta)\right\} \\
& =\exp \left\{L\left(n \alpha+n, \beta+T_{\oplus n}(x)\right)-L(n \alpha, \beta)\right\} \\
\frac{f_{n, \theta}(x) \pi_{n, \alpha, \beta}(\theta)}{\mathrm{m}_{n, \alpha, \beta}(x)} & =\exp \left\{\left\langle\beta, \theta+T_{\oplus n}(x)\right\rangle-n \alpha K(\theta)-L\left(n \alpha+n, \beta+T_{\oplus n}(x)\right)\right\} .
\end{aligned}
$$

Apparently, $\pi_{n, \alpha, \beta}=\pi_{a, b}$ for $(a, b)=(n \alpha, \beta)$, and it holds $(\alpha, \beta) \in \Upsilon_{n}$ if and only if $(a, b) \in \Upsilon$. The proof is thus completed.

Suppose now that there is another parameter set $\Lambda$ that is equipped with a $\sigma$-algebra, say $\mathfrak{B}_{\Lambda}$, and there is a mapping $\kappa: \Lambda \rightarrow \Delta$ from $\Lambda$ onto $\Delta$ that is one-to-one. Let the inverse mapping be denoted by $\gamma: \Delta \rightarrow_{m} \Lambda$ and suppose that both mappings, $\kappa$ and $\gamma$, are measurable with respect to the corresponding $\sigma$-algebras. This is called bimeasurability of $\kappa$ and denoted by $\kappa: \Lambda \leftrightarrow_{m} \Delta$. At any time, depending on the concrete situation, one may choose to work with the exponential model in natural or reparametrized form. Any prior of $\Theta$ in the first model determines the prior of $\Xi=\gamma(\Theta)$ in the reparametrized model and vice versa. Sometimes it is easier to work with a prior of $\Xi$, and sometimes it is easier to work with a prior of $\Theta$. However, in applications the final results are usually reported for $\Xi$ if $\eta \in \Lambda$ is the parameter that admits a better statistical interpretation. We call

$$
\left(\Gamma_{a, b}\right)_{(a, b) \in \Upsilon} \quad \text { with } \Gamma_{a, b}:=\Pi_{a, b} \circ \gamma^{-1},(a, b) \in \Upsilon
$$

the family of conjugate priors for $\eta \in \Lambda$. To evaluate the prior $\Gamma_{a, b}$ we establish a transformation for the prior densities. To this end we introduce the measure $\varkappa$ on $\left(\Lambda, \mathfrak{B}_{\Lambda}\right)$ by $\boldsymbol{\varkappa}=\boldsymbol{\tau} \circ \gamma^{-1}$. The situation simplifies further if $\boldsymbol{\tau}=\boldsymbol{\lambda}_{d}$ is the Lebesgue measure. Then $\boldsymbol{\lambda}_{d}(\partial \Delta)=0$; see Lang (1986). Consequently for all priors that are absolutely continuous with respect to $\boldsymbol{\lambda}_{d}$ the boundary points of $\Delta$ are irrelevant. Therefore we may restrict the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ and consider only parameter values from the interior $\Delta^{0}$ which is not empty by assumption (A2). We assume that $\Lambda$ is open and

$$
\begin{equation*}
\kappa: \Lambda \leftrightarrow \Delta^{0} \text { a diffeomorphism with Jacobian } J(\eta)=\left(\frac{\partial \kappa_{i}}{\partial \eta_{j}}\right)_{1 \leq i, j \leq d} \tag{1.45}
\end{equation*}
$$

Proposition 1.36. If $\kappa: \Lambda \leftrightarrow_{m} \Delta$, then the conjugate prior $\Gamma_{a, b}$ for $\eta$ has the $\varkappa$-density

$$
\begin{equation*}
\frac{d \Gamma_{a, b}}{d \varkappa}(\eta)=\exp \{\langle\kappa(\eta), b\rangle-a K(\kappa(\eta))-L(a, b)\}=\pi_{a, b}(\kappa(\eta)), \quad \eta \in \Lambda \tag{1.46}
\end{equation*}
$$

If $\boldsymbol{\tau} \ll \boldsymbol{\lambda}_{d}$ and (1.45) is satisfied, then

$$
\begin{equation*}
\frac{d \Gamma_{a, b}}{d \boldsymbol{\lambda}_{d}}(\eta)=\exp \{\langle\kappa(\eta), b\rangle-a K(\kappa(\eta))-L(a, b)\} \frac{d \boldsymbol{\tau}}{d \boldsymbol{\lambda}_{d}}(\kappa(\eta))|J(\eta)| \tag{1.47}
\end{equation*}
$$

where $|J(\eta)|$ is the absolute value of the determinant of $J(\eta)$. If $\Gamma_{a, b}=$ $\Pi_{a, b} \circ \gamma^{-1},(a, b) \in \Upsilon$, is a conjugate prior for $\eta$ in the Bayes model with $\mathcal{L}\left(X_{1}, \ldots, X_{n}, \Xi\right)=\mathrm{P}^{\otimes n} \otimes \Gamma_{a, b}$, then the stochastic kernel

$$
\begin{equation*}
\boldsymbol{\Gamma}_{n, a, b}\left(\cdot \mid x_{1}, \ldots, x_{n}\right):=\Gamma_{a+n, b+T_{\oplus n}\left(x_{1}, \ldots, x_{n}\right)} \tag{1.48}
\end{equation*}
$$

is a version of the posterior distribution $\Gamma_{n, a, b}$ of $\Xi$, given $\left(X_{1}, \ldots, X_{n}\right)=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$.

Proof. As $\kappa: \Lambda \rightarrow \Delta$ is one-to-one, and both mappings $\kappa$ and $\gamma$ are measurable, we have $\boldsymbol{\tau}=\varkappa \circ \kappa^{-1}$, and for every $h: \Lambda \rightarrow_{m} \mathbb{R}_{+}$it holds

$$
\int h(\eta) \Gamma_{a, b}(d \eta)=\int h(\gamma(\theta)) \pi_{a, b}(\theta) \boldsymbol{\tau}(d \theta)=\int h(\eta) \pi_{a, b}(\kappa(\eta)) \varkappa(d \eta) .
$$

This proves (1.46). If (1.45) is satisfied, then by the transformation theorem for the Lebesgue measure (see Theorem A.23),

$$
\frac{d \varkappa}{d \boldsymbol{\lambda}_{d}}(\eta)=\frac{d \boldsymbol{\tau}}{d \boldsymbol{\lambda}_{d}}(\kappa(\eta))|J(\eta)|, \quad \boldsymbol{\lambda}_{d} \text {-a.e. }
$$

Let Q be the kernel $P_{\kappa(\eta)}$ and $h: \mathcal{X}^{n} \times \Lambda \rightarrow m \mathbb{R}_{+}$. Then it holds in view of (1.43) and $\mathrm{P}^{\otimes n} \Pi_{a, b}=\mathrm{Q}^{\otimes n} \Gamma_{a, b}$,

$$
\begin{aligned}
& \int\left[\int h(x, \eta) P_{\kappa(\eta)}^{\otimes n}(d x)\right] \Gamma_{a, b}(d \eta)=\int\left[\int h(x, \kappa(\theta)) P_{\theta}^{\otimes n}(d x)\right] \Pi_{a, b}(d \theta) \\
& =\int\left[\int h(x, \kappa(\theta)) \Pi_{a+n, b+T_{\oplus n}(x)}(d \theta)\right]\left(\mathrm{P}^{\otimes n} \Pi_{a, b}\right)(d x) \\
& =\int\left[\int h(x, \eta) \Gamma_{a+n, b+T_{\oplus n}(x)}(d \eta)\right]\left(\mathrm{Q}^{\otimes n} \Gamma_{a, b}\right)(d x),
\end{aligned}
$$

which completes the proof.
Subsequently we find families of conjugate priors for important classes of distributions. We start with normal distributions where one of the two parameters is assumed to be known.

Lemma 1.37. The family $\left(\mathrm{N}\left(\sigma^{2} \theta, \sigma^{2}\right)\right)_{\theta \in \mathbb{R}}$, where $\sigma^{2}>0$ is known, is a oneparameter exponential family with the density $f_{\theta}(x)=\exp \{\theta T(x)-K(\theta)\}$, where $T(x)=x$ and $K(\theta)=\sigma^{2} \theta^{2} / 2$, with respect to the dominating measure

$$
\boldsymbol{\mu}(d x)=\left(2 \pi \sigma^{2}\right)^{-1 / 2} \exp \left\{-\left(2 \sigma^{2}\right)^{-1} x\right\} \boldsymbol{\lambda}(d x) .
$$

If $\boldsymbol{\tau}=\boldsymbol{\lambda}$, then the family of conjugate priors for $\theta$ in $\left(\mathbf{N}^{\otimes n}\left(\sigma^{2} \theta, \sigma^{2}\right)\right)_{\theta \in \mathbb{R}}$ is the family of all normal distributions $\mathrm{N}\left(\nu, \delta^{2}\right), \nu \in \mathbb{R}, \delta^{2}>0$. If $\Xi \sim \mathrm{N}\left(\nu, \delta^{2}\right)$ is a prior for $\mu=\sigma^{2} \theta$ in the Bayes model $\mathcal{L}\left(X_{1}, \ldots, X_{n}, \Xi\right)=\mathrm{N}^{\otimes n}\left(\mu, \sigma^{2}\right) \otimes$ $\mathrm{N}\left(\nu, \delta^{2}\right)$, then

$$
\begin{aligned}
\mathcal{L}\left(\Xi \mid X_{1}\right. & \left.=x_{1}, \ldots, X_{n}=x_{n}\right)=\mathrm{N}\left(\mu\left(x_{1}, \ldots, x_{n}\right), \tau^{2}\right), \quad \text { where } \\
\mu\left(x_{1}, \ldots, x_{n}\right) & =\frac{1}{n \delta^{2}+\sigma^{2}}\left(\delta^{2} \sum_{i=1}^{n} x_{i}+\nu \sigma^{2}\right) \quad \text { and } \tau^{2}=\frac{\sigma^{2} \delta^{2}}{n \delta^{2}+\sigma^{2}}
\end{aligned}
$$

Proof. The first statement follows from the structure of $\varphi_{\mu, \sigma^{2}}(x)$. To find the family of conjugate priors we note that by (1.36) and (1.39),

$$
\begin{aligned}
\Upsilon & =\left\{(a, b): a, b \in \mathbb{R}, \int \exp \left\{\theta b-a \frac{\sigma^{2}}{2} \theta^{2}\right\} \boldsymbol{\lambda}(d \theta)<\infty\right\}=(0, \infty) \times \mathbb{R}, \\
\pi_{a, b}(\theta) & \left.\propto \exp \left\{b \theta-a \frac{\sigma^{2}}{2} \theta^{2}\right)\right\}, \quad(a, b) \in(0, \infty) \times \mathbb{R}
\end{aligned}
$$

But this is the family of densities $\varphi_{\gamma, \rho^{2}}$ if we set $\gamma=b /\left(a \sigma^{2}\right)$ and $\rho^{2}=1 /\left(a \sigma^{2}\right)$. Now we set $\mu=\kappa(\theta)=\sigma^{2} \theta$. Then $\Gamma_{a, b}=\mathrm{N}\left(\gamma, \rho^{2}\right) \circ \kappa^{-1}=\mathrm{N}\left(b / a, \sigma^{2} / a\right)$. Hence for $a=\sigma^{2} / \delta^{2}$ and $b=\nu \sigma^{2} / \delta^{2}$ we obtain $\Gamma_{a, b}=\mathrm{N}\left(\nu, \delta^{2}\right)$. The statement on $\mathcal{L}\left(\Xi \mid X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right)$ follows from (1.48). Indeed,

$$
\Gamma_{a+n, b+T_{\oplus n}}=\mathrm{N}\left(\left(b+T_{\oplus n}\right) /(a+n), \sigma^{2} /(a+n)\right)
$$

is a normal distribution with the parameters $\left(\nu \sigma^{2}+T_{\oplus n} \delta^{2}\right) /\left(\sigma^{2}+n \delta^{2}\right)$ and $\sigma^{2} \delta^{2} /\left(\sigma^{2}+n \delta^{2}\right)$.

Next we consider conjugate priors in other models. As we have seen in Lemma 1.37 it is sufficient to consider the case $n=1$. Then the conjugate prior for arbitrary $n$ can be obtained via (1.48).

Example 1.38. Consider the family $\left(\mathrm{N}\left(\mu, \sigma^{2}\right)\right)_{\sigma^{2}>0}$, where $\mu \in \mathbb{R}$ is known. Put $T(x)=(x-\mu)^{2}, \theta=-\left(2 \sigma^{2}\right)^{-1} \in \Delta=(-\infty, 0)$ and $K(\theta)=(1 / 2) \ln (-\pi / \theta)$. Then the Lebesgue densities are

$$
f_{\theta}(x)=\frac{d \mathrm{~N}\left(\mu, \sigma^{2}\right)}{d \boldsymbol{\mu}}(x)=\exp \{\theta T(x)-K(\theta)\},
$$

so that $\mathrm{N}(\mu,-1 /(2 \theta))$, where $\mu \in \mathbb{R}$ is known, is an exponential family. Hence, by (1.36) and (1.39), with $\boldsymbol{\tau}=\boldsymbol{\lambda}$,

$$
\begin{aligned}
\Upsilon & =\left\{(a, b): a, b \in \mathbb{R}, \int_{-\infty}^{0}(-\theta)^{a / 2} \exp \{\theta b\} \boldsymbol{\lambda}(d \theta)<\infty\right\}=(-2, \infty) \times(0, \infty), \\
\pi_{a, b}(\theta) & \propto \exp \{b \theta-a K(\theta)\} \propto I_{(-\infty, 0)}(\theta)(-\theta)^{a / 2} \exp \{\theta b\}
\end{aligned}
$$

As the distribution of $\Xi=-(2 \Theta)^{-1}$ is the conjugate prior for $\sigma^{2}$ we see from the transformation rule (1.47) that the family of inverse gamma distributions $\lg \left(\frac{a}{2}+1, \frac{b}{2}\right)$, $(a, b) \in(-2, \infty) \times(0, \infty)$, with Lebesgue densities

$$
\mathrm{ig}_{\alpha, \beta}(t)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} t^{-\alpha-1} \exp \left\{-\frac{\beta}{t}\right\} I_{(0, \infty)}(t), \quad(\alpha, \beta)=\left(\frac{a}{2}+1, \frac{b}{2}\right) \in(0, \infty)^{2}
$$

is the family of conjugate priors for $\mathrm{N}\left(\mu, \sigma^{2}\right), \sigma^{2}>0$, when $\mu \in \mathbb{R}$ is known.
Remark 1.39. In Bayes analysis quite often normal distributions are parametrized as $\mathrm{N}\left(\mu, \rho^{-1}\right), \mu \in \mathbb{R}, \rho>0$, where $\rho$ is called the precision of the normal distribution. Besides the intuitive interpretation, this has the advantage of dealing with gamma distributions, rather than with inverse gamma distributions, in the conjugate prior.

Problem 1.40. Revise the results of Example 1.38 to fit the parametrization $\mathrm{N}\left(\mu, \sigma^{2}(\rho)\right)$ with $\sigma^{2}(\rho)=1 / \rho$, where $\rho>0$ is unknown, but $\mu \in \mathbb{R}$ is known. Determine also the posteriors of $\sigma^{2}>0$ and the posteriors of $\rho>0$. Extend the results to an i.i.d sample.

Finally we consider normal distributions where both the mean and variance are unknown. In contrast to the previous two examples we have to deal now with bivariate priors.

Example 1.41. We know from Example 1.11 that $\mathrm{N}\left(\mu, \sigma^{2}\right), \mu \in \mathbb{R}, \sigma^{2}>0$, is a two parameter exponential family. Using (1.17) we get from the definition of the conjugate prior in (1.39), that $\Pi_{a, b}$ has the density

$$
\begin{align*}
\pi_{a, b}(\theta) & \propto \exp \{\langle b, \theta\rangle-a K(\theta)\}  \tag{1.49}\\
& \propto\left(-\theta_{2}\right)^{a / 2} \exp \left\{b_{1} \theta_{1}+b_{2} \theta_{2}+a \theta_{1}^{2} /\left(4 \theta_{2}\right)\right\}, \quad \theta \in \Delta,
\end{align*}
$$

with respect to the Lebesgue measure on $\mathbb{R} \times(-\infty, 0)$. From here we see that

$$
\begin{aligned}
\Upsilon & =(0, \infty) \times\left\{\left(b_{1}, b_{2}\right): \int_{0}^{\infty} s^{(a+1) / 2} \exp \left\{-s\left(b_{2}-b_{1}^{2} / a\right)\right\} d s<\infty\right\} \\
& =\left\{\left(a, b_{1}, b_{2}\right): a b_{2}>b_{1}^{2}, a>-3\right\} .
\end{aligned}
$$

For practical purposes, the conjugate prior density (1.49) offers less useful interpretations than the associated prior of $\Xi$ which is the random version of $\left(\mu, \sigma^{2}\right)$. The absolute value of the determinant of the Jacobian $J\left(\mu, \sigma^{2}\right)$ of the mapping $\kappa\left(\mu, \sigma^{2}\right)=\left(\mu / \sigma^{2}, 1 /\left(2 \sigma^{2}\right)\right)^{T}$ is given by $J(\eta)=1 /\left(2 \sigma^{6}\right)$. If now $\pi_{a, b}$ from (1.49) is the prior density of $\Theta$, then the prior density $\gamma_{a, b}$ of $\Xi$ is determined by

$$
\begin{aligned}
\gamma_{a, b}\left(\mu, \sigma^{2}\right) & =\pi_{a, b}\left(\kappa\left(\mu, \sigma^{2}\right)\right)\left|J\left(\mu, \sigma^{2}\right)\right| \propto \exp \left\{\left\langle b, \kappa\left(\mu, \sigma^{2}\right)\right\rangle-a K\left(\kappa\left(\mu, \sigma^{2}\right)\right)\right\} \frac{1}{2 \sigma^{6}} \\
& \propto \exp \left\{\frac{b_{1} \mu}{\sigma^{2}}-\frac{b_{2}}{2 \sigma^{2}}-\frac{a \mu^{2}}{2 \sigma^{2}}\right\}\left(\sigma^{2}\right)^{-(a / 2)-3} \\
& \propto \frac{1}{\sigma} \exp \left\{-\frac{a}{2 \sigma^{2}}\left(\mu-\frac{b_{1}}{a}\right)^{2}\right\}\left(\sigma^{2}\right)^{-(a+5) / 2} \exp \left\{-\frac{1}{2}\left(b_{2}-\frac{b_{1}^{2}}{a}\right)\left(\sigma^{2}\right)^{-1}\right\} \\
& \propto \varphi_{b_{1} / a, \sigma^{2} / a}(\mu) \operatorname{ig}_{(a+3) / 2,\left(a b_{2}-b_{1}^{2}\right) /(2 a)}\left(\sigma^{2}\right) .
\end{aligned}
$$

This prior of $\Xi=\left(\Xi_{1}, \Xi_{2}\right)$ can be interpreted as follows. Given $\Xi_{2}=\eta_{2}, \Xi_{1}$ has a normal distribution $\mathrm{N}\left(b_{1} / a, \sigma^{2} / a\right)$, and marginally, $\Xi_{2}$ has an inverse gamma distribution $\lg \left((a+3) / 2,\left(a b_{2}-b_{1}^{2}\right) /(2 a)\right),\left(a, b_{1}, b_{2}\right) \in \Upsilon$.

To prepare for the next result, which deals with multinomial distributions, we determine the Jacobian of a special transformation.

Problem 1.42.* The determinant of the $d \times d$ matrix

$$
\left(\begin{array}{cccc}
a_{1} & 1 & \cdots & 1 \\
1 & a_{2} & & \\
\cdot & & \cdot & \\
\cdot & & \cdot & \cdot \\
1 & & & \cdot \\
1 & \cdots & \cdots & 1 \\
a_{d}
\end{array}\right)
$$

with $a_{1}, \ldots, a_{d}$ in the main diagonal and 1 in all other positions is given by

$$
D_{d}\left(a_{1}, \ldots, a_{d}\right)=\prod_{j=1}^{d}\left(a_{j}-1\right)+\sum_{i=1}^{d} \prod_{j=1, j \neq i}^{d}\left(a_{j}-1\right) .
$$

Problem 1.43.* Consider the differentiable mapping $\kappa: \mathbb{S}_{d-1} \rightarrow \mathbb{R}^{d-1}$ with

$$
\kappa_{i}(p)=\ln \left(p_{i}\right)-\ln \left(1-\sum_{i=1}^{d-1} p_{i}\right), \quad i=1, \ldots, d-1 .
$$

The Jacobian, i.e., $J(\eta)=\left(\frac{\partial \kappa_{i}}{\partial p_{j}}\right)_{1 \leq i, j \leq d-1}$, has the determinant

$$
\operatorname{det}(J(p))=\left(1-\sum_{i=1}^{d-1} p_{i}\right)^{-1} \prod_{j=1}^{d-1} \frac{1}{p_{j}} .
$$

The next result is a continuation of Example 1.5. As we have seen there the multinomial distribution

$$
\mathrm{M}\left(n,\left(p_{1}, p_{2}, \ldots, p_{d-1}, 1-\sum_{i=1}^{d-1} p_{i}\right)\right),\left(p_{1}, \ldots, p_{d-1}\right) \in \mathbb{S}_{d-1}
$$

can be represented as a $(d-1)$-parameter exponential family. Let $\mathbf{M}_{n}$ be the stochastic kernel given by $\mathbf{M}_{n}\left(B \mid p_{1}, p_{2}, \ldots, p_{d-1}\right)=\mathrm{M}\left(n,\left(p_{1}, p_{2}, \ldots, p_{d-1}, 1-\right.\right.$ $\left.\left.\sum_{i=1}^{d-1} p_{i}\right)\right)(B), B \in \mathfrak{B}_{+}^{\otimes d},\left(p_{1}, \ldots, p_{d-1}\right) \in \mathbb{S}_{d-1}$.

Lemma 1.44. With $\boldsymbol{\tau}=\boldsymbol{\lambda}_{d-1}$ as the dominating measure on the parameter space $\Delta=\mathbb{R}^{d-1}$ the family of all Dirichlet distributions on the Borel sets of $\mathbb{S}_{d-1}$ with the Lebesgue densities

$$
\begin{aligned}
\operatorname{di}_{\left(\alpha_{1}, \ldots, \alpha_{d}\right)}\left(t_{1}, \ldots, t_{d-1}\right) & =\frac{\Gamma\left(\sum_{i=1}^{d} \alpha_{i}\right)}{\prod_{i=1}^{d} \Gamma\left(\alpha_{i}\right)} \prod_{i=1}^{d} t_{i}^{\alpha_{i}-1} I_{\mathbb{S}_{d-1}}\left(\left(t_{1}, \ldots, t_{d-1}\right)\right), \\
\alpha_{i} & >0, i=1, \ldots, d, \quad t_{d}=1-\sum_{i=1}^{d-1} t_{i},
\end{aligned}
$$

is the family of conjugate priors for the family of multinomial distributions $\mathrm{M}\left(n,\left(p_{1}, p_{2}, \ldots, p_{d-1}, 1-\sum_{i=1}^{d-1} p_{i}\right)\right),\left(p_{1}, \ldots, p_{d-1}\right) \in \mathbb{S}_{d-1}$. If $\mathcal{L}\left(X_{1}, \ldots, X_{d}, \Xi\right)=$ $\mathbf{M}_{n} \otimes \mathrm{Di}_{\left(\alpha_{1}, \ldots, \alpha_{d}\right)}$, then for every $x_{1}, \ldots, x_{d} \in \mathbb{N}$ with $\sum_{i=1}^{d} x_{i}=n$,

$$
\begin{equation*}
\mathcal{L}\left(\Xi \mid X_{1}=x_{1}, \ldots, X_{d}=x_{d}\right)=\mathrm{Di}_{\left(\alpha_{1}+x_{1}, \ldots, \alpha_{d}+x_{d}\right)} \tag{1.50}
\end{equation*}
$$

Proof. From Proposition 1.36 and Problem 1.43 we see that

$$
\begin{aligned}
\frac{d \Gamma_{a, b}}{d \boldsymbol{\lambda}_{d}}(p) & \propto \exp \{\langle\kappa(p), b\rangle-a K(\kappa(p))\}|J(p)| \\
& \propto \exp \left\{\langle\kappa(p), b\rangle-a n \ln \left(p_{d}\right)\right\} \prod_{j=1}^{d} \frac{1}{p_{j}} \propto \prod_{i=1}^{d} p_{i}^{b_{i}-1},
\end{aligned}
$$

where $p_{d}=1-\sum_{i=1}^{d-1} p_{i}$ and $b_{d}=a n-\sum_{i=1}^{d-1} b_{i}$. As the integral of the righthand term with respect to the Lebesgue measure over $\mathbb{S}_{d-1}$ is finite if and only if $b_{i}>0, i=1, \ldots, d$, we get

$$
\begin{aligned}
\Upsilon & =\left\{\left(b_{1}, \ldots, b_{d-1}, a\right): b_{i}>0, i=1, \ldots, d-1, \text { an }-\sum_{i=1}^{d-1} b_{i}>0\right\}, \\
\Gamma_{a, b} & =\operatorname{Di}\left(\alpha_{1}, \ldots, \alpha_{d}\right), \quad \alpha_{i}>0, i=1, \ldots, d
\end{aligned}
$$

The statement regarding the posterior distribution of $\Xi$ follows from (1.48) and $a n-\sum_{i=1}^{d-1}\left(b_{i}+x_{i}\right)=a n-\sum_{i=1}^{d-1} b_{i}-\left(n-x_{d}\right)=(a+1)-\left(b_{d}+x_{d}\right)$.

An interesting special case is conjugate priors of binomial distributions.

Example 1.45. We have seen in Example 1.7 that the binomial distribution is an exponential family. This family is, of course, a special case of a multinomial distribution. We set $d=1, p_{1}=p, p_{2}=1-p, \alpha_{1}=\alpha$, and $\alpha_{2}=\beta$. Then by Lemma 1.44 the family of beta distributions $\operatorname{Be}(\alpha, \beta), \alpha, \beta>0$, is the family of conjugate priors with Lebesgue density

$$
\mathrm{be}_{\alpha, \beta}(p)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} p^{\alpha-1}(1-p)^{\beta-1} I_{(0,1)}(p), \quad \alpha, \beta>0 .
$$

If $\Xi$ has a beta distributions $\operatorname{Be}(\alpha, \beta)$, then by (1.50)

$$
\mathcal{L}(\Xi \mid X=x)=\operatorname{Be}(\alpha+x, \beta+n-x) .
$$

The expectation of the distribution $\operatorname{Be}(\alpha, \beta)$ is $\alpha /(\alpha+\beta)$, and thus we get

$$
\mathbb{E}(\Xi \mid X=x)=\frac{\alpha+\beta}{\alpha+\beta+n} \frac{\alpha}{\alpha+\beta}+\frac{n}{\alpha+\beta+n} \frac{x}{n},
$$

i.e., $\mathbb{E}(\Xi \mid X=x)$ is on $\{0,1, \ldots, n\}$ a convex linear combination of the prior expectation $\alpha /(\alpha+\beta)$ and $x / n$.

In the last example it turned out that the conditional expectation $\mathbb{E}(\Xi \mid X=$ $x$ ) is a convex linear combination of the prior expectation and $x / n$. A similar fact has been established previously for the normal means model in Lemma 1.37. This is no coincidence. The following more general result regarding $\mathrm{E}_{\theta} T \equiv \nabla K(\theta)$ (see Corollary 1.19) is due to Diaconis and Ylvisaker (1979); see also Brown (1986).

$$
\begin{equation*}
\mathbb{E}(\nabla K(\Theta) \mid X=x)=\frac{b+T_{\oplus n}(x)}{a+n}, \quad \mathrm{M}_{a, b} \text {-a.s. }, \quad x \in \mathcal{X}^{n} \tag{1.51}
\end{equation*}
$$

which is a convex linear combination of $\mathbb{E}\left(\mathrm{E}_{\Theta} T\right)=\mathbb{E}(\nabla K(\Theta))=b / a$ and $n^{-1} \sum_{i=1}^{n} T\left(x_{i}\right)$. Conversely, every prior with a Lebesgue density that has this property (1.51) must have one of the densities from (1.39) with respect to $\boldsymbol{\tau}=\boldsymbol{\lambda}_{d}$.

Problem 1.46. Show that the priors for the gamma distributions $\mathrm{Ga}(\lambda, \theta), \theta>0$, where $\lambda>0$ is fixed known, that have been derived in Problem 1.32 are the family of conjugate priors.

For many concrete exponential families the concept of conjugate priors may lead to families of priors that are exotic and unheard of. However, for several exponential families that are commonly in use the families of conjugate priors are known and well-established families of distributions. A comprehensive list of commonly used conjugate priors can be found in Bernardo and Smith (1994). We also refer to Diaconis and Ylvisaker (1979) for further details on conjugate priors.

For reference purposes later on some of the commonly used conjugate priors are listed below under (1.52).

| $\mathcal{L}(X \mid \Xi)$ | Prior $\mathcal{L}(\Xi)$ | Posterior $\mathcal{L}(\Xi \mid X=x)$ |
| :--- | :--- | :--- |
| $\mathrm{B}(n, p)$ | $\mathrm{Be}(\alpha, \beta)$ | $\mathrm{Be}(\alpha+x, \beta+n-x)$ |
| $\mathrm{M}(n, p)$ | $\mathrm{Di}\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ | $\mathrm{Di}\left(\alpha_{1}+x_{1}, \ldots, \alpha_{d}+x_{d}\right)$ |
| $\mathrm{Po}(\lambda)$ | $\mathrm{Ga}(\alpha, \beta)$ | $\mathrm{Ga}(\alpha+x, \beta+1)$ |
| $\mathrm{Ex}(\lambda)$ | $\mathrm{Ga}(\alpha, \beta)$ | $\mathrm{Ga}(\alpha+1, \beta+x)$ |
| $\mathrm{Ga}\left(\alpha_{0}, \lambda\right), \alpha_{0}$ known | $\mathrm{Ga}(\alpha, \beta)$ | $\mathrm{Ga}\left(\alpha+\alpha_{0}, \beta+x\right)$ |
| $\mathrm{N}\left(\mu, \sigma_{0}^{2}\right), \sigma_{0}^{2}$ known | $\mathrm{N}\left(\nu, \tau^{2}\right)$ | $\mathrm{N}\left(\frac{\sigma_{0}^{2} \nu+\tau^{2} x}{\tau^{2}+\sigma_{0}^{2}}, \frac{\tau^{2} \sigma_{0}^{2}}{\tau^{2}+\sigma_{0}^{2}}\right)$ |
| $\mathrm{N}\left(\mu_{0}, \sigma^{2}\right), \mu_{0}$ known | $\lg (\alpha, \beta)$ | $\lg \left(\alpha+\frac{1}{2}, \beta+\frac{1}{2}\left(\mu_{0}-x\right)^{2}\right)$ |

The problem of choosing the right prior in a model is a field of intensive research and discussion in Bayes statistics. As the model is only complete after the prior has been chosen this problem is in fact a model choice problem. Often it is desired to find a rich and flexible parametric class of priors for which the posterior densities of $\Theta$ or $\Xi$ and the marginal densities of $X$ are explicitly available. This goal is in fact met with the conjugate family of priors, as long as the function $L(a, b)$ can be calculated explicitly. This is usually the case when $\boldsymbol{\tau}$ is the Lebesgue measure. However, since the measure $\boldsymbol{\tau}$ is completely arbitrary, we actually may choose $\boldsymbol{\tau}=\Pi$ for any given prior $\Pi$, say. In this case the set $\Upsilon$ in (1.36) contains the point $(0,0)$ and thus is nonempty. If $\left(\Pi_{a, b}\right)_{(a, b) \in \Upsilon}$ is the conjugate family with respect to $\tau=\Pi$, then, of course, $\Pi=\Pi_{0,0} \in\left(\Pi_{a, b}\right)_{(a, b) \in r}$. To summarize, we have found a method to embed any given prior $\Pi$ in a family of conjugate priors. Two examples for that situation are given below.

Example 1.47. We have seen in Lemma 1.37 that the conjugate priors for the normal distributions $\mathrm{N}\left(\mu, \sigma^{2}\right)$ with a known $\sigma^{2}>0$ are the normal distributions $\mathrm{N}\left(\nu, \delta^{2}\right), \nu \in \mathbb{R}, \delta^{2}>0$, if $\boldsymbol{\tau}$ is the Lebesgue measure $\boldsymbol{\lambda}$. Suppose now instead that for some $\alpha<\beta$,

$$
\begin{equation*}
\boldsymbol{\tau}(d t)=\frac{1}{\beta-\alpha} I_{[\alpha, \beta]}(t) \boldsymbol{\lambda}(d t) . \tag{1.53}
\end{equation*}
$$

Although the conjugate prior and posterior densities are still the same from (1.39) and (1.41), respectively, they are now with respect to the measure $\boldsymbol{\tau}$ given by (1.53). We conclude that the family of conjugate priors for $\mu \in \mathbb{R}$ consists of all normal distributions $\mathrm{N}^{(\alpha, \beta)}\left(\nu, \delta^{2}\right), \nu \in \mathbb{R}, \delta^{2}>0$, that are truncated at $\alpha$ and $\beta$. Their Lebesgue densities are

$$
\varphi_{\nu, \delta^{2}}^{(\alpha, \beta)}(\mu)=[\Phi((\beta-\nu) / \delta)-\Phi((\alpha-\nu) / \delta)]^{-1} \varphi_{\nu, \delta^{2}}(\mu) I_{[\alpha, \beta]}(\mu), \quad \mu \in \mathbb{R} .
$$

As in Lemma 1.37 we get the posterior distributions

$$
\mathrm{N}^{(\alpha, \beta)}\left(\frac{\sigma^{2} \nu+\delta^{2} \sum_{i=1}^{n} x_{i}}{\sigma^{2}+n \delta^{2}}, \frac{\sigma^{2} \delta^{2}}{\sigma^{2}+n \delta^{2}}\right) .
$$

Problem 1.48. In the setting of Example 1.45, find the conjugate priors of the binomial distributions $\mathrm{B}(n, p), p \in(0,1)$, when $\tau$ is given by (1.53) with $0<\alpha<$ $\beta<1$.

Another feature of conjugate priors is that this class is large enough to be used to approximate any prior by a mixture of conjugate priors. General results in this direction are due to LeCam (1986). We refer to Robert (2001) for a detailed discussion of this topic and illustrate the situation only by an example.

Example 1.49. In Example 1.37 the family of conjugate priors of $\mathbf{N}\left(\mu, \sigma^{2}\right), \mu \in \mathbb{R}$, where $\sigma^{2}>0$ is known, has been seen to be the family of all normal distributions on $\mathbb{R}$ for $\boldsymbol{\tau}=\boldsymbol{\lambda}$. Let now $\Pi$ be any prior. The question is whether $\Pi$ can be approximated by mixtures of normal distributions. Consider the mixture of normal densities

$$
\pi_{\tau^{2}}(t)=\int \varphi_{s, \tau^{2}}(t) \Pi(d s)=\int \varphi_{0, \tau^{2}}(t-s) \Pi(d s)
$$

and denote by $\Pi_{\tau^{2}}$ the associated distributions. Then for any bounded and continuous function $\psi$,

$$
\begin{aligned}
\int \psi(t) \Pi_{\tau^{2}}(d t) & =\int\left[\int \psi(t) \frac{1}{\sqrt{2 \pi} \tau} \exp \left\{-\frac{1}{2}\left(\frac{t-s}{\tau}\right)^{2}\right\} \Pi(d s)\right] d t \\
& =\int\left[\int \psi(s+\tau x) \frac{1}{\sqrt{2 \pi}} \exp \left\{-\frac{x^{2}}{2}\right\} d x\right] \Pi(d s) .
\end{aligned}
$$

By the continuity of $\psi$ and Lebesgue's theorem (see Theorem A.18) we obtain

$$
\lim _{\tau^{2} \rightarrow 0} \int \psi(t) \Pi_{\tau^{2}}(d t)=\int \psi(t) \Pi(d t)
$$

which means that $\Pi_{\tau^{2}}$ converges weakly to $\Pi$. Moreover, if $\Pi$ has a Lebesgue density $\pi$, say, then we have even convergence in variational distance. Indeed,

$$
\begin{aligned}
\left\|\Pi_{\tau^{2}}-\Pi\right\| & =\int\left|\pi_{\tau^{2}}(t)-\pi(t)\right| d t=\int\left|\int \varphi_{0, \tau^{2}}(s-t) \pi(s) d s-\pi(t)\right| d t \\
& \leq \int\left[\int|\pi(t+\tau x)-\pi(t)| d t\right] \varphi_{0,1}(x) d x \rightarrow 0
\end{aligned}
$$

which follows from the fact that every function that is integrable with respect to the Lebesgue measure is $\mathbb{L}_{1}$-continuous, i.e., $\int|\pi(s+\varepsilon)-\pi(s)| d s \rightarrow 0$, as $\varepsilon \rightarrow 0$ (see, e.g., Dudley (2002)).

### 1.3 Divergences in Binary Models

In this section we introduce and study classes of distances in the space of probability distributions which originated from different roots. Some of them were introduced in information theory to describe the amount of information, or the amount of uncertainty, delivered by a random sample. When the sample size tends to infinity the investigation of the rate of convergence of error probabilities leads to special information functionals. Other functionals are linked to the Cramér-Rao inequality and its generalizations. Hellinger integrals are Laplace transforms of the log-likelihood and thus describe completely the structure of a binary model. Information functionals are also used later on to characterize the sufficiency and the approximate sufficiency of a statistic. More results on information functionals can be found in Vajda (1989), Liese and Vajda (1987), and in the references that are given there.

First we collect well-known properties of convex functions that are be used in the sequel. A function $v:(a, b) \rightarrow \mathbb{R}$ is called a convex function if for every $x, z \in(a, b)$ and $0 \leq \alpha \leq 1$ it holds

$$
\mathrm{v}(\alpha x+(1-\alpha) z) \leq \alpha \mathrm{v}(x)+(1-\alpha) \mathrm{v}(z)
$$

For $\alpha=(z-y) /(z-x)$ it is easy to see that this condition is equivalent to

$$
\begin{equation*}
\frac{\mathrm{v}(y)-\mathrm{v}(x)}{y-x} \leq \frac{\mathrm{v}(z)-\mathrm{v}(x)}{z-x} \leq \frac{\mathrm{v}(z)-\mathrm{v}(y)}{z-y}, \quad a<x<y<z<b \tag{1.54}
\end{equation*}
$$

The next problem presents further well-known properties of convex functions.
Problem 1.50.* Every convex function v : $(a, b) \rightarrow \mathbb{R}$ is continuous in $(a, b)$, and it has at each $x \in(a, b)$ a derivative from the left $D^{-} \mathrm{v}(x)$ which is left continuous and a derivative from the right $D^{+} \mathrm{v}(x)$ which is right continuous. Both $D^{-} \mathrm{v}$ and $D^{+} \mathrm{v}$ are nondecreasing and it holds

$$
\begin{align*}
& \mathrm{v}(y)-\mathrm{v}(x) \geq(y-x) D^{+} \mathrm{v}(x), \quad a<x<y<b,  \tag{1.55}\\
& D^{-} \mathrm{v}(x) \leq D^{+} \mathrm{v}(x) \leq D^{-} \mathrm{v}(y) \leq D^{+} \mathrm{v}(y) \quad a<x<y<b,  \tag{1.56}\\
& D^{-} \mathrm{v}(z)=D^{+} \mathrm{v}(z-0), \quad \text { and } \quad D^{-} \mathrm{v}(z+0)=D^{+} \mathrm{v}(z), \quad z \in(a, b) . \tag{1.57}
\end{align*}
$$

The inequalities in (1.54) show that $(\mathrm{v}(y)-\mathrm{v}(x)) /(y-x)$ is nondecreasing in both $x$ and $y$. Hence

$$
\frac{\mathrm{v}(c)-\mathrm{v}(c-\varepsilon)}{\varepsilon} \leq \frac{\mathrm{v}(t)-\mathrm{v}(s)}{t-s} \leq \frac{\mathrm{v}(d+\varepsilon)-\mathrm{v}(d)}{\varepsilon}
$$

for $a<c-\varepsilon<s<t<d+\varepsilon<b$. Putting $L=\varepsilon^{-1} \max (|\mathrm{v}(d+\varepsilon)-\mathrm{v}(d)|, \mid \mathrm{v}(c)-$ $\mathrm{v}(c-\varepsilon) \mid)$ it follows that

$$
|\mathrm{v}(t)-\mathrm{v}(s)| \leq L|t-s|, \quad c \leq s \leq t \leq d
$$

This implies especially that $v$ is absolutely continuous. It is well-known (see Theorem A.24) that the derivative of every absolutely continuous function
exists $\boldsymbol{\lambda}$-almost everywhere. But it follows from Problem 1.50 that for a convex function the derivative exists up to an at most countable set which is just the set of points of discontinuities of $D^{+} \mathrm{v}$ or, equivalently, of $D^{-} \mathrm{v}$. Theorem A. 24 implies

$$
\begin{equation*}
\mathrm{v}(y)-\mathrm{v}(x)=\int_{x}^{y} D^{+} \mathrm{v}(s) d s=\int_{x}^{y} D^{-} \mathrm{v}(s) d s, \quad a<x<y<b \tag{1.58}
\end{equation*}
$$

The next problem gives a direct proof of (1.58).
Problem 1.51.* If $v:(a, b) \rightarrow \mathbb{R}$ is convex, then (1.58) holds. Conversely, if $\mathrm{v}(y)-\mathrm{v}(x)=\int_{x}^{y} g(s) d s, a<x<y<b$, for some nondecreasing function $g$, then v is convex.

The second statement in Problem 1.51 implies in particular that every twice continuously differentiable function $v$ with $\mathrm{v}^{\prime \prime}(x) \geq 0$ is convex. Furthermore, for a convex $\vee$ the limits $\lim _{x \downarrow a} \vee(x)$ and $\lim _{x \uparrow b} \vee(x)$ exist and have values from $[-\infty, \infty]$. We thus can extend v by setting $\mathrm{v}(a)=\lim _{x \downarrow a} \mathrm{v}(x)$ and $\mathrm{v}(b)=\lim _{x \uparrow b} \mathrm{v}(x)$.

As $D^{+} \mathrm{v}$ is continuous from the right there is a uniquely determined $\sigma$-finite measure $\gamma_{\mathrm{v}}$ on the Borel sets of $(a, b)$ that satisfies

$$
\begin{equation*}
\gamma_{\mathrm{v}}((x, y])=D^{+} \mathrm{v}(y)-D^{+} \mathrm{v}(x), \quad a<x<y<b \tag{1.59}
\end{equation*}
$$

For a twice continuously differentiable v the function $D^{+} \mathrm{v}$ is continuously differentiable, so that for $0<x<y$,

$$
\begin{equation*}
D^{+} \mathrm{v}(y)-D^{+} \mathrm{v}(x)=\int_{x}^{y} \mathrm{v}^{\prime \prime}(t) d t \quad \text { and } \quad \gamma_{\mathrm{v}}(B)=\int_{B} \mathrm{v}^{\prime \prime}(t) d t . \tag{1.60}
\end{equation*}
$$

Therefore the measure $\gamma_{v}$ can be viewed as a measure for the curvature of $v$. We use this measure for the curvature to establish a generalized second-order Taylor expansion.

Lemma 1.52. If $v:(a, b) \rightarrow \mathbb{R}$ is convex, then for $a<x, y<b$

$$
\mathrm{v}(y)-\mathrm{v}(x)-D^{+} \mathrm{v}(x)(y-x)= \begin{cases}\int(y-t) I_{(x, y]}(t) \gamma_{\mathrm{v}}(d t) & \text { if } x<y  \tag{1.61}\\ \int(t-y) I_{(y, x]}(t) \gamma_{\mathrm{v}}(d t) & \text { if } y<x\end{cases}
$$

If $\vee:(0, \infty) \rightarrow \mathbb{R}$, then the function

$$
\begin{equation*}
\mathrm{v}_{0}(x)=\mathrm{v}(x)-\mathrm{v}(1)-(x-1) D^{+} \mathrm{v}(1) \tag{1.62}
\end{equation*}
$$

has the representation

$$
\mathrm{v}_{0}(x)= \begin{cases}\int(x-t \wedge x) I_{(1, \infty)}(t) \gamma_{\mathrm{v}}(d t) & \text { if } x>1  \tag{1.63}\\ \int(t-t \wedge x) I_{(0,1]}(t) \gamma_{\mathrm{v}}(d t) & \text { if } 0<x \leq 1\end{cases}
$$

Proof. We have for $x<y$ from (1.58) and Fubini's theorem (see Theorem A.26)

$$
\begin{aligned}
& \mathrm{v}(y)-\mathrm{v}(x)-D^{+} \mathrm{v}(x)(y-x)=\int_{x}^{y}\left(D^{+} \mathrm{v}(s)-D^{+} \mathrm{v}(x)\right) d s \\
& =\int\left[\int I_{(x, y]}(s) I_{(x, s]}(t) \gamma_{\mathrm{v}}(d t)\right] d s=\int(y-t) I_{(x, y]}(t) \gamma_{\mathrm{v}}(d t)
\end{aligned}
$$

By interchanging the roles of $x$ and $y$ we get for $x>y$,

$$
\begin{aligned}
& \mathrm{v}(y)-\mathrm{v}(x)-D^{+} \mathrm{v}(x)(y-x) \\
& =-\left(\mathrm{v}(x)-\mathrm{v}(y)-D^{+} \mathrm{v}(y)(x-y)\right)+\left(D^{+} \mathrm{v}(x)-D^{+} \mathrm{v}(y)\right)(x-y) \\
& =-\int(x-t) I_{(y, x]}(t) \gamma_{\mathrm{v}}(d t)+\int(x-y) I_{(y, x]}(t) \gamma_{\mathrm{v}}(d t) \\
& =\int(t-y) I_{(y, x]}(t) \gamma_{\mathrm{v}}(d t) .
\end{aligned}
$$

The statement (1.63) follows from (1.61) as $\mathrm{v}_{0}(1)=D^{+} \mathrm{v}_{0}(1)=0$.
A convex function v is called strictly convex at $x_{0}$ if the function v is not linear in $\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right)$ for any $\varepsilon>0$. $v$ is called strictly convex in $(a, b)$ if it is strictly convex at every $x_{0} \in(a, b)$.

Problem 1.53.* A convex function $v:(a, b) \rightarrow \mathbb{R}$ is strictly convex at $x_{0} \in(a, b)$ if and only if $\gamma_{\mathrm{v}}\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right)\right)>0$ for every $\varepsilon>0$. If v is twice continuously differentiable and $\mathrm{v}^{\prime \prime}(x)>0,0<x<\infty$, then the function v is strictly convex in $(a, b)$. A convex function v is strictly convex in $(a, b)$ if and only if

$$
\mathrm{v}(\alpha x+(1-\alpha) y)<\alpha \mathrm{v}(x)+(1-\alpha) \mathrm{v}(y), \quad a<x, y<b, \quad x \neq y, \quad 0<\alpha<1 .
$$

The next problem collects properties of the function $\mathrm{v}_{0}$ in (1.62).
Problem 1.54.* Let v : $(0, \infty) \rightarrow \mathbb{R}$ be convex. Then $v_{0}$ from (1.62) is nonnegative and $\mathrm{v}_{0}(1)=0$. It holds $D^{+} \mathrm{v}_{0}(x)=D^{+} \mathrm{v}(x)-D^{+} \mathrm{v}(1)$. The function $\mathrm{v}_{0}$ is nonincreasing in $(0,1]$ and nondecreasing in $(1, \infty)$. The function $v$ is strictly convex at 1 if and only if at least one of the following two cases holds: $\mathrm{v}_{0}(x)>0, x \in(0,1)$, or $\mathrm{v}_{0}(x)>0, x \in(1, \infty)$.

For later purposes we define the ${ }^{*}$-conjugate function by

$$
\begin{equation*}
\mathrm{v}^{*}(x)=x \mathrm{v}\left(\frac{1}{x}\right), \quad x>0 . \tag{1.64}
\end{equation*}
$$

Problem 1.55.* If $v:(0, \infty) \rightarrow \mathbb{R}$ is convex, then $v^{*}:(0, \infty) \rightarrow \mathbb{R}$ is convex, too, and

$$
\left(\mathrm{v}^{*}\right)^{*}=\mathrm{v}, \quad \mathrm{v}^{*}(0)=\lim _{x \rightarrow \infty} \frac{1}{x} \mathrm{v}(x)
$$

where $\mathrm{v}^{*}(0):=\lim _{x \downarrow 0} \mathrm{v}^{*}(x) \in(-\infty, \infty]$.

The concept of the likelihood ratio, introduced below, plays a major role in many areas of statistics. Let $(\mathcal{X}, \mathfrak{A})$ be a given measurable space and $P_{0}, P_{1} \in$ $\mathcal{P}(\mathfrak{A})$. Suppose that $P_{0}$ and $P_{1}$ are dominated by $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ with $f_{0}$ and $f_{1}$ as the respective densities. We set

$$
P_{1, a}(A)=P_{1}\left(A \cap\left\{f_{0}>0\right\}\right) \quad \text { and } \quad P_{1, s}(A)=P_{1}\left(A \cap\left\{f_{0}=0\right\}\right)
$$

Then we get the Lebesgue decomposition of $P_{1}$ with respect to $P_{0}$,

$$
\begin{array}{ll}
P_{1}=P_{1, a}+P_{1, s}, & P_{1, a} \perp P_{1, s}  \tag{1.65}\\
P_{1, a} \ll P_{0}, & P_{1, s} \perp P_{0}
\end{array}
$$

where $P_{1, a} \perp P_{1, s}$ means that $P_{1, a}(A)=P_{1, s}(\mathcal{X} \backslash A)=0$ for some $A \in \mathfrak{A}$, and $P_{1, s} \perp P_{0}$ is meant analogously. $P_{1, a}$ is called the absolute continuous part and $P_{1, s}$ the singular part of $P_{1}$ with respect to $P_{0}$.

Problem 1.56.* The measures $P_{1, a}$ and $P_{1, s}$ are uniquely determined by the decomposition (1.65).

Now we are ready to introduce the concept of the likelihood ratio of $P_{1}$ with respect to $P_{0}$, regardless of whether $P_{1}$ is absolutely continuous with respect to $P_{0}$.

Definition 1.57. Every function $L_{0,1}: \mathcal{X} \rightarrow_{m}[0, \infty]$ that satisfies

$$
\begin{equation*}
P_{1}(B)=\int_{B} L_{0,1} d P_{0}+P_{1}\left(B \cap\left\{L_{0,1}=\infty\right\}\right), \quad B \in \mathfrak{A} \tag{1.66}
\end{equation*}
$$

is called the likelihood ratio of $P_{1}$ with respect to $P_{0}$
For a proof of the next lemma we refer, for example, to Strasser (1985).
Lemma 1.58. $L_{0,1}$ is by the condition (1.66) $\left\{P_{0}, P_{1}\right\}$-a.s. uniquely determined, and it holds

$$
\begin{equation*}
L_{0,1}=\frac{d P_{1, a}}{d P_{0}}, \quad P_{0} \text {-a.s., } \quad P_{1, s}(B)=P_{1}\left(B \cap\left\{L_{0,1}=\infty\right\}\right), \quad B \in \mathfrak{A} . \tag{1.67}
\end{equation*}
$$

Using the densities $f_{0}$ and $f_{1}$ it is easy to see that

$$
\begin{equation*}
L_{0,1}(x):=\frac{f_{1}(x)}{f_{0}(x)} I_{\left\{f_{0}>0\right\}}(x)+\infty I_{\left\{f_{0}=0, f_{1}>0\right\}}(x), \quad x \in \mathcal{X}, \tag{1.68}
\end{equation*}
$$

is a likelihood ratio.
Problem 1.59. It holds $P_{0}\left(L_{0,1}<\infty\right)=1$.
Now we introduce a general class of information functionals. Let $P_{0}, P_{1} \in$ $\mathcal{P}(\mathfrak{A})$ be dominated by $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $f_{0}, f_{1}$ be their respective $\mu$-densities.

Definition 1.60. For every convex function $v:(0, \infty) \rightarrow \mathbb{R}$ the functional

$$
\begin{align*}
\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right):= & \int \mathrm{v}\left(f_{0} / f_{1}\right) f_{1} I_{\left\{f_{0}>0, f_{1}>0\right\}} d \mu  \tag{1.69}\\
& +\mathrm{v}(0) P_{1}\left(f_{0}=0\right)+\mathrm{v}^{*}(0) P_{0}\left(f_{1}=0\right)
\end{align*}
$$

is called the v-divergence of $P_{0}$ with respect to $P_{1}$.
To see that the right-hand term is well defined we remark that by $\mathrm{v}_{0} \geq 0$ it holds $\mathrm{v}(0), \mathrm{v}^{*}(0)>-\infty$ and refer to inequality (1.55) that gives

$$
\mathrm{v}\left(f_{0} / f_{1}\right) I_{\left\{f_{0}>0\right\}} f_{1} \geq \mathrm{v}(1) f_{1}+\left(D^{+} \mathrm{v}(1)\right)\left(f_{0}-f_{1}\right)
$$

As the right-hand function is integrable we see that the integral in (1.69) is well defined but may take on the value $+\infty$. Note that $P_{1}\left(f_{0}=0\right)$ and $P_{0}\left(f_{1}=0\right)$ are the weights of the singular parts of $P_{1}$ and $P_{0}$ with respect to $P_{0}$ and $P_{1}$, respectively. They are independent of the special choice of the dominating measure $\mu$. This follows also for the integral in (1.69) by the chain rule; see Proposition A.28. Therefore the definition of $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ is independent of the special choice of $\mu$.

Problem 1.61.* The values $v(0)$ and $v^{*}(0)$ appearing in (1.69) can be expressed in terms of $\gamma_{v}$. It holds

$$
\begin{align*}
\lim _{x \downarrow 0} \mathrm{v}^{*}(x) & =\gamma_{\mathrm{v}}((1, \infty))+D^{+} \mathrm{v}(1),  \tag{1.70}\\
\lim _{x \downarrow 0} \mathrm{v}(x) & =\int t I_{(0,1]}(t) \gamma_{\mathrm{v}}(d t)+\mathrm{v}(1)-D^{+} \mathrm{v}(1) . \tag{1.71}
\end{align*}
$$

The concept of v-divergence was independently introduced by Csiszár (1963) and Ali and Silvey (1966). This general class of functionals includes special cases which appeared in Bhattacharyya (1946), Kakutani (1948), Kullback and Leibler (1951), Chernoff (1952), Matusita (1955), Rényi (1960), and others.

The functional $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)$ depends only on the nonlinear part of v .
Problem 1.62.* If $\mathrm{w}(x)=\mathrm{v}(x)+a x+b$, then

$$
\begin{equation*}
\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)=\mathrm{I}_{\mathrm{w}}\left(P_{0}, P_{1}\right)-\mathrm{w}(1), \tag{1.72}
\end{equation*}
$$

and especially $\mathrm{v}_{0}$ in (1.62) satisfies $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)=\mathrm{I}_{\mathrm{v}_{0}}\left(P_{0}, P_{1}\right)$.
Although the functional $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ does not satisfy the axioms of a metric in general, it has several properties that allow this functional to be interpreted as a measure of distance.

Proposition 1.63. If $v:(0, \infty) \rightarrow \mathbb{R}$ is convex, then $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1) \geq 0$, with equality holding for $P_{0}=P_{1}$. If v is strictly convex at $x_{0}=1$, then $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)=0$ implies $P_{0}=P_{1}$. The functional $\mathrm{I}_{\mathrm{v}^{*}}$ is dual to $\mathrm{I}_{\mathrm{v}}$ in the sense that

$$
\begin{equation*}
\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)=\mathrm{I}_{\mathrm{v}^{*}}\left(P_{1}, P_{0}\right) \tag{1.73}
\end{equation*}
$$

Proof. The function $\mathrm{v}_{0}$ is nonnegative so that $\mathrm{I}_{\mathrm{v}_{0}}\left(P_{0}, P_{1}\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-$ $\mathrm{v}(1)$ is nonnegative as well. If $P_{0}=P_{1}$, then $f_{0}=f_{1}, \mu$-a.e., and $P_{1}\left(f_{0}=0\right)=$ $P_{0}\left(f_{1}=0\right)=0$ so that the integral on the right-hand side of (1.69) has the value $\mathrm{v}(1)$.

Assume now that v is strictly convex at $x_{0}=1$. In view of Problem 1.62 it is sufficient to consider $\mathrm{v}_{0}$. Then by Problem 1.54 either $\mathrm{v}_{0}(x)>0$ for every $x>1$ or $\mathrm{v}_{0}(x)>0$ for every $0<x<1$. Suppose that the first condition holds. Then $\mathrm{v}_{0}(x) \geq 0$ and $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)=0$, together with (1.69) for $\mathrm{v}=\mathrm{v}_{0}$, show that $\mu\left(f_{0}>f_{1}\right)=0$. This implies

$$
0=\int\left(f_{1}-f_{0}\right) d \mu=\int_{\left\{f_{1}>f_{0}\right\}}\left(f_{1}-f_{0}\right) d \mu
$$

and therefore $\mu\left(f_{1}>f_{0}\right)=0$. Hence $\mu\left(f_{1} \neq f_{0}\right)=0$ and $P_{1}=P_{0}$. The case where $\mathrm{v}_{0}(x)>0$ holds for every $0<x<1$ can be treated similarly. The statement (1.73) is an immediate consequence of (1.69) and (1.64).
$\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)$ does not satisfy the triangular inequality and in general it is not symmetric in $\left(P_{0}, P_{1}\right)$. From Definition 1.60 it follows that symmetry in $\left(P_{0}, P_{1}\right)$ holds if $\mathrm{v}(x)=\mathrm{v}^{*}(x):=x \mathrm{v}(1 / x)$. To keep the notation simple we use the symbol $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ also if v is concave.

Now we present some special parametrized classes of functions, which are either convex or concave, and provide well-known information functionals.

| $\mathrm{v}_{s}=\left\{\begin{array}{l}\|x-1\|^{s} \text { if } 1 \leq s<\infty \\ \left\|x^{s}-1\right\|^{\frac{1}{s}} \text { if } 0<s<1\end{array}\right.$ | $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ |
| :---: | :---: |
| $\mathrm{v}_{s}=x^{s}$, if $s>0, s \neq 1$ | $\chi^{s}\left(P_{0}, P_{1}\right)$ |
| $\mathrm{w}_{s}=\left\{\begin{array}{c}\frac{x^{s}-s x-(1-s)}{s(s-1)}, \text { if } s>0, \neq 1 \\ x \ln x-x+1, \text { if } s=1\end{array}\right.$ | $\left\{\begin{array}{c}\mathrm{K}_{s}\left(P_{0}, P_{1}\right) \\ \mathrm{K}\left(P_{0}, P_{1}\right)\end{array}\right.$ |
| $\mathrm{k}_{\pi}=\pi \wedge(1-\pi)-(\pi x) \wedge(1-\pi), 0<\pi<1$ | $\mathrm{~B}_{\pi}\left(P_{0}, P_{1}\right)$ |

The functionals $\chi^{s}\left(P_{0}, P_{1}\right)$ are called $\chi^{s}$-divergences. Especially,

$$
\chi^{2}\left(P_{0}, P_{1}\right)=\int \frac{\left(f_{1}-f_{0}\right)^{2}}{f_{1}} I_{\left\{f_{1}>0\right\}} d \mu+\infty P_{0}\left(f_{1}=0\right)
$$

is the well-known $\chi^{2}$-distance. Furthermore, $\chi^{\frac{1}{2}}\left(P_{0}, P_{1}\right)=\int\left(\sqrt{f_{0}}-\sqrt{f_{1}}\right)^{2} d \mu$ is the square of the Hellinger distance of $P_{0}$ and $P_{1}$ which is defined by

$$
\begin{equation*}
\mathrm{D}\left(P_{0}, P_{1}\right)=\left[\int\left(\sqrt{f_{0}}-\sqrt{f_{1}}\right)^{2} d \mu\right]^{1 / 2} \tag{1.75}
\end{equation*}
$$

It is clear that $\mathrm{D}\left(P_{0}, P_{1}\right)$ is a metric on $\mathcal{P}(\mathfrak{A})$ because $\mathrm{D}\left(P_{0}, P_{1}\right)$ is the $\mathbb{L}_{2}(\mu)$ distance of the square roots of the densities. For $s=1$ we get

$$
\begin{equation*}
\chi^{1}\left(P_{0}, P_{1}\right)=\int\left|f_{1}-f_{0}\right| d \mu=:\left\|P_{0}-P_{1}\right\| \tag{1.76}
\end{equation*}
$$

the variational distance of $P_{0}$ and $P_{1}$. Clearly, $\left\|P_{0}-P_{1}\right\|$ is also a metric on $\mathcal{P}(\mathfrak{A})$. We note that the functionals $\chi^{s}\left(P_{0}, P_{1}\right), \mathrm{H}_{s}\left(P_{0}, P_{1}\right)$, and $\mathrm{K}_{s}\left(P_{0}, P_{1}\right)$ are symmetric in $\left(P_{0}, P_{1}\right)$ for $s=1 / 2$ in each family. The functionals

$$
\mathrm{H}_{s}\left(P_{0}, P_{1}\right)= \begin{cases}\int f_{0}^{s} f_{1}^{1-s} d \mu & \text { if } 0<s<1  \tag{1.77}\\ \int f_{0}^{s} f_{1}^{1-s} I_{\left\{f_{1}>0\right\}} d \mu+\infty P_{0}\left(f_{1}=0\right) & \text { if } s>1\end{cases}
$$

from (1.74) are called Hellinger integrals. In the literature they are mainly used for $0<s<1$, but for some purposes an extension to $s>1$ proves useful. The Hellinger integral of order $1 / 2$ and the Hellinger distance are related by

$$
\begin{equation*}
\mathrm{D}^{2}\left(P_{0}, P_{1}\right)=2\left[1-\mathrm{H}_{1 / 2}\left(P_{0}, P_{1}\right)\right] . \tag{1.78}
\end{equation*}
$$

Some reasons for the wide applicability of Hellinger integrals are that they appear in many problems in statistics as lower bounds for the risks and that they can be evaluated explicitly for important classes of distributions.

Problem 1.64. For normal distributions it holds for $s \neq 1$,

$$
\begin{align*}
& \mathrm{H}_{s}\left(\mathrm{~N}\left(\mu_{1}, \sigma_{1}^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma_{2}^{2}\right)\right)  \tag{1.79}\\
& =\left[\frac{\sigma_{1}^{2(1-s)} \sigma_{2}^{2 s}}{s \sigma_{2}^{2}+(1-s) \sigma_{1}^{2}}\right]^{1 / 2} \exp \left\{-\frac{1}{2} s(1-s) \frac{\left(\mu_{1}-\mu_{2}\right)^{2}}{s \sigma_{2}^{2}+(1-s) \sigma_{1}^{2}}\right\} .
\end{align*}
$$

Likewise, for Poisson distributions it holds for $s \neq 1$,

$$
\mathrm{H}_{s}\left(\operatorname{Po}\left(\lambda_{1}\right), \operatorname{Po}\left(\lambda_{2}\right)\right)=\exp \left\{\lambda_{1}^{s} \lambda_{2}^{1-s}-s \lambda_{1}-(1-s) \lambda_{2}\right\} .
$$

The functionals $\mathrm{K}_{s}\left(P_{0}, P_{1}\right)$ from (1.74) are simple transformations of the Hellinger integrals which are studied in more detail in the next section. It holds

$$
\begin{equation*}
\mathrm{K}_{s}\left(P_{0}, P_{1}\right)=\frac{1}{s(1-s)}\left[1-\mathrm{H}_{s}\left(P_{0}, P_{1}\right)\right], \quad s \neq 1, s>0 \tag{1.80}
\end{equation*}
$$

The functional $\mathrm{K}\left(P_{0}, P_{1}\right)$ from (1.74) is called the Kullback-Leibler distance of $P_{0}$ and $P_{1}$.

$$
\begin{align*}
\mathrm{K}\left(P_{0}, P_{1}\right) & =\int\left[\left(f_{0} / f_{1}\right) \ln \left(f_{0} / f_{1}\right)-\left(f_{0} / f_{1}\right)+1\right] f_{1} I_{\left\{f_{1}>0\right\}} d \mu+\infty P_{0}\left(f_{1}=0\right) \\
& =\left\{\begin{array}{cl}
\int\left(\ln \left(f_{0} / f_{1}\right)\right) d P_{0} & \text { if } P_{0} \ll P_{1} \\
\infty & \text { otherwise. }
\end{array}\right. \tag{1.81}
\end{align*}
$$

Problem 1.65. It holds

$$
\mathrm{K}\left(\mathrm{~N}\left(\mu_{1}, \sigma_{1}^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma_{2}^{2}\right)\right)=\frac{1}{2}\left[\ln \left(\sigma_{2}^{2} / \sigma_{1}^{2}\right)+\left(\sigma_{1}^{2} / \sigma_{2}^{2}\right)-1+\left(\mu_{1}-\mu_{2}\right)^{2} / \sigma_{2}^{2}\right] .
$$

The Kullback-Leibler distance appears in many problems in probability and statistics theory. One reason for this is that it is, up to the sign, the expectation of the log-likelihood. This expectation comes into consideration when we study in Chapter 8 the exponential rate at which the second-kind error probabilities of level $\alpha$ tests tend to zero. By construction the functions $\mathrm{w}_{s}$ form a continuous family of convex functions, and especially $\mathrm{w}_{s} \rightarrow \mathrm{w}_{1}$ as $s \rightarrow 1$. The Kullback-Leibler distance is closely related to the Shannon entropy that was introduced in (1.25). Indeed we see from (1.81), by interchanging the roles of $P_{0}$ and $P_{1}$, that $\mathrm{K}\left(P_{1}, P_{0}\right)=-\mathrm{S}_{P_{0}}\left(P_{1}\right)$. This means that for fixed $P_{0}$ the search for distributions $P_{1}$ that maximize the Shannon entropy can be done by minimizing $\mathrm{K}\left(P_{1}, P_{0}\right)$ with respect to $P_{1}$. The question of whether such a distribution $P_{1}$ exists for a given convex set $\mathcal{P}_{0}$ is closely related to the lower semicontinuity of $\mathrm{K}\left(P_{1}, P_{0}\right)$ with respect to the convergence in variational distance. Distributions that minimize $\mathrm{K}\left(\cdot, P_{0}\right)$ are called projections and were first studied by Csiszár (1963).

To give a statistical interpretation of $\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$ in (1.74) we consider the problem of testing the simple null hypothesis $\mathrm{H}_{0}: P_{0}$ versus the alternative $\mathrm{H}_{A}: P_{1}$. A statistical test $\varphi$ is a measurable mapping $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$ and the value $\varphi(x)$ is the probability of rejecting $\mathrm{H}_{0}$. If $\mathrm{H}_{0}$ is true, then $\int \varphi d P_{0}$ is the probability of falsely rejecting $\mathrm{H}_{0}$, which is called the error probability of the first kind. Similarly, if $\mathrm{H}_{A}$ is true, then $\int(1-\varphi) d P_{1}$ is the probability of falsely rejecting $\mathrm{H}_{A}$, which is called the error probability of the second kind. For any $0 \leq \pi \leq 1$ the average

$$
\pi \int \varphi d P_{0}+(1-\pi) \int(1-\varphi) d P_{1}
$$

is called the Bayes risk. In the next chapter we systematically study tests for the binary model and especially tests that minimize the Bayes risk. Here we calculate only the minimal Bayes risk.

Lemma 1.66. In the binary model $\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$ the minimal Bayes risk

$$
\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)=\inf _{\varphi}\left(\pi \int \varphi d P_{0}+(1-\pi) \int(1-\varphi) d P_{1}\right)
$$

is given by

$$
\begin{equation*}
\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)=\int\left(\pi f_{0}\right) \wedge\left((1-\pi) f_{1}\right) d \mu \tag{1.82}
\end{equation*}
$$

where $\mu$ is a $\sigma$-finite dominating measure and $f_{i}=d P_{i} / d \mu$.
Proof. It holds

$$
\begin{aligned}
\pi \int \varphi d P_{0}+(1-\pi) \int(1-\varphi) d P_{1} & =\int\left[\pi \varphi f_{0}+(1-\pi)(1-\varphi) f_{1}\right] d \mu \\
& =(1-\pi)+\int \varphi\left[\pi f_{0}-(1-\pi) f_{1}\right] d \mu
\end{aligned}
$$

The right-hand side becomes minimal if we set $\varphi_{0}=1$ if $\pi f_{0}<(1-\pi) f_{1}$ and 0 else. The Bayes risk of this test is given by

$$
\int\left[\pi \varphi_{0} f_{0}+(1-\pi)\left(1-\varphi_{0}\right) f_{1}\right] d \mu=\int\left(\pi f_{0}\right) \wedge\left((1-\pi) f_{1}\right) d \mu
$$

We see from (1.82) that the minimal Bayes risk is related to the divergence $\mathrm{I}_{\mathrm{k}_{\pi}}\left(P_{0}, P_{1}\right)$ defined by $\mathrm{k}_{\pi}$ in (1.74) by

$$
\begin{equation*}
\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)=\pi \wedge(1-\pi)-\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) \tag{1.83}
\end{equation*}
$$

The functional $\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$ admits the following interpretation. $\pi \wedge(1-\pi)$ can be considered as the minimal Bayes error probability that is made if no data are available, and $\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ as the minimal Bayes error probability after an observation is made. Therefore $\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$ may be considered as an information gain.

Problem 1.67.* The function $\pi \mapsto \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ is continuous in $(0,1)$.
Using (1.63) we show in the next theorem that $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)$ is a superposition of the functionals of the information gains $\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$ with respect to a curvature measure $\rho_{\mathrm{v}}$ on $(0,1)$, defined by

$$
\begin{equation*}
\rho_{\mathrm{v}}(B)=\int(1+t) I_{B}\left(\frac{1}{1+t}\right) \gamma_{\mathrm{v}}(d t) \tag{1.84}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\int h(\pi) \rho_{\mathrm{v}}(d \pi)=\int(1+t) h\left(\frac{1}{1+t}\right) \gamma_{\mathrm{v}}(d t), \quad h:(0,1) \rightarrow_{m} \mathbb{R}_{+} \tag{1.85}
\end{equation*}
$$

The representations of $\mathbf{v}$-divergences in the next theorem have been established by Österreicher and Feldman (1981) for twice-differentiable functions v, and by Torgersen (1991) for the special case of Hellinger integrals. The general case was treated in Liese and Vajda (2006). Such representations connect the concept of the distance of distributions measured by the v-divergence with decision-theoretic concepts based on the minimal Bayes risk.

Theorem 1.68. For every convex function $v:(0, \infty) \rightarrow \mathbb{R}$ and every distribution $P_{0}, P_{1}$ it holds

$$
\begin{equation*}
\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)=\int_{(0,1)} \mathrm{B}_{\pi}\left(P_{0}, P_{1}\right) \rho_{\mathrm{v}}(d \pi) \tag{1.86}
\end{equation*}
$$

Corollary 1.69. It holds

$$
\begin{aligned}
& \mathrm{K}_{s}\left(P_{0}, P_{1}\right)=\int_{(0,1)} \frac{\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)}{(1-\pi)^{1+s} \pi^{2-s}} d \pi, \quad-\infty<s<\infty, \\
& \mathrm{H}_{s}\left(P_{0}, P_{1}\right)=s(1-s) \int_{(0,1)} \frac{\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)}{(1-\pi)^{1+s} \pi^{2-s}} d \pi, \quad 0<s<1 .
\end{aligned}
$$

Proof. Due to the invariance property (1.72) the left-hand term in (1.86) remains unchanged if we turn from $v$ to $v_{0}$ in (1.62). As $\gamma_{v}=\gamma_{v_{0}}$ the righthand term also remains unchanged. Hence we may assume $v(1)=D^{+} v(1)=0$ without loss of generality. We see from (1.63) that

$$
\begin{aligned}
& \int I_{(0, \infty)}\left(f_{0}\right) \mathrm{v}\left(\frac{f_{0}}{f_{1}}\right) d P_{1} \\
= & \left.\left.\int\left(\int\left\{I_{(1, \infty)}(t)\left[f_{0}-\left(t f_{1}\right) \wedge f_{0}\right)\right]+I_{(0,1]}(t)\left[t f_{1}-\left(t f_{1}\right) \wedge f_{0}\right)\right]\right\} \gamma_{\mathrm{v}}(d t)\right) \\
& \times I_{(0, \infty)}\left(f_{0} \wedge f_{1}\right) d \mu \\
= & \int\left[P_{0}\left(f_{1}>0\right)-(1+t) \mathrm{b}_{1 /(1+t)}\left(P_{0}, P_{1}\right)\right] I_{(1, \infty)}(t) \gamma_{\mathrm{v}}(d t) \\
& +\int\left[t P_{1}\left(f_{0}>0\right)-(1+t) \mathrm{b}_{1 /(1+t)}\left(P_{0}, P_{1}\right)\right] I_{(0,1]}(t) \gamma_{\mathrm{v}}(d t)
\end{aligned}
$$

Now we use (1.70) and (1.71) and obtain

$$
\begin{aligned}
\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)= & \int I_{(1, \infty)}(t)\left[1-(1+t) \mathrm{b}_{1 /(1+t)}\left(P_{0}, P_{1}\right)\right] \gamma_{\mathrm{v}}(d t) \\
& +\int I_{(0,1]}(t)\left[t-(1+t) \mathrm{b}_{1 /(1+t)}\left(P_{0}, P_{1}\right)\right] \gamma_{\mathrm{v}}(d t) \\
= & \int I_{(0, \infty)}(t)(1+t)\left[\frac{1}{1+t} \wedge \frac{t}{1+t}-\mathrm{b}_{1 /(1+t)}\left(P_{0}, P_{1}\right)\right] \gamma_{\mathrm{v}}(d t) .
\end{aligned}
$$

To complete the proof of the theorem we only have to utilize (1.85).
In order to prove the corollary we use $\mathrm{w}_{s}(x)$ from (1.74). Then $\gamma_{\mathrm{w}_{s}}(d x)=$ $x^{s-2} d x$. Hence for every Borel set $B \subseteq(0,1)$,

$$
\rho_{\mathrm{w}_{s}}(B)=\int I_{B}\left(\frac{1}{1+t}\right)(1+t) t^{s-2} d t=\int I_{B}(\pi)(1-\pi)^{s-2} \pi^{-1-s} d \pi
$$

which proves the first statement of the corollary. For the second statement we use in addition

$$
s(1-s) \int_{(0,1)}[\pi \wedge(1-\pi)](1-\pi)^{s-2} \pi^{-1-s} d \pi=1, \quad 0<s<1
$$

and (1.77).

In addition to the binary model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$ let now $(\mathcal{Y}, \mathfrak{B})$ be another measurable space and $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ be a stochastic kernel. By setting for $i=0,1$,

$$
\left(\mathrm{K} P_{i}\right)(B)=\int \mathrm{K}(B \mid x) P_{i}(d x), \quad B \in \mathfrak{B}
$$

$\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{0}, Q_{1}\right\}\right)$ with $Q_{i}=\mathrm{K} P_{i}, i=0,1$, is again a binary model. Intuitively it is clear that the model $\mathcal{N}$ is less informative than $\mathcal{M}$ as it is harder to distinguish between $\mathrm{K} P_{0}$ and $\mathrm{K} P_{1}$ than to distinguish between $P_{0}$ and $P_{1}$. Thus we can anticipate that the inequality $\mathrm{I}_{\mathrm{v}}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right) \leq \mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ holds true. This inequality is the content of the following monotonicity theorem which goes back to Csiszár (1963). In preparation for this theorem we study first the information gain $\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$ in (1.83). Let us consider the hypothesis testing problem $\mathrm{H}_{0}: \mathrm{K} P_{0}$ versus $\mathrm{H}_{A}: \mathrm{K} P_{1}$. For any test $\varphi: \mathcal{Y} \rightarrow_{m}[0,1]$ for the model $\mathcal{N}$ we get from Fubini's theorem for stochastic kernels (see Proposition A.40)

$$
\int \varphi d\left(\mathrm{~K} P_{0}\right)=\int\left[\int \varphi(y) \mathrm{K}(d y \mid x)\right] P_{0}(d x)
$$

where $x \mapsto \int \varphi(y) \mathrm{K}(d y \mid x)$ is a test for the model $\mathcal{M}$. As $\mathrm{b}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)$ is the minimal Bayes risk we arrive at

$$
\begin{gathered}
\mathrm{B}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)=\sup _{\varphi}\left[\pi \wedge(1-\pi)-\pi \int \varphi d\left(\mathrm{~K} P_{0}\right)-(1-\pi) \int(1-\varphi) d\left(\mathrm{~K} P_{1}\right)\right] \\
\leq \sup _{\psi}\left[\pi \wedge(1-\pi)-\pi \int \psi d P_{0}-(1-\pi) \int(1-\psi) d P_{1}\right]
\end{gathered}
$$

where the first and second supremum are taken over all tests for $\mathcal{N}$ and $\mathcal{M}$, respectively. Hence

$$
\begin{equation*}
\mathrm{B}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right) \leq \mathrm{B}_{\pi}\left(P_{0}, P_{1}\right) \tag{1.87}
\end{equation*}
$$

This inequality says that the information gain by taking an observation is smaller in the model $\mathcal{N}$ than in the model $\mathcal{M}$.

We now establish the monotonicity property of v-divergences. This helps us to discuss the concept of sufficiency and to specify the approximate sufficiency of a statistic. The basic idea is as follows. Suppose we are faced with two distributions $P_{0}$ and $P_{1}$ and employ a statistic $T$ for data compression. By doing so we are aware of the fact that the distance between $P_{0}$ and $P_{1}$ has been reduced and that it is now harder to distinguish between $P_{0} \circ T^{-1}$ and $P_{1} \circ T^{-1}$ than it has been before to distinguish between $P_{0}$ and $P_{1}$. The question arises as to how much information has been lost, and how to quantify that. An answer is provided by the following monotonicity theorem.

Theorem 1.70. If $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ are measurable spaces and $\mathrm{K}: \mathfrak{B} \times$ $\mathcal{X} \rightarrow_{k}[0,1]$ is a stochastic kernel, then for $P_{0}, P_{1} \in \mathcal{P}(\mathfrak{A})$ and every convex function $\vee:(0, \infty) \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\mathrm{I}_{\mathrm{v}}\left(\mathrm{~K} P_{0}, \mathrm{~K} P_{1}\right) \leq \mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right), \tag{1.88}
\end{equation*}
$$

with equality holding for

$$
\begin{equation*}
\mathrm{b}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)=\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right), 0<\pi<1 \tag{1.89}
\end{equation*}
$$

Conversely, if $\vee$ is strictly convex in $(0, \infty)$, then $\mathrm{I}_{\mathrm{v}}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)<$ $\infty$ implies (1.89).

Corollary 1.71. If $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}, \mathfrak{G}$ is a sub- $\sigma$-algebra of $\mathfrak{A}$, and $P_{i}^{\mathfrak{G}}$ is the restriction of $P_{i}$ to $\mathfrak{G}$, then

$$
\begin{align*}
\mathrm{I}_{\mathrm{v}}\left(P_{0}^{\mathfrak{G}}, P_{1}^{\mathfrak{G}}\right) & \leq \mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)  \tag{1.90}\\
\mathrm{I}_{\mathrm{v}}\left(P_{0} \circ T^{-1}, P_{1} \circ T^{-1}\right) & \leq \mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right), \tag{1.91}
\end{align*}
$$

with equality holding in both inequalities if (1.89) holds with $\mathrm{K} P_{i}$ replaced by $P_{i}^{\mathfrak{G}}$ and $P_{1} \circ T^{-1}$, respectively. For strictly convex $\vee$ and $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)<\infty$ the equality in (1.90) or (1.91) implies (1.89).

Proof. The inequality (1.88) follows directly from (1.87) and Theorem 1.68. If (1.89) is satisfied, then the equality in (1.88) follows from Theorem 1.68. Suppose now that $v$ is strictly convex on $(0, \infty)$. In view of Problem 1.53 this requirement is equivalent to the condition that $\gamma_{\mathrm{v}}((a, b))>0$ for every $0<a<b<\infty$, which by the definition of $\rho_{v}$ is equivalent to

$$
\begin{equation*}
\rho_{\mathrm{v}}((a, b))>0, \quad 0<a<b<1 . \tag{1.92}
\end{equation*}
$$

Suppose now that $\mathrm{I}_{\mathrm{v}}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)<\infty$. Then by Theorem 1.68,

$$
0=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{I}_{\mathrm{v}}\left(\mathrm{~K} P_{0}, \mathrm{~K} P_{1}\right)=\int\left[\mathrm{b}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)-\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)\right] \rho_{\mathrm{v}}(d \pi)
$$

The integrand is nonnegative in view of (1.87). Consequently,

$$
\begin{equation*}
\rho_{\mathrm{v}}\left(\left\{\pi: \mathrm{b}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right) \neq \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)\right\}\right)=0 . \tag{1.93}
\end{equation*}
$$

As by Problem 1.67 the function $\pi \mapsto \mathrm{b}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)-\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ is continuous the relations (1.92) and (1.93) provide $\mathrm{b}_{\pi}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right)=\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ for every $0<\pi<1$, which completes the proof. The corollary follows from the fact that measurable mappings are special kernels.

The next problem deals with a simple application of (1.88).
Problem 1.72.* The variational distance and the Hellinger distance satisfy

$$
\begin{equation*}
\left\|\mathrm{K} P_{0}-\mathrm{K} P_{1}\right\| \leq\left\|P_{0}-P_{1}\right\| \quad \text { and } \quad \mathrm{D}\left(\mathrm{~K} P_{0}, \mathrm{~K} P_{1}\right) \leq \mathrm{D}\left(P_{0}, P_{1}\right) . \tag{1.94}
\end{equation*}
$$

Csiszár (1963) not only proved inequality (1.88). He showed also that for a strictly convex function $v$ equality implies that the kernel K is sufficient, which means especially for a kernel that is induced by a statistic that this statistic has to be sufficient. To study this problem in more detail we need auxiliary results.

Lemma 1.73. Let $X_{0}, X_{1}$ be nonnegative random variables on $(\Omega, \mathfrak{F}, \mathbb{P})$ with $\mathbb{E} X_{i}<\infty, i=0,1$. If $\mathfrak{F}_{0} \subseteq \mathfrak{F}$ is a sub- $\sigma$-algebra of $\mathfrak{F}$, then

$$
\begin{equation*}
\mathbb{E}\left(\left(X_{0} X_{1}\right)^{1 / 2} \mid \mathfrak{F}_{0}\right) \leq\left(\mathbb{E}\left(X_{0} \mid \mathfrak{F}_{0}\right) \mathbb{E}\left(X_{1} \mid \mathfrak{F}_{0}\right)\right)^{1 / 2}, \quad \mathbb{P} \text {-a.s. } \tag{1.95}
\end{equation*}
$$

The $\mathbb{P}$-a.s. equality holds if and only if

$$
\begin{equation*}
X_{0} \mathbb{E}\left(X_{1} \mid \mathfrak{F}_{0}\right)=X_{1} \mathbb{E}\left(X_{0} \mid \mathfrak{F}_{0}\right), \quad \mathbb{P} \text {-a.s. } \tag{1.96}
\end{equation*}
$$

Proof. We put $Y_{i}=\mathbb{E}\left(X_{i} \mid \mathfrak{F}_{0}\right)$ and $A_{i}=\left\{Y_{i}=0\right\}$. Then it holds $\mathbb{E} I_{A_{i}} X_{i}=$ $\mathbb{E}\left(I_{A_{i}} X_{i} \mid \mathfrak{F}_{0}\right)=0$ and

$$
\mathbb{E} I_{A_{i}} \mathbb{E}\left(\left(X_{0} X_{1}\right)^{1 / 2} \mid \mathfrak{F}_{0}\right)=\mathbb{E} I_{A_{i}}\left(X_{0} X_{1}\right)^{1 / 2}=0
$$

so that both sides of (1.95) and (1.96) are $\mathbb{P}$-a.s. zero on $A_{1} \cup A_{2}$. Thus for the rest of the proof we may assume that $Y_{1}$ and $Y_{2}$ are positive. Put $Z_{i}=X_{i} / Y_{i}$. Then $\mathbb{E}\left(Z_{i} \mid \mathfrak{F}_{0}\right)=1$ and

$$
\begin{aligned}
0 & \leq \mathbb{E}\left(\left(Z_{0}^{1 / 2}-Z_{1}^{1 / 2}\right)^{2} \mid \mathfrak{F}_{0}\right)=2-2 \mathbb{E}\left(\left(Z_{0} Z_{1}\right)^{1 / 2} \mid \mathfrak{F}_{0}\right) \\
& =2-2\left(Y_{0} Y_{1}\right)^{-1 / 2} \mathbb{E}\left(\left(X_{0} X_{1}\right)^{1 / 2} \mid \mathfrak{F}_{0}\right)
\end{aligned}
$$

which proves (1.95), where equality holds if and only if $Z_{0}=Z_{1}, \mathbb{P}$-a.s., which is equivalent to (1.96).

Suppose $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ are two measurable spaces. Let $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}$ $[0,1]$ be a stochastic kernel and $P$ a distribution on $(\mathcal{X}, \mathfrak{A})$. Denote by $S$ : $\mathcal{X} \times \mathcal{Y} \rightarrow_{m} \mathcal{Y}$ the projection onto $\mathcal{Y}$. Recall that $\mathrm{K} \otimes P$ and $\mathrm{K} P$ are distributions on $(\mathcal{X} \times \mathcal{Y}, \mathfrak{A} \otimes \mathfrak{B})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively, defined by

$$
\begin{aligned}
(\mathrm{K} \otimes P)(C) & =\int\left[\int I_{C}(x, y) \mathrm{K}(d y \mid x)\right] P(d x), \quad C \in \mathfrak{A} \otimes \mathfrak{B} \\
(\mathrm{~K} P)(B) & =(\mathrm{K} \otimes P)(\mathcal{X} \times B), \quad B \in \mathfrak{B} .
\end{aligned}
$$

If $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ and $\mathrm{K}(\cdot \mid x)=\boldsymbol{\delta}_{T(x)}(\cdot)$, then obviously $\mathrm{K} P=P \circ T^{-1}$. The next problem gives the density of $\mathrm{K} \otimes P$ with respect to $\mathrm{K} \otimes Q$, and that of $\mathrm{K} P$ with respect to $\mathrm{K} Q$.

Problem 1.74.* If $P$ and $Q$ are any distributions on ( $\mathcal{X}, \mathfrak{A})$ with $P \ll Q$, then with $L=d P / d Q$ it holds

$$
\begin{align*}
\frac{d(\mathrm{~K} \otimes P)}{d(\mathrm{~K} \otimes Q)}(x, y) & =L(x), \quad \mathrm{K} \otimes Q \text {-a.s. }  \tag{1.97}\\
\frac{d(\mathrm{~K} P)}{d(\mathrm{~K} Q)}(y) & =\mathrm{E}_{\mathrm{K} \otimes Q}(L \mid S=y), \quad \mathrm{K} Q \text {-a.s. }  \tag{1.98}\\
\frac{d\left(P \circ T^{-1}\right)}{d\left(Q \circ T^{-1}\right)}(y) & =\mathrm{E}_{Q}(L \mid T=y), \quad Q \text {-a.s. } \tag{1.99}
\end{align*}
$$

Set

$$
\begin{equation*}
\bar{P}=\frac{1}{2}\left(P_{0}+P_{1}\right), \quad L_{i}=\frac{d P_{i}}{d \bar{P}}, i=0,1 . \tag{1.100}
\end{equation*}
$$

Then $L_{1}=2-L_{0}, \bar{P}$-a.s., and by (1.75)

$$
\begin{equation*}
\mathrm{D}^{2}\left(P_{0}, P_{1}\right)=\mathrm{E}_{\bar{P}}\left(L_{0}^{1 / 2}-\left(2-L_{0}\right)^{1 / 2}\right)^{2} \tag{1.101}
\end{equation*}
$$

Moreover (1.97) implies

$$
\begin{equation*}
\mathrm{D}^{2}\left(P_{0}, P_{1}\right)=\mathrm{D}^{2}\left(\mathrm{~K} \otimes P_{0}, \mathrm{~K} \otimes P_{1}\right) . \tag{1.102}
\end{equation*}
$$

Now we formulate conditions on the density $L_{0}$ so that equality holds in $\mathrm{D}\left(\mathrm{K} P_{0}, \mathrm{~K} P_{1}\right) \leq \mathrm{D}\left(P_{0}, P_{1}\right)$. Later in Chapter 4 we show that this condition is closely related to the concept of sufficiency. In view of (1.102) and $\mathrm{K} P_{i}=$ $\left(\mathrm{K} \otimes P_{i}\right) \circ S$ it is sufficient to study the problem under which conditions the Hellinger distance is preserved under a measurable mapping.

Proposition 1.75. It holds $\mathrm{D}\left(P_{0} \circ T^{-1}, P_{1} \circ T^{-1}\right)=\mathrm{D}\left(P_{0}, P_{1}\right)$ if and only if

$$
\begin{equation*}
\mathrm{E}_{\bar{P}}\left(L_{0} \mid T\right)=L_{0}, \quad \bar{P} \text {-a.s. } \tag{1.103}
\end{equation*}
$$

Proof. It holds

$$
\mathrm{D}^{2}\left(P_{0}, P_{1}\right)=\mathrm{E}_{\bar{P}}\left(L_{0}^{1 / 2}-\left(2-L_{0}\right)^{1 / 2}\right)^{2}=\mathrm{E}_{\bar{P}}\left(2-2\left(L_{0}\left(2-L_{0}\right)\right)^{1 / 2}\right)
$$

and similarly by (1.99)

$$
\mathrm{D}^{2}\left(P_{0} \circ T^{-1}, P_{1} \circ T^{-1}\right)=\mathrm{E}_{\bar{P}}\left(2-2\left(\mathrm{E}_{\bar{P}}\left(L_{0} \mid T\right)\left(2-\mathrm{E}_{\bar{P}}\left(L_{0} \mid T\right)\right)\right)^{1 / 2}\right)
$$

Hence $\mathrm{D}\left(P_{0} \circ T^{-1}, P_{1} \circ T^{-1}\right)=\mathrm{D}\left(P_{0}, P_{1}\right)$ if and only if

$$
\mathrm{E}\left(\mathrm{E}_{\bar{P}}\left(L_{0} \mid T\right)\left(2-\mathrm{E}_{\bar{P}}\left(L_{0} \mid T\right)\right)\right)^{1 / 2}=\mathrm{E}_{\bar{P}}\left(L_{0}\left(2-L_{0}\right)\right)^{1 / 2}
$$

An application of Lemma 1.73 with $X_{0}=L_{0}$ and $X_{1}=2-L_{0}$ completes the proof.

The condition $\mathrm{E}_{\bar{P}}\left(L_{0} \mid T\right)=L_{0}$ is equivalent to $L_{0}$ being $\sigma(T)$-measurable. But then $2-L_{0}$, which is the density of $P_{1}$, is also $\sigma(T)$-measurable. Later in Chapter 4 we study how this measurability condition is related to the concept of sufficiency.

There are many concepts to reduce or condense a large sample $X_{1}, \ldots X_{n}$. One of them is to choose a partition $\mathfrak{p}=\left\{A_{1}, \ldots, A_{n}\right\}$ of the sample space $\mathcal{X}$ and then to use only the relative frequencies at which the observations have appeared in the cells of the partition. Hereby it is understood that a partition $\mathfrak{p}$ of $\mathcal{X}$ is a collection $\left\{A_{1}, \ldots, A_{n}\right\}$ of subsets of $\mathcal{X}$ with $A_{i} \in \mathfrak{A}, A_{i} \cap A_{j}=\emptyset$ for $i \neq j$, and $A_{1} \cup \cdots \cup A_{n}=\mathcal{X}$. Instead of the original sample space ( $\left.\mathcal{X}, \mathfrak{A}\right)$ we use now the sample space $(\mathcal{X}, \sigma(\mathfrak{p}))$, where $\sigma(\mathfrak{p})$ is the $\sigma$-algebra generated by the partition $\mathfrak{p}$. Suppose that we have a nondecreasing sequence of partitions $\mathfrak{p}_{n}$ so that the sequence of $\sigma$-algebras $\mathfrak{A}_{n}:=\sigma\left(\mathfrak{p}_{n}\right)$ generates $\mathfrak{A}$. Then we can
approximate $\mathfrak{A}$-measurable tests by $\mathfrak{A}_{n}$-measurable tests. Consequently, we can get to the minimal Bayes risk approximately if we only know the cells to which the observations belongs, provided that $n$ is large enough so that the partition is sufficiently fine.

Lemma 1.76. Let $\mathfrak{A}_{1} \subseteq \mathfrak{A}_{2} \subseteq \cdots$ be a nondecreasing sequence of sub- $\sigma$ algebras of $\mathfrak{A}$ which generates $\mathfrak{A}$, and let $P_{0}^{\mathfrak{A}_{n}}$ and $P_{1}^{\mathfrak{A}_{n}}$ be the restrictions of $P_{0}$ and $P_{1}$, respectively, to $\mathfrak{A}_{n}, n=1,2, \ldots$ Then $\mathrm{B}_{\pi}\left(P_{0}^{\mathfrak{A}_{n}}, P_{1}^{\mathfrak{A}_{n}}\right) \uparrow \mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$ as $n$ tends to infinity.

Proof. The monotonicity follows from (1.87). Set $\bar{P}=\frac{1}{2}\left(P_{0}+P_{1}\right)$ and consider the densities $L_{i}=d P_{i} / d \bar{P}, i=0,1$, as random variables on $(\mathcal{X}, \mathfrak{A}, \bar{P})$. The conditional expectation $\mathrm{E}_{\bar{P}}\left(L_{i} \mid \mathfrak{A}_{n}\right)=: L_{i, n}$ with respect to $\bar{P}$ satisfies for every $A \in \mathfrak{A}_{n}$

$$
\int_{A} \mathrm{E}_{\bar{P}}\left(L_{i} \mid \mathfrak{A}_{n}\right) d \bar{P}=\int_{A} L_{i} d \bar{P}=P_{i}^{\mathfrak{A}_{n}}(A)
$$

which implies $L_{i, n}=d P_{i}^{\mathfrak{A}_{n}} / d \bar{P}^{\mathfrak{A}_{n}}$. Hence by Levy's martingale convergence theorem (see Theorem A.34), $\mathrm{E}_{\bar{P}}\left|L_{i}-L_{i, n}\right| \rightarrow 0$. Using the elementary inequality $|a \wedge b-c \wedge d| \leq|a-b|+|c-d|$ we arrive at

$$
\int \mid\left(\pi L_{0}\right) \wedge\left((1-\pi) L_{1}\right) d \bar{P}-\left(\pi L_{0, n}\right) \wedge\left((1-\pi) L_{1, n} \mid d \bar{P} \rightarrow 0, \quad \text { as } n \rightarrow \infty\right.
$$

By combining this fact with (1.82) we get $\mathrm{B}_{\pi}\left(P_{0}^{\mathfrak{A}_{n}}, P_{1}^{\mathfrak{A}_{n}}\right) \uparrow \mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$.
Theorem 1.77. If $\mathfrak{A}_{1} \subseteq \mathfrak{A}_{2} \subseteq \cdots$ is a nondecreasing sequence of sub- $\sigma$ algebras of $\mathfrak{A}$ which generates $\mathfrak{A}$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} I_{\mathrm{V}}\left(P_{0}^{\mathfrak{A}_{n}}, P_{1}^{\mathfrak{A}_{n}}\right)=\mathrm{I}_{\mathrm{V}}\left(P_{0}, P_{1}\right) \tag{1.104}
\end{equation*}
$$

Corollary 1.78. It holds

$$
\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)=\sup _{\mathfrak{p}} \sum_{A \in \mathfrak{p}} \mathrm{v}\left(\frac{P_{0}(A)}{P_{1}(A)}\right) P_{1}(A),
$$

where the supremum is taken over all partitions $\mathfrak{p}$ with $\mathfrak{p} \subseteq \mathfrak{A}$, and where the conventions $\mathrm{v}(0 / 0) 0=0$ and $\vee(a / 0) 0=a \mathrm{v}^{*}(0)$ for $a>0$ are used.

Proof. The statement (1.104) follows from Lemma 1.76, the representation (1.86), and the monotone convergence theorem; see Theorem A.16.

To prove the corollary we first note that by (1.90)

$$
\sup _{\mathfrak{p}} \mathrm{I}_{\mathrm{v}}\left(P_{0}^{\sigma(\mathfrak{p})}, P_{1}^{\sigma(\mathfrak{p})}\right)=\sup _{\mathfrak{p}} \sum_{A \in \mathfrak{p}} \mathrm{v}\left(\frac{P_{0}(A)}{P_{1}(A)}\right) P_{1}(A) \leq \mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right) .
$$

To show that in fact equality holds we set $\mathfrak{F}=\sigma\left(f_{0}, f_{1}\right)$. As $f_{i}=d P_{i}^{\mathfrak{F}} / d \mu^{\mathfrak{F}}$ we get from (1.82),

$$
\mathrm{b}_{\pi}\left(P_{0}^{\mathfrak{F}}, P_{1}^{\mathfrak{F}}\right)=\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right), \quad 0<\pi<1,
$$

and $\mathrm{I}_{\mathrm{v}}\left(P_{0}^{\widetilde{\mathcal{F}}}, P_{1}^{\mathfrak{F}}\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ by Corollary 1.71. As open intervals $(a, b)$ with rational endpoints generate $\mathfrak{B}$, the $\sigma$-algebra of Borel sets on $\mathbb{R}$, and the complete images of $(a, b)$ under $f_{0}$ and $f_{1}$ generate $\mathfrak{F}$ we see that $\mathfrak{F}$ is countably generated. This means that we find a nondecreasing sequence of algebras $\mathfrak{A}_{n}$ that generate $\mathfrak{F}$. If $\mathfrak{p}_{n}$ is the system of atoms of $\mathfrak{A}_{n}$, then $\mathfrak{p}_{n}, n=1,2, \ldots$, is a nondecreasing sequence of partitions with $\mathfrak{F}=\sigma\left(\cup_{n=1}^{\infty} \mathfrak{p}_{n}\right)$. Hence,

$$
\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}^{\mathfrak{F}}, P_{1}^{\widetilde{\mathcal{F}}}\right)=\lim _{n \rightarrow \infty} \mathrm{I}_{\mathrm{v}}\left(P_{0}^{\mathfrak{A}_{n}}, P_{1}^{\mathfrak{A}_{n}}\right)
$$

by (1.104) if we replace $\mathfrak{A}$ by $\mathfrak{F}$ there.
Problem 1.79.* It holds,

$$
\begin{aligned}
& \left\|P_{0}-P_{1}\right\|=\sup _{\mathfrak{p}} \sum_{A \in \mathfrak{p}}\left|P_{0}(A)-P_{1}(A)\right|=2 \sup _{A \in \mathfrak{A}}\left|P_{0}(A)-P_{1}(A)\right| \\
& \mathrm{H}_{s}\left(P_{0}, P_{1}\right)=\inf _{\mathfrak{p}} \sum_{A \in \mathfrak{p}} P_{0}^{s}(A) P_{1}^{1-s}(A) \leq \sum_{A \in \mathfrak{p}} P_{0}^{s}(A) P_{1}^{1-s}(A), \quad 0<s<1 .
\end{aligned}
$$

Problem 1.80.* If $P_{0}$ and $P_{1}$ are distributions on $(\mathcal{X}, \mathfrak{A})$ and $h: \mathcal{X} \rightarrow_{m} \mathbb{R}$ is bounded, say $\|h\|_{u} \leq c$, then

$$
\left|\int h d P_{0}-\int h d P_{1}\right| \leq c\left\|P_{0}-P_{1}\right\| \text { and } \sup _{\|h\|_{u} \leq 1}\left|\int h d P_{0}-\int h d P_{1}\right|=\left\|P_{0}-P_{1}\right\|,
$$

where $\|h\|_{u}=\sup _{x \in \mathcal{X}}|h(x)|$. If $\mathcal{X}$ is a metric space and $\mathfrak{A}$ the $\sigma$-algebra of Borel sets, then the supremum may be taken only over all continuous functions $h$ with $\|h\|_{u} \leq 1$.

In the remainder of this section we collect properties of Hellinger integrals that are needed in the following chapters.

Recall that by (1.69), (1.74), and (1.80),

$$
\begin{align*}
& \mathrm{H}_{s}\left(P_{0}, P_{1}\right)=\int f_{0}^{s} f_{1}^{1-s} d \mu, \quad 0<s<1  \tag{1.105}\\
& \mathrm{H}_{s}\left(P_{0}, P_{1}\right)=\int f_{0}^{s} f_{1}^{1-s} I_{\left\{f_{1}>0\right\}} d \mu+\infty P_{0}\left(f_{1}=0\right), 1<s<\infty  \tag{1.106}\\
& \mathrm{K}_{s}\left(P_{0}, P_{1}\right)=\frac{1}{s(1-s)}\left(1-\mathrm{H}_{s}\left(P_{0}, P_{1}\right)\right), \quad s \neq 1, s>0
\end{align*}
$$

In the next problem we collect some simple properties of Hellinger integrals that are used frequently.

Problem 1.81.* Suppose $L_{i}, i=0,1$ and $\bar{P}$ are defined in (1.100) and denote by $L_{0,1}$ the likelihood ratio of $P_{1}$ with respect to $P_{0}$. Then

$$
\begin{align*}
\mathrm{H}_{s}\left(P_{0}, P_{1}\right) & =\mathrm{E}_{P_{0}} L_{0,1}^{1-s}  \tag{1.107}\\
& =\mathrm{E}_{\bar{P}} L_{0}^{s}\left(2-L_{0}\right)^{1-s}, \quad s \neq 1, s>0 \tag{1.108}
\end{align*}
$$

where we used the convention $0^{-a}=\infty$ for $a>0$. It holds

$$
\begin{equation*}
\left(\mathrm{H}_{s_{1}}\left(P_{0}, P_{1}\right)\right)^{1 /\left(1-s_{1}\right)} \geq\left(\mathrm{H}_{s_{2}}\left(P_{0}, P_{1}\right)\right)^{1 /\left(1-s_{2}\right)}, \quad 0<s_{1}<s_{2}<1 . \tag{1.109}
\end{equation*}
$$

The Hellinger distance and the Hellinger integral are related by

$$
\begin{equation*}
2\left(1-\mathrm{H}_{1 / 2}\left(P_{0}, P_{1}\right)\right)=\mathrm{D}^{2}\left(P_{0}, P_{1}\right)=\mathrm{E}_{0}\left(L_{0,1}^{1 / 2}-1\right)^{2}+\left(1-\mathrm{E}_{0} L_{0,1}\right) \tag{1.110}
\end{equation*}
$$

For $0<s<1$ it holds

$$
\begin{align*}
0 & \leq \mathrm{H}_{s}\left(P_{0}, P_{1}\right) \leq 1,  \tag{1.111}\\
\mathrm{H}_{s}\left(P_{0}, P_{1}\right) & =0 \Leftrightarrow P_{0} \perp P_{1} \text { and } \mathrm{H}_{s}\left(P_{0}, P_{1}\right)=1 \Leftrightarrow P_{0}=P_{1} . \tag{1.112}
\end{align*}
$$

For $1<s<\infty$ it holds

$$
\begin{align*}
1 & \leq \mathrm{H}_{s}\left(P_{0}, P_{1}\right) \leq \infty,  \tag{1.113}\\
\mathrm{H}_{s}\left(P_{0}, P_{1}\right) & =1 \Leftrightarrow P_{0}=P_{1} \text { and } \mathrm{H}_{s}\left(P_{0}, P_{1}\right)<\infty \Rightarrow P_{0} \ll P_{1} .
\end{align*}
$$

We recall the Lebesgue decomposition (1.65), where $d P_{1, a}=f_{1} I_{(0, \infty)}\left(f_{0}\right) d \mu$ is the part of $P_{1}$ that is absolutely continuous with respect to $P_{0}$. That its total mass $P_{1}\left(f_{0}>0\right)$ can be obtained by Hellinger integrals was first noticed by Nemetz (1967, 1974).

Problem 1.82.* It holds

$$
\begin{align*}
\lim _{s \downarrow 0} \mathrm{H}_{s}\left(P_{0}, P_{1}\right) & =P_{1}\left(f_{0}>0\right)=P_{1}\left(L_{0,1}<\infty\right), \\
P_{1} & \ll P_{0} \quad \Leftrightarrow \quad \lim _{s \downarrow 0} \mathrm{H}_{s}\left(P_{0}, P_{1}\right)=1 . \tag{1.114}
\end{align*}
$$

Statement (1.114) has been used by several authors to find conditions that guarantee the absolute continuity of stochastic processes; see, e.g., Jacod and Shiryaev (1987) and Liese and Vajda (1987) for details and references.

Sometimes it is necessary to consider the Hellinger integral as a function of a complex variable.

Problem 1.83.* If $P_{0}$ and $P_{1}$ are not mutually singular, then the function $z \mapsto$ $\mathrm{H}_{s+i t}\left(P_{0}, P_{1}\right):=\int\left(f_{0} / f_{1}\right)^{s+i t} f_{1} d \mu, z=s+i t$, is analytic for $s \in(0,1), t \in \mathbb{R}$.

Often the information functionals do not appear directly in a problem under consideration. Then inequalities between the different expressions are useful. This especially concerns the situation where one statistical model has to be approximated by another model in the strong sense of variational distance. If that is possible, then optimal decisions in the approximating model are at least approximately optimal in the original model.

Inequalities that provide bounds on the variational distance $\left\|P_{0}-P_{1}\right\|$ by means of the tractable Hellinger distance and Kullback-Leibler distance originated from different areas of probability theory, information theory, and statistics, and thus were independently established by several authors; see Nemetz (1967), Kailath (1967), Vajda (1971), LeCam (1974), Strasser (1985), Reiss (1989), and Jongbloed (2000).

Proposition 1.84. It holds,

$$
\begin{align*}
\mathrm{D}^{2}\left(P_{0}, P_{1}\right) & \leq\left\|P_{0}-P_{1}\right\| \leq\left[4-\mathrm{D}^{2}\left(P_{0}, P_{1}\right)\right]^{1 / 2} \mathrm{D}\left(P_{0}, P_{1}\right) \\
& \leq 2 \mathrm{D}\left(P_{0}, P_{1}\right) \\
\mathrm{D}^{2}\left(P_{0}, P_{1}\right) & \leq 2\left(1-\exp \left\{-\frac{1}{2} \mathrm{~K}\left(P_{0}, P_{1}\right)\right\}\right)  \tag{1.115}\\
\left\|P_{0}-P_{1}\right\| & \leq 2 \sqrt{\mathrm{~K}\left(P_{0}, P_{1}\right)} . \tag{1.116}
\end{align*}
$$

Proof. The first inequality follows from $\left(\sqrt{a_{1}}-\sqrt{a_{2}}\right)^{2} \leq\left|a_{1}-a_{2}\right|$. To get the second and third inequality we apply the Schwarz inequality to $\left|f_{0}-f_{1}\right|=$ $\left|\sqrt{f_{0}}-\sqrt{f_{1}}\right|\left|\sqrt{f_{0}}+\sqrt{f_{1}}\right|$ and use

$$
\int\left|\sqrt{f_{0}}+\sqrt{f_{1}}\right|^{2} d \mu=4-\mathrm{D}^{2}\left(P_{0}, P_{1}\right) \leq 4
$$

To prove (1.115) we may assume $P_{0} \ll P_{1}$ as otherwise $\mathrm{K}_{1}\left(P_{0}, P_{1}\right)=\infty$ and the inequality becomes trivial. If now $P_{0} \ll P_{1}$, then by (1.81), $\mathrm{K}\left(P_{0}, P_{1}\right)=$ $\mathrm{E}_{P_{0}} \ln \left(d P_{0} / d P_{1}\right)$. Then with $Y=-(1 / 2) \ln \left(d P_{0} / d P_{1}\right)$,

$$
\begin{aligned}
\mathrm{D}^{2}\left(P_{0}, P_{1}\right) & =2\left(1-\mathrm{H}_{1 / 2}\left(P_{0}, P_{1}\right)\right)=2\left(1-\mathrm{E}_{P_{0}}\left(d P_{0} / d P_{1}\right)^{-1 / 2}\right) \\
& =2\left(1-\mathrm{E}_{P_{0}} \exp \{Y\}\right) \leq 2\left(1-\exp \left\{\mathrm{E}_{P_{0}} Y\right\}\right),
\end{aligned}
$$

by the convexity of the exponential function and Jensen's inequality.
The inequality $\left\|P_{0}-P_{1}\right\| \leq c \sqrt{\mathrm{~K}\left(P_{0}, P_{1}\right)}$ with some constant $c$ has a long history and was independently established by many authors; see Liese and Vajda (1987) for details. There one can also find improved bounds. An important application of inequality (1.116) can be found in Reiss (1993), where the following result has been established.

Proposition 1.85. The Hellinger distance and the variational distance of the binomial distribution and the Poisson distribution satisfy

$$
\begin{aligned}
\mathrm{D}(\mathrm{~B}(n, \lambda / n), \mathrm{Po}(\lambda)) & \leq \sqrt{3} \lambda / n \quad \text { and } \\
\|\mathrm{B}(n, \lambda / n)-\mathrm{Po}(\lambda)\| & \leq 2 \lambda / n .
\end{aligned}
$$

These inequalities imply as a special case the well-known convergence of $\mathrm{B}(n, \lambda / n)$ to $\mathrm{Po}(\lambda)$ for fixed $\lambda$. But they also allow an approximation of binomial distribution $\mathrm{B}\left(n, p_{n}\right)$ by Poisson distributions if $p_{n}$ tends to 0 at a lower rate. For applications and extensions of Proposition 1.85 to binomial processes and curve estimations we refer to Reiss (1993). Other applications of the inequalities of Proposition 1.84 can be found in Jacod and Shiryaev (2002) and in Liese (1986), where Hellinger integrals of distributions of stochastic processes have been evaluated and used to examine the variational distance between two such distributions. Hellinger integrals for independent observations behave as characteristic functions of independent random variables.

Problem 1.86.* Suppose $\left(\mathcal{X}_{i}, \mathfrak{A}_{i}\right), i=1,2, \ldots$, are measurable spaces and $P_{i}, Q_{i} \in$ $\mathcal{P}\left(\mathfrak{A}_{i}\right), i=1,2, \ldots$ Then for every $n=1,2, \ldots$,

$$
\begin{array}{ll}
\mathrm{H}_{s}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right)=\prod_{i=1}^{n} \mathrm{H}_{s}\left(P_{i}, Q_{i}\right), & 0<s<1, \\
\mathrm{H}_{s}\left(\bigotimes_{i=1}^{\infty} P_{i}, \bigotimes_{i=1}^{\infty} Q_{i}\right)=\prod_{i=1}^{\infty} \mathrm{H}_{s}\left(P_{i}, Q_{i}\right), & 0<s<1, \\
\mathrm{D}^{2}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right) \leq \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right) . & \tag{1.118}
\end{array}
$$

Definition 1.87. Given a finite model $\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$, where $P_{k}$ is dominated by $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and has the density $f_{k}=d P_{k} / d \mu, 1 \leq k \leq m$, we call the function

$$
\begin{equation*}
s \mapsto \mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)=\int f_{1}^{s_{1}} \cdots f_{m}^{s_{m}} d \mu, \quad s=\left(s_{1}, \ldots, s_{m}\right) \in \mathbf{S}_{m}^{0} \tag{1.119}
\end{equation*}
$$

the Hellinger transform of the family $\left\{P_{1}, \ldots, P_{m}\right\}$.
If $m=2$, then we have

$$
\begin{equation*}
\mathrm{H}_{(s, 1-s)}\left(P_{1}, P_{2}\right)=\mathrm{H}_{s}\left(P_{1}, P_{2}\right), \tag{1.120}
\end{equation*}
$$

so that for $0<s<1$ the functional $\mathrm{H}_{(s, 1-s)}\left(P_{1}, P_{2}\right)$ is the Hellinger integral $\mathrm{H}_{s}\left(P_{0}, P_{1}\right)$ of order $s$ in (1.105). Set

$$
\begin{equation*}
\bar{P}=m^{-1} \sum_{i=1}^{m} P_{i}, \quad L_{i}=\frac{d P_{i}}{d \bar{P}}, \quad i=1, \ldots, m \tag{1.121}
\end{equation*}
$$

Then by the chain rule (see Proposition A.28)

$$
\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)=\mathrm{E}_{\bar{P}} \prod_{i=1}^{m} L_{i}^{s_{i}}
$$

which shows the definition of $\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$ is independent of the choice of the dominating measure.

Example 1.88. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family with $\boldsymbol{\mu}$-densities $f_{\theta}(x)=$ $\exp \{\langle\theta, T(x)\rangle-K(\theta)\}, \theta \in \Delta$. For fixed $\theta_{1}, \ldots, \theta_{m} \in \Delta$ we get for $s \in \mathbf{S}_{m}^{0}$,

$$
\begin{align*}
\mathbf{H}_{s}\left(P_{\theta_{1}}, \ldots, P_{\theta_{m}}\right) & =\int \exp \left\{\sum_{i=1}^{m} s_{i}\left\langle\theta_{i}, T\right\rangle-\sum_{i=1}^{m} s_{i} K\left(\theta_{i}\right)\right\} d \boldsymbol{\mu}  \tag{1.122}\\
& =\exp \left\{K\left(\sum_{i=1}^{m} s_{i} \theta_{i}\right)-\sum_{i=1}^{m} s_{i} K\left(\theta_{i}\right)\right\} .
\end{align*}
$$

Especially for normal distributions $\left(\mathbb{N}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}}$ with a known variance $\sigma^{2}$ we get from Lemma 1.37, with $\theta=\mu / \sigma^{2}$ and $K(\theta)=\sigma^{2} \theta^{2} / 2$,

$$
\mathrm{H}_{s}\left(\mathrm{~N}\left(\mu_{1}, \sigma^{2}\right), \ldots, \mathrm{N}\left(\mu_{m}, \sigma^{2}\right)\right)=\exp \left\{\frac{1}{2 \sigma^{2}}\left(\sum_{i=1}^{m} s_{i} \mu_{i}\right)^{2}-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{m} s_{i} \mu_{i}^{2}\right\}
$$

Problem 1.89. If $\mathrm{N}(\mu, \Sigma)$ is a $d$-dimensional normal distribution with known nonsingular covariance matrix $\Sigma$, then for $s \in \mathbf{S}_{m}^{0}$

$$
\mathrm{H}_{s}\left(\mathrm{~N}\left(\mu_{1}, \Sigma\right), \ldots, \mathrm{N}\left(\mu_{m}, \Sigma\right)\right)=\exp \left\{\frac{1}{2}\left\|\sum_{i=1}^{m} s_{i} \Sigma^{-1 / 2} \mu_{i}\right\|^{2}-\frac{1}{2} \sum_{i=1}^{m} s_{i} \mu_{i}^{T} \Sigma^{-1} \mu_{i}\right\}
$$

Hellinger integrals and Hellinger transforms behave as characteristic functions for sums of independent random variables when turning to product models. The reason for this fact is that

$$
\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)=\mathrm{E}_{\bar{P}} \exp \left\{\sum_{i=1}^{m} s_{i} \ln L_{i}\right\}
$$

is, up to the sign, the Laplace transform of the vector of the log-likelihoods.
Proposition 1.90. If $P_{1}, \ldots, P_{m} \in \mathcal{P}(\mathfrak{A})$ and $Q_{1}, \ldots, Q_{m} \in \mathcal{P}(\mathfrak{B})$, then

$$
\mathrm{H}_{s}\left(P_{1} \otimes Q_{1}, \ldots, P_{m} \otimes Q_{m}\right)=\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right) \mathrm{H}_{s}\left(Q_{1}, \ldots, Q_{m}\right), \quad s \in \mathbf{S}_{m}^{0}
$$

Proof. Introduce $\bar{Q}$ and $M_{1}, \ldots, M_{m}$ analogously to $\bar{P}$ and $L_{1}, \ldots, L_{m}$; see (1.121). Then by Proposition A. $29 d\left(P_{i} \otimes Q_{i}\right)=L_{i}(x) M_{i}(y) d(\bar{P} \otimes \bar{Q})$, so that $\left(L_{1}, \ldots, L_{m}\right)$ and $\left(M_{1}, \ldots, M_{m}\right)$ are independent with respect to $\bar{P} \otimes \bar{Q}$ and

$$
\begin{aligned}
\mathrm{H}_{s}\left(P_{1} \otimes Q_{1}, \ldots, P_{m} \otimes Q_{m}\right) & =\mathrm{E}_{\bar{P} \otimes \bar{Q}} \prod_{i=1}^{m} L_{i}^{s_{i}} M_{i}^{s_{i}} \\
& =\left(\mathrm{E}_{\bar{P}} \prod_{i=1}^{m} L_{i}^{s_{i}}\right)\left(\mathrm{E}_{\bar{Q}} \prod_{i=1}^{m} M_{i}^{s_{i}}\right), \quad s \in \mathbf{S}_{m}^{0}
\end{aligned}
$$

The next result corresponds to Corollary 1.77, where we have considered v-divergences for the restrictions of two distributions to a nondecreasing sequence of sub- $\sigma$-algebras.

Proposition 1.91. If $\mathfrak{G}_{1} \subseteq \mathfrak{G}_{2} \subseteq \cdots$ is a nondecreasing sequence of sub- $\sigma$ algebras and $\mathfrak{G}=\sigma\left(\cup_{i=1}^{\infty} \mathfrak{G}_{i}\right)$, then for $s \in \mathbf{S}_{m}^{0}$ it holds

$$
\mathrm{H}_{s}\left(P_{1}^{\mathfrak{G}_{n}}, \ldots, P_{m}^{\mathfrak{G}_{n}}\right) \rightarrow \mathrm{H}_{s}\left(P_{1}^{\mathfrak{G}}, \ldots, P_{m}^{\mathfrak{G}}\right) \quad \text { as } n \rightarrow \infty
$$

Proof. For $i=1, \ldots, m$ we get $L_{i, n}:=\mathrm{E}_{\bar{P}}\left(L_{i} \mid \mathfrak{G}_{n}\right)=d P_{i}^{\mathfrak{G}_{n}} / d \bar{P}^{\mathfrak{G}_{n}}$ from (1.99). Levy's martingale convergence theorem (see Theorem A.34) gives $\lim _{n \rightarrow \infty} \mathrm{E}_{\bar{P}}\left|L_{i, n}-L_{i}\right|=0$. Using the inequality $\left|a^{s}-b^{s}\right| \leq|a-b|^{s}, a, b \geq 0$, $0<s<1$, we get

$$
\begin{aligned}
& \left|\mathrm{H}_{s}\left(P_{1}^{\mathfrak{G}_{n}}, \ldots, P_{m}^{\mathfrak{G}_{n}}\right)-\mathrm{H}_{s}\left(P_{1}^{\mathfrak{G}}, \ldots, P_{m}^{\mathfrak{G}}\right)\right| \\
\leq & \mathrm{E}_{\bar{P}}\left|L_{1, n}-L_{1}\right|^{s_{1}} L_{2, n}^{s_{2}} \cdots L_{m, n}^{s_{m}}+\cdots+\mathrm{E}_{\bar{P}}\left(L_{1}^{s_{1}} \cdots L_{m-1}^{s_{m-1}}\right)\left|L_{m, n}-L_{m}\right|^{s_{m}}
\end{aligned}
$$

Hence, by the generalized Hölder inequality (see Lemma A.13)

$$
\left|\mathrm{H}_{s}\left(P_{1}^{\mathfrak{G}_{n}}, \ldots, P_{m}^{\mathfrak{G}_{n}}\right)-\mathrm{H}_{s}\left(P_{1}^{\mathfrak{G}}, \ldots, P_{m}^{\mathfrak{G}}\right)\right| \leq \sum_{i=1}^{m}\left(\mathrm{E}_{\bar{P}}\left|L_{i, n}-L_{i}\right|\right)^{s_{i}}
$$

which completes the proof.
Proposition 1.92. It holds for $s \in \mathbf{S}_{m}^{0}$,

$$
\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)=\inf _{\mathfrak{p}} \sum_{A \in \mathfrak{p}} P_{1}^{s_{1}}(A) \cdots P_{m}^{s_{m}}(A)
$$

where the infimum is taken over all finite partitions of the sample space into sets from $\mathfrak{A}$.

Proof. Let $\mathfrak{p}=\left\{A_{1}, \ldots, A_{k}\right\}, A_{i} \in \mathfrak{A}$, be any partition. Then by the general Hölder inequality it holds

$$
\begin{aligned}
& \mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)=\sum_{i=1}^{k} \int I_{A_{i}} L_{1}^{s_{1}} \cdots L_{m}^{s_{m}} d \bar{P} \\
\leq & \sum_{i=1}^{k}\left(\int I_{A_{i}} L_{1} d \bar{P}\right)^{s_{1}} \cdots\left(\int I_{A_{i}} L_{m} d \bar{P}\right)^{s_{m}}=\sum_{i=1}^{k} P_{1}^{s_{1}}\left(A_{i}\right) \cdots P_{m}^{s_{m}}\left(A_{i}\right) .
\end{aligned}
$$

Denote by $\sigma(\mathfrak{p})$ the $\sigma$-algebra generated by $\mathfrak{p}$ and set $L_{l, \mathfrak{p}}=d P_{l}^{\sigma(\mathfrak{p})} / d \bar{P}^{\sigma(\mathfrak{p})}$. Then by $\sum_{i=1}^{k} s_{i}=1$ and

$$
\begin{gathered}
L_{l, \mathfrak{p}}(x)=\sum_{i=1}^{k} I_{A_{i}}(x) \frac{P_{l}\left(A_{i}\right)}{\bar{P}\left(A_{i}\right)} \\
\sum_{i=1}^{k} P_{1}^{s_{1}}\left(A_{i}\right) \cdots P_{m}^{s_{m}}\left(A_{i}\right)=\int\left(\prod_{l=1}^{m} L_{l, \mathfrak{p}}(x)\right) \bar{P}(d x)=\mathrm{H}_{s}\left(P_{1}^{\sigma(\mathfrak{p})}, \ldots, P_{m}^{\sigma(\mathfrak{p})}\right) .
\end{gathered}
$$

Denote by $\mathfrak{G}$ the smallest $\sigma$-algebra with respect to which $L_{1}, \ldots, L_{m}$ are measurable. Then $d P_{l}^{\mathfrak{G}} / d \bar{P}^{\mathfrak{G}}=d P_{l} / d \bar{P}$ and $\mathrm{H}_{s}\left(P_{1}^{\mathfrak{G}}, \ldots, P_{m}^{\mathfrak{G}}\right)=\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$. As $\mathfrak{G}$ is countably generated there is a nondecreasing sequence of partitions $\mathfrak{p}_{n}$ such that $\sigma\left(\mathfrak{p}_{n}\right)$ generates $\mathfrak{G}$. It remains to apply Proposition 1.91.

Now we study Hellinger transforms of finite models that are models reduced by a statistic or by randomization via a stochastic kernel. Let ( $\mathcal{X}, \mathfrak{A}$ ) and $(\mathcal{Y}, \mathfrak{B})$ be measurable spaces, $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ a stochastic kernel, and $\left\{P_{1}, \ldots, P_{m}\right\} \subseteq \mathcal{P}(\mathfrak{A})$. The next proposition is the monotonicity property of Hellinger transforms (see, e.g., Strasser (1985)).

Proposition 1.93. Suppose that $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ are measurable spaces, $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ is a stochastic kernel, and $\mathcal{P}=\left\{P_{1}, \ldots, P_{m}\right\} \subseteq \mathcal{P}(\mathfrak{A})$. Then

$$
\begin{equation*}
\mathrm{H}_{s}\left(\mathrm{~K} P_{1}, \ldots, \mathrm{~K} P_{m}\right) \geq \mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right), \quad s \in \mathbf{S}_{m}^{0} \tag{1.123}
\end{equation*}
$$

Corollary 1.94. If $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$, then

$$
\mathrm{H}_{s}\left(P_{1} \circ T^{-1}, \ldots, P_{m} \circ T^{-1}\right) \geq \mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right), \quad s \in \mathbf{S}_{m}^{0}
$$

Proof. The statement in the corollary follows from Proposition 1.92. The relation (1.97) yields

$$
\mathrm{H}_{s}\left(\mathrm{~K} \otimes P_{1}, \ldots, \mathrm{~K} \otimes P_{m}\right)=\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)
$$

If $S: \mathcal{X} \times \mathcal{Y} \rightarrow_{m} \mathcal{Y}$ is the projection onto $\mathcal{Y}$, then $\mathrm{K} P_{i}=\left(\mathrm{K} \otimes P_{i}\right) \circ S^{-1}$, so that (1.123) follows from the corollary.

### 1.4 Information in Bayes Models

In this section we consider divergences of distributions on a product space constructed with different conditional distributions but with the same marginal distribution. More precisely, let $(\mathcal{X}, \mathfrak{A}),(\mathcal{Y}, \mathfrak{B})$ be measurable spaces, $\mathrm{K}, \mathrm{L}$ : $\mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ stochastic kernels, and $P$ a distribution on $(\mathcal{X}, \mathfrak{A})$. Subsequently we give a representation of $\mathrm{I}_{\mathrm{v}}(\mathrm{K} \otimes P, \mathrm{~L} \otimes P)$.

Proposition 1.95. If $\mathfrak{B}$ is countably generated, then

$$
\mathrm{I}_{\mathrm{V}}(\mathrm{~K} \otimes P, \mathrm{~L} \otimes P)=\int \mathrm{I}_{\mathrm{V}}(\mathrm{~K}(\cdot \mid x), \mathrm{L}(\cdot \mid x)) P(d x)
$$

Proof. As $\mathfrak{B}$ is countably generated we find an increasing sequence of partitions $\mathfrak{p}_{n}=\left\{B_{n, 1}, \ldots, B_{n, m_{n}}\right\}, B_{n, i} \in \mathfrak{B}$, where $\mathfrak{B}=\sigma\left(\cup_{n=1}^{\infty} \mathfrak{p}_{n}\right)$. Let $\mathrm{M}(B \mid x)=\frac{1}{2}(\mathrm{~K}(B \mid x)+\mathrm{L}(B \mid x))$, and denote by $(\mathrm{M} \otimes P)^{\sigma\left(\mathfrak{p}_{n}\right) \otimes \mathfrak{B}}$ the restriction of $\mathrm{M} \otimes P$ to $\sigma\left(\mathfrak{p}_{n}\right) \otimes \mathfrak{B}$. Then

$$
\begin{aligned}
& \frac{d(\mathrm{~K} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)}}{d(\mathrm{M} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)}}(x, y)=\sum_{i=1}^{m_{n}} \frac{\mathrm{~K}\left(B_{i, n} \mid x\right)}{\mathrm{M}\left(B_{i, n} \mid x\right)} I_{B_{i, n}}(y)=\frac{d \mathrm{~K}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x)}{d \mathrm{M}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x)}(y) \\
& \frac{d(\mathrm{~L} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)}}{d(\mathrm{M} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)}}(x, y)=\sum_{i=1}^{m_{n}} \frac{\mathrm{~L}\left(B_{i, n} \mid x\right)}{\mathrm{M}\left(B_{i, n} \mid x\right)} I_{B_{i, n}}(y)=\frac{d \mathbf{L}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x)}{d \mathrm{M}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x)}(y) .
\end{aligned}
$$

It follows from Definition 1.60 that

$$
\mathrm{I}_{\mathrm{v}}\left((\mathrm{~K} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)},(\mathrm{L} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)}\right)=\int \mathrm{I}_{\mathrm{V}}\left(\mathrm{~K}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x), \mathrm{L}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x)\right) P(d x)
$$

An application of Theorem 1.77 to the left-hand side gives

$$
\mathrm{I}_{\mathrm{v}}(\mathrm{~K} \otimes P, \mathrm{~L} \otimes P)=\lim _{n \rightarrow \infty} \mathrm{I}_{\mathrm{V}}\left((\mathrm{~K} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)},(\mathrm{L} \otimes P)^{\mathfrak{A} \otimes \sigma\left(\mathfrak{p}_{n}\right)}\right) .
$$

We know that $\mathrm{I}_{\mathrm{V}}\left(\mathrm{K}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x), \mathrm{L}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x)\right)$ is bounded below by $\mathrm{v}(1)$; see Proposition 1.63. By Theorem $1.77 \mathrm{I}_{\mathrm{V}}\left(\mathrm{K}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x), \mathrm{L}^{\sigma\left(\mathfrak{p}_{n}\right)}(\cdot \mid x)\right)$ tends increasingly to $\mathrm{I}_{\mathrm{v}}(\mathrm{K}(\cdot \mid x), \mathrm{L}(\cdot \mid x))$. An application of the monotone convergence theorem (see Theorem A.16) completes the proof.

To study the dependence between the random variables $X$ and $Y$ with values in $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively, we compare the joint distribution $\mathcal{L}(X, Y)$ with the product of the marginal distributions $\mathcal{L}(X) \otimes \mathcal{L}(Y)$. It is clear that the smaller this distance is the weaker is the dependence between $X$ and $Y$. To specify the distance between the distributions we use the divergences introduced in Definition 1.60,

$$
\mathrm{I}_{\mathrm{v}}(X \| Y):=\mathrm{I}_{\mathrm{v}}(\mathcal{L}(X, Y), \mathcal{L}(X) \otimes \mathcal{L}(Y))
$$

and call $\mathrm{I}_{\mathrm{v}}(X \| Y)$ the mutual information of $X$ and $Y$. It is obvious that $\mathrm{I}_{\mathrm{v}}(X \| Y)$ is symmetric in $X$ and $Y$.

Suppose $\mathcal{L}(X, Y)$ is absolutely continuous with respect to $\mu \otimes \nu$, where $\mu$ and $\nu$ are $\sigma$-finite measures on $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively. Denote by $f_{Y, X}, f_{X}, f_{Y}$ the corresponding densities. By Definition 1.60

$$
\begin{equation*}
\mathrm{I}_{\mathrm{v}}(X \| Y)=\int\left[\int \mathrm{v}\left(\frac{f_{X, Y}(x, y)}{f_{X}(x) f_{Y}(y)}\right) f_{X}(x) \mu(d x)\right] f_{Y}(y) \nu(d y) \tag{1.124}
\end{equation*}
$$

If $\mathrm{v}(x)=x \ln x$, then $\mathrm{I}_{\mathrm{v}}$ is the Kullback-Leibler distance; see (1.74) and (1.81). In this case $\mathrm{I}(X \| Y):=\mathrm{I}_{x \ln x}(X \| Y)$ satisfies

$$
\begin{aligned}
\mathrm{I}(X \| Y) & =\int\left[\int \ln \left(\frac{f_{Y, X}(x, y)}{f_{X}(x) f_{X}(y)}\right) f_{X, Y}(x, y) \mu(d x)\right] \nu(d y) \\
& =\int f_{X, Y} \ln f_{X, Y} d(\mu \otimes \nu)-\int f_{X} \ln f_{X} d \mu-\int f_{Y} \ln f_{Y} d \nu \\
& =\mathrm{S}_{\mu}(\mathcal{L}(X))+\mathrm{S}_{\nu}(\mathcal{L}(Y))-\mathrm{S}_{\mu \otimes \nu}(\mathcal{L}(X, Y))
\end{aligned}
$$

where $S_{\nu}$ is the Shannon entropy introduced in (1.25). As

$$
\begin{equation*}
\mathrm{S}_{\nu}(\mathcal{L}(Y))+\mathrm{S}_{\mu}(\mathcal{L}(X))=\mathrm{S}_{\nu \otimes \mu}(\mathcal{L}(Y) \otimes \mathcal{L}(X)) \tag{1.125}
\end{equation*}
$$

we can say that $\mathrm{I}_{\mathrm{v}}(Y \| X)$ is the reduction of entropy due to the dependence of $X$ and $Y$.

Example 1.96. Suppose that $(X, Y)$ has a normal distribution $\mathrm{N}(a, \Sigma)$ with expectation $a=\left(a_{1}, a_{2}\right)$ and covariance matrix

$$
\Sigma=\left(\begin{array}{ll}
\sigma_{1}^{2} & \rho \sigma_{1} \sigma_{2} \\
\rho \sigma_{1} \sigma_{2} & \sigma_{2}^{2}
\end{array}\right)
$$

where we assume $-1<\rho<1$ and $\sigma_{i}^{2}>0, i=1,2$. Then

$$
f_{X, Y}(x, y)=\left(2 \pi \sigma_{1} \sigma_{2}\right)^{-1}\left(1-\rho^{2}\right)^{-1 / 2} \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left[s^{2}-2 \rho s t+t^{2}\right]\right\},
$$

where $s=\left(x-a_{1}\right) / \sigma_{1}$ and $t=\left(y-a_{2}\right) / \sigma_{2}$. Let $\mu=\nu=\boldsymbol{\lambda}$. Then

$$
\begin{aligned}
\mathrm{S}_{\boldsymbol{\lambda}_{2}}(\mathrm{~N}(a, \Sigma))= & \ln \left(2 \pi \sigma_{1} \sigma_{2}\right)+\frac{1}{2} \ln \left(1-\rho^{2}\right) \\
& +\frac{1}{2\left(1-\rho^{2}\right)}\left[\mathbb{E}\left(\frac{X-a_{1}}{\sigma_{1}}\right)^{2}-2 \rho \mathbb{E}\left(\frac{X-a_{1}}{\sigma_{1}}\right)\left(\frac{Y-a_{2}}{\sigma_{2}}\right)+\mathbb{E}\left(\frac{Y-a_{2}}{\sigma_{2}}\right)^{2}\right] \\
= & \ln \left(2 \pi \sigma_{1} \sigma_{2}\right)+\frac{1}{2} \ln \left(1-\rho^{2}\right)+1
\end{aligned}
$$

On the other hand, $\mathrm{S}_{\boldsymbol{\lambda}}\left(\mathrm{N}\left(a_{i}, \sigma_{i}^{2}\right)\right)=\frac{1}{2}+\frac{1}{2} \ln \left(2 \pi \sigma_{i}^{2}\right)$ by (1.27), so that $\mathrm{I}(X \| Y)=$ $-\frac{1}{2} \ln \left(1-\rho^{2}\right)$.

The mutual information can also be expressed in terms of the conditional densities. Indeed, (1.124) yields

$$
\begin{aligned}
\mathrm{I}_{\mathrm{v}}(X \| Y) & =\mathrm{I}_{\mathrm{v}}(Y \| X)=\int\left[\int \mathrm{v}\left(\frac{f_{Y \mid X}(y \mid x)}{f_{Y}(y)}\right) f_{Y}(y) \nu(d y)\right] f_{X}(x) \mu(d x) \\
& =\int \mathrm{I}_{\mathrm{v}}\left(\mathrm{~K}(\cdot \mid x), P_{Y}\right) P_{X}(d x)
\end{aligned}
$$

where $f_{Y \mid X}(y \mid x)=f_{Y, X}(x, y) / f_{X}(x)$ is the conditional density of $Y$, given $X=x$, and

$$
\mathrm{K}(B \mid x)=\int_{B} f_{Y \mid X}(y \mid x) \nu(d y)
$$

is the conditional distribution of $Y$, given $X=u$. The next proposition shows that a similar statement holds without the existence of densities, provided that regular conditional distributions exist.

Proposition 1.97. Suppose that $(\mathcal{Y}, \mathfrak{B})$ is a Borel space, and that $\mathrm{K}(\cdot \mid x)=$ $\mathcal{L}(Y \mid X=x)$ is a regular conditional distribution. Then

$$
\mathrm{I}_{\mathrm{v}}(Y \| X)=\int \mathrm{I}_{\mathrm{v}}\left(\mathrm{~K}(\cdot \mid x), P_{Y}\right) P_{X}(d x)
$$

where $P_{X}$ and $P_{Y}$ are the distributions of $X$ and $Y$, respectively.
Proof. Introduce the kernel L by $\mathrm{L}(B \mid x)=P_{Y}(B)$ and apply Proposition 1.95.

We consider the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ that satisfies the condition (A3) and suppose that $\Pi$ is a prior on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ with $\mathcal{L}(X, \Theta)=\mathrm{P} \otimes \Pi$. It is clear that we can make better inferences on $\Theta$ based on $X$ if there is a stronger dependence between the random variables. In this sense we can characterize the informativeness of the model $\left(P_{\theta}\right)_{\theta \in \Delta}$ by making the dependence between $X$ and $\Theta$ as large as possible. More precisely, for a family of priors $\mathcal{P}$ we set

$$
C_{\mathrm{v}}(\mathrm{P}, \mathcal{P})=\sup _{\Pi \in \mathcal{P}} \mathrm{I}_{\mathrm{v}}(\Theta \| X), \quad \mathcal{L}(\Theta)=\Pi, \Pi \in \mathcal{P}
$$

For $\mathrm{v}(x)=x \ln x$ the value $C_{\mathrm{v}}(\mathrm{P}, \mathcal{P})$ is called the channel capacity in information theory; see Cover and Thomas (1991). It can be shown that $C_{\mathrm{v}}(\mathrm{P}, \mathcal{P})$ is the maximum amount of information that can be transmitted through the channel $\mathrm{P}=\left(P_{\theta}\right)_{\theta \in \Delta}$. In our context we use $C_{\mathrm{v}}(\mathrm{P}, \mathcal{P})$ as a numerical value that characterizes the maximum dependence between $X$ and $\Theta$. We call $\Pi_{0} \in \mathcal{P}$ a most informative prior if

$$
\mathrm{I}_{\mathrm{v}}\left(\Theta_{0} \| X\right)=C_{\mathrm{v}}(\mathrm{P}, \mathcal{P}), \quad \mathcal{L}\left(\Theta_{0}\right)=\Pi_{0} .
$$

We recall that by Proposition 1.97

$$
\mathrm{I}_{\mathrm{v}}(\Theta \| X)=\mathrm{I}_{\mathrm{v}}(\mathrm{P} \otimes \Pi,(\mathrm{P} \Pi) \otimes \Pi)=\int \mathrm{I}_{\mathrm{v}}\left(P_{\theta}, \mathrm{P} \Pi\right) \Pi(d \theta)
$$

so that a prior that maximizes $\mathrm{I}_{\mathrm{v}}(X \| \Theta)$ guarantees a maximum dependence between $X$ and $\Theta$, i.e., a largest distance between the joint distribution and the product of the marginal distributions. The next theorem shows that the conjugate prior is most informative in Gaussian models.

Theorem 1.98. For the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)=\left(\mathbb{R}, \mathfrak{B},\left(\mathrm{N}\left(\theta, \sigma^{2}\right)\right)_{\theta \in \mathbb{R}}\right)$, with a known $\sigma^{2}>0$, and $\mathrm{v}(x)=x \ln x$, the prior $\Pi_{0}=\mathrm{N}\left(0, \tau^{2}\right)$ is most informative in the class

$$
\mathcal{P}_{0}=\left\{\Pi: \Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right), \Pi \ll \boldsymbol{\lambda}, \quad \int \theta \Pi(d \theta)=0, \quad \int \theta^{2} \Pi(d \theta) \leq \tau^{2}\right\}
$$

The channel capacity is given by $C_{\mathrm{v}}(\mathrm{P}, \mathcal{P})=\frac{1}{2} \ln \left(1+\tau^{2} / \sigma^{2}\right)$.
Proof. Put $\pi(\theta)=(d \Pi / d \boldsymbol{\lambda})(\theta)$. Then $\mathcal{L}(X, \Theta)$ has a Lebesgue density that is given by $\varphi_{\theta, \sigma^{2}}(x) \pi(\theta)$. We evaluate the Shannon entropy of $\mathcal{L}(X, \Theta)$.

$$
\begin{aligned}
& \mathrm{S}_{\boldsymbol{\lambda}_{\mathbf{2}}}(\mathcal{L}(X, \Theta)) \\
= & -\int\left[\int \varphi_{\theta, \sigma^{2}}(x) \pi(\theta) \ln \left(\varphi_{\theta, \sigma^{2}}(x) \pi(\theta)\right) d x\right] d \theta \\
= & -\int\left[\int \varphi_{0, \sigma^{2}}(x-\theta) \ln \left(\varphi_{0, \sigma^{2}}(x-\theta)\right) d x\right] \pi(\theta) d \theta-\int \pi(\theta) \ln \pi(\theta) d \theta \\
= & -\int \varphi_{0, \sigma^{2}}(x) \ln \left(\varphi_{0, \sigma^{2}}(x)\right) d x-\int \pi(\theta) \ln \pi(\theta) d \theta \\
= & \mathrm{S}_{\boldsymbol{\lambda}}\left(\mathrm{N}\left(0, \sigma^{2}\right)\right)+\mathrm{S}_{\boldsymbol{\lambda}}(\Pi) .
\end{aligned}
$$

Hence by (1.125),

$$
\begin{aligned}
\mathrm{I}(X \| \Theta) & =\mathrm{S}_{\boldsymbol{\lambda}}(\mathcal{L}(X))+\mathrm{S}_{\boldsymbol{\lambda}}(\mathcal{L}(\Theta))-\mathrm{S}_{\boldsymbol{\lambda}}\left(\mathrm{N}\left(0, \sigma^{2}\right)\right)-\mathrm{S}_{\boldsymbol{\lambda}}(\Pi) \\
& =\mathrm{S}_{\boldsymbol{\lambda}}(\mathcal{L}(X))-\mathrm{S}_{\boldsymbol{\lambda}}\left(\mathrm{N}\left(0, \sigma^{2}\right)\right)
\end{aligned}
$$

If $Z$ and $\Theta$ are independent and $\mathcal{L}(Z)=\mathrm{N}\left(0, \sigma^{2}\right)$, then $\mathcal{L}(X)=\mathcal{L}(Z+\Theta)$. The independence of $Z$ and $\Theta$ yields

$$
\mathbb{E}(Z+\Theta)^{2}=\mathbb{E} Z^{2}+\mathbb{E} \Theta^{2}=\sigma^{2}+\tau^{2}
$$

We know from Example 1.29 that $\mathrm{N}\left(0, \sigma_{0}^{2}\right)$ maximizes the Shannon entropy in the class of all distributions with expectation 0 and variance $\sigma_{0}^{2}$. Hence

$$
\mathrm{S}_{\boldsymbol{\lambda}}(\mathcal{L}(Z+\Theta)) \leq \mathrm{S}_{\boldsymbol{\lambda}}\left(\mathrm{N}\left(0, \sigma^{2}+\tau^{2}\right)\right)
$$

where for $\mathcal{L}(\Theta)=\mathrm{N}\left(0, \tau^{2}\right)$ the equality is attained. Finally,

$$
\begin{aligned}
C_{\mathrm{v}}\left(\mathrm{P}, \mathcal{P}_{0}\right) & =\max _{\mathcal{L}(\Theta) \in \mathcal{P}_{0}} \mathrm{I}(X \| \Theta) \\
& =\mathrm{S}_{\boldsymbol{\lambda}}\left(\mathrm{N}\left(0, \sigma^{2}+\tau^{2}\right)\right)-\mathrm{S}_{\boldsymbol{\lambda}}\left(\mathrm{N}\left(0, \sigma^{2}\right)\right)=\frac{1}{2} \ln \left(1+\tau^{2} / \sigma^{2}\right)
\end{aligned}
$$

We recall the concept of Markov dependence and a Markov chain. Suppose $U, V, W$ are random variables on $(\Omega, \mathfrak{F}, \mathbb{P})$ which take values in $(\mathcal{U}, \mathfrak{U}),(\mathcal{V}, \mathfrak{V})$, and $(\mathcal{W}, \mathfrak{W})$, respectively, which we assume to be Borel spaces. Let $\mathrm{K}(\cdot \mid u)$ be
a regular conditional distribution of $V$ given $U=u$, and $\mathrm{L}(\cdot \mid v)$ a regular conditional distribution of $W$ given $V=v$. Denote by $P_{(U, V, W)}=\mathbb{P} \circ(U, V, W)^{-1}$ and $P_{(U, V)}=\mathbb{P} \circ(U, V)^{-1}$ the joint distributions of $(U, V, W)$ and $(U, V)$, respectively, and let $P_{U}=\mathbb{P} \circ U^{-1}$ be the marginal distribution of $U$. The sequence $U, V, W$ is called a Markov chain if

$$
\begin{equation*}
P_{(W, V, U)}=\mathrm{L} \otimes\left(\mathrm{~K} \otimes P_{U}\right) . \tag{1.126}
\end{equation*}
$$

Equivalently, we can say that $U, V, W$ is a Markov chain if

$$
\mathcal{L}(W \mid U=u, V=v)=\mathcal{L}(W \mid V=v), \quad P_{(U, V)} \text {-a.s. }
$$

This means that the conditional distribution of $W$ depends on the "past" $U, V$ only through $V$. In general, any sequence of random variables $X_{0}, X_{1}, \ldots$ is called a Markov chain if for every $n \geq 1$ the random variables $U=$ $\left(X_{0}, \ldots X_{n-1}\right), V=X_{n}$, and $W=\left(X_{n+1}, X_{n+2}, \ldots\right)$ form a Markov chain. The interpretation is that the future behavior depends only on the presence $V$, and for a fixed presence the strict past does not have any influence.

Problem 1.99.* The following statements are equivalent.
(A) $U, V, W$ is a Markov chain.
(B) $W, V, U$ is a Markov chain.
(C) $U$ and $W$ are conditionally independent in the sense

$$
\mathcal{L}((U, W) \mid V=v)=\mathcal{L}(U \mid V=v) \otimes \mathcal{L}(W \mid V=v), \mathcal{L}(V) \text {-a.s. }
$$

Problem 1.100. If $U, V, W$ is a Markov chain, $\mathrm{K}(\cdot \mid u)$ a regular conditional distribution of $V$ given $U=u$, and $\mathrm{L}(\cdot \mid v)$ a regular conditional distribution of $W$ given $V=v$, then

$$
\mathrm{M}(B \mid u):=(\mathrm{LK})(B \mid u)=\int \mathrm{L}(B \mid v) \mathrm{K}(d v \mid u)
$$

is a regular conditional distribution $W$, given $U=u$. The marginal distributions $P_{U}, P_{V}$, and $P_{W}$ are related by

$$
\begin{aligned}
P_{V}(A) & =\left(\mathrm{K} P_{U}\right)(A):=\int \mathrm{K}(A \mid u) P_{U}(d u),
\end{aligned} \quad A \in \mathfrak{V} .
$$

In a Markov chain the influence of the initial distributions $P_{U}$ becomes weaker in the future. This result is known as data processing inequality in information theory; see Cover and Thomas (1991).

Proposition 1.101. If $U, V, W$ is a Markov chain, then

$$
\mathrm{I}_{\mathrm{v}}(W \mid \| U) \leq \mathrm{I}_{\mathrm{v}}(V \| U)
$$

Proof. It follows from Proposition 1.97 and Problem 1.100 that

$$
\mathrm{I}_{\mathrm{v}}(W| | U)=\int \mathrm{I}_{\mathrm{v}}\left(\mathrm{M}(\cdot \mid u), P_{W}\right) P_{U}(d u)=\int \mathrm{I}_{\mathrm{v}}\left(\mathrm{LK}(\cdot \mid u), \mathrm{L} P_{V}\right) P_{U}(d u)
$$

Now we apply Theorem 1.70 to get

$$
\mathrm{I}_{\mathrm{v}}\left(\mathrm{LK}(\cdot \mid u), \mathrm{L} P_{V}\right) \leq \mathrm{I}_{\mathrm{v}}\left(\mathrm{~K}(\cdot \mid u), P_{V}\right)
$$

for every $u$. Hence by Proposition 1.97 again

$$
\mathrm{I}_{\mathrm{v}}(W \| U) \leq \int \mathrm{I}_{\mathrm{v}}\left(\mathrm{~K}(\cdot \mid u), P_{V}\right) P_{U}(d u)=\mathrm{I}_{\mathrm{v}}(V \| U)
$$

In the previous part of this section we have used the information-theoretic approach to find priors which maximize the dependence between $X$ and $\Theta$. Now we study the structure of hierarchical Bayes models. Suppose that $\left(\Upsilon, \mathfrak{B}_{\Upsilon}\right)$ is another measurable space, and that $\Pi_{\xi}, \xi \in \Upsilon$, is a family of prior distributions on $\mathfrak{B}_{\Delta}$ so that the mapping $\xi \mapsto \Pi_{\xi}(B)$ is $\mathfrak{B}_{\Upsilon}-\mathfrak{B}$ measurable for every $B \in \mathfrak{B}_{\Delta}$. Hence $\Pi_{\xi}$ defines a stochastic kernel $\Pi: \mathfrak{B}_{\Delta} \times \Upsilon \rightarrow_{k}[0,1]$. Let now $\Gamma$ be a distribution on $\left(\Upsilon, \mathfrak{B}_{\Upsilon}\right)$. By a hierarchical Bayes model we mean a random vector $(\Xi, \Theta, X)$ for which $\mathcal{L}(X, \Theta, \Xi)=\mathrm{P} \otimes \Pi \otimes \Gamma$, or equivalently, for every $h: \mathcal{X} \times \Delta \times \Upsilon \rightarrow_{m} \mathbb{R}_{+}$,

$$
\begin{equation*}
\mathbb{E} h(X, \Theta, \Xi)=\int\left[\int\left[\int h(x, \theta, \xi) P_{\theta}(d x)\right] \Pi_{\xi}(d \theta)\right] \Gamma(d \xi) \tag{1.127}
\end{equation*}
$$

The random variable $\Theta$ is a random version of the parameter $\theta$, and the random variable $\Xi$ is a random version of the hyperparameter $\xi$. Suppose now that $(\mathcal{X}, \mathfrak{A}),\left(\Upsilon, \mathfrak{B}_{\Upsilon}\right)$, and $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ are Borel spaces. By construction the conditional distribution of $X$, given $\Theta=\theta$ and $\Xi=\xi$, depends only on $\theta$ so that $(\Xi, \Theta, X)$ is a Markov chain in the sense of (1.126). Let $\mathrm{K}=\mathcal{L}(\Theta \mid X=x)$ and $\mathrm{L}=\mathcal{L}(\Xi \mid \Theta=\theta)$ be regular conditional distributions. Then by (1.127),

$$
\mathcal{L}((X, \Xi) \mid \Theta=\theta)=P_{\theta} \otimes \mathrm{L}(\cdot \mid \theta)
$$

so that $X$ and $\Xi$ are conditionally independent, given $\Theta$.
The idea of a hyperparameter arises in view of the fact that the choice of the prior affects the inference in Bayes analysis. Often it is more appropriate to make the choice flexible and to fix the prior only in a second step of the Bayes hierarchy. The fact that this second step (i.e., the choice of the hyperparameter) has less influence on the inference can be made mathematically rigorous by comparing the mutual information of $\Theta$ and $X$ with that of $\Xi$ and $X$. The next result is a direct consequence of Proposition 1.101.

Proposition 1.102. If $(\mathcal{X}, \mathfrak{A}),\left(\Upsilon, \mathfrak{B}_{\Upsilon}\right)$, and $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ are Borel spaces, then

$$
\begin{equation*}
\mathrm{I}_{\mathrm{v}}(\Xi \| X) \leq \mathrm{I}_{\mathrm{v}}(\Theta \| X) \tag{1.128}
\end{equation*}
$$

The inequality (1.128) shows that the random hyperparameter $\Xi$ has less influence on the inference based on $X$ than $\Theta$ has. One special case, for the convex function $\mathrm{v}(x)=x \ln x$, appears in Lehmann and Casella (1998), and another one, for Hellinger integrals, in Goel and DeGroot (1981).

## $1.5 \mathbb{L}_{2}$-Differentiability, Fisher Information

In this section we introduce a differentiability concept for parametrized statistical models. Our starting point is the statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, $\Delta \subseteq \mathbb{R}^{d}$. We recall from Definition 1.57 that for $\theta_{0}, \theta \in \Delta$ any measurable function $L_{\theta_{0}, \theta}$ with values in $[0, \infty]$ is called the likelihood ratio of $P_{\theta}$ with respect to $P_{\theta_{0}}$ if

$$
P_{\theta}(A)=\int_{A} L_{\theta_{0}, \theta} d P_{\theta_{0}}+P_{\theta}\left(A \cap\left\{L_{\theta_{0}, \theta}=\infty\right\}\right)
$$

It holds $P_{\theta}\left(L_{\theta_{0}, \theta}=\infty\right)=1-\mathrm{E}_{\theta_{0}} L_{\theta_{0}, \theta}$, and $L_{\theta_{0}, \theta}$ is a probability density of $P_{\theta}$ with respect to $P_{\theta_{0}}$ if and only if $P_{\theta} \ll P_{\theta_{0}}$. If $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ dominates the subfamily $\left\{P_{\theta_{0}}, P_{\theta}\right\}$ with corresponding densities $f_{\theta_{0}}, f_{\theta}$, then

$$
L_{\theta_{0}, \theta}=\left(f_{\theta} / f_{\theta_{0}}\right) I_{\left\{f_{\theta_{0}}>0\right\}}+\infty I_{\left\{f_{\theta_{0}}=0, f_{\theta}>0\right\}}
$$

is the likelihood ratio which is $\left\{P_{\theta_{0}}, P_{\theta}\right\}$-a.s. uniquely determined; see Lemma 1.58. In the following $\theta_{0} \in \Delta^{0}$ remains fixed, and we introduce the notation $L_{\theta_{0}}(u):=L_{\theta_{0}, \theta_{0}+u}$, for $\theta_{0}+u \in \Delta$. To introduce a differentiability concept, the first idea would be to require that there be a vector-valued measurable function $\dot{L}_{\theta_{0}}$ such that for any $u \rightarrow 0$ the remainder $R(u)=L_{\theta_{0}}(u)-1-\left\langle u, \dot{L}_{\theta_{0}}\right\rangle$ satisfies $R(u)=o_{P_{\theta_{0}}}(\|u\|)$. In this case $\dot{L}_{\theta_{0}}$ would be considered as a gradient where the degree of approximation is specified by stochastic convergence. As it turns out, however, this type of approximation is too weak for many purposes. This is mainly due to the fact that stochastic convergence does not imply convergence in the squared mean, or more generally in the $r$ th mean for $r \geq 1$. A stronger concept could require that $R(u)$ tends to zero in the sense of $\mathbb{L}_{r}\left(P_{\theta_{0}}\right), r \geq 1$. However, this approach has the shortcoming that for $r>1$, and especially for the important case of $r=2$, additional moment assumptions become necessary as not every probability density is squared integrable. The following simple fact shows how to get out of this dilemma. If $t \rightarrow 1$, then $r\left(t^{1 / r}-1\right) /(t-1) \rightarrow 1$. Thus $r\left(L_{\theta_{0}}^{1 / r}(u)-1\right)$ has the same local behavior as $L_{\theta_{0}}(u)-1$, but in addition $r\left(L_{\theta_{0}}^{1 / r}(u)-1\right)$ has a finite moment of order $r$. This is the basic idea of the concept of $\mathbb{L}_{r}$-differentiability. The special case of $r=2$ is of utmost importance as $\mathbb{L}_{2}\left(P_{\theta_{0}}\right)$ is a Hilbert space, and thus we utilize primarily this fact in the sequel. Set

$$
\begin{equation*}
\mathbb{L}_{2, d}\left(P_{\theta_{0}}\right)=\left\{T: \quad T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}, \quad \mathrm{E}_{\theta_{0}}\|T\|^{2}<\infty\right\} \tag{1.129}
\end{equation*}
$$

Definition 1.103. The family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is called $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ if there exists a neighborhood $U\left(\theta_{0}\right)$ of $\theta_{0}$ such that

$$
\begin{equation*}
P_{\theta} \ll P_{\theta_{0}}, \quad \theta \in U\left(\theta_{0}\right) \tag{1.130}
\end{equation*}
$$

and there exists some $\dot{L}_{\theta_{0}}=\left(\dot{L}_{\theta_{0}, 1}, \ldots, \dot{L}_{\theta_{0}, d}\right)^{T} \in \mathbb{L}_{2, d}\left(P_{\theta_{0}}\right)$, called the $\mathbb{L}_{2}$ derivative (of the model) at $\theta_{0}$, such that as $u \rightarrow 0$,

$$
\begin{equation*}
\mathrm{E}_{\theta_{0}}\left(\left[L_{\theta_{0}}^{1 / 2}(u)-1\right]-\frac{1}{2}\left\langle\dot{L}_{\theta_{0}}, u\right\rangle\right)^{2}=o\left(\|u\|^{2}\right) \tag{1.131}
\end{equation*}
$$

The matrix $\mathrm{I}\left(\theta_{0}\right)=\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}$ is called the Fisher information matrix.
For detailed discussions and results related to $\mathbb{L}_{2}$-differentiability and other differentiability concepts and approaches we refer to Strasser (1985), LeCam (1986), Witting (1985), Pfanzagl and Wefelmeyer (1985), Bickel, Klaassen, Ritov, and Wellner (1993), and Janssen (1998).

Remark 1.104. Often, instead of (1.130), it is only required that the total mass of the part of $P_{\theta_{0}+u}$ that is singular to $P_{\theta_{0}}$ satisfies $P_{\theta_{0}+u}\left(L_{\theta_{0}}(u)=\infty\right)=o\left(\|u\|^{2}\right)$. It is easy to see that in this case there are distributions $\widetilde{P}_{\theta} \ll P_{\theta_{0}}, \theta \in U\left(\theta_{0}\right)$, with $\mathrm{D}^{2}\left(P_{\theta_{0}+u}, \widetilde{P}_{\theta_{0}+u}\right)=o\left(\|u\|^{2}\right)$. Then $\left(\widetilde{P}_{\theta}\right)_{\theta \in U\left(\theta_{0}\right)}$ is again $\mathbb{L}_{2}$-differentiable and has the same $\mathbb{L}_{2}$-derivative. This is the reason why we directly require (1.130).

Typically, the distributions $P_{\theta}, \theta \in \Delta$, are defined by a family of densities $f_{\theta}, \theta \in \Delta$, with respect to some $\sigma$-finite measure $\mu$. Then it proves useful to deal directly with the densities.

Problem 1.105.* If (1.130) is satisfied, then $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$ if and only if there is some $\dot{f}_{\theta_{0}} \in \mathbb{L}_{2, d}(\mu)$, defined analogously to (1.129), with

$$
\int\left(f_{\theta_{0}+u}^{1 / 2}-f_{\theta_{0}}^{1 / 2}-\frac{1}{2}\left\langle u, \dot{f}_{\theta_{0}}\right\rangle\right)^{2} d \mu=o\left(\|u\|^{2}\right)
$$

In this case it holds $\dot{L}_{\theta_{0}}=\dot{f}_{\theta_{0}} / f_{\theta_{0}}^{1 / 2}, P_{\theta_{0}}$-a.s.
For any sequence of random variables a convergence in $\mathbb{L}_{2}\left(P_{\theta_{0}}\right)$ implies the $P_{\theta_{0}}$-stochastic convergence. For the reverse direction an additional condition is needed that makes the sequence uniformly squared integrable. By Vitali's theorem (see Theorem A.21) this condition is equivalent to the norm convergence. This splitting of the $\mathbb{L}_{2}\left(P_{\theta_{0}}\right)$-convergence is sometimes useful and is more or less the content of the next lemma.

Lemma 1.106. If $P_{\theta} \ll P_{\theta_{0}}, \theta \in U\left(\theta_{0}\right)$, is satisfied, then the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$ if and only if the following two conditions are met.

$$
\begin{align*}
L_{\theta_{0}}(u)-1 & =\left\langle u, \dot{L}_{\theta_{0}}\right\rangle+o_{P_{\theta_{0}}}(\|u\|)  \tag{1.132}\\
\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2} & =\frac{1}{4} u^{T} \mathrm{I}\left(\theta_{0}\right) u+o\left(\|u\|^{2}\right) . \tag{1.133}
\end{align*}
$$

Under the assumption (1.132) the condition (1.133) is equivalent to the uniform integrability of $\|u\|^{-2}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2}$ as $u \rightarrow 0$.

Proof. The expansion $\sqrt{1+x}=1+\frac{1}{2} x+o(x)$, as $x \rightarrow 0$, shows that (1.132) is equivalent to

$$
L_{\theta_{0}}^{1 / 2}(u)-1=\frac{1}{2}\left\langle u, \dot{L}_{\theta_{0}}\right\rangle+o_{P_{\theta_{0}}}(\|u\|) .
$$

The rest follows from Vitali's theorem; see Theorem A.21.
The norm given by $\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2}$ is closely related to the Hellinger distance. Indeed, (1.110) and $P_{\theta} \ll P_{\theta_{0}}$ yield

$$
\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2}=\mathrm{D}^{2}\left(P_{\theta_{0}+u}, P_{\theta_{0}}\right)=\mathrm{D}^{2}\left(P_{\theta_{0}}, P_{\theta_{0}+u}\right)
$$

From (1.133) we obtain

$$
\begin{align*}
\mathrm{D}^{2}\left(P_{\theta_{0}+u}, P_{\theta_{0}}\right) & =\frac{1}{4} u^{T} \mathrm{I}\left(\theta_{0}\right) u+o\left(\|u\|^{2}\right) \\
\mathrm{H}_{1 / 2}\left(P_{\theta_{0}}, P_{\theta_{0}+u}\right) & =1-\frac{1}{8} u^{T} \mathrm{I}\left(\theta_{0}\right) u+o\left(\|u\|^{2}\right), \quad \text { as } u \rightarrow 0 \tag{1.134}
\end{align*}
$$

Similar expansions may be obtained for $\mathrm{H}_{s}\left(P_{\theta_{0}}, P_{\theta_{0}+u}\right), 0<s<1$.
Problem 1.107.* If the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$, then

$$
\mathrm{H}_{s}\left(P_{\theta_{0}}, P_{\theta_{0}+u}\right)=1-\frac{1}{2} s(1-s) u^{T} \mathbf{I}\left(\theta_{0}\right) u+o\left(\|u\|^{2}\right), \quad \text { as } u \rightarrow 0 .
$$

A more general result can be established for the functionals $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ if the function $v$ tends to infinity only moderately.

Problem 1.108.* If the convex function $v$ is twice continuously differentiable and satisfies $\mathrm{v}(0)+\mathrm{v}^{*}(\infty)<\infty$, then

$$
\mathrm{I}_{\mathrm{v}}\left(P_{\theta_{0}+u}, P_{\theta_{0}}\right)-\mathrm{v}(1)=\frac{1}{2} \mathrm{v}^{\prime \prime}(1) u^{T} \mathrm{I}\left(\theta_{0}\right) u+o\left(\|u\|^{2}\right) .
$$

The results of the last two problems show that the local distance of distributions is determined by the Fisher information. The question arises as to whether one can use this fact to consider differentiable models as a differentiable manifold for which all geometric properties are expressed in terms of the Fisher information. This was the idea of Amari (1985) and other authors. For details we refer to Amari (1985).

The following technical result is useful for the next propositions.
Problem 1.109.* If $X, X_{n}, Y_{n}, n=1,2, \ldots$, are random variables with $\mathbb{E} X^{2}<\infty$, $\mathbb{E}\left(X_{n}-X\right)^{2} \rightarrow 0$, and $\sup _{n} \mathbb{E} Y_{n}^{2}<\infty$, then the sequence $X_{n} Y_{n}, n=1,2, \ldots$, is uniformly integrable.

Next we show that the $\mathbb{L}_{2}$-differentiability implies the $\mathbb{L}_{1}$-differentiability specified in the next proposition. Furthermore it is shown that the expectation of $\dot{L}_{\theta_{0}}$ at $\theta_{0}$ is zero.

Proposition 1.110. If the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$, then

$$
\mathrm{E}_{\theta_{0}}\left|\left(L_{\theta_{0}}(u)-1\right)-\left\langle u, \dot{L}_{\theta_{0}}\right\rangle\right|=o(\|u\|) \quad \text { and } \quad \mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}}=0 .
$$

Proof. The first statement is equivalent to

$$
\lim _{n \rightarrow \infty}\left\|u_{n}\right\|^{-1} \mathrm{E}_{\theta_{0}}\left|\left(L_{\theta_{0}}\left(u_{n}\right)-1\right)-\left\langle u_{n}, \dot{L}_{\theta_{0}}\right\rangle\right|=0
$$

for every sequence $u_{n} \rightarrow 0$ with $\left\|u_{n}\right\|^{-1} u_{n} \rightarrow a$. The relation (1.132) implies

$$
Z_{n}:=\left\|u_{n}\right\|^{-1}\left(\left(L_{\theta_{0}}\left(u_{n}\right)-1\right)-\left\langle u_{n}, \dot{L}_{\theta_{0}}\right\rangle\right)=o_{P_{\theta_{0}}}(1) .
$$

To prove the first statement it remains to show that the sequence $Z_{n}$ is uniformly integrable. The uniform integrability of $\left\|u_{n}\right\|^{-1}\left\langle u_{n}, \dot{L}_{\theta_{0}}\right\rangle$ follows from $\left|\left\|u_{n}\right\|^{-1}\left\langle u_{n}, \dot{L}_{\theta_{0}}\right\rangle\right| \leq\left\|\dot{L}_{\theta_{0}}\right\|$ and $\mathrm{E}_{\theta_{0}}\left\|\dot{L}_{\theta_{0}}\right\|^{2}<\infty$. Set $X=\frac{1}{2}\left\langle a, \dot{L}_{\theta_{0}}\right\rangle, X_{n}=$ $\left\|u_{n}\right\|^{-1}\left(L_{\theta_{0}}^{1 / 2}\left(u_{n}\right)-1\right)$, and $Y_{n}=\left(L_{\theta_{0}}^{1 / 2}\left(u_{n}\right)+1\right)$. Then the uniform integrability of $Z_{n}$ follows from Problem 1.109. By condition (1.130) $\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}\left(u_{n}\right)-1\right)=0$ for all sufficiently large $n$. Hence $\mathrm{E}_{\theta_{0}}\left\langle a, \dot{L}_{\theta_{0}}\right\rangle=0$. By using the sequence $u_{n}=\varepsilon_{n} \mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}}, \varepsilon_{n} \rightarrow 0$, we get $\mathrm{E}_{\theta_{0}}\left\langle\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}}, \dot{L}_{\theta_{0}}\right\rangle=\left\|\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}}\right\|^{2}=0$.

For exponential families we have shown in Theorem 1.17 that the function $\theta \mapsto \mathrm{E}_{\theta} T$ is differentiable and that the derivation can be carried out under the integral sign. A similar statement holds for $\mathbb{L}_{2}$-differentiable families.

Proposition 1.111. If the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}, T: \mathcal{X} \rightarrow_{m} \mathbb{R}$, and $\sup _{\theta \in U\left(\theta_{0}\right)} \mathrm{E}_{\theta} T^{2}<\infty$, then $g(\theta)=\mathrm{E}_{\theta} T$ is differentiable at $\theta_{0}$ and it holds

$$
\nabla g\left(\theta_{0}\right)=\mathrm{E}_{\theta_{0}} T \dot{L}_{\theta_{0}}
$$

Proof. Fix a sequence $u_{n} \rightarrow 0$ with $\left\|u_{n}\right\|^{-1} u_{n} \rightarrow a$. Then for all sufficiently large $n$

$$
\begin{aligned}
& \left\|u_{n}\right\|^{-1}\left[g\left(\theta_{0}+u_{n}\right)-g\left(\theta_{0}\right)\right]-\mathrm{E}_{\theta_{0}} T\left\langle a, \dot{L}_{\theta_{0}}\right\rangle \\
= & \mathrm{E}_{\theta_{0}}\left(\left\|u_{n}\right\|^{-1}\left[L_{\theta_{0}}\left(u_{n}\right)-1\right] T-T\left\langle a, \dot{L}_{\theta_{0}}\right\rangle\right) .
\end{aligned}
$$

As the sequence under the expectation is $o_{P_{\theta_{0}}}(1)$, in view of (1.132), we have only to show the uniform integrability of this sequence. To apply the result of Problem 1.109 we write

$$
\left\|u_{n}\right\|^{-1}\left[L_{\theta_{0}}\left(u_{n}\right)-1\right] T=\left[\left\|u_{n}\right\|^{-1}\left(L_{\theta_{0}}^{1 / 2}\left(u_{n}\right)-1\right)\right]\left[\left(L_{\theta_{0}}^{1 / 2}\left(u_{n}\right)+1\right) T\right]=X_{n} Y_{n}
$$

and set $X=\left\langle a, \dot{L}_{\theta_{0}}\right\rangle$. The $\mathbb{L}_{2}$-differentiability of $\left(P_{\theta}\right)_{\theta \in \Delta}$ at $\theta_{0} \in \Delta^{0}$ yields the $\mathbb{L}_{2}$-convergence of $X_{n}$ to $X$. The moment condition on $Y_{n}$ is obtained from

$$
\mathrm{E}_{\theta_{0}} Y_{n}^{2} \leq 2 \mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}\left(u_{n}\right)+1\right) T^{2} \leq 2 \sup _{\theta \in U\left(\theta_{0}\right)} \mathrm{E}_{\theta} T^{2}
$$

for all sufficiently large $n$.
Sometimes a reparametrization of the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is useful. Suppose $\theta_{0} \in \Delta^{0}$ and $U\left(\theta_{0}\right) \subseteq \Delta^{0}$ is an open neighborhood of $\theta_{0}$. Let $\Lambda \subseteq \mathbb{R}^{k}$ be an
open set and let $\kappa=\left(\kappa_{1}, \ldots, \kappa_{d}\right)^{T}: \Lambda \rightarrow U\left(\theta_{0}\right)$ be differentiable. Then with the Jacobian

$$
\begin{equation*}
J_{\kappa}(\eta)=\left(\frac{\partial \kappa_{i}}{\partial \eta_{j}}(\eta)\right)_{i=1, \ldots, d, j=1, \ldots, k} \tag{1.135}
\end{equation*}
$$

the first-order Taylor expansions of $\kappa(\eta)$ can be written as

$$
\begin{equation*}
\kappa(\eta+w)-\kappa(\eta)=J_{\kappa}(\eta) w+o(\|w\|), \quad \eta \in \Lambda, w \in \mathbb{R}^{k} . \tag{1.136}
\end{equation*}
$$

Proposition 1.112. Let $\kappa$ be differentiable at $\eta_{0} \in \Lambda$. If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2^{-}}$ differentiable at $\theta_{0}=\kappa\left(\eta_{0}\right) \in \Delta^{0}$ with $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$ and Fisher information matrix $\mathbf{I}\left(\theta_{0}\right)$, then $\left(P_{\kappa(\eta)}\right)_{\eta \in \Lambda}$ is $\mathbb{L}_{2}$-differentiable at $\eta_{0}$ with $\mathbb{L}_{2}$-derivative $J_{\kappa}^{T}\left(\eta_{0}\right) \dot{L}_{\kappa\left(\eta_{0}\right)}$ and Fisher information matrix $J_{\kappa}^{T}\left(\eta_{0}\right) \mathbf{I}\left(\kappa\left(\eta_{0}\right)\right) J_{\kappa}\left(\eta_{0}\right)$.

Proof. For $\eta \rightarrow \eta_{0}$ and $u(\eta)=\kappa(\eta)-\kappa\left(\eta_{0}\right)$ it follows from (1.131) that

$$
\mathrm{E}_{\theta_{0}}\left[\left(L_{\kappa\left(\eta_{0}\right)}^{1 / 2}(\kappa(\eta))-1\right)-\frac{1}{2}\left\langle\kappa(\eta), \dot{L}_{\left.\kappa\left(\eta_{0}\right)\right\rangle}\right]^{2}=o\left(\|\kappa(\eta)\|^{2}\right) .\right.
$$

Hence with (1.136) and $\mathrm{E}_{\theta_{0}}\left\|\dot{L}_{\kappa\left(\eta_{0}\right)}\right\|^{2}<\infty$,

$$
\mathrm{E}_{\theta_{0}}\left[\left(L_{\kappa\left(\eta_{0}\right)}^{1 / 2}(\kappa(\eta))-1\right)-\frac{1}{2}\left(J_{\kappa}^{T}\left(\eta_{0}\right) \dot{L}_{\kappa\left(\eta_{0}\right)}\right)^{T}\left(\eta-\eta_{0}\right)\right]^{2}=o\left(\left\|\eta-\eta_{0}\right\|\right)^{2} .
$$

The $\mathbb{L}_{2}$-differentiability is preserved if we turn to a finite number of independent observations.

Problem 1.113.* If $\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left(P_{i, \theta}\right)_{\theta \in \Delta}\right)$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with derivatives $\dot{L}_{i, \theta_{0}}$ and Fisher information matrices $\mathbf{I}_{i}\left(\theta_{0}\right), i=1, \ldots, n$, then

$$
\left(\mathrm{X}_{i=1}^{n} \mathcal{X}_{i}, \bigotimes_{i=1}^{n} \mathfrak{A}_{i},\left(\bigotimes_{i=1}^{n} P_{i, \theta}\right)_{\theta \in \Delta}\right)
$$

is $\mathbb{L}_{2}$-differentiable with derivative $\dot{L}_{\otimes n, \theta_{0}}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \dot{L}_{i, \theta_{0}}\left(x_{i}\right)$ and Fisher information matrix $\mathbf{I}_{\otimes n}\left(\theta_{0}\right)=\sum_{i=1}^{n} \mathbf{I}_{i}\left(\theta_{0}\right)$.

In many situations one is confronted with the following problem. Suppose the model $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable and $T$ is some statistic which takes values in $\mathcal{Y}$, where $(\mathcal{Y}, \mathfrak{B})$ is another measurable space. Then the question arises if the reduced model $\left(Q_{\theta}\right)_{\theta \in \Delta}=\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}$ is again $\mathbb{L}_{2}$-differentiable, and if so, how the new $\mathbb{L}_{2}$-derivative is related to the previous one.

Theorem 1.114. Assume that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in$ $\Delta^{0}$ with $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$ and Fisher information matrix $\boldsymbol{I}\left(\theta_{0}\right)$. Then for any statistic $T$ the family $\left(Q_{\theta}\right)_{\theta \in \Delta}=\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}$ is again $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with $\mathbb{L}_{2}$-derivative and Fisher information matrix, respectively,

$$
\begin{aligned}
\dot{L}_{T}, \theta_{0}(t) & =\mathrm{E}_{\theta_{0}}\left(\dot{L}_{\theta_{0}} \mid T=t\right), \quad Q_{\theta_{0}}-\text { a.s. } \\
\mathrm{I}_{T}\left(\theta_{0}\right) & =\mathrm{E}_{\theta_{0}}\left(\left[\mathrm{E}_{\theta_{0}}\left(\dot{L}_{\theta_{0}} \mid T\right)\right]\left[\mathrm{E}_{\theta_{0}}\left(\dot{L}_{\theta_{0}} \mid T\right)\right]^{T}\right) .
\end{aligned}
$$

Corollary 1.115. The Fisher information matrix of the reduced model is not larger, in the Löwner semiorder, than the Fisher information matrix of the original model, i.e., $\mathbf{I}_{T}\left(\theta_{0}\right)$ satisfies $u^{T}\left[\mathbf{I}\left(\theta_{0}\right)-\mathbf{I}_{T}\left(\theta_{0}\right)\right] u \geq 0$ for every $u \in \mathbb{R}^{d}$.

Proof. It is clear that condition (1.130) implies $Q_{\theta} \ll Q_{\theta_{0}}, \theta \in U\left(\theta_{0}\right)$. The relation (1.99) gives $d Q_{\theta} / d Q_{\theta_{0}}=\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)$. Proposition 1.110 gives for $u \rightarrow 0$,
$\mathrm{E}_{\theta_{0}}\left|\left[\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)-1\right]-\left\langle\mathrm{E}_{\theta_{0}}\left(\dot{L}_{\theta_{0}} \mid T\right), u\right\rangle\right| \leq \mathrm{E}_{\theta_{0}}\left|\left[L_{\theta_{0}}(u)-1\right]-\left\langle\dot{L}_{\theta_{0}}, u\right\rangle\right|=o(\|u\|)$,
so that

$$
\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)-1-\left\langle\mathrm{E}_{\theta_{0}}\left(\dot{L}_{\theta_{0}} \mid T\right), u\right\rangle=o_{P_{\theta_{0}}}(\|u\|)
$$

For uniformly integrable sequences of random variables we may carry out the limit under the expectation. Therefore it remains to show that

$$
\|u\|^{-2}\left[\left(\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)\right)^{1 / 2}-1\right]^{2}
$$

is uniformly integrable for $u \rightarrow 0$. From $\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}^{1 / 2}(u) \mid T\right) \leq\left(\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)\right)^{1 / 2}$ we get

$$
\begin{aligned}
& \|u\|^{-2}\left[\left(\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)\right)^{1 / 2}-1\right]^{2} \\
& =\|u\|^{-2}\left[\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)-2\left(\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u) \mid T\right)\right)^{1 / 2}+1\right] \\
& \left.\leq\|u\|^{-2}\left[\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}(u)-2 L_{\theta_{0}}^{1 / 2}(u)+1\right) \mid T\right)\right] \\
& =\mathrm{E}_{\theta_{0}}\left(\|u\|^{-2}\left[L_{\theta_{0}}^{1 / 2}(u)-1\right]^{2} \mid T\right) .
\end{aligned}
$$

Therefore we get from Lemma A.32, that the terms on the right-hand side are uniformly integrable as $u \rightarrow 0$. To conclude the proof we apply Lemma 1.106.

The following result provides a technical tool for proving the next theorem. The subsequent general formulation is taken from Srivastava (1998).

Problem 1.116.* Let $(\mathcal{X}, \mathfrak{A})$ be a measurable space and $\mathcal{S}, \mathcal{T}$ be metric spaces with the corresponding $\sigma$-algebras of Borel sets $\mathfrak{S}$ and $\mathfrak{T}$. Suppose that $\mathcal{S}$ is separable. Suppose that $\psi: \mathcal{S} \times \mathcal{X} \rightarrow \mathcal{T}$ has the following properties. $\psi(s, \cdot)$ is $\mathfrak{A}-\mathfrak{T}$ measurable for every $s$ from a dense subset of $\mathcal{S}$ and $\psi(\cdot, x)$ is continuous for every $x \in \mathcal{X}$. Then $\psi$ is $(\mathfrak{S} \otimes \mathfrak{A})-\mathfrak{T}$ measurable.

The differentiability concept discussed above refers to the $\mathbb{L}_{2}$-convergence. Quite often the densities $f_{\theta}(x)$ are differentiable with respect to the parameter $\theta$ in the common sense for almost all $x$. Therefore criteria that link the usual differentiability with the $\mathbb{L}_{2}$-differentiability turn out to be useful whenever local approximations for a given model are desired. We use the notation $\nabla=\left(\partial / \partial \theta_{1}, \ldots, \partial / \partial \theta_{d}\right)^{T}$ and formulate suitable conditions that imply the $\mathbb{L}_{2}$-differentiability.
(A6) Given the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ we require that
(A) $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}^{d}$, is dominated by some $\mu \in \mathfrak{M}^{\sigma}(\mathfrak{A})$.
(B) An $A \in \mathfrak{A}$ exists with $\mu(\mathcal{X} \backslash A)=0, f_{\theta}(x)=\frac{d P_{\theta}}{d \mu}(x)>0, x \in A, \theta \in \Delta$.
(C) The function $\theta \mapsto f_{\theta}(x)$ is differentiable and $\nabla f_{\theta}(x)$ is continuous in $\Delta^{0}, x \in A$.

The following criterion goes back to Hájek (1972); see also Strasser (1985) and Witting (1985).

Theorem 1.117. Suppose the condition (A6) is fulfilled. Assume that there is an open neighborhood $U\left(\theta_{0}\right)$ of $\theta_{0}$ such that

$$
\begin{align*}
& \int\left\|\nabla \ln f_{\theta}\right\|^{2} f_{\theta} d \mu<\infty, \quad \theta \in U\left(\theta_{0}\right), \quad \text { and }  \tag{1.137}\\
\theta & \mapsto \int\left(\nabla \ln f_{\theta}\right)\left(\nabla \ln f_{\theta}\right)^{T} f_{\theta} d \mu \quad \text { is continuous in } U\left(\theta_{0}\right) . \tag{1.138}
\end{align*}
$$

Then $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$ with $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}=\nabla \ln f_{\theta_{0}}$ and Fisher information

$$
\mathrm{I}\left(\theta_{0}\right)=\int\left(\nabla \ln f_{\theta_{0}}\right)\left(\nabla \ln f_{\theta_{0}}\right)^{T} f_{\theta_{0}} d \mu
$$

Proof. Put $\dot{L}(u):=\nabla \ln f_{\theta_{0}+u}$. Then for $u \rightarrow 0$ by assumption (1.138),

$$
\mathrm{E}_{\theta_{0}}\left\|\dot{L}(u) L_{\theta_{0}}^{1 / 2}(u)\right\|^{2}=\mathrm{E}_{\theta_{0}+u}\|\dot{L}(u)\|^{2} \rightarrow \mathrm{E}_{\theta_{0}}\|\dot{L}(0)\|^{2}
$$

A componentwise application of Vitali's theorem (see Theorem A.21) and the continuity of $\nabla f_{\theta}$ yields $\lim _{u \rightarrow 0} \mathrm{E}_{\theta_{0}}\left\|\dot{L}(u) L_{\theta_{0}}^{1 / 2}(u)-\dot{L}(0)\right\|^{2}=0$ and therefore

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \sup _{\|u\| \leq \delta} \mathrm{E}_{\theta_{0}}\left\|\dot{L}(u) L_{\theta_{0}}^{1 / 2}(u)-\dot{L}(0)\right\|^{2}=0 \tag{1.139}
\end{equation*}
$$

As

$$
\frac{d}{d s} L_{\theta_{0}}^{1 / 2}(s u)=f_{\theta_{0}}^{-1 / 2} \frac{d}{d s} f_{\theta_{0}+s u}^{1 / 2}=\frac{1}{2} L_{\theta_{0}}^{1 / 2}(s u)\langle u, \dot{L}(s u)\rangle
$$

is continuous in $s$ for every $x \in A$ we get from Problem 1.116 that the righthand term is a measurable function of $(s, x)$. Hence

$$
\begin{aligned}
\mathrm{E}_{\theta_{0}}\left[L_{\theta_{0}}^{1 / 2}\right. & \left.(u)-1-\frac{1}{2}\langle u, \dot{L}(0)\rangle\right]^{2}=\frac{1}{4} \mathrm{E}_{\theta_{0}}\left[\int_{0}^{1} L_{\theta_{0}}^{1 / 2}(s u)\langle u, \dot{L}(s u)\rangle d s-\langle u, \dot{L}(0)\rangle\right]^{2} \\
& \leq \frac{1}{4} \int_{0}^{1} \mathrm{E}_{\theta_{0}}\left[L_{\theta_{0}}^{1 / 2}(s u)\langle u, \dot{L}(s u)\rangle d s-\langle u, \dot{L}(0)\rangle\right]^{2} d s \\
& \leq \frac{1}{4}\|u\|^{2} \int_{0}^{1} \mathrm{E}_{\theta_{0}}\left\|L_{\theta_{0}}^{1 / 2}(s u) \dot{L}(s u)-\dot{L}(0)\right\|^{2} d s \rightarrow 0
\end{aligned}
$$

by (1.139).

Remark 1.118. If the regularity conditions (A6) are satisfied and (1.138) holds we know from Theorem 1.117 that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable with Fisher information matrix $I\left(\theta_{0}\right)$ as specified in 1.103. Independent of this situation, if the regularity conditions are fulfilled, then regardless of whether (1.138) holds, as long as (1.137) holds we call

$$
\mathbf{I}(\theta)=\int\left(\nabla \ln f_{\theta}\right)\left(\nabla \ln f_{\theta}\right)^{T} f_{\theta} d \mu
$$

the Fisher information matrix.
Example 1.119. Suppose $f: \mathbb{R} \rightarrow(0, \infty)$ is a continuously differentiable Lebesgue density with

$$
\int\left[f^{\prime}(x)\right]^{2} \frac{1}{f(x)} \boldsymbol{\lambda}(d x)<\infty \quad \text { and } \quad \int x^{2}\left[f^{\prime}(x)\right]^{2} \frac{1}{f(x)} \boldsymbol{\lambda}(d x)<\infty .
$$

Let $P_{\theta}$ be the distribution with the Lebesgue density

$$
f_{\theta}(x)=\frac{1}{\sigma} f\left(\frac{x-\mu}{\sigma}\right), \quad \theta=(\mu, \sigma) \in \Delta=\mathbb{R} \times(0, \infty)
$$

Then $f_{\theta}(x)$ is continuously differentiable with respect to $\theta$, and it holds

$$
\left(\nabla \ln f_{\theta}(x)\right)^{T}=\frac{1}{f_{\theta}(x)}\left(-\frac{1}{\sigma^{2}} f^{\prime}\left(\frac{x-\mu}{\sigma}\right),-\frac{1}{\sigma^{2}} f\left(\frac{x-\mu}{\sigma}\right)-\frac{x-\mu}{\sigma^{3}} f^{\prime}\left(\frac{x-\mu}{\sigma}\right)\right) .
$$

From here it follows, by calculating the corresponding integrals, that the Fisher information matrix is

$$
\mathbf{I}(\theta)=\frac{1}{\sigma^{2}}\left(\begin{array}{ll}
\int\left[f^{\prime}(x)\right]^{2} / f(x) \boldsymbol{\lambda}(d x) & \int x\left[f^{\prime}(x)\right]^{2} / f(x) \boldsymbol{\lambda}(d x) \\
\int x\left[f^{\prime}(x)\right]^{2} / f(x) \boldsymbol{\lambda}(d x) & \int x^{2}\left[f^{\prime}(x)\right]^{2} / f(x) \boldsymbol{\lambda}(d x)-1
\end{array}\right) .
$$

Obviously, $I(\theta)$ is continuous, so that $\left(P_{\theta}\right)_{\theta \in \Delta}$, in view of Theorem 1.117, is $\mathbb{L}_{2^{-}}$ differentiable at any $\theta_{0} \in \Delta$. The considered location-scale model is even $\mathbb{L}_{2^{-}}$ differentiable under weaker assumptions on $f$. For details we refer to Strasser (1985).

Example 1.120. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family with natural parameter $\theta$ and $\boldsymbol{\mu}$-densities $f_{\theta}(x)=\exp \{\langle\theta, T(x)\rangle-K(\theta)\}, \theta \in \Delta$. By Proposition 1.17 the function $K(\theta)$ is continuously differentiable in $\Delta^{0}$. Furthermore, by Corollary 1.19 it holds $\mathrm{E}_{\theta} T=\nabla K(\theta)$ and $\mathrm{C}_{\theta}(T)=\nabla \nabla^{T} K(\theta)$. Hence

$$
\int\left(\nabla \ln f_{\theta}\right)\left(\nabla \ln f_{\theta}\right)^{T} d P_{\theta}=\nabla \nabla^{T} K(\theta),
$$

in view of Proposition 1.17, is a continuous function. Consequently, all assumptions in Theorem 1.117 are fulfilled so that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at any $\theta_{0} \in \Delta^{0}$ with $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}=T-\nabla K\left(\theta_{0}\right)$ and Fisher information matrix $\mathbf{I}\left(\theta_{0}\right)=\nabla \nabla^{T} K\left(\theta_{0}\right)$.

In (A6) we have assumed that $\theta \mapsto f_{\theta}$ is continuously differentiable. This condition, however, is not satisfied in some special, but important, models. Thus we ask for weaker conditions, but confine ourselves to the location model. For the definition of absolutely continuity of a function we refer to the discussion before Theorem A.24. Absolute continuous functions are $\boldsymbol{\lambda}$-a.e. differentiable. The subsequent criterion goes back to Hájek (1972).

Lemma 1.121. Let $f$ be a Lebesgue density on $\mathbb{R}$, and let $P_{\theta}$ be the distribution with Lebesgue density $f(x-\theta)$. If $f(x)>0$ for every $x \in \mathbb{R}, f$ is absolutely continuous, and $\boldsymbol{I}:=\int\left(\left(f^{\prime}\right)^{2} / f\right) d \boldsymbol{\lambda}<\infty$, then the family $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ is $\mathbb{L}_{2}$ differentiable at every $\theta_{0} \in \mathbb{R}$ with derivative $\dot{L}_{\theta_{0}}(x)=-f^{\prime}\left(x-\theta_{0}\right) / f\left(x-\theta_{0}\right)$ and Fisher information I.

Proof. As $f$ is absolutely continuous it is also continuous. As $f$ is positive $\inf _{a \leq x \leq b} f(x)>0$, say $f(x) \geq C>0, a \leq x \leq b$. Then $g(x):=f^{1 / 2}(x)$ satisfies

$$
|g(x)-g(y)|=\frac{|f(x)-f(y)|}{g(x)+g(y)} \leq \frac{1}{2 C}|f(x)-f(y)|,
$$

so that $g$ is absolutely continuous, and it holds $g(x+h)-g(x)=\int_{x}^{x+h} g^{\prime}(t) d t$; see Theorem A.24. To show that it holds

$$
\int\left(g\left(x-\left(\theta_{0}+h\right)\right)-g\left(x-\theta_{0}\right)+h g^{\prime}\left(x-\theta_{0}\right)\right)^{2} d x=o\left(h^{2}\right)
$$

it is, in view of Vitali's theorem, and the fact that the integral on the left does not depend on $\theta_{0}$, enough to show that

$$
\limsup _{h \rightarrow 0} \frac{1}{h^{2}} \int(g(x-h)-g(x))^{2} d x \leq \int\left(g^{\prime}(x)\right)^{2} d x
$$

The Schwarz inequality gives for $h>0$

$$
\begin{aligned}
& \frac{1}{h^{2}} \int(g(x-h)-g(x))^{2} d x=\frac{1}{h^{2}} \int\left(\int I_{(x-h, x)}(t) g^{\prime}(t) d t\right)^{2} d x \\
& \leq \frac{1}{h} \int\left(\int I_{(x-h, x)}(t)\left(g^{\prime}(t)\right)^{2} d t\right) d x=\int\left(g^{\prime}(t)\right)^{2} d t
\end{aligned}
$$

which completes the proof.
The next example is from LeCam and Yang (2000).
Example 1.122. Suppose $f(x)=C(\beta) \exp \left\{-|x|^{\beta}\right\}, \beta>0$. Then $f$ is $\boldsymbol{\lambda}$-a.e. differentiable with derivative

$$
f^{\prime}(x)=C(\beta) \operatorname{sgn}(x) \beta|x|^{\beta-1} \exp \left\{-|x|^{\beta}\right\},
$$

and it holds $\int\left|f^{\prime}(x)\right| d x<\infty$. Hence $f$ is absolutely continuous. Apparently, $\int\left(\left(f^{\prime}\right)^{2} / f\right) d \boldsymbol{\lambda}<\infty$ if and only if $\beta>1 / 2$. Hence in this case the location model $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ with parent density $f$ is $\mathbb{L}_{2}$-differentiable with derivative $\dot{L}_{\theta_{0}}(x)=$ $-\operatorname{sgn}\left(x-\theta_{0}\right) \beta\left|x-\theta_{0}\right|^{\beta-1}$.

In Proposition 1.110 we have shown that the expectation of the $\mathbb{L}_{2^{-}}$ derivative $\dot{L}_{\theta_{0}}$ is zero at $\theta_{0}$. For any $P \in \mathcal{P}(\mathfrak{A})$, and with $\mathbb{L}_{2, d}(P)$ analogously to (1.129), we set

$$
\begin{equation*}
\mathbb{L}_{2, d}^{0}(P)=\left\{T: T \in \mathbb{L}_{2, d}(P), \quad \mathbb{E}_{P} T=0\right\} \tag{1.140}
\end{equation*}
$$

The question arises as to whether every $T \in \mathbb{L}_{2, d}^{0}(P)$ may appear as the $\mathbb{L}_{2^{-}}$ derivative of a differentiable model. That this is in fact true is the content of the next example. The construction is taken from Janssen (2004).

Example 1.123. For a fixed $T \in \mathbb{L}_{2, d}^{0}(P)$ and $\theta \in \Delta=\mathbb{R}^{d}$ we set

$$
\begin{aligned}
C(\theta) & =\mathrm{E}_{P}\left(1+\frac{1}{2}\langle\theta, T\rangle\right)^{2}, \quad f_{\theta}=C(\theta)^{-1}\left(1+\frac{1}{2}\langle\theta, T\rangle\right)^{2} \\
P_{\theta}(A) & =\int_{A} f_{\theta} d P, \quad \theta \in \Delta, \quad A \in \mathfrak{A} .
\end{aligned}
$$

We show that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}=0$ and it holds $\dot{L}_{0}=T$. To establish the $\mathbb{L}_{2}$-differentiability we apply Lemma 1.106. The condition (1.132) follows from $L_{0}(u)=f_{u}$,

$$
\begin{aligned}
C(u) & =\mathrm{E}_{P}\left(1+\frac{1}{2}\langle u, T\rangle\right)^{2}=1+\frac{1}{4} \mathrm{E}_{P}(\langle u, T\rangle)^{2}=1+o(\|u\|), \\
L_{\theta_{0}}(u)-1 & \left.=(1+o(\|u\|))^{-1}\left(1+\langle u, T\rangle+\frac{1}{4}\langle u, T\rangle\right)^{2}\right)-1=\langle u, T\rangle+o_{P}(\|u\|) .
\end{aligned}
$$

To prove the uniform integrability of $\|u\|^{-2}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2}$ for $u \rightarrow 0$ we remark that

$$
\|u\|^{-2}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2} \leq 2\|u\|^{-2}\left(\frac{\left|1+\frac{1}{2}\langle u, T\rangle\right|-1}{C(u)}\right)^{2}+2\|u\|^{-2}\left(\frac{C(u)-1}{C(u)}\right)^{2}
$$

Applying $||a|-|b|| \leq|a-b|$ and $|\langle u, T\rangle| \leq\|u\|\|T\|$ to the first term we arrive at

$$
\|u\|^{-2}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2} \leq \frac{1}{2(1+o(\|u\|))}\|T\|^{2}+O(\|u\|) .
$$

Hence by taking for $u$ a sequence $u_{n} \rightarrow 0$ the left-hand side is dominated by a nonnegative random variable with finite expectation. This proves the uniform integrability of $\|u\|^{-2}\left(L_{\theta_{0}}^{1 / 2}(u)-1\right)^{2}$.

### 1.6 Solutions to Selected Problems

Solution to Problem 1.2: Let $M$ be a $d \times d$ matrix of full rank, $a, b \in \mathbb{R}^{d}$, and consider $\widetilde{\theta}=M^{T}(\theta-b)$ and $\widetilde{T}=M^{-1}(T-a)$. Then with $\widetilde{\theta}=M^{T}(\theta-b)$ we get

$$
\langle\theta, T\rangle=\langle\widetilde{\theta}, \widetilde{T}\rangle+b^{T} M \widetilde{T}+\widetilde{\theta}^{T} M^{-1} a+b^{T} a
$$

By absorbing the last three summands into $\widetilde{K}(\widetilde{\theta})$ and $\widetilde{\boldsymbol{\mu}}$, say, we see that (1.5) still holds if $\theta, T, K, \boldsymbol{\mu}$ are replaced by $\widetilde{\theta}, \widetilde{T}, \widetilde{K}, \widetilde{\boldsymbol{\mu}}$, respectively.

Solution to Problem 1.3: Without loss of generality we may assume $\mathbb{E} Y_{i}=0$ and $a_{0}=0$. Then for some vector $a=\left(a_{1}, \ldots, a_{d}\right)$

$$
\mathbb{E}\left(\sum_{i=1}^{d} a_{i} Y_{i}\right)^{2}=\sum_{i, j=1}^{d} a_{i} a_{j} \operatorname{cov}\left(Y_{i}, Y_{j}\right)=0
$$

if and only if $a=0$ or the matrix $\left(\operatorname{cov}\left(Y_{i}, Y_{j}\right)\right)_{1 \leq i, j \leq d}$ is singular.

Solution to Problem 1.8: The extended family fails e.g. to satisfy (1.8).

Solution to Problem 1.9: For $k \in \mathbb{N}$ and $\lambda>0$, the measure $\boldsymbol{\mu}$ with point masses $\boldsymbol{\mu}(\{k\})=1 / k$ !, and $\theta=\ln \lambda, T(k)=k$, and $K(\theta)=\exp \{\theta\}$, it holds $\left(d \mathrm{Po}_{\lambda} / d \boldsymbol{\mu}\right)(k)=\exp \{\theta T(k)-K(\theta)\}$.

Solution to Problem 1.12: $\left(\mathrm{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right) \circ T_{\oplus n}^{-1}$ is the distribution of the random vector $\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} X_{i}^{2}\right)=\left(n \bar{X}_{n},(n-1) S_{n}^{2}+n \bar{X}_{n}^{2}\right) . n \bar{X}_{n}$ and $(n-1) S_{n}^{2}$ are independent, where $\mathcal{L}\left(n \bar{X}_{n}\right)=\mathrm{N}\left(n \mu, n \sigma^{2}\right)$ and the distribution of $(n-1) S_{n}^{2} / \sigma^{2}$ has the Lebesgue density $h_{n-1}$. For every $h: \mathbb{R}^{2} \rightarrow_{m} \mathbb{R}_{+}$

$$
\begin{aligned}
& \mathbb{E} h\left(n \bar{X}_{n},(n-1) S_{n}^{2}+n \bar{X}_{n}^{2}\right) \\
= & \int\left[\int h\left(t_{1}, t_{2} \sigma^{2}+t_{1}^{2} / n\right) \varphi_{n \mu, n \sigma^{2}}\left(t_{1}\right) \mathrm{h}_{n-1}\left(t_{2}\right) d t_{1}\right] d t_{2} \\
= & \int\left[\int h\left(s_{1}, s_{2}\right) \sigma^{-2} \varphi_{n \mu, n \sigma^{2}}\left(s_{1}\right) \mathrm{h}_{n-1}\left(s_{2} / \sigma^{2}-s_{1}^{2} /\left(n \sigma^{2}\right)\right) d s_{1}\right] d s_{2} .
\end{aligned}
$$

Solution to Problem 1.15: Set $\boldsymbol{\mu}(d x)=x^{-1}(1-x)^{-1} I_{(0,1)}(x) \boldsymbol{\lambda}(d x)$. For $\alpha, \beta>0$ and $x \in \mathbb{R}$,

$$
\begin{aligned}
\frac{d \mathrm{Be}_{\alpha, \beta}}{d \boldsymbol{\mu}}(x) & =\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1} x(1-x) I_{(0,1)}(x) \\
& =\exp \{\langle\theta, T(x)\rangle-K(\theta)\}, \quad \theta \in(0, \infty)^{2},
\end{aligned}
$$

where $\theta=(\alpha, \beta), T(x)=\left(T_{1}(x), T_{2}(x)\right)=(\ln (x), \ln (1-x))$, and $K(\theta)=$ $\ln \left(\Gamma\left(\theta_{1}\right) \Gamma\left(\theta_{2}\right) / \Gamma\left(\theta_{1}+\theta_{2}\right)\right)$.

Solution to Problem 1.31: If $A=\{x: \mathrm{m}(x)>0\}$ and $B=\{\theta: \pi(\theta)>0\}$, then

$$
(\mathrm{P} \otimes \Pi)(A \times B)=\int_{A}\left[\int_{B} f_{\theta}(x) \pi(\theta) \boldsymbol{\tau}(d \theta)\right] \boldsymbol{\mu}(d x)=\int_{A} \mathrm{~m}(x) \boldsymbol{\mu}(d x)=1 .
$$

The proof follows from $(\boldsymbol{\mu} \otimes \boldsymbol{\tau})(\cdot \cap(A \times B)) \ll \gg(\mathrm{M} \otimes \Pi)(\cdot \cap(A \times B))$.
Solution to Problem 1.32: Straightforward calculations give

$$
\begin{aligned}
\operatorname{ga}_{\lambda, \beta}(x) \operatorname{ga}_{a, b}(\beta) & =\operatorname{ga}_{a+\lambda, b+x}(\beta) \frac{\Gamma(a+\lambda)}{\Gamma(a) \Gamma(\lambda)} b^{a} \frac{x^{\lambda-1}}{(b+x)^{a+\lambda}} I_{(0, \infty)}(x) \\
& =\pi(\beta \mid x) \mathrm{m}(x) . \quad \square
\end{aligned}
$$

Solution to Problem 1.42: First note that $D_{d}\left(1, a_{2}, \ldots, a_{d}\right)=\prod_{j=2}^{d}\left(a_{j}-1\right)$. Evaluating the determinant according to the first column we get

$$
D_{d}\left(a_{1}, \ldots, a_{d}\right)=a_{1} D_{d-1}\left(a_{2} \ldots, a_{d}\right)+b\left(a_{2} \ldots, a_{d}\right),
$$

where $b\left(a_{2} \ldots, a_{d}\right)$ is a function of $a_{2} \ldots, a_{d}$ only. Putting $a_{1}=1$ we see that

$$
b\left(a_{2} \ldots, a_{d}\right)=\prod_{j=2}^{d}\left(a_{j}-1\right)-D_{d-1}\left(a_{2} \ldots, a_{d}\right) .
$$

Hence $D_{d}\left(a_{1}, \ldots, a_{d}\right)=\left(a_{1}-1\right) D_{d-1}\left(a_{2} \ldots, a_{d}\right)+\prod_{j=2}^{d}\left(a_{j}-1\right)$. The proof follows by induction.

Solution to Problem 1.43: Put $p_{d}=1-\sum_{i=1}^{d-1} p_{i}$. Then

$$
\left(\begin{array}{cccc}
\frac{1}{p_{1}}+\frac{1}{p_{d}} & \frac{1}{p_{d}} & \cdots & \frac{1}{p_{d}} \\
\frac{1}{p_{d}} & \frac{1}{p_{2}}+\frac{1}{p_{d}} & & \frac{1}{p_{d}} \\
\cdot & & \cdot & \cdot \\
\frac{1}{p_{d}} & & & \cdot \\
\frac{1}{p_{d}} & \cdot & \cdots \frac{1}{p_{d}} & \frac{1}{p_{d-1}}+\frac{1}{p_{d}}
\end{array}\right)
$$

Using the notation from the previous problem we get

$$
\begin{aligned}
& \operatorname{det}(J(p))=\frac{1}{p_{d}^{d}} D_{d-1}\left(1+\frac{p_{d}}{p_{1}}, \ldots, 1+\frac{p_{d}}{p_{d-1}}\right) \\
& =\frac{1}{p_{d}^{d}}\left(\prod_{j=1}^{d-1} \frac{p_{d}}{p_{j}}\right)\left(1+\sum_{j=1}^{d-1} \frac{p_{j}}{p_{d}}\right)=\frac{1}{p_{d}}\left(\prod_{j=1}^{d-1} \frac{1}{p_{j}}\right) .
\end{aligned}
$$

Solution to Problem 1.50: The continuity is implied by the existence of the onesided derivatives which we show now. The second inequality in (1.54) yields that the difference quotient is nondecreasing in the increment so that the derivative from the right exists and the inequality (1.55) is fulfilled. The proofs of the existence of the left-hand derivative and of (1.56) are similar. Add $\varepsilon_{n} \downarrow 0$ to $x$ and $y$ in (1.55) to get for $x<y,(x-y)^{-1}\left(\mathrm{v}\left(x+\varepsilon_{n}\right)-\mathrm{v}\left(y+\varepsilon_{n}\right)\right) \geq D^{+} \mathrm{v}\left(x+\varepsilon_{n}\right)$. If first $n \rightarrow \infty$ and then $y \downarrow x$ we get $\lim _{n \rightarrow \infty} D^{+} \mathrm{v}\left(x+\varepsilon_{n}\right) \leq D^{+} \mathrm{v}(x)$ which gives the right continuity as $D^{+} \mathrm{v}$ is nondecreasing. The left continuity of $D^{-} \mathrm{v}$ is similarly seen. (1.57) follows from (1.55) and the left and right continuity of $D^{-} \mathrm{v}$ and $D^{+} \mathrm{v}$, respectively.

Solution to Problem 1.51: The inequality (1.55) implies

$$
(v-t) D^{+} \mathrm{v}(t) \leq \mathrm{v}(v)-\mathrm{v}(t) \leq(v-t) D^{+} \mathrm{v}(v), \quad a<t<v<b
$$

For $h_{n}=(y-x) / n$ we get

$$
\begin{aligned}
& \int_{x}^{y} D^{+} \mathrm{v}(s) d s=\sum_{i=1}^{n} \int_{x+(i-1) h_{n}}^{x+i h_{n}} D^{+} \mathrm{v}(s) d s \leq \sum_{i=1}^{n} h_{n} D^{+} \mathrm{v}\left(x+i h_{n}\right) \\
& \leq \sum_{i=1}^{n}\left[\mathrm{v}\left(x+(i+1) h_{n}\right)-\mathrm{v}\left(x+i h_{n}\right)\right] \leq \mathrm{v}\left(y+h_{n}\right)-\mathrm{v}\left(x+h_{n}\right),
\end{aligned}
$$

and analogously $\int_{x}^{y} D^{+} \mathrm{v}(s) d s \geq \mathrm{v}\left(y-h_{n}\right)-\mathrm{v}\left(x-h_{n}\right)$. The continuity of v completes the proof of the first statement for $D^{+} \mathrm{v}$. The statement for $D^{-} \mathrm{v}$ follows from the fact that $D^{+} \mathrm{v}$ and $D^{-} \mathrm{v}$ differ only on an at most countable set. As to the second statement, let $x<y$ and $\alpha \in(0,1)$. Set $z=\alpha x+(1-\alpha) y, A=\inf \{g(s): z \leq s \leq y\}$, and $B=\sup \{g(s): x \leq s \leq z\}$. Then

$$
\begin{aligned}
\alpha \mathrm{v}(x)+(1-\alpha) \mathrm{v}(y)-\mathrm{v}(z) & =(1-\alpha) \int_{z}^{y} g(s) d s-\alpha \int_{x}^{z} g(s) d s \\
& \geq \alpha(1-\alpha)(A-B)(y-x) \geq 0 .
\end{aligned}
$$

Solution to Problem 1.53: As v is convex we have from (1.61) $\mathrm{v}(y)-\mathrm{v}(x)-$ $D^{+} \mathrm{v}(x)(y-x) \geq 0$, so that v is strictly convex at $x_{0} \in(a, b)$ if and only if for every $\varepsilon>0$ it holds $\max \left(\mathrm{v}_{l}(\varepsilon), \mathrm{v}_{r}(\varepsilon)\right)>0$, where

$$
\mathrm{v}_{r}(\varepsilon)=\mathrm{v}\left(x_{0}+\varepsilon\right)-\mathrm{v}\left(x_{0}\right)-D^{+} \mathrm{v}\left(x_{0}\right) \varepsilon, \mathrm{v}_{l}(\varepsilon)=\mathrm{v}\left(x_{0}-\varepsilon\right)-\mathrm{v}\left(x_{0}\right)+D^{+} \mathrm{v}\left(x_{0}\right) \varepsilon .
$$

As both $\mathrm{v}_{r}$ and $\mathrm{v}_{l}$ are nondecreasing the last statement is equivalent to the fact that at least one, say $\mathrm{v}_{r}$, is positive for every $\varepsilon>0$. Then by (1.61) $0<\mathrm{v}_{r}(\varepsilon)=$ $\int\left(x_{0}+\varepsilon-t\right) I_{\left(x_{0}, x_{0}+\varepsilon\right]}(t) \gamma_{\mathrm{v}}(d t)$ and consequently $\gamma_{\mathrm{v}}\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right)\right)>0$ for every $\varepsilon>0$. Conversely, if the latter condition holds, then by (1.61) at least one of the functions $\mathbf{v}_{r}$ or $\mathbf{v}_{l}$ is strictly positive. If $\mathbf{v}$ is not strictly convex at every $a<x<b$, then there is some interval where v is linear, Taking $x, y$ from this interval we see that $\mathrm{v}(\alpha x+(1-\alpha) y)=\alpha \vee(x)+(1-\alpha) \vee(y)$. Conversely, if $\vee$ is strictly convex, $x_{0}=\alpha x+(1-\alpha) y$, then for $0<\alpha<1, x<y$, it holds $\varepsilon_{1}:=x_{0}-x>0$, $\varepsilon_{2}:=y-x_{0}>0$ so that by the definition of $\mathbf{v}_{r}, \mathrm{v}_{l}$ and $\alpha\left(-\varepsilon_{1}\right)+(1-\alpha) \varepsilon_{2}=0$

$$
\alpha \mathrm{v}(x)+(1-\alpha) \mathrm{v}(y)-\mathrm{v}(\alpha x+(1-\alpha) y)=\alpha \mathrm{v}_{l}\left(\varepsilon_{1}\right)+(1-\alpha) \mathrm{v}_{r}\left(\varepsilon_{2}\right)>0 .
$$

Solution to Problem 1.54: The statements $D^{+} \mathrm{v}_{0}(x)=D^{+} \mathrm{v}(x)-D^{+} \mathrm{v}(1)$ and $\mathrm{v}_{0}(1)=0$ are clear from (1.62). $\mathrm{v}_{0}(x) \geq 0$ follows from (1.58) as $D^{+} \mathrm{v}_{0}$ is nondecreasing. From the Solution of Problem 1.53 we know that $v$ is strictly convex at 1 if and only if one of the two functions $\mathrm{v}_{r}(\varepsilon)=\mathrm{v}_{0}(1+\varepsilon)$ or $\mathrm{v}_{l}(\varepsilon)=\mathrm{v}_{0}(1-\varepsilon)$ is positive for every $\varepsilon>0$.

Solution to Problem 1.55: For $0<\alpha<1,0<x_{1}<x_{2}, x_{0}=\alpha x_{1}+(1-\alpha) x_{2}$,

$$
\begin{aligned}
& \mathrm{v}^{*}\left(x_{0}\right)=x_{0} \mathrm{v}\left(\frac{1}{x_{0}}\right)=x_{0} \mathrm{v}\left(\frac{\alpha x_{1}}{x_{0}} \frac{1}{x_{1}}+\frac{(1-\alpha) x_{2}}{x_{0}} \frac{1}{x_{2}}\right) \\
& \leq x_{0} \frac{\alpha x_{1}}{x_{0}} \mathrm{v}\left(\frac{1}{x_{1}}\right)+x_{0} \frac{(1-\alpha) x_{2}}{x_{0}} \mathrm{v}\left(\frac{1}{x_{2}}\right)=\alpha \mathrm{v}^{*}\left(x_{1}\right)+(1-\alpha) \mathrm{v}^{*}\left(x_{2}\right) .
\end{aligned}
$$

Solution to Problem 1.56: If $P_{1}=P_{1, a}+P_{1, s}=\widetilde{P}_{1, a}+\widetilde{P}_{1, s}$ are two decompositions that satisfy (1.65), then there are $P_{0}$-null sets $N$ and $\widetilde{N}$ such that $P_{1, s}(B \cap N)=$ $P_{1, s}(B)$ and $\widetilde{P}_{1, s}(B \cap \widetilde{N})=\widetilde{P}_{1, s}(B)$ for every $B \in A$. Set $N_{0}=N \cup \widetilde{N}$. Then $P_{1, s}\left(X \backslash N_{0}\right)=\widetilde{P}_{1, s}\left(X \backslash N_{0}\right)=0$ and $P_{1, a}\left(A \cap N_{0}\right)=\widetilde{P}_{1, a}\left(A \cap N_{0}\right)=0$ for every $A \in A$. Hence $P_{1, s}(B)=P_{1, s}\left(B \cap N_{0}\right)=\widetilde{P}_{1, s}\left(B \cap N_{0}\right)=\widetilde{P}_{1, s}(B)$, which implies $P_{1, a}=\widetilde{P}_{1, a} . \square$

Solution to Problem 1.61: By $\gamma_{v}=\gamma_{v_{0}}$ it is enough to consider the function $v_{0}$ in (1.62). The relation (1.61) and the monotone convergence theorem give

$$
\begin{aligned}
\lim _{y \rightarrow \infty} \frac{1}{y} \mathrm{v}_{0}(y) & =\lim _{y \rightarrow \infty} \int \frac{1}{y}(y-t) I_{(1, y]}(t) \gamma_{\mathrm{v}_{0}}(d t)=\gamma_{\mathrm{v}_{0}}((1, \infty)), \\
\lim _{x \downarrow 0} \mathrm{v}_{0}(x) & =\lim _{x \downarrow 0} \int(t-x) I_{(x, 1]}(t) \gamma_{\mathrm{v}_{0}}(d t)=\int t I_{(0,1]}(t) \gamma_{\mathrm{v}_{0}}(d t) .
\end{aligned}
$$

Solution to Problem 1.62: By the definition of $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ in (1.69)

$$
\begin{aligned}
\mathrm{I}_{\mathrm{w}}\left(P_{0}, P_{1}\right):= & \int \mathrm{w}\left(f_{0} / f_{1}\right) f_{1} I_{\left\{f_{0}>0, f_{1}>0\right\}} d \mu+\mathrm{w}(0) P_{1}\left(f_{0}=0\right) \\
& +\mathrm{w}^{*}(0) P_{0}\left(f_{1}=0\right) \\
= & \int \mathrm{v}\left(f_{0} / f_{1}\right) f_{1} I_{\left\{f_{0}>0, f_{1}>0\right\}} d \mu+\int a\left(f_{0} / f_{1}\right) f_{1} I_{\left\{f_{0}>0, f_{1}>0\right\}} d \mu \\
& +\int b f_{1} I_{\left\{f_{0}>0, f_{1}>0\right\}} d \mu+(\mathrm{v}(0)+b) P_{1}\left(f_{0}=0\right) \\
& +\left(\mathrm{v}^{*}(0)+a\right) P_{0}\left(f_{1}=0\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)+a+b
\end{aligned}
$$

so that $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)-\mathrm{v}(1)=\mathrm{I}_{\mathrm{w}}\left(P_{0}, P_{1}\right)-\mathrm{w}(1)$.

Solution to Problem 1.67: Use $\left(\pi f_{0}\right) \wedge\left((1-\pi) f_{1}\right) \leq f_{0}+f_{1}$ and Lebesgue's theorem.

Solution to Problem 1.72: Apply (1.88) with $\mathbf{v}(x)=(\sqrt{x}-1)^{2}$ and $\mathrm{v}(x)=|x-1|$.

## Solution to Problem 1.74:

$$
\begin{aligned}
& \int I_{C}(x, y) L(x)(\mathrm{K} \otimes Q)(d x, d y)=\int\left[\int I_{C}(x, y) L(x) \mathrm{K}(d y \mid x)\right] Q(d x) \\
& =\int\left[\int I_{C}(x, y) \mathrm{K}(d y \mid x)\right] P(d x)=(\mathrm{K} \otimes P)(C)
\end{aligned}
$$

Similarly, by the definition of the conditional expectation and $(\mathrm{K} \otimes Q) \circ S^{-1}=\mathrm{K} Q$,

$$
\begin{aligned}
& \int I_{B}(y) \mathrm{E}_{\mathrm{K} \otimes Q}(L \mid S=y)(\mathrm{K} Q)(d y)=\int I_{B}(S) \mathrm{E}_{\mathrm{K} \otimes Q}(L \mid S) d(\mathrm{~K} \otimes Q) \\
& =\int \mathrm{E}_{\mathrm{K} \otimes Q}\left(I_{B}(S) L \mid S\right) d(\mathrm{~K} \otimes Q)=\int I_{B}(S) L d(\mathrm{~K} \otimes Q) \\
& =\int\left[\int I_{B}(y) L(x) \mathrm{K}(d y \mid x)\right] Q(d x)=\int I_{B}(y)(\mathrm{K} P)(d y), \quad B \in \mathfrak{B}
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \int I_{B}(y) \mathrm{E}_{Q}(L \mid T=y)\left(Q \circ T^{-1}\right)(d y)=\mathrm{E}_{Q} I_{B}(T) \mathrm{E}_{Q}(L \mid T) \\
&=\mathrm{E}_{Q}\left(\mathrm{E}_{Q}\left(I_{B}(T) L \mid T\right)\right)=\int I_{B}(T) L d Q=\int I_{B}(t)\left(P \circ T^{-1}\right)(d t)
\end{aligned}
$$

Solution to Problem 1.79: The first equation in the first statement follows from Corollary 1.78 with $\mathrm{v}(x)=|x-1|$. It holds $\sum_{B \in \mathfrak{p}}\left(P_{0}(B)-P_{1}(B)\right)=0$ and $\sum_{B \in \mathfrak{p}}\left|P_{0}(B)-P_{1}(B)\right|=\sum_{B: P_{0}(B) \geq P_{1}(B)}\left(P_{0}(B)-P_{1}(B)\right)-\sum_{B: P_{0}(B)<P_{1}(B)}\left(P_{0}(B)-\right.$ $\left.P_{1}(B)\right)=2\left(P_{0}(A)-P_{1}(A)\right), A=\cup_{B: P_{0}(B) \geq P_{1}(B)} B$, which implies the second equality. The second statement follows from Corollary 1.78 using the convex function $-x^{s}, 0<s<1$.

Solution to Problem 1.80: Using (1.76) we get

$$
\left|\int h d P_{0}-\int h d P_{1}\right| \leq\left|\int\left(h f_{0}-h f_{1}\right) d \mu\right| \leq c \int\left|f_{0}-f_{1}\right| d \mu=c\left\|P_{0}-P_{1}\right\| .
$$

The stated equality follows with $h_{0}=I_{A}-I_{\bar{A}}$ where $A=\left\{f_{0}>f_{1}\right\}$.
Now let $\mathcal{X}$ be a metric space. Without loss of generality we may assume that $\mu$ in (1.76) is a probability measure. It follows from Theorem 7.1.3 in Dudley (2002) that $\mu(B)=\sup \{\mu(F): F \subseteq B, F$ closed $\}$. Hence there is a sequence of closed sets $F_{1} \subseteq F_{2} \subseteq \cdots \subseteq A$ such that $\mu\left(A \backslash F_{n}\right) \rightarrow 0 . P_{i} \ll \mu$ implies that for every $\varepsilon>0$ there is some $n_{0}$ with $\left|P_{i}(A)-P_{i}\left(F_{n_{0}}\right)\right|<\varepsilon / 4$. Let $\rho$ be the metric of $\mathcal{X}$ and $\rho(x, F)=\inf \{\rho(x, y): y \in F\}$. Set $\varphi(t)=1$ if $t \leq 0, \varphi(t)=1-t$ if $0 \leq t \leq 1$, and $\varphi(t)=0$ if $t \geq 1$. Put $h_{m, n}(x)=\varphi\left(m \rho\left(x, F_{n}\right)\right)$. Then $0 \leq h_{m, n}(x) \leq 1$ is continuous and $h_{m, n_{0}}(x) \downarrow I_{F_{n_{0}}}(x)$ for every $x$. Hence $\left|\int h_{m_{0}, n_{0}} d P_{i}-P_{i}\left(F_{n_{0}}\right)\right|<\varepsilon / 4$ for some $m_{0}$. Put $h=2 h_{m_{0}, n_{0}}-1$. Then $|h| \leq 1$, and with $\left\|P_{0}-P_{1}\right\|=2\left(P_{0}(A)-P_{1}(A)\right)$ we get

$$
\begin{aligned}
& \left|\left\|P_{0}-P_{1}\right\|-\left(\int h d P_{0}-\int h d P_{1}\right)\right| \\
& \leq\left|\int\left(2 I_{A}-1-h\right) d P_{0}\right|+\left|\int\left(2 I_{A}-1-h\right) d P_{1}\right|<2 \varepsilon
\end{aligned}
$$

and $\left\|P_{0}-P_{1}\right\| \leq\left|\int h d P_{0}-\int h d P_{1}\right|+2 \varepsilon$.
Solution to Problem 1.81: The statements (1.107) and (1.108) follow from (1.105), (1.106), $L_{0,1}=\left(f_{1} / f_{0}\right) I_{\left\{f_{0}>0\right\}}+\infty I_{\left\{f_{0}=0, f_{1}>0\right\}}, L_{1}=2 f_{1} /\left(f_{0}+f_{1}\right)$, and $L_{0}=2-L_{1}$. (1.109) follows from (1.105) and Hölder's inequality as $\mathrm{H}_{s_{2}}\left(P_{0}, P_{1}\right)=$ $\int\left(f_{1} / f_{0}\right)^{1-s_{2}} d P_{0} \leq\left(\int\left(f_{1} / f_{0}\right)^{1-s_{1}} d P_{0}\right)^{\left(1-s_{2}\right) /\left(1-s_{1}\right)}$. (1.110) follows directly from the definitions of the terms that are involved. (1.111) follows from $s f_{0}+(1-s) f_{1}-$ $f_{0}^{s} f_{1}^{1-s} \geq 0,0<s<1$, with equality to 1 if and only if $f_{0}=f_{1}$. Moreover, $P_{0}\left(f_{0}>0\right)=1$ implies that $\mathrm{H}_{s}\left(P_{0}, P_{1}\right)=0$ holds if and only if $P_{0}\left(f_{1}>0\right)=0$, which is equivalent to the singularity of $P_{0}$ and $P_{1}$. This gives (1.112). The proof of (1.113) is similar to that of (1.109). The last statement follows from (1.106).

Solution to Problem 1.82: $f_{0}^{s} f_{1}^{1-s} \leq s f_{0}+(1-s) f_{1} \leq f_{0}+f_{1}$ and Lebesgue's theorem yield $\lim _{s \downarrow 0} \mathrm{H}_{s}\left(P_{0}, P_{1}\right)=\lim _{s \downarrow 0} \int f_{0}^{s} f_{1}^{1-s} d \mu=P_{1}\left(f_{0}>0\right)=P_{1}\left(L_{0,1}<\infty\right)$, which is one if and only if $P_{1} \ll P_{0}$.

Solution to Problem 1.83: It holds

$$
\mathrm{H}_{s+i t}\left(P_{0}, P_{1}\right)=\int\left(\frac{f_{0}}{f_{1}}\right)^{s+i t} d P_{1}
$$

To complete the proof we have only to apply Lemma 1.16.
Solution to Problem 1.86: Dominate $P_{i}, Q_{i}$ by the probability measure $\mu_{i}, i=$ $1, \ldots, n$; use

$$
\frac{d\left(\bigotimes_{i=1}^{n} P_{i}\right)}{d\left(\bigotimes_{i=1}^{n} \mu_{i}\right)}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} \frac{d P_{i}}{d \mu_{i}}\left(x_{i}\right), \quad \bigotimes_{i=1}^{n} \mu_{i} \text {-a.s. }
$$

and a similar statement for $\bigotimes_{i=1}^{n} Q_{i}$. Then Fubini's theorem (see Theorem A.26) gives the first statement. Denote by $\mathfrak{G}_{n}$ the $\sigma$-algebra generated by the first $n$ coordinates. Let $P^{\mathfrak{G}_{n}}, Q^{\mathfrak{G}_{n}}$, and $\mu^{\mathfrak{G}_{n}}$ be the restrictions of $P, Q$, and $\mu$, respectively, to $\mathfrak{G}_{n}$. Then

$$
\frac{d P^{\mathfrak{G}_{n}}}{d \mu^{\mathfrak{G}_{n}}}\left(x_{1}, x_{2}, \ldots\right)=\prod_{i=1}^{n} \frac{d P_{i}}{d \mu_{i}}\left(x_{i}\right),
$$

and a similar statement holds for $Q^{\mathfrak{G}_{n}}$. This gives

$$
\mathrm{H}_{s}\left(P^{\mathfrak{G}_{n}}, Q^{\mathfrak{G}_{n}}\right)=\mathrm{H}_{s}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right)=\prod_{i=1}^{n} \mathrm{H}_{s}\left(P_{i}, Q_{i}\right) .
$$

An application of Theorem 1.77 completes the proof. To establish (1.118) we employ (1.110) to get

$$
2\left[1-\mathrm{H}_{1 / 2}\left(P_{0}, P_{1}\right)\right]=\mathrm{D}^{2}\left(P_{0}, P_{1}\right) \quad \text { and } \quad \mathrm{H}_{1 / 2}\left(P_{0}, P_{1}\right)=1-(1 / 2) \mathrm{D}^{2}\left(P_{0}, P_{1}\right) .
$$

Hence by the first statement,

$$
\mathrm{D}^{2}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right)=2\left[1-\prod_{i=1}^{n}\left(1-(1 / 2) \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)\right)\right] \leq \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right),
$$

by the well-known inequality $\left|1-\prod_{i=1}^{n}\left(1-a_{i}\right)\right| \leq \sum_{i=1}^{n} a_{i}, 0 \leq a_{i} \leq 1$.
Solution to Problem 1.99: As $\mathrm{K}(\cdot \mid u)=\mathcal{L}(V \mid U=u)$ and $\mathrm{L}(\cdot \mid v)=\mathcal{L}(W \mid V=v)$,

$$
\begin{equation*}
\mathbb{P}(W \in d w, V \in d v, U \in d u)=\mathrm{L}(d w \mid v) \mathrm{K}(d v \mid u) P_{U}(d u) \tag{1.141}
\end{equation*}
$$

If the stochastic kernel J is defined by $P_{U}(d u) \mathrm{K}(d v \mid u)=\mathrm{J}(d u \mid v) P_{V}(d v)$, then

$$
\mathbb{P}(U \in d u, V \in d v, W \in d w)=\mathrm{J}(d u \mid v) \mathrm{L}(d w \mid v) P_{V}(d v)
$$

which is the stated conditional independence. Conversely, if the last equation holds, then we introduce the kernel K by the requirement $P_{U}(d u) \mathrm{K}(d v \mid u)=\mathrm{J}(d u \mid v) P_{V}(d v)$, which implies the Markov property (1.141). As the condition of conditional independence of $U$ and $W$, given $V$, is symmetric in $U$ and $W$ the sequence $W, V, U$ is also a Markov chain.

Solution to Problem 1.105: The condition (1.130) and the chain rule (see Proposition A.28) imply $L_{\theta_{0}}(u)=f_{\theta_{0}+u} f_{\theta_{0}}^{-1}$ so that

$$
\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}}^{1 / 2}(u)-1-\frac{1}{2}\left\langle u, \dot{L}_{\theta_{0}}\right\rangle\right)^{2}=\int\left(f_{\theta_{0}+u}^{1 / 2}-f_{\theta_{0}}^{1 / 2}-\frac{1}{2}\left\langle u, \dot{f}_{\theta_{0}}\right\rangle\right)^{2} d \mu=o\left(\|u\|^{2}\right) .
$$

Solution to Problem 1.107: We get from (1.107) that

$$
1-\mathrm{H}_{1-s}\left(P_{\theta_{0}}, P_{\theta_{0}+u}\right)=1-\mathrm{E}_{\theta_{0}} L_{\theta_{0}}^{s}(u)=\mathrm{E}_{\theta_{0}}\left(1-s+s L_{\theta_{0}}(u)-L_{\theta_{0}}^{s}(u)\right)
$$

$\psi(x)=\left(1-s+s x-x^{s}\right)\left(1-1 / 2+(1 / 2) x-x^{1 / 2}\right)^{-1}$ is bounded on $0 \leq x<\infty$, say by $C$. Let $u_{n} \rightarrow 0$ be a sequence which we may assume to be of the form $u_{n}=\varepsilon_{n} h_{n}$, where $h_{n} \rightarrow h$ and $\left\|h_{n}\right\|=1$. Put $T_{n}=: \varepsilon_{n}^{-2}\left(1 / 2+1 / 2 L_{\theta_{0}}\left(u_{n}\right)-L_{\theta_{0}}^{1 / 2}\left(u_{n}\right)\right)$. Then $E_{\theta_{0}} T_{n}=\varepsilon_{n}^{-2}\left(1-H_{1 / 2}\left(P_{\theta_{0}}, P_{\theta_{0}+u_{n}}\right)\right) \rightarrow \frac{1}{8} h^{T} I\left(\theta_{0}\right) h^{T}$ by (1.134). It holds $T_{n}=$ $\frac{1}{2}\left(\varepsilon_{n}^{-1}\left(L_{\theta_{0}}^{1 / 2}\left(u_{n}\right)-1\right)\right)^{2}$ and $T_{n} \rightarrow{ }^{P_{\theta_{0}}} \frac{1}{8}\left(h^{T} \dot{L}_{\theta_{0}}\right)^{2}$. As $E_{\theta_{0}} \frac{1}{8}\left(h^{T} \dot{L}_{\theta_{0}}\right)^{2}=\frac{1}{8} h^{T} I\left(\theta_{0}\right) h^{T}$ we
get from the Theorem of Vitali (see Theorem A.21) that $T_{n}$ is uniformly integrable. Then by $0 \leq \varepsilon_{n}^{-2}\left(1-s+s L_{\theta_{0}}\left(u_{n}\right)-L_{\theta_{0}}^{s}\left(u_{n}\right)\right) \leq C T_{n}$ the sequence $\varepsilon_{n}^{-2}(1-s+$ $\left.s L_{\theta_{0}}\left(u_{n}\right)-L_{\theta_{0}}^{s}\left(u_{n}\right)\right)$ is also uniformly integrable and the statement follows from $\varepsilon_{n}^{-2}\left(1-s+s L_{\theta_{0}}\left(u_{n}\right)-L_{\theta_{0}}^{s}\left(u_{n}\right)\right) \rightarrow^{P_{\theta_{0}}} \frac{1}{2} s(1-s)\left(h^{T} \dot{L}_{\theta_{0}}\right)^{2}$.

Solution to Problem 1.108: Set $\mathrm{v}_{0}(x)=\mathrm{v}(x)-\mathrm{v}(1)-\mathrm{v}^{\prime}(1)(x-1)$. Then $\mathrm{v}(0)+$ $\mathrm{v}^{*}(\infty)<\infty$ implies that $\psi(x)=\mathrm{v}_{0}(x)(\sqrt{x}-1)^{-2}$ is bounded and $\lim _{x \rightarrow 1} \psi(x)=$ $4 \mathrm{v}^{\prime \prime}(1)$. The rest is similar to the previous proof.

Solution to Problem 1.109: It holds

$$
\left|X Y_{n}\right| I_{[N, \infty)}\left(\left|X Y_{n}\right|\right) \leq\left|X Y_{n}\right| I_{[\sqrt{N}, \infty)}(|X|)+\left|X Y_{n}\right| I_{[\sqrt{N}, \infty)}\left(\left|Y_{n}\right|\right),
$$

and thus

$$
\begin{aligned}
& \mathbb{E}\left|X Y_{n}\right| I_{[N, \infty)}\left(\left|X Y_{n}\right|\right) \\
\leq & \sup _{n}\left[\mathbb{E} Y_{n}^{2}\right]^{1 / 2}\left(\left[\mathbb{E} X^{2} I_{[\sqrt{N}, \infty)}(|X|)\right]^{1 / 2}+\left[\mathbb{E} X^{2} I_{[\sqrt{N}, \infty)}\left(\left|Y_{n}\right|\right)\right]^{1 / 2}\right) .
\end{aligned}
$$

As $\mathbb{E} I_{[\sqrt{N}, \infty)}\left(\left|Y_{n}\right|\right) \leq N^{-1} \sup _{n} \mathbb{E} Y_{n}^{2}$ we get for every sequence $N_{n} \rightarrow \infty$ that $I_{\left[\sqrt{N_{n}}, \infty\right)}\left(\left|Y_{n}\right|\right) \rightarrow \mathbb{P}^{\mathbb{P}} 0$ and $\left.\mathbb{E} X^{2} I_{\left[\sqrt{N_{n}}\right.}, \infty\right)\left(\left|Y_{n}\right|\right) \rightarrow 0$ by Lebesgue's theorem, which also implies $\mathbb{E} X^{2} I_{\left[\sqrt{N_{n}}, \infty\right)}(|X|) \rightarrow 0$. Hence $X Y_{n}, n=1,2, \ldots$ is uniformly integrable. As

$$
\mathbb{E}\left|X Y_{n}-X_{n} Y_{n}\right| \leq\left[\mathbb{E}\left(X-X_{n}\right)^{2}\right]^{1 / 2} \sup _{n}\left[\mathbb{E} Y_{n}^{2}\right]^{1 / 2} \rightarrow 0
$$

the uniform integrability follows from Vitali's theorem, A.21.
Solution to Problem 1.113: It is enough to consider the case $n=2$. The general case follows by mathematical induction. If $u$ is sufficiently small, then by the definition of $\mathbb{L}_{2}$-differentiability $P_{i, \theta_{0}+u} \ll P_{i, \theta_{0}}$, and the likelihood in the product model is $L_{\otimes 2, \theta_{0}}(u)\left(x_{1}, x_{2}\right)=L_{1, \theta_{0}}(u)\left(x_{1}\right) L_{2, \theta_{0}}(u)\left(x_{2}\right)$, where

$$
L_{i, \theta_{0}}(u)\left(x_{i}\right)=\frac{d P_{i, \theta_{0}+u}}{d P_{i, \theta_{0}}}\left(x_{i}\right) .
$$

The $\mathbb{L}_{2}$-differentiability implies $L_{i, \theta_{0}}(u)-1=o_{P_{i, \theta_{0}}}(1)$. The decomposition

$$
L_{\otimes 2, \theta_{0}}(u)-1=\left(L_{1, \theta_{0}}(u)-1\right) L_{2, \theta_{0}}(u)+\left(L_{2, \theta_{0}}(u)-1\right)
$$

shows that the first condition in Lemma 1.106 is satisfied. The second condition to be proved for $L_{\otimes 2, \theta_{0}}(u)$ follows from the corresponding condition for $L_{i, \theta_{0}}(u)$ and the relations (1.78) and Problem 1.86.

Solution to Problem 1.116: Denote by $\rho_{\mathcal{S}}$ and $\rho_{\mathcal{T}}$ the metric in $\mathcal{S}$ and $\mathcal{T}$, respectively, and let $D$ be a dense and at most countable subset of $\mathcal{S}$. Denote by $\rho_{\mathcal{T}}(t, C)=\inf \left\{\rho_{\mathcal{T}}(t, s), s \in C\right\}$ the distance of the point $t$ to the set $C$. As the closed subsets $C$ of $\mathcal{T}$ generate the $\sigma$-algebra $\mathfrak{T}$ it suffices to show that $\{(s, x): \psi(s, x) \in C\} \in \mathfrak{S} \otimes \mathfrak{A}$ for every closed subset $C$. But this follows from

$$
\begin{aligned}
\{(s, x) & : \psi(s, x) \in C\} \\
& =\bigcap_{n=1}^{\infty} \bigcup_{u \in D}\left(\left\{s: \rho_{\mathcal{S}}(s, u) \leq \frac{1}{n}\right\} \times\left\{(u, x): \rho_{\mathcal{T}}(\psi(u, x), C) \leq \frac{1}{n}\right\}\right) .
\end{aligned}
$$

## Tests in Models with Monotonicity Properties

### 2.1 Stochastic Ordering and Monotone Likelihood Ratio

In this section we deal with problems where it is useful to extend the real line to $\overline{\mathbb{R}}=\mathbb{R} \cup\{\infty\} \cup\{-\infty\}$ and to admit the random variables to take values in $\overline{\mathbb{R}}$. If we equip $\overline{\mathbb{R}}$ with the metric $\bar{\rho}$ in Remark A.1, then $(\overline{\mathbb{R}}, \bar{\rho})$ becomes a compact metric space. By $\overline{\mathfrak{B}}$ we denote the $\sigma$-algebra of Borel sets and random variables with values in $\overline{\mathbb{R}}$ are $\mathfrak{F}$ - $\overline{\mathfrak{B}}$ measurable mappings. We denote by $\mathcal{P}(\overline{\mathfrak{B}})$ the set of all distributions on $(\overline{\mathbb{R}}, \overline{\mathfrak{B}})$, whereas $\mathcal{P}(\mathfrak{B})$ is the set of all distributions on $(\mathbb{R}, \mathfrak{B})$. The distributions $P \in \mathcal{P}(\mathfrak{B})$ can be identified with the distributions $Q$ from $\mathcal{P}(\overline{\mathfrak{B}})$ with $Q(\{\infty\} \cup\{-\infty\})=0$.

Now we introduce and study a semiorder, called stochastic ordering, in the space of distributions $\mathcal{P}(\overline{\mathfrak{B}})$. This ordering is used frequently in probability theory and statistical analysis. In particular it proves useful for the construction of level $\alpha$ tests for one-sided and two-sided testing problems and the study of their power functions. Although the concept of stochastic ordering is too weak to establish optimality, it leads to optimal level $\alpha$ tests whenever such tests exist. An important tool for the construction of level $\alpha$ tests is the quantile function of a distribution on $(\mathbb{R}, \mathfrak{B})$.

Definition 2.1. Let $F$ be the c.d.f. of a distribution $Q \in \mathcal{P}(\mathfrak{B})$; that is, $F(t)=Q((-\infty, t]), t \in \mathbb{R}$. The quantile function of $Q$, or generalized inverse of $F$, is defined by

$$
\begin{align*}
F^{-1}(u) & =\inf \{x: F(x) \geq u\}, \quad u \in(0,1], \quad \text { and }  \tag{2.1}\\
F^{-1}(0) & =\sup \{x: F(x)=0\} .
\end{align*}
$$

For $u \in[0,1]$ the point $c_{u}=F^{-1}(u)$ in $\mathbb{R}$ is called the $u$-quantile of $F$ or the (100u) th percentile of $F$.

Problem 2.2. Show that for every c.d.f. $F$ the following hold.

$$
\begin{aligned}
& F(x) \geq y \quad \text { iff } \quad x \geq F^{-1}(y), \quad x \in \mathbb{R}, y \in[0,1] \\
& F\left(F^{-1}(y)-0\right) \leq y \leq F\left(F^{-1}(y)\right), \quad y \in[0,1] \\
& F^{-1}(F(x)) \leq x \leq F^{-1}(F(x)+0), \quad x \in\{t: F(t)>0, t \in \mathbb{R}\}
\end{aligned}
$$

Here we have used the notation $F(x-0)=\lim _{\varepsilon \downarrow 0} F(x-\varepsilon)$ and $F^{-1}(y+0)=$ $\lim _{\varepsilon \downarrow 0} F^{-1}(y+\varepsilon)$.

Problem 2.3.* Let $F$ be the c.d.f. of a distribution on ( $\mathbb{R}, \mathfrak{B}$ ), and let $U$ be a random variable that has a uniform distribution on $[0,1]$. Then $F^{-1}(U)$ has the c.d.f. $F$. On the other hand, if a random variable $X$ with values in $\mathbb{R}$ has a c.d.f. $F: \mathbb{R} \rightarrow[0,1]$ that is continuous, then $F(X)$ has a uniform distribution on $[0,1]$.

Now we introduce the stochastic semiorder of distributions on $(\overline{\mathbb{R}}, \overline{\mathfrak{B}})$.
Definition 2.4. For two distributions $Q_{1}, Q_{2} \in \mathcal{P}(\overline{\mathfrak{B}})$ on $\overline{\mathbb{R}}$ with c.d.f.s $F_{i}(t)=Q_{i}([-\infty, t]), t \in \mathbb{R}, i=1,2$, we call $Q_{1}$ stochastically not larger than $Q_{2}$, denoted by $Q_{1} \preceq Q_{2}$, if

$$
F_{1}(t) \geq F_{2}(t), \quad t \in \mathbb{R}
$$

A family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ on $(\overline{\mathbb{R}}, \overline{\mathfrak{B}})$ with $\Delta \subseteq \mathbb{R}$ is called stochastically nondecreasing if for every $\theta_{1}, \theta_{2} \in \Delta$ with $\theta_{1}<\theta_{2}$ it holds $P_{\theta_{1}} \preceq P_{\theta_{2}}$.

The relation $\preceq$ is obviously a semiorder in $\mathcal{P}(\overline{\mathfrak{B}})$ and is called the stochastic semiorder. This semiorder, restricted to $\mathcal{P}(\mathfrak{B})$, implies the pointwise semiorder for the quantile functions that were introduced in Definition 2.1.

Proposition 2.5. Let $Q_{1}, Q_{2} \in \mathcal{P}(\mathfrak{B})$ with c.d.f.s $F_{1}, F_{2}$, respectively. If $Q_{1} \preceq Q_{2}$, then

$$
F_{1}^{-1}(\alpha) \leq F_{2}^{-1}(\alpha), \quad 0 \leq \alpha \leq 1
$$

Proof. If $Q_{1} \preceq Q_{2}$, then $\left\{t: F_{1}(t) \geq \alpha\right\} \supseteq\left\{t: F_{2}(t) \geq \alpha\right\}$, which gives the statement.

If $X_{1}$ and $X_{2}$ are random variables with $X_{1} \leq X_{2}, \mathbb{P}$-a.s., then obviously $\mathcal{L}\left(X_{1}\right) \preceq \mathcal{L}\left(X_{2}\right)$. On the other hand, it proves useful that for two distributions their comparison via $\preceq$ can be reduced to the pointwise comparison of random variables. This is the content of the next statement.

Proposition 2.6. For $Q_{1}, Q_{2} \in \mathcal{P}(\mathfrak{B})$ it holds $Q_{1} \preceq Q_{2}$ if and only if there are random variables $X_{1}$ and $X_{2}$ with

$$
\mathcal{L}\left(X_{i}\right)=Q_{i}, \quad i=1,2, \quad \text { and } \quad X_{1} \leq X_{2}, \quad \mathbb{P} \text {-a.s. }
$$

Proof. The statement that $X_{1} \leq X_{2}, \mathbb{P}$-a.s., implies $Q_{1} \preceq Q_{2}$ is trivial. Conversely, let $Q_{1} \preceq Q_{2}$ with c.d.f.s $F_{1}, F_{2}$, respectively. For some $U$ that is uniformly distributed on $[0,1]$, set $X_{i}=F_{i}^{-1}(U), i=1,2$. By Proposition 2.5 we have $F_{1}^{-1}(U) \leq F_{2}^{-1}(U)$. Finally, by Problem $2.3, \mathcal{L}\left(F_{i}^{-1}(U)\right)=Q_{i}$, $i=1,2$.

The stochastic semiorder can be characterized by a corresponding relation for expectations.

Proposition 2.7. Suppose $X_{1}, X_{2}$ are random variables with values in $\overline{\mathbb{R}}$ and

$$
\begin{equation*}
\mathcal{L}\left(X_{1}\right) \preceq \mathcal{L}\left(X_{2}\right) . \tag{2.2}
\end{equation*}
$$

If $\phi: \overline{\mathbb{R}} \rightarrow \mathbb{R}$ is a nondecreasing function with $\mathbb{E}\left|\phi\left(X_{i}\right)\right|<\infty, i=1,2$, then

$$
\begin{equation*}
\mathbb{E} \phi\left(X_{1}\right) \leq \mathbb{E} \phi\left(X_{2}\right) \tag{2.3}
\end{equation*}
$$

Conversely, if (2.3) holds for every nonnegative, bounded, and nondecreasing function $\phi: \overline{\mathbb{R}} \rightarrow \mathbb{R}$, then the relation (2.2) holds.

Proof. If $X_{1}$ and $X_{2}$ are random variables with values in $\mathbb{R}$, then the first statement follows from Proposition 2.6. The extension to the case where $X_{1}$ or $X_{2}$ may also assume the values $-\infty$ and $\infty$ is straightforward. The converse statement of the proposition is obtained by choosing $\phi=I_{(t, \infty]}, t \in \overline{\mathbb{R}}$.

To illustrate the stochastic semiorder in $\mathcal{P}(\mathfrak{B})$ we give some examples.
Example 2.8. Let $X$ be a random variable with c.d.f. $F$. For any $\theta \in \mathbb{R}$ the c.d.f. of $X+\theta$ is $F(\cdot-\theta)$. Thus, $(\mathcal{L}(X+\theta))_{\theta \in \mathbb{R}}$ is stochastically nondecreasing.
Problem 2.9. Let $F$ be any c.d.f. and denote by $Q_{\alpha}, \alpha>0$, the distribution that has the c.d.f. $F_{\alpha}=1-(1-F)^{\alpha}$. Then $Q_{\alpha}$ is stochastically nonincreasing for $\alpha>0$.

An important fact is that the distribution of likelihood ratio $L_{0,1}$ is under $P_{1}$ stochastically not smaller than under $P_{0}$. Somewhat more can be stated.

Theorem 2.10. If for the binary model $\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$ the likelihood ratio is of the form $L_{0,1}=h(T)$, where $T: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}$ and $h: \overline{\mathbb{R}} \rightarrow_{m} \overline{\mathbb{R}}$ is nondecreasing, then $\mathcal{L}\left(T \mid P_{0}\right) \preceq \mathcal{L}\left(T \mid P_{1}\right)$.

Proof. By the definition of the likelihood ratio $L_{0,1}$ (see Definition 1.57),

$$
\int g d P_{1}=\int g L_{0,1} d P_{0}+\int g I_{\{\infty\}}\left(L_{0,1}\right) d P_{1}
$$

holds for every $g: \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}$. Let $\varphi: \overline{\mathbb{R}} \rightarrow \mathbb{R}$ be any nonnegative, bounded, and nondecreasing function. Put $A_{0}=\{t: h(t)<1\}$ and $A_{1}=\{t: h(t)>1\}$. As $h$ is nondecreasing the sets $A_{i}$ are some intervals, open or closed, and we have $a_{0}:=\sup _{t \in A_{0}} \varphi(t) \leq \inf _{t \in A_{1}} \varphi(t)=: a_{1}$. Hence,

$$
\begin{aligned}
& \int \varphi(T) d P_{1}-\int \varphi(T) d P_{0} \\
& =\int I_{A_{0} \cup A_{1}}(T) \varphi(T)\left(L_{0,1}-1\right) d P_{0}+\int \varphi(T) I_{\{\infty\}}\left(L_{0,1}\right) d P_{1} \\
& \geq a_{0} \int I_{A_{0}}(T)\left(L_{0,1}-1\right) d P_{0}+a_{1} \int I_{A_{1}}(T)\left(L_{0,1}-1\right) d P_{0} \\
& \quad+a_{1} \int I_{\{\infty\}}\left(L_{0,1}\right) d P_{1} \geq a_{0} \int\left(L_{0,1}-1\right) d P_{0}+a_{0} \int I_{\{\infty\}}\left(L_{0,1}\right) d P_{1}=0 .
\end{aligned}
$$

Now we study families of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ for which the likelihood ratio $L_{\theta_{0}, \theta_{1}}$ of $P_{\theta_{1}}$ with respect to $P_{\theta_{0}}, \theta_{0}, \theta_{1} \in \Delta$, has a special structure.

Definition 2.11. A model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ with $\Delta \subseteq \mathbb{R}$ is said to have a nondecreasing (increasing) likelihood ratio in the statistic $T: \mathcal{X} \rightarrow_{m} \mathbb{R}$ if for every $\theta_{0}, \theta_{1} \in \Delta$ with $\theta_{0}<\theta_{1}$ there is a nondecreasing (increasing) function $h_{\theta_{0}, \theta_{1}}: \mathbb{R} \rightarrow_{m} \overline{\mathbb{R}}_{+}$such that $L_{\theta_{0}, \theta_{1}}=h_{\theta_{0}, \theta_{1}}(T),\left\{P_{\theta_{0}}, P_{\theta_{1}}\right\}$-a.s. We also say in short that $\left(P_{\theta}\right)_{\theta \in \Delta}$ has (strict) MLR, i.e., (strict) monotone likelihood ratio, in $T$.

Many of the families that are used in statistics have a nondecreasing likelihood ratio. Some examples follow below.

Example 2.12. Let $\mathbf{U}(0, \theta), \theta \geq 0$, be the uniform distribution on $[0, \theta]$ with density $\mathrm{u}_{0, \theta}(x)=(1 / \theta) I_{[0, \theta]}(x)$. Assume that $X_{1}, \ldots, X_{n}$ are i.i.d. with distribution $\mathrm{U}(0, \theta)$. Then the distribution $\mathrm{U}(0, \theta)^{\otimes n}$ of $\left(X_{1}, \ldots, X_{n}\right)$ has the Lebesgue density $g_{\theta}(M)=\theta^{-n} I_{[0, \theta]}(M)$, where $M\left(x_{1}, \ldots, x_{n}\right)=\max \left(x_{1}, \ldots, x_{n}\right)$. For $0<\theta_{0}<\theta_{1}<\infty$ the likelihood ratio is

$$
L_{\theta_{0}, \theta_{1}}=\left(\theta_{0} / \theta_{1}\right)^{n} I_{\left[0, \theta_{0}\right]}(M)+\infty I_{\left(\theta_{0}, \theta_{1}\right]}(M),
$$

which is a nondecreasing function of $M,\left\{\mathbf{U}\left(0, \theta_{0}\right)^{\otimes n}, \mathbf{U}\left(0, \theta_{1}\right)^{\otimes n}\right\}$-a.s. Thus the family $\left(\mathrm{U}(0, \theta)^{\otimes n}\right)_{\theta>0}$ has MLR in $M$.

Example 2.13. Consider the one-parameter exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ from (1.5). The natural parameter set $\Delta$ is an interval and the likelihood ratio is

$$
L_{\theta_{0}, \theta_{1}}=\exp \left\{\left(\theta_{1}-\theta_{0}\right) T-K\left(\theta_{1}\right)+K\left(\theta_{0}\right)\right\},
$$

which for $\theta_{0}<\theta_{1}, \theta_{0}, \theta_{1} \in \Delta$, is obviously an increasing function of $T$. Thus the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ has strict MLR in $T$. Moreover, if $\Lambda$ is an interval and $\kappa: \Lambda \rightarrow \Delta$ is a nondecreasing (increasing) function, then the family $\left(P_{\kappa(\eta)}\right)_{\eta \in \Lambda}$ has (strict) MLR in $T$.

To study the structure of special location models that have the MLR property we need the concepts of unimodality and strong unimodality of a distribution. Furthermore we need the concepts of convexity and subconvexity. Convex functions of one variable have been introduced and studied already in Section 1.3. Let $C \subseteq \mathbb{R}^{d}$ be a convex set. A function $g: C \rightarrow \mathbb{R}$ is called convex if

$$
g(\alpha x+(1-\alpha) y) \leq \alpha g(x)+(1-\alpha) g(y), \quad x, y \in C, 0 \leq \alpha \leq 1
$$

$g$ is called concave if $-g$ is convex. A function $g: C \rightarrow \mathbb{R}$ is called subconvex if $\{t: g(t) \leq a, t \in C\}$ is a convex subset of $\mathbb{R}^{d}$ for every $a$. It is clear that every convex function is subconvex.

Problem 2.14. If $g: O \rightarrow \mathbb{R}$ is subconvex and $h: \mathbb{R} \rightarrow \mathbb{R}$ is nondecreasing, then $h(g)$ is again subconvex.

Problem 2.15.* If $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is subconvex and $g(x) \geq g\left(x_{0}\right)$ for every $x \in \mathbb{R}^{d}$, then the function $s \mapsto g\left(x_{0}+s\left(x-x_{0}\right)\right)$ is nondecreasing on $[0, \infty)$ for every $x \in \mathbb{R}^{d}$.

Definition 2.16. A distribution $P \in \mathcal{P}(\mathfrak{B})$ is called unimodal at mode $m$ if $F(t)=P((-\infty, t]), t \in \mathbb{R}$, is convex in $(-\infty, m)$ and concave in $(m, \infty) . P$ is called strongly unimodal if $P \ll \boldsymbol{\lambda}$ and there is a $\boldsymbol{\lambda}$-density $f$ and an open interval $(a, b)$, finite or infinite, such that $f(t)=0$ for $t \notin(a, b), f(t)>0$ for $t \in(a, b)$, and $g=-\ln f$ is convex in $(a, b)$. Then we also say that $P$ is log-concave.

Next we characterize unimodal distributions.
Proposition 2.17. A distribution $Q$ is unimodal if and only if $Q=\alpha \boldsymbol{\delta}_{m}+$ $(1-\alpha) P, 0 \leq \alpha \leq 1$, where $P \ll \boldsymbol{\lambda}$ and there is a $\boldsymbol{\lambda}$-density $f$ of $P$ which is nondecreasing for $t<m$ and nonincreasing for $t>m$.

Proof. Consider the representation $Q=\alpha \boldsymbol{\delta}_{m}+(1-\alpha) P$ with $P(\{m\})=0$, which is valid regardless of $Q$ being unimodal or not. As the c.d.f. of $\boldsymbol{\delta}_{m}$ is constant for $t<m$ and $t>m$ we see that $Q$ is unimodal if and only if $P$ is unimodal. It suffices to consider the case $t<m$. If $P$ is unimodal, then the c.d.f. $F$ of $P$ is convex, has in view of Problem 1.50 a nondecreasing derivative from the right, and (1.58) yields

$$
F(b)-F(a)=\int_{a}^{b} D^{+} F(s) d s, \quad a<t<b<m .
$$

Hence $f:=D^{+} F$ is a version of the density and is nondecreasing for $t<m$. Conversely, if there exists a version $f$ of the density that is nondecreasing for $t<m$, then by

$$
F(b)-F(a)=\int_{a}^{b} f(s) d s, \quad a<b<m
$$

and Problem 1.51 the function $F$ is convex for $t<m$.
Next we establish properties of strongly unimodal distributions.
Proposition 2.18. If $P$ is a strongly unimodal distribution with Lebesgue density $f$, then $\lim _{x \rightarrow \pm \infty} f(x)=0$, there is some $m \in \mathbb{R}$ such that $f(x) \leq$ $f(m)$, and $P$ is unimodal with mode $m$.

Proof. If $g$ is convex, then $D^{+} g$ is nondecreasing and it follows from (1.58) that there are $x_{0}<x_{1}$ such that $g$ is monotone for $x<x_{0}$ and $x>$ $x_{1}$. Hence $f=\exp \{-g\}$ is also monotone in this area. From $\int f d x=1$ we get the first statement. This statement implies for the convex function $g$ that $\lim _{x \rightarrow \pm \infty} g(x)=\infty$. As $g$ is continuous we get that there is at least one minimum point, say $m$. Hence $f(x) \leq f(m)$. The convex function $g$ is subconvex. Hence $-f=-\exp \{-g\}$ is again subconvex; see Problem 2.14. It remains to apply Problem 2.15 to the function $-f$.

There is an important characterization of the strong unimodality which is due to Ibragimov (1956). For the definition of the generalized inverse of a c.d.f. that is used below we refer to Definition 2.1.

Proposition 2.19. A distribution $P$ with Lebesgue density $f$ that is lower semicontinuous and satisfies $f(x)=0$ on the complement of $\left(F^{-1}(0), F^{-1}(1)\right)$ is strictly unimodal if and only if the distribution $P * Q$ is unimodal for every unimodal distribution $Q$.

Examples of strongly unimodal distributions are the Laplace distribution with Lebesgue density $\operatorname{lp}(t)$, and the logistic distribution with Lebesgue density lo $(t)$, where

$$
\operatorname{lp}(t)=2 \exp \{-|t|\} \quad \text { and } \quad \mathrm{lo}(t)=\exp \{t\}(1+\exp \{t\})^{-2}
$$

The convexity of $-\ln \operatorname{lp}(t)$ is clear, and the convexity of $-\ln \operatorname{lo}(t)$ follows from $(-\ln \operatorname{lo}(t))^{\prime \prime}>0$.

Now we show that a strongly unimodal distribution used as a parent distribution in a location model generates a model with MLR.

Proposition 2.20. If the distribution $P=\mathcal{L}(X)$ is strongly unimodal with a density that is positive everywhere, then the location family $P_{\theta}:=\mathcal{L}(X+\theta)$, $\theta \in \mathbb{R}$, has MLR in the identity.

Proof. $f_{\theta}(t):=f(t-\theta)$ is a Lebesgue density of $P_{\theta}$. As $f_{\theta}(t)>0$ it suffices to show that

$$
f\left(t_{0}-\theta_{1}\right) f\left(t_{1}-\theta_{0}\right) \leq f\left(t_{0}-\theta_{0}\right) f\left(t_{1}-\theta_{1}\right)
$$

$t_{0}, t_{1}, \theta_{0}, \theta_{1} \in \mathbb{R}, t_{0} \leq t_{1}$, and $\theta_{0} \leq \theta_{1}$. Put $r=t_{0}-\theta_{1}, u=t_{1}-\theta_{0}, s=$ $\min \left(t_{0}-\theta_{0}, t_{1}-\theta_{1}\right)$, and $t=\max \left(t_{0}-\theta_{0}, t_{1}-\theta_{1}\right)$. Then $r \leq s \leq t \leq u$ and the above inequality is equivalent to

$$
f(r) f(u) \leq f(s) f(t), \quad r \leq s \leq t \leq u, u-t=s-r
$$

For $g=-\ln f$ the last inequality is equivalent to $g(u)-g(t) \geq g(s)-g(r)$. As $u-t=s-r$ we obtain this inequality from the convexity of $g$ and the inequality (1.54).

Suppose the sample space is $\mathbb{R}$, and that $\left(Q_{\theta}\right)_{\theta \in \Delta}$ is dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{B})$ and has $\mu$-densities $\left(g_{\theta}\right)_{\theta \in \Delta}$. Assume that it holds

$$
\begin{equation*}
g_{\theta_{1}}\left(x_{0}\right) g_{\theta_{0}}\left(x_{1}\right) \leq g_{\theta_{0}}\left(x_{0}\right) g_{\theta_{1}}\left(x_{1}\right), \quad \theta_{0}<\theta_{1}, x_{0}<x_{1} \tag{2.4}
\end{equation*}
$$

for $\theta_{0}, \theta_{1} \in \Delta$ and $x_{0}, x_{1} \in \mathbb{R}$.
Problem 2.21. Let $\left(Q_{\theta}\right)_{\theta \in \Delta}$ with $\Delta \subseteq \mathbb{R}$ be a family of distributions on $(\mathbb{R}, \mathfrak{B})$ that is dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{B})$ and has $\mu$-densities $\left(g_{\theta}\right)_{\theta \in \Delta}$, where $g_{\theta}(x)>0$ for every $x \in \mathbb{R}$ and $\theta \in \Delta$. Then (2.4) holds if and only if $\left(Q_{\theta}\right)_{\theta \in \Delta}$ has MLR in the identity.

We get from Theorem 2.10 for the c.d.f.s $F_{\theta}(t)=P_{\theta}((-\infty, t]), t \in \mathbb{R}$, $\theta \in \Delta$, the inequality $F_{\theta_{1}}(t) \leq F_{\theta_{0}}(t)$ for $\theta_{0}<\theta_{1}$. The following problem shows that an even stronger property holds.

Problem 2.22.* If (2.4) is satisfied, then for every $x_{0}, x_{1}$ and $\theta_{0}, \theta_{1}$ as specified there it holds $F_{\theta_{0}}\left(x_{1}\right) F_{\theta_{1}}\left(x_{0}\right) \leq F_{\theta_{0}}\left(x_{0}\right) F_{\theta_{1}}\left(x_{1}\right)$ as well as $\left(1-F_{\theta_{0}}\left(x_{1}\right)\right)(1-$ $\left.F_{\theta_{1}}\left(x_{0}\right)\right) \leq\left(1-F_{\theta_{0}}\left(x_{0}\right)\right)\left(1-F_{\theta_{1}}\left(x_{1}\right)\right)$.

If the density $g_{\theta}$ is continuously differentiable with respect to $\theta$, then (2.4) can be expressed with the help of derivatives. The condition (2.4) and the following criterion go back to Karlin (1957).

Problem 2.23. Let $\left(Q_{\theta}\right)_{\theta \in \Delta}$, where $\Delta$ is an open interval, be a family of distributions on $(\mathbb{R}, \mathfrak{B})$ with $Q_{\theta_{0}} \ll>Q_{\theta_{1}}, \theta_{0}, \theta_{1} \in \Delta$. Suppose there is a $\mu \in \mathcal{M}^{\sigma}(\mathfrak{B})$ with $\mu \ll>Q_{\theta}, \theta \in \Delta$, such that $g_{\theta}(t):=d Q_{\theta} / d \mu$ is continuously differentiable with respect to $\theta \in \Delta$. Then (2.4) holds if and only if $t \mapsto\left(\left(\partial \ln g_{\theta}\right) / \partial \theta\right)(t)$ is nondecreasing for every fixed $\theta \in \Delta$.

For $x \in \mathbb{R}^{n}$ we introduce the rank statistic $r$ and the order statistic $s$ by

$$
\begin{aligned}
r(x) & =\left(r_{1}(x), \ldots, r_{n}(x)\right)=\left(\sum_{i=1}^{n} I_{[0, \infty)}\left(x_{1}-x_{i}\right), \ldots, \sum_{i=1}^{n} I_{[0, \infty)}\left(x_{n}-x_{i}\right)\right), \\
s(x) & =\left(s_{1}(x), \ldots, s_{n}(x)\right), \quad \text { where } \\
s_{1}(x) & =\min \left(x_{1}, \ldots, x_{n}\right), \quad \text { and } \\
s_{i}(x) & =\min \left(\left\{x_{1}, \ldots, x_{n}\right\} \backslash\left\{s_{1}(x), \ldots, s_{i-1}(x)\right\}\right), \quad i=2, \ldots, n .
\end{aligned}
$$

Following tradition, we use standard notation by setting for $x \in \mathbb{R}^{n}$, and for a random vector $X$ with values in $\mathbb{R}^{n}$,

$$
\begin{align*}
& \left(x_{[1]}, \ldots, x_{[n]}\right):=\left(s_{1}(x), \ldots, s_{n}(x)\right),  \tag{2.5}\\
& X_{[\cdot]}=\left(X_{[1]}, \ldots, X_{[n]}\right):=\left(s_{1}(X), \ldots, s_{n}(X)\right), \\
& X_{n,[\cdot]}=\left(X_{n,[1]}, \ldots, X_{n,[n]}\right):=\left(s_{1}(X), \ldots, s_{n}(X)\right), \\
& R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)=\left(r_{1}(X), \ldots, r_{n}(X)\right) .
\end{align*}
$$

$X_{n,[\cdot]}$ is used instead of $X_{[\cdot]}$ whenever the dependence of $X_{[\cdot]}$ on $n$ is relevant and thus has to be indicated.

Problem 2.24.* Let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables in $\mathbb{R}$ with a common distribution $Q_{\theta}$ that has the Lebesgue density $g_{\theta}, \theta \in \Delta \subseteq \mathbb{R}$. Let $X_{[1]}, \ldots, X_{[n]}$ be the order statistics. If $\left(g_{\theta}\right)_{\theta \in \Delta}$ satisfies (2.4), then for every $i \in\{1, \ldots, n\}\left(Q_{\theta, i}\right)_{\theta \in \Delta}$ with $Q_{\theta, i}=\mathcal{L}\left(X_{[i]}\right)$ has Lebesgue densities $\left(g_{\theta, i}\right)_{\theta \in \Delta}$ that satisfy (2.4) as well.

We conclude this section by considering some families of distributions that are frequently used in statistics. The first are the noncentral chi-square distributions. Let $X_{1}, \ldots, X_{n}$ be independent random variables with $X_{i} \sim \mathrm{~N}\left(\mu_{i}, 1\right)$, $i=1, \ldots, n$. If $\mu_{1}=\cdots=\mu_{n}=0$, then $\sum_{i=1}^{n} X_{i}^{2}$ has a chi-square distribution $\mathrm{H}(n)$ with $n$ degrees of freedom, which has the Lebesgue density

$$
\mathrm{h}_{n}(t)=\frac{1}{2^{n / 2} \Gamma(n / 2)} t^{(n / 2)-1} \exp \left\{-\frac{t}{2}\right\} I_{(0, \infty)}(t), \quad t \in \mathbb{R}
$$

To find the distribution of $\sum_{i=1}^{n} X_{i}^{2}$ for any $\mu_{1}, \ldots, \mu_{n} \in \mathbb{R}$ we make use of the following two facts. Since $\mathrm{H}(n)=\mathrm{Ga}(n / 2,1 / 2)$ the distribution of $w^{-1} \sum_{i=1}^{n} X_{i}^{2}$ is $\mathrm{Ga}(n / 2, w / 2)$ for any $w>0$. The gamma distributions satisfy

$$
\begin{equation*}
\mathrm{Ga}\left(\alpha_{1}, \beta\right) * \mathrm{Ga}\left(\alpha_{2}, \beta\right)=\mathrm{Ga}\left(\alpha_{1}+\alpha_{2}, \beta\right) \quad \alpha_{1}, \alpha_{2}, \beta>0 \tag{2.6}
\end{equation*}
$$

Problem 2.25.* Let $X_{1}, \ldots, X_{n}, W$ be independent, where $X_{i} \sim \mathrm{~N}\left(\mu_{i}, 1\right), i=$ $1, \ldots, n$, and $W$ is positive with probability one. Consider the Poisson distributions $\mathrm{Po}(\lambda)$ with p.m.f. $\mathrm{po}_{\lambda}(k), \lambda>0$, and set in addition $\mathrm{Po}(0)=\delta_{0}$. Then

$$
\mathcal{L}\left(W^{-1} \sum_{i=1}^{n} X_{i}^{2}\right)(B)=\sum_{k=0}^{\infty} \mathrm{po}_{\delta^{2} / 2}(k) \int_{0}^{\infty} \mathrm{Ga}(k+n / 2, w / 2)(B) P_{W}(d w),
$$

where $P_{W}$ is the distribution of $W, B$ is a Borel set, and $\delta^{2}=\sum_{i=1}^{n} \mu_{i}^{2}$.
For independent random variables $X_{i} \sim \mathbf{N}\left(\mu_{i}, 1\right), i=1, \ldots, n$, we call

$$
\begin{equation*}
\mathrm{H}\left(n, \delta^{2}\right):=\mathcal{L}\left(\sum_{i=1}^{n} X_{i}^{2}\right), \quad \text { where } \delta^{2}=\sum_{i=1}^{n} \mu_{i}^{2} \tag{2.7}
\end{equation*}
$$

the noncentral $\chi^{2}$-distribution with $n$ degrees of freedom and noncentrality parameter $\delta^{2}$. From Problem 2.25 we obtain, with the choice of $W \equiv 1$,

$$
\begin{equation*}
\mathrm{H}\left(n, \delta^{2}\right)=\sum_{k=0}^{\infty} \operatorname{po}_{\delta^{2} / 2}(k) \mathrm{H}(n+2 k) . \tag{2.8}
\end{equation*}
$$

Next we consider the noncentral $F$-distributions. Let $X_{1}, \ldots, X_{n_{1}}$ and $Y_{1}, \ldots, Y_{n_{2}}$ be independent random variables with $\mathcal{L}\left(X_{i}\right)=\mathrm{N}\left(\mu_{i}, 1\right), i=$ $1, \ldots, n_{1}$, and $\mathcal{L}\left(Y_{j}\right)=\mathrm{N}(0,1), j=1, \ldots, n_{2}$. Let $\delta^{2}=\sum_{i=1}^{n} \mu_{i}^{2}$. We call

$$
\mathrm{F}\left(n_{1}, n_{2}, \delta^{2}\right):=\mathcal{L}\left(\left(n_{2} \sum_{i=1}^{n_{1}} X_{i}^{2}\right) /\left(n_{1} \sum_{i=1}^{n_{2}} Y_{i}^{2}\right)\right)
$$

the noncentral $F$-distribution with $n_{1}$ and $n_{2}$ degrees of freedom and noncentrality parameter $\delta^{2}$. We could, of course, have also allowed a noncentral chi-square distribution for the denominator as well, but that more general setting would not be of any use later on. From Problem 2.25 we get

$$
\begin{equation*}
\mathrm{F}\left(n_{1}, n_{2}, \delta^{2}\right)=\sum_{k=0}^{\infty} \operatorname{po}_{\delta^{2} / 2}(k) \mathrm{F}\left(n_{1}+2 k, n_{2}\right) \tag{2.9}
\end{equation*}
$$

where $\mathrm{F}\left(n_{1}, n_{2}\right)=\mathrm{F}\left(n_{1}, n_{2}, 0\right)$ denotes the central $F$-distribution with $n_{1}$ and $n_{2}$ degrees of freedom.

Problem 2.26. The distributions $\mathrm{H}(m)$ and $\mathrm{F}(m, n)$ have MLR in the identity with respect to the parameter $m$.

Finally, we deal with the noncentral $t$-distributions. Let $X$ and $Y$ be independent random variables with $\mathcal{L}(X)=\mathrm{N}(\mu, 1)$ and $\mathcal{L}(Y)=\mathrm{H}(k)$. Then

$$
\begin{equation*}
\mathrm{T}(k, \mu):=\mathcal{L}((X \sqrt{k}) /(\sqrt{Y})) \tag{2.10}
\end{equation*}
$$

is called the noncentral $t$-distribution with $k$ degrees of freedom and noncentrality parameter $\mu$.

Theorem 2.27. The families $\mathrm{T}(k, \mu), \mathrm{H}\left(m, \delta^{2}\right)$, and $\mathrm{F}\left(m, n, \delta^{2}\right)$ have $M L R$ in the identity with respect to the parameters $\mu, \delta^{2}$, and $\delta^{2}$, respectively.

Proof. For the proofs of the noncentral $t$ - and $F$-distributions we refer to Lehmann (1986), p. 295 and p. 428. As to $\mathrm{H}\left(m, \delta^{2}\right)$, its Lebesgue density $\mathrm{h}_{m, \delta^{2}}$ has, in view of (2.8), the representation

$$
\mathrm{h}_{m, \delta^{2}}=\sum_{k=0}^{\infty} \mathrm{po}_{\delta^{2} / 2}(k) \mathrm{h}_{m+2 k}
$$

Hence for $\delta_{0}^{2}<\delta_{1}^{2}$ and $t_{0}<t_{1}$,

$$
\begin{aligned}
& \mathrm{h}_{m, \delta_{0}^{2}}\left(t_{0}\right) \mathrm{h}_{m, \delta_{1}^{2}}\left(t_{1}\right)-\mathrm{h}_{m, \delta_{1}^{2}}\left(t_{0}\right) \mathrm{h}_{m, \delta_{0}^{2}}\left(t_{1}\right) \\
= & \sum_{k, l=0}^{\infty} \operatorname{po}_{\delta_{0}^{2} / 2}(k) \operatorname{po}_{\delta_{1}^{2} / 2}(l)\left[\mathrm{h}_{m+2 k}\left(t_{0}\right) \mathrm{h}_{m+2 l}\left(t_{1}\right)-\mathrm{h}_{m+2 k}\left(t_{1}\right) \mathrm{h}_{m+2 l}\left(t_{0}\right)\right] \\
= & \sum_{k=0}^{\infty} \sum_{l=k+1}^{\infty}\left[\mathrm{po}_{\delta_{0}^{2} / 2}(k) \mathrm{po}_{\delta_{1}^{2} / 2}(l)-\mathrm{po}_{\delta_{0}^{2} / 2}(l) \mathrm{po}_{\delta_{1}^{2} / 2}(k)\right] \\
& \quad \times\left[\mathrm{h}_{m+2 k}\left(t_{0}\right) \mathrm{h}_{m+2 l}\left(t_{1}\right)-\mathrm{h}_{m+2 k}\left(t_{1}\right) \mathrm{h}_{m+2 l}\left(t_{0}\right)\right] .
\end{aligned}
$$

The first bracket is nonnegative as $\operatorname{Po}(\lambda), \lambda>0$, has MLR in the identity. Similarly, the second bracket is nonnegative as for fixed $\beta_{0}$ the family $\mathrm{Ga}\left(\alpha, \beta_{0}\right)$, $\alpha>0$, is an exponential family with generating statistic $\ln t$ which has MLR in $\ln t$ and thus also in the identity.

### 2.2 Tests in Binary Models and Models with MLR

Often one has to decide, based on a sample, which of two different situations holds true. For instance, this could be the decision whether a new treatment is better than a standard, or whether a newly manufactured item has a longer expected lifetime than all other items of this type used so far. To deal with such a problem, we start with the statistical model

$$
\begin{equation*}
\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right) \tag{2.11}
\end{equation*}
$$

divide $\Delta$ into two disjoint subsets $\Delta_{0}$ and $\Delta_{A}$, and formulate the hypotheses

$$
\begin{equation*}
\mathrm{H}_{0}: \theta \in \Delta_{0} \quad \text { and } \quad \mathrm{H}_{A}: \theta \in \Delta_{A} . \tag{2.12}
\end{equation*}
$$

$\mathrm{H}_{0}$ is called the null hypothesis, $\mathrm{H}_{A}$ is called the alternative hypothesis, and we want to decide whether $\mathrm{H}_{0}$ or $\mathrm{H}_{A}$ is true. In the classical Neyman-Pearson approach the tool for making decisions is a test $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$, where $\varphi(x)$ is the probability of deciding in favor of $\mathrm{H}_{A}$ after $x \in \mathcal{X}$ has been observed.

Definition 2.28. Every function $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$ is called a test, and the function $\theta \mapsto \mathrm{E}_{\theta} \varphi$ is called the power function of the test $\varphi$. The set of all tests $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$ is denoted by $\mathcal{T}$. A test $\varphi \in \mathcal{T}$ is called nonrandomized if $\varphi$ takes on only the values 0 and 1, and it is called randomized otherwise.

For a test $\varphi$, the set $\{\varphi=0\}$ is its acceptance area of $\mathrm{H}_{0},\{\varphi=1\}$ is its acceptance area of $\mathrm{H}_{A}$, and $\{0<\varphi<1\}$ is its randomization area in $\mathcal{X}$. Deciding in favor of $\mathrm{H}_{A}$ when $\mathrm{H}_{0}$ is true is called an error of the first kind. Deciding in favor of $\mathrm{H}_{0}$ when $\mathrm{H}_{A}$ is true is called an error of the second kind. Consequently, for $\theta \in \Delta_{0}, \mathrm{E}_{\theta} \varphi$ is the probability of making an error of the first kind, and for $\theta \in \Delta_{A}, 1-\mathrm{E}_{\theta} \varphi$ is the probability of making an error of the second kind.

The simplest testing model consists of just two distributions $P_{0}$ and $P_{1}$. In such a so-called binary model,

$$
\begin{equation*}
\mathcal{M}_{0,1}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right) \tag{2.13}
\end{equation*}
$$

each of the two hypotheses, expressed in terms of the associated distributions,

$$
\begin{equation*}
\mathrm{H}_{0}: P_{0} \quad \text { and } \quad \mathrm{H}_{A}: P_{1} \tag{2.14}
\end{equation*}
$$

consists of one single distribution. Such hypotheses are called simple and all others are called composite. Searching now for an optimal test leads to a dilemma due to the interrelation between the error probability of the first kind $E_{0} \varphi$ and the error probability of the second kind $E_{1}(1-\varphi)$. Minimizing the former calls for making $\varphi$ small whereas minimizing the latter calls for making $\varphi$ large. Indeed, as the following proposition shows, optimal tests exist only in trivial situations.

Proposition 2.29. For the model $\mathcal{M}_{0,1}$ in (2.13) and the hypotheses (2.14) there exists a test $\psi$ with minimum error probabilities, that is,

$$
\begin{equation*}
\mathrm{E}_{0} \psi=\inf _{\varphi \in \mathcal{T}} \mathrm{E}_{0} \varphi \quad \text { and } \quad \mathrm{E}_{1}(1-\psi)=\inf _{\varphi \in \mathcal{T}} \mathrm{E}_{1}(1-\varphi) \tag{2.15}
\end{equation*}
$$

if and only if $P_{0} \perp P_{1}$. In that case $\mathrm{E}_{0} \psi=\mathrm{E}_{1}(1-\psi)=0$.
Proof. If $P_{0} \perp P_{1}$, then there is some $A \in \mathfrak{A}$ with $P_{0}(A)=P_{1}(\mathcal{X} \backslash A)=0$. Set $\psi=I_{A}$. Then $\mathrm{E}_{0} \psi=1-\mathrm{E}_{1} \psi=0$, so that both conditions in (2.15) are satisfied. Conversely, suppose that an optimal test $\psi$ in the sense of (2.15) exists. Then, in view of the trivial tests $\phi_{0} \equiv 0$ and $\phi_{1} \equiv 1, \mathrm{E}_{0} \psi=\mathrm{E}_{1}(1-\psi)=$ 0 . This implies $P_{0}(\psi=0)=1$ and $P_{1}(\psi=1)=1$ and thus $P_{0} \perp P_{1}$.

Because there is no optimal test in the sense of (2.15), unless $P_{0} \perp P_{1}$, we have to restrict ourselves to a suitable subclass of tests. This, of course, holds also for the general setting of (2.11) and (2.12). One approach is to control the error probabilities of the first kind and then to minimize the error probabilities of the second kind. This approach is suitable for situations where the consequences of the two errors are substantially different. Controlling the error probabilities of the first kind is appropriate if these errors are less acceptable than those of the second kind. The following two definitions are given in full generality. In the second "uniformly" may be dropped, of course, for binary models.

Definition 2.30. For any test $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$ its size is defined to be $\alpha(\varphi):=$ $\sup _{\theta \in \Delta_{0}} \mathrm{E}_{\theta} \varphi$. For $\alpha \in(0,1)$ a test $\varphi$ is called a level $\alpha$ test for $\mathrm{H}_{0}$ if $\alpha(\varphi) \leq \alpha$. Especially we say that a test $\varphi$ attains the level $\alpha$ if $\alpha(\varphi)=\alpha$.

Definition 2.31. Let $\mathcal{T}_{0} \subseteq \mathcal{T}$ be a subclass of tests. A test $\psi$ is called a uniformly best test in $\mathcal{T}_{0}$ for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$ if $\psi \in \mathcal{T}_{0}$ and for every $\varphi \in \mathcal{T}_{0}$ it holds

$$
\mathrm{E}_{\theta} \varphi \leq \mathrm{E}_{\theta} \psi, \quad \theta \in \Delta_{A}
$$

Especially, if $\mathcal{T}_{0}=\{\varphi: \varphi \in \mathcal{T}, \alpha(\varphi) \leq \alpha\}$, for some $\alpha \in(0,1)$, is the set of all level $\alpha$ tests, then $\psi$ is called a uniformly best level $\alpha$ test.

Uniformly best is also called uniformly most powerful (UMP). In the above definitions we have deliberately excluded the cases of $\alpha=0$ and $\alpha=1$ because they are trivial from a statistical point of view. Nevertheless, they are somewhat intricate; see Remark 2.46. With the next problem it is shown that a uniformly best level $\alpha$ test exhausts the side condition under $\mathrm{H}_{0}$ in the sense of $\alpha(\varphi)=\alpha$, unless it has power 1 throughout $\mathrm{H}_{A}$.

Problem 2.32.* Let $\alpha \in(0,1)$ be fixed and $\psi$ be a uniformly best level $\alpha$ test for the testing problem (2.12). If $\mathrm{E}_{\theta_{1}} \psi<1$ for at least one $\theta_{1} \in \Delta_{A}$, then $\alpha(\psi)=\alpha$. On the other hand, if $\mathrm{E}_{\theta} \psi=1$ for all $\theta \in \Delta_{A}$, then $\alpha(\psi)<\alpha$ may occur, but there is also a test $\widetilde{\psi}$ with $\alpha(\widetilde{\psi})=\alpha$ and $\mathbf{E}_{\theta} \psi=1$ for all $\theta \in \Delta_{A}$.

Thus, in the search for a uniformly best level $\alpha$ test for the testing problem (2.12) we may restrict ourselves to the class of tests that attain the level $\alpha$ and then search within that class for a uniformly best test.

For the sequel we assume that the parameter set $\Delta$ is a subset of the real line and that the hypotheses are one-sided.

$$
\begin{align*}
& \mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \quad \Delta \subseteq \mathbb{R} \\
& \mathrm{H}_{0}: \Delta_{0}=\left(-\infty, \theta_{0}\right] \cap \Delta, \quad \mathrm{H}_{A}: \Delta_{A}=\left(\theta_{0}, \infty\right) \cap \Delta, \tag{2.16}
\end{align*}
$$

where $\theta_{0} \in \Delta$ with $\left(\theta_{0}, \infty\right) \cap \Delta \neq \emptyset$.
Let us consider now tests that are based on a suitable statistic $T: \mathcal{X} \rightarrow_{m}$ $\overline{\mathbb{R}}$. It is clear that a statistic that reflects the order structure of $\Delta$ should have on average larger values under larger parameters, which means that the family of distributions $Q_{\theta}=P_{\theta} \circ T^{-1}, \theta \in \Delta$, is stochastically nondecreasing. In this case it is reasonable to reject $\mathrm{H}_{0}$ for large values of $T$. To formalize this idea, let $F_{\theta}(t)=P_{\theta}(T \leq t), t \in \mathbb{R}$, be the c.d.f. of $T$ under $P_{\theta}, \theta \in \Delta$. We assume that $P_{\theta_{0}}(T<\infty)=1$. For a fixed $\alpha \in(0,1)$, let $c_{1-\alpha}=F_{\theta_{0}}^{-1}(1-\alpha)$ be the $(1-\alpha)$-quantile of $T$ under $P_{\theta_{0}}$, see Definition 2.1. Let the test $\psi_{\alpha}: \mathbb{R} \rightarrow_{m}[0,1]$ be given by

$$
\psi_{\alpha}(t)=\left\{\begin{array}{ll}
1 & \text { if } \quad t>c_{1-\alpha}  \tag{2.17}\\
\gamma_{\alpha} & \text { if } \quad t=c_{1-\alpha} \\
0 & \text { if } \quad t<c_{1-\alpha}
\end{array}, \quad t \in \overline{\mathbb{R}}\right.
$$

where

$$
\begin{aligned}
\gamma_{\alpha} & =\left[F_{\theta_{0}}\left(c_{1-\alpha}\right)-(1-\alpha)\right] \oslash P_{\theta_{0}}\left(T=c_{1-\alpha}\right), \quad \text { with } \\
b \oslash a & =b / a \text { if } a \neq 0 \text { and } b \oslash a=0 \text { otherwise. }
\end{aligned}
$$

Moreover, let the test $\varphi_{T, \alpha}: \mathcal{X} \rightarrow[0,1]$ be given by

$$
\begin{equation*}
\varphi_{T, \alpha}(x)=\psi_{\alpha}(T(x)), \quad x \in \mathcal{X} \tag{2.19}
\end{equation*}
$$

Obviously we have $\mathrm{E}_{\theta_{0}} \varphi_{T, \alpha}=\alpha$. Especially if $F_{\theta_{0}}$ is continuous at $c_{1-\alpha}$, then $P_{\theta_{0}}\left(T=c_{1-\alpha}\right)=0$ and $\varphi_{T, \alpha}$ is a nonrandomized test.

Theorem 2.33. Suppose that $\Delta=(a, b) \subseteq \mathbb{R}$ and that $\theta_{0} \in(a, b)$ is fixed. Let $T: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}$ be a statistic for which the family $Q_{\theta}=P_{\theta} \circ T^{-1}, \theta \in \Delta$, is stochastically nondecreasing. If $P_{\theta_{0}}(T<\infty)=1$ and $\alpha \in(0,1)$, then $\varphi_{T, \alpha}$ from (2.19) is a level $\alpha$ test for the null hypothesis $\mathrm{H}_{0}$ in (2.16) that attains the level. Moreover, the power function $\theta \mapsto \mathrm{E}_{\theta} \varphi_{T, \alpha}$ is nondecreasing on $\Delta$.

Proof. By construction of the test $\mathrm{E}_{\theta_{0}} \varphi_{T, \alpha}=\alpha$. As the function $\psi_{\alpha}$ is nondecreasing we get from Theorem 2.7 that the function

$$
\theta \mapsto \mathrm{E}_{\theta} \varphi_{T, \alpha}=\int \psi_{\alpha} d Q_{\theta}
$$

is nondecreasing on $\Delta$. This also implies that $\varphi_{T, \alpha}$ is a level $\alpha$ test for $\mathrm{H}_{0}$.
Let us now illustrate how such statistics $T$ that satisfy the conditions of Theorem 2.33 can be found and utilized.

Problem 2.34. If the family $P_{\theta}, \theta \in(a, b)$, is stochastically nondecreasing and $T: \mathbb{R}^{n} \rightarrow_{m} \overline{\mathbb{R}}$ is componentwise nondecreasing, then $Q_{\theta}=P_{\theta}^{\otimes n} \circ T^{-1}, \theta \in \Delta$, is again stochastically nondecreasing.

Example 2.35. There is a large variety of statistics $T: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}$ that are componentwise nondecreasing. To give a few examples, there is the arithmetic mean $\bar{x}_{n}=(1 / n) \sum_{i=1}^{n} x_{i}$, the $\beta$-trimmed mean

$$
T_{\beta}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{\beta n} \sum_{i=[\beta n]}^{[(1-\beta) n]} x_{[i]}, \quad \beta \in(0,1 / 2),
$$

where $[\beta n]$ is the integer part of $\beta n$ and $x_{[1]} \leq x_{[2]} \leq \cdots \leq x_{[n]}$ are the ordered values of $x_{1}, \ldots, x_{n}$, and the median

$$
\operatorname{md}\left(x_{1}, \ldots, x_{n}\right)= \begin{cases}x_{[k+1]} & \text { if } n=2 k+1, \\ \frac{1}{2}\left(x_{[k]}+x_{[k+1]}\right) & \text { if } n=2 k .\end{cases}
$$

Next we study Gaussian models, that is, normal distributions, where $\sigma^{2}$ may be known or unknown. For the latter case the following well-known fact is established first.

Problem 2.36.* Suppose $Z_{1}, \ldots, Z_{n}$ are i.i.d. $\mathrm{N}(0,1)$. Then $\bar{Z}_{n}:=(1 / n) \sum_{i=1}^{n} Z_{i}$ and $\sum_{i=1}^{n}\left(Z_{i}-\bar{Z}_{n}\right)^{2}$ are independent, where $\bar{Z}_{n}$ has the distribution $\mathrm{N}(0,1 / n)$ and $\sum_{i=1}^{n}\left(Z_{i}-\bar{Z}_{n}\right)^{2}$ has a $\chi^{2}$-distribution with $n-1$ degrees of freedom.

Example 2.37. We consider the Gaussian model and the one-sided testing problem for $\mu$ when $\sigma_{0}^{2}$ is known; that is,

$$
\begin{equation*}
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)\right)_{\mu \in \mathbb{R}}\right), \quad \mathrm{H}_{0}: \mu \leq \mu_{0}, \quad \mathrm{H}_{A}: \mu>\mu_{0}, \sigma_{0}^{2} \text { known. } \tag{2.20}
\end{equation*}
$$

We denote by $X_{1}, \ldots, X_{n}$ the projections $\mathbb{R}^{n} \rightarrow \mathbb{R}$ and note that under $\mathbf{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)$ the $X_{1}, \ldots, X_{n}$ are i.i.d. random variables with common distribution $\mathrm{N}\left(\mu, \sigma_{0}^{2}\right)$. We set

$$
\begin{equation*}
U_{0}=\frac{\sqrt{n}}{\sigma_{0}}\left(\bar{X}_{n}-\mu_{0}\right), \quad \text { where } \quad \bar{X}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i} \tag{2.21}
\end{equation*}
$$

Then

$$
\mathcal{L}\left(U_{0} \mid \mathbf{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)\right)=\mathbf{N}\left(\mu-\mu_{0}, 1\right)
$$

For a fixed $0<\alpha<1$ we denote by $u_{1-\alpha}$ the $\alpha$-quantile of $N(0,1)$, that is, $u_{1-\alpha}=$ $\Phi^{-1}(1-\alpha)$, and set $\psi_{I}(t)=I_{\left(u_{1-\alpha}, \infty\right)}(t)$. The test

$$
\begin{equation*}
\varphi_{U_{0}, \alpha}=\psi_{I}\left(U_{0}\right) \tag{2.22}
\end{equation*}
$$

is called the Gauss test, or $U$-test. As the family $\left(\mathrm{N}\left(\mu-\mu_{0}, 1\right)\right)_{\mu \in \mathbb{R}}$ is stochastically nondecreasing in $\mu$ it is a level $\alpha$-test for the hypotheses in (2.20). The power function is

$$
\mathrm{E}_{\mu} \varphi_{U_{0}, \alpha}=1-\Phi\left(u_{1-\alpha}-\frac{\sqrt{n}\left(\mu-\mu_{0}\right)}{\sigma_{0}}\right), \quad \mu \in \mathbb{R}
$$

Now we consider the Gaussian model and the one-sided testing problem for $\mu$ when $\sigma^{2}$ is unknown, that is,

$$
\begin{equation*}
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}, \sigma^{2}>0}\right), \mathrm{H}_{0}: \mu \leq \mu_{0}, \sigma^{2}>0, \mathrm{H}_{A}: \mu>\mu_{0}, \sigma^{2}>0 \tag{2.23}
\end{equation*}
$$

We set

$$
T=\frac{\sqrt{n}}{S_{n}}\left(\bar{X}_{n}-\mu_{0}\right), \quad \text { where } \quad S_{n}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}
$$

Then by the definition of the noncentral $t$-distribution in (2.10) it holds

$$
\mathcal{L}\left(T \mid \mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)=\mathbf{T}\left(n-1, \sqrt{n}\left(\mu-\mu_{0}\right) / \sigma\right)
$$

Denote by $\mathrm{T}_{n-1}(t)=\mathrm{T}(n-1,0)((-\infty, t))$ the c.d.f. of the central $t$-distribution with $n-1$ degrees of freedom, and denote by $t_{1-\alpha, n-1}=\mathrm{T}_{n-1}^{-1}(1-\alpha)$ its $(1-\alpha)$ quantile. The test

$$
\varphi_{T, \alpha}=\left\{\begin{array}{lll}
1 & \text { if } & T>t_{1-\alpha, n-1}  \tag{2.24}\\
0 & \text { if } & T \leq t_{1-\alpha, n-1}
\end{array}\right.
$$

is called the $t$-test. As $\mathrm{T}_{n-1}$ is continuous, and $\mathrm{T}\left(n-1, \sqrt{n}\left(\mu-\mu_{0}\right) / \sigma\right)$ is stochastically nondecreasing, we see that $\varphi_{T, \alpha}$ is a level $\alpha$ test for the hypotheses in (2.23). The power function is

$$
\mathrm{E}_{\mu} \varphi_{T, \alpha}=1-\mathrm{T}_{n-1, \sqrt{n}\left(\mu-\mu_{0}\right) / \sigma}\left(t_{1-\alpha, n-1}\right), \quad \mu \in \mathbb{R}
$$

Next we deal with a classical $k$ sample problem which is called analysis of variance or ANOVA. Here we utilize the stochastic ordering of the noncentral $F$-distributions to construct a suitable level $\alpha$ test. Later, in Chapter 8, it is shown that this test is optimal in a certain class of invariant tests. Technical tools that are needed for the construction are prepared first.

A symmetric $d \times d$ matrix is called idempotent if $A A=A$. Let $\mathbb{L} \subseteq \mathbb{R}^{d}$ be the linear subspace spanned by the column vectors of $A$. Then for every $x \in \mathbb{R}^{d}$ the vector $A x$ belongs to $\mathbb{L}$ and $x-A x \perp \mathbb{L}$ since $A(x-A x)=A x-A A x=0$. In other words, $A$ is the matrix of the projection onto the subspace $\mathbb{L}$.

Problem 2.38.* Show that the eigenvalues of a symmetric and idempotent matrix $A$ are either 0 or 1 , where the number of 1 s is the rank of the matrix $A$.

Problem 2.39.* Assume that $X_{1}, \ldots, X_{k}$ are independent and $\mathcal{L}\left(X_{i}\right)=\mathrm{N}\left(\mu_{i}, \sigma^{2}\right)$, $i=1, \ldots, k$. Set $X=\left(X_{1}, \ldots, X_{k}\right)^{T}$ and $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right)^{T}$. If $d \leq k$ and $A$ is a $k \times k$ idempotent matrix of rank $d$, then $\mathcal{L}\left(X^{T} A X / \sigma^{2}\right)$ is a noncentral $\chi^{2}$-distribution with $d$ degrees of freedom and noncentrality parameter $\delta^{2}=\mu^{T} A \mu / \sigma^{2}$.

Example 2.40. Let $X_{i, 1}, \ldots, X_{i, n_{i}}, i=1, \ldots, k$, be independent i.i.d. samples from $k$ normal populations. More specifically, we assume that $\mathcal{L}\left(X_{i, j}\right)=\mathrm{N}\left(\theta_{i}, \sigma^{2}\right), i=$ $1, \ldots, k$, where $\sigma^{2}>0$ is known. Suppose we want to test whether there are any differences between the $k$ expectations. For this purpose we set $n=\sum_{i=1}^{k} n_{i}, \theta$. $=$ $(1 / n) \sum_{i=1}^{k} n_{i} \theta_{i}$,

$$
\begin{equation*}
\eta^{2}=\sum_{i=1}^{k} n_{i}\left(\theta_{i}-\theta .\right)^{2}, \tag{2.25}
\end{equation*}
$$

and consider testing the null hypothesis $\mathrm{H}_{0}: \eta^{2}=0$ against the alternative $\mathrm{H}_{A}$ : $\eta^{2}>0$. To set up a suitable test statistic we introduce some standard notation. Let

$$
\begin{equation*}
X_{i, \cdot}=\frac{1}{n_{i}} \sum_{j=1}^{n_{i}} X_{i, j} \quad \text { and } \quad X_{.,}=\frac{1}{n} \sum_{i=1}^{k} n_{i} X_{i, .} . \tag{2.26}
\end{equation*}
$$

A suitable test statistic may be obtained by substituting the parameters $\theta_{i}$ and $\theta$. in (2.25) by estimators, and by attaching an appropriate normalizing factor. We consider the test statistic

$$
\chi^{2}=\frac{1}{\sigma^{2}} \sum_{l=1}^{k} n_{i}\left(X_{i, \cdot}-X_{.,}\right)^{2} .
$$

Set $\gamma_{i}=\sqrt{n_{i} / n}, \gamma=\left(\gamma_{1}, \ldots, \gamma_{k}\right)^{T}$ and $A=\gamma \gamma^{T}$. Then $A=A^{T}$ and $A A=A$, so that $A$ is an idempotent matrix of rank 1 . Consequently, $I-A$ is an idempotent matrix of rank $k-1$. It holds,

$$
\chi^{2}=\sum_{i=1}^{k}\left(\sqrt{n_{i}} X_{i, \cdot} / \sigma\right)^{2}-\left(\sum_{i=1}^{k} \gamma_{i} \sqrt{n_{i}} X_{i, \cdot} / \sigma\right)^{2}=Z^{T}(I-A) Z,
$$

where $Z=\left(\sqrt{n_{1}} X_{1, \cdot} / \sigma, \ldots, \sqrt{n_{k}} X_{k, \cdot} / \sigma\right)^{T}$ is a vector with independent components that are distributed according to $\mathrm{N}\left(\delta_{i}, 1\right)$, where $\delta_{i}=\sqrt{n_{i}} \theta_{i} / \sigma, i=1, \ldots, k$. From Problem 2.39 we see that $\chi^{2}$ has a chi-square distribution with $k-1$ degrees of freedom and noncentrality parameter

$$
\begin{align*}
\delta^{2} & =\left(\delta_{1}, \ldots, \delta_{k}\right)^{T}(I-A)\left(\delta_{1}, \ldots, \delta_{k}\right) \\
& =\sum_{i=1}^{k} \delta_{i}^{2}-\left(\sum_{i=1}^{k} \gamma_{i} \delta_{i}\right)^{2}=\frac{1}{\sigma^{2}} \sum_{i=1}^{k} n_{i}\left(\theta_{i}-\theta .\right)^{2} . \tag{2.27}
\end{align*}
$$

This leads to the $\chi^{2}$-test given by

$$
\varphi_{\chi^{2}, \alpha}=\left\{\begin{array}{lll}
1 & \text { if } & \chi^{2}>\chi_{1-\alpha, k-1}^{2} \\
0 & \text { if } & \chi^{2} \leq \chi_{1-\alpha, k-1}^{2}
\end{array}\right.
$$

where $\chi_{1-\alpha, k-1}^{2}$ is the $(1-\alpha)$-quantile of the central chi-square distribution with $k-1$ degrees of freedom. The distribution of $\chi^{2}$ at $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \mathbb{R}^{k}$ is $\mathrm{H}\left(k-1, \delta^{2}\right)$, which by Theorems 2.27 and 2.10 is a family that is stochastically nondecreasing in the parameter $\delta^{2} \geq 0$. Thus, by Theorem 2.33 , the power function of the test $\varphi_{\chi^{2}}$ is a nondecreasing function in $\delta^{2} \geq 0$. Also here, the power function can be evaluated explicitly. Indeed, from (2.8) we have

$$
\mathrm{E}_{\theta} \varphi_{\chi^{2}, \alpha}=\sum_{l=0}^{\infty} \mathrm{po}_{\delta^{2} / 2}(l)\left(1-\mathrm{H}_{k-1+2 l}\left(\chi_{1-\alpha, k-1}^{2}\right)\right)
$$

The case of an unknown variance $\sigma^{2}$ is more involved.
Example 2.41. Under the assumptions of the previous example, but where $\sigma^{2}>0$ is now unknown, we use the following estimator of $\sigma^{2}$,

$$
\widehat{\sigma^{2}}=\frac{1}{n-k} \sum_{i=1}^{k} \sum_{j=1}^{n_{i}}\left(X_{i, j}-X_{i, \cdot}\right)^{2}
$$

Because $X_{1,1}, \ldots, X_{k, n_{k}}$ are independent normal random variables $\left(X_{1,1}, \ldots, X_{k, n_{k}}\right)$ is multivariate normal. The relations $X_{.,}=\sum_{i=1}^{k}\left(n_{i} / n\right) X_{i,}$ and

$$
\begin{aligned}
& \operatorname{cov}\left(\left(X_{i, \cdot}-X_{\cdot, \cdot}\right),\left(X_{l, j}-X_{l, \cdot}\right)\right) \\
= & \operatorname{cov}\left(X_{i, \cdot}, X_{l, j}\right)-\operatorname{cov}\left(X_{i, \cdot}, X_{l, .}\right)-\operatorname{cov}\left(X_{\cdot, .}, X_{l, j}\right)+\operatorname{cov}\left(X_{\cdot, \cdot}, X_{l, \cdot}\right) \\
= & \frac{\sigma^{2}}{n_{i}} \delta_{i, l}-\frac{\sigma^{2}}{n_{i}} \delta_{i, l}-\sum_{i=1}^{k} \frac{n_{i}}{n} \frac{\sigma^{2}}{n_{i}} \delta_{i, l}+\sum_{i=1}^{k} \frac{n_{i}}{n} \frac{\sigma^{2}}{n_{i}} \delta_{i, l}=0
\end{aligned}
$$

show that $\chi^{2}$ and $\widehat{\sigma^{2}}$ depend on random vectors that are independent, so that $\chi^{2} / \sigma^{2}$ and $\widetilde{\chi}^{2}=\widehat{\sigma^{2}} / \sigma^{2}$ are independent. Similarly as in the previous example one can show that $\widetilde{\chi}^{2}=\widehat{\sigma^{2}} / \sigma^{2}$ has a chi-square distribution with $n-k$ degrees of freedom. The statistic $F=\left((n-k) \chi^{2}\right) /\left((k-1) \widetilde{\chi}^{2}\right)$ has the noncentral $F$-distribution $\mathrm{F}\left(k-1, n-k, \delta^{2}\right)$ with $\delta^{2}$ from (2.27). This can be utilized to construct a level $\alpha$ test. Let $z_{1-\alpha, k-1, n-k}$ be the $(1-\alpha)$-quantile of the central $F$-distribution $\mathrm{F}(k-1, n-k, 0)$. Then by Theorems 2.27 and 2.33 , the test

$$
\varphi_{F, \alpha}= \begin{cases}1 & \text { if } F>z_{1-\alpha, k-1, n-k} \\ 0 & \text { if } F \leq z_{1-\alpha, k-1, n-k}\end{cases}
$$

is a level $\alpha$ test for $\mathrm{H}_{0}$, and its power function is a nondecreasing function of $\delta^{2} \geq 0$. Also here, we have an explicit representation of the power function. It holds

$$
\mathrm{E}_{\theta} \varphi_{F, \alpha}=\int_{z_{1-\alpha, k-1, n-k}}^{\infty} \mathrm{f}_{k-1, n-k, \delta^{2}}(t) d t
$$

where $\mathrm{f}_{k-1, n-k, \delta^{2}}$ is the Lebesgue density of $\mathrm{F}\left(k-1, n-k, \delta^{2}\right)$. This test $\varphi_{F, \alpha}$ is the well-known Fisher's $F$-test for the analysis of variance one-way layout. We conclude the example with the remark that the noncentral $F$-distribution $\mathrm{F}\left(k-1, n-k, \delta^{2}\right)$ can be, similarly as the noncentral $\chi^{2}$-distribution, expanded as a Poisson mixture of central $F$-distributions; see (2.9).

The crucial question that has been left open so far is whether the tests in the previous examples have good power properties, and especially if they are uniformly best level $\alpha$ tests, at least in a suitable class of tests. To study this
problem in detail we have to return to the very beginning, i.e., to a binary model $\mathcal{M}_{0,1}$ from (2.13). Likewise as in the previous examples the construction of suitable tests is usually based on a statistic, called the test statistic, whose values indicate somehow which of the two hypotheses is more likely to be true. When we are dealing with a binary model, then the likelihood ratio $L_{0,1}$ seems to be the appropriate test statistic because by Theorem $2.10 L_{0,1}$ is under under $P_{1}$ stochastically not smaller than under $P_{0}$.

Set $\bar{P}=\frac{1}{2}\left(P_{0}+P_{1}\right)$ and $L_{i}=d P_{i} / d \bar{P}, i=0,1$. Then $L_{1}=2-L_{0}$ and according to (1.68) the likelihood ratio $L_{0,1}$ has the representation

$$
\begin{align*}
L_{0,1} & =\left(\left(2-L_{0}\right) / L_{0}\right) I_{\left\{L_{0}>0\right\}}+\infty I_{\left\{L_{0}=0\right\}}, \quad \text { and }  \tag{2.28}\\
L_{0} & =\frac{2}{1+L_{0,1}} \quad \text { and } \quad L_{1}=\frac{2 L_{0,1}}{1+L_{0,1}}
\end{align*}
$$

with the convention of $2 / \infty=0$ and $(2 \infty) /(1+\infty)=2$.
Definition 2.42. For the model $\mathcal{M}_{0,1}$ in (2.13) and the hypotheses in (2.14), a test $\varphi_{c} \in \mathcal{T}$ is called a likelihood ratio test at $c \in[0, \infty)$ if $\varphi_{c}=1$ on $\left\{L_{0,1}>c\right\},\left\{P_{0}, P_{1}\right\}$-a.s., and $\varphi_{c}=0$ on $\left\{L_{0,1}<c\right\},\left\{P_{0}, P_{1}\right\}$-a.s. It is called a likelihood ratio test at $c=\infty$ if $\varphi_{\infty}=0$ on $\left\{L_{0,1}<\infty\right\},\left\{P_{0}, P_{1}\right\}$-a.s. The set of all likelihood ratio tests for any $c \in[0, \infty)$ is denoted by $\mathcal{R}_{0,1}$.

Set

$$
\begin{equation*}
F_{0}(t):=P_{0}\left(L_{0,1} \leq t\right), \quad t \geq 0 \tag{2.29}
\end{equation*}
$$

and recall that $P_{0}\left(L_{0,1}<\infty\right)=1$ by $P_{0}\left(L_{0}=0\right)=0$ and (2.28). The existence of a likelihood ratio test with size $\alpha$ for any given $\alpha \in(0,1)$ is shown next. The construction follows along the lines of (2.17), (2.18), and (2.19). Here it is based on $c_{1-\alpha}:=F_{0}^{-1}(1-\alpha)$, the $(1-\alpha)$-quantile of $F_{0}$.

Proposition 2.43. Let $\alpha \in(0,1)$ be fixed. If

$$
\psi_{\alpha}(t)=\left\{\begin{array}{ll}
1 & \text { if } t>c_{1-\alpha}  \tag{2.30}\\
\gamma_{\alpha} & \text { if } t=c_{1-\alpha} \\
0 & \text { if } t<c_{1-\alpha}
\end{array}, \quad t \in \overline{\mathbb{R}}\right.
$$

where

$$
c_{1-\alpha}=F_{0}^{-1}(1-\alpha), \quad \gamma_{\alpha}=\left[F_{0}\left(c_{1-\alpha}\right)-(1-\alpha)\right] \oslash P_{0}\left(L_{0,1}=c_{1-\alpha}\right)
$$

and $F_{0}$ is given by (2.29), then $\mathrm{E}_{0} \psi_{\alpha}\left(L_{0,1}\right)=\alpha$.
Proof. We have $\mathrm{E}_{0} \psi_{\alpha}\left(L_{0,1}\right)=\left(1-F_{0}\left(c_{1-\alpha}\right)\right)+\gamma_{\alpha} P_{0}\left(L_{0,1}=c_{1-\alpha}\right)=\alpha$.
The test $\psi_{\alpha}\left(L_{0,1}\right)$ with $\psi_{\alpha}$ in (2.30) is of course a likelihood ratio test as $\psi_{\alpha}\left(L_{0,1}\right)$ meets the conditions of Definition 2.42. In the testing problem (2.14) for the statistical model $(2.13)$ let $\alpha \in(0,1)$ be a fixed given level. In practice, the values of $\alpha$ are usually small; e.g. $\alpha=0.05$ or $\alpha=0.01$. Of minor
interest are the excluded trivial cases of $\alpha=0$ and $\alpha=1$ which are, however, considered briefly in Remark 2.46.

The likelihood ratio tests introduced by Definition 2.42 have important properties.

Proposition 2.44. Every $\varphi_{c} \in \mathcal{R}_{0,1}$ minimizes the second kind error probability in the class of all tests $\phi \in \mathcal{T}$ with size $\alpha(\phi) \leq \alpha\left(\varphi_{c}\right)$. On the other hand, let $\varphi \in \mathcal{T}$ be any test that minimizes the second kind error probability in the class of all tests $\phi \in \mathcal{T}$ with size $\alpha(\phi) \leq \alpha(\varphi)$. If $\alpha:=\alpha(\varphi) \in(0,1)$, then $\varphi$ and the test $\psi_{\alpha}\left(L_{0,1}\right)$ with $\psi_{\alpha}$ from (2.30) are $\left\{P_{0}, P_{1}\right\}$-a.s. identical outside of $\left\{L_{0,1}=c_{1-\alpha}\right\}$.

Proof. Let $\varphi_{c} \in \mathcal{R}_{0,1}$. We use the notation from (2.28). By Definition 2.42 it holds for every $\phi \in \mathcal{T}$,

$$
\begin{equation*}
0 \leq\left(\varphi_{c}-\phi\right)\left(L_{1}-c L_{0}\right), \quad\left\{P_{0}, P_{1}\right\} \text {-a.s. } \tag{2.31}
\end{equation*}
$$

Hence for every $\phi \in \mathcal{T}$ with $\alpha(\phi) \leq \alpha\left(\varphi_{c}\right)$ we get

$$
0 \leq \mathrm{E}_{\bar{P}}\left(\varphi_{c}-\phi\right)\left(L_{1}-c L_{0}\right) \leq \mathrm{E}_{\bar{P}}\left(\varphi_{c}-\phi\right) L_{1}=\mathrm{E}_{1} \varphi_{c}-\mathrm{E}_{1} \phi
$$

To prove the second statement, assume that $0<\alpha(\varphi)<1$ and put $\alpha=\alpha(\varphi)$. Then $\psi_{\alpha}\left(L_{0,1}\right)$ with $\psi_{\alpha}$ from (2.30) is another best test with size $\alpha$. Hence

$$
\mathrm{E}_{\bar{P}}\left(\psi_{\alpha}-\varphi\right)\left(L_{1}-c_{1-\alpha} L_{0}\right)=\mathrm{E}_{\bar{P}}\left(\psi_{\alpha}-\varphi\right) L_{1}=0
$$

which, in view of (2.31), completes the proof.
We have seen in Proposition 2.29 that under the model $\mathcal{M}_{0,1}$ from (2.13) for the hypotheses (2.14) in general we cannot find a test that minimizes $\mathrm{E}_{0} \varphi$ and $E_{1}(1-\varphi)$ simultaneously. We have then adopted the optimality criterion of minimizing $1-\mathrm{E}_{1} \varphi$ subject to $\mathrm{E}_{0} \varphi \leq \alpha$, where $\alpha \in(0,1)$ is given. This approach, where the two hypotheses are no longer treated symmetrically, has proved to be very useful in many real-life situations. It reflects a strong desire of accepting $\mathrm{H}_{A}$, but with the insurance that under $\mathrm{H}_{0}$ the probability of a wrong decision is at most $\alpha$. Under the general model $\mathcal{M}$ from (2.11) for the hypotheses (2.12) this approach has been generalized to the concept of a uniformly best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$ in (2.12). The next result, combined with the previous two propositions, is called the fundamental Neyman-Pearson lemma, which characterizes completely the best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$ in (2.14). The first comprehensive presentation was presumably provided by Lehmann (1959).

Theorem 2.45. (Neyman-Pearson Lemma) For testing $\mathrm{H}_{0}: P_{0}$ versus $\mathrm{H}_{A}: P_{1}$, every $\varphi_{c} \in \mathcal{R}_{0,1}$ is a best level $\alpha\left(\varphi_{c}\right)$ test. For $\alpha \in(0,1)$ every best level $\alpha$ test $\varphi$ for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$ with $\alpha(\varphi)=\alpha$ and the test $\psi_{\alpha}\left(L_{0,1}\right)$ with $\psi_{\alpha}$ from (2.30) are $\left\{P_{0}, P_{1}\right\}$-a.s. identical outside of $\left\{L_{0,1}=c_{1-\alpha_{0}}\right\}$.

Proof. The statements follow from Proposition 2.44.
It should be noted that each test $\varphi_{c} \in \mathcal{R}_{0,1}$ has been left arbitrary on the set $\left\{L_{0,1}=c\right\}$. On that set we cannot distinguish the two distributions by means of the threshold $c$ for $L_{0,1}$. All we know is that for every measurable set $B \subseteq\left\{L_{0,1}=c\right\}$ it holds $P_{0}(B)=c P_{1}(B)$. An important consequence of Theorem 2.45 and Proposition 2.43 is that every test $\varphi_{c} \in \mathcal{R}_{0,1}$ can be modified on $\left\{L_{0,1}=c\right\}$ to be constant there and still have the same power function.

Remark 2.46. Under the binary model (2.13) let us briefly consider some trivial tests for (2.14). Here we use the notation from (2.28). If $\varphi$ is a level $\alpha$ test, then $\mathrm{E}_{0} \varphi=\mathrm{E}_{\bar{P}} L_{0} \varphi=0$ implies $\bar{P}\left(\varphi>0, L_{0}>0\right)=0$. Such a test $\varphi$ is a best test if and only if $\varphi=1 P_{1}$-a.s. on $\left\{L_{0}=0\right\}$, which is equivalent with $\varphi=1 \bar{P}$-a.s. on $\left\{L_{0}=0\right\}$ as $P_{0}\left(L_{0}=0\right)=0$. Hence a test is a best level 0 test if and only if $\varphi=I_{\left\{L_{0}=0\right\}}$ $\bar{P}$-a.s. For $\alpha=1$ the test $\phi \equiv 1$ is a best level 1 test. However, $\varphi_{\infty}=I_{\left\{L_{1}>0\right\}}$ is also a best level 1 test, but with size $\mathrm{E}_{0} \varphi_{\infty}$ that may be less than 1 . A similar fact has been established in Problem 2.32 where it has been shown that a level $\alpha \in(0,1)$ test $\varphi$ with $\mathrm{E}_{1} \varphi=1$ may have $\alpha(\varphi)<\alpha$.

Problem 2.47.* For $\alpha \in(0,1)$ the best level $\alpha$ test $\psi_{\alpha}\left(L_{0,1}\right)$ satisfies $\mathrm{E}_{1} \psi_{\alpha}\left(L_{0,1}\right) \geq$ $\alpha$. Moreover, $\mathrm{E}_{1} \psi_{\alpha}\left(L_{0,1}\right)=\alpha$ holds if and only if $P_{0}=P_{1}$.

Problem 2.48.* For fixed $0<a<1<b$, consider the following model of two uniform distributions and the testing problem

$$
\mathcal{M}_{0,1}=(\mathbb{R}, \mathfrak{B},\{\mathrm{U}(0,1), \mathrm{U}(a, b)\}), \quad \mathrm{H}_{0}: \mathrm{U}(0,1), \quad \mathrm{H}_{A}: \mathrm{U}(a, b) .
$$

Find a best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$ for a fixed given $\alpha \in(0,1)$.
The Neyman-Pearson lemma can be used to establish uniformly best level $\alpha$ tests for one-sided testing problems in one-parameter families. The next theorem is for families with MLR and due to Karlin and Rubin (1956). It was established earlier for exponential families by Blackwell and Girshick (1954).

Theorem 2.49. Suppose that in the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the family of distributions has a nondecreasing likelihood ratio in the statistic $T: \mathcal{X} \rightarrow_{m} \mathbb{R}$. Let $\mathrm{H}_{0}: \Delta_{0}=\left(-\infty, \theta_{0}\right] \cap \Delta$ and $\mathrm{H}_{A}: \Delta_{A}=\left(\theta_{0}, \infty\right) \cap \Delta$ for some $\theta_{0} \in \Delta$, where $\Delta_{0}, \Delta_{A} \neq \emptyset$. For $\alpha \in(0,1)$ the test $\varphi_{T, \alpha}$ from (2.19) is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$. Furthermore, the power function $\mathrm{E}_{\theta} \varphi_{T, \alpha}$ is nondecreasing in $\theta \in \Delta$, and it satisfies

$$
\begin{equation*}
\mathrm{E}_{\underline{\theta}} \varphi_{T, \alpha} \leq \alpha=\mathrm{E}_{\theta_{0}} \varphi_{T, \alpha} \leq \mathrm{E}_{\bar{\theta}} \varphi_{T, \alpha}, \quad \underline{\theta} \leq \theta_{0} \leq \bar{\theta}, \quad \underline{\theta}, \bar{\theta} \in \Delta . \tag{2.32}
\end{equation*}
$$

Moreover, for every test $\varphi$ with $\mathrm{E}_{\theta_{0}} \varphi=\alpha$ it holds

$$
\begin{equation*}
\mathrm{E}_{\underline{\theta}} \varphi_{T, \alpha} \leq \mathrm{E}_{\underline{\theta}} \varphi, \quad \underline{\theta}<\theta_{0}, \quad \text { and } \quad \mathrm{E}_{\bar{\theta}} \varphi_{T, \alpha} \geq \mathrm{E}_{\bar{\theta}} \varphi, \quad \bar{\theta}>\theta_{0} . \tag{2.33}
\end{equation*}
$$

Proof. Let $\bar{\theta}>\theta_{0}$ be fixed. By Definition 2.11, $L_{\theta_{0}, \bar{\theta}}=h_{\theta_{0}, \bar{\theta}}(T),\left\{P_{\theta_{0}}, P_{\bar{\theta}}\right\}-$ a.s., where $h_{\theta_{0}, \bar{\theta}}$ is a nondecreasing function. For $c:=h_{\theta_{0}, \bar{\theta}}\left(c_{1-\alpha}\right)$ it holds, $\left\{P_{\theta_{0}}, P_{\bar{\theta}}\right\}$-a.s.,

$$
\begin{array}{lll}
h_{\theta_{0}, \bar{\theta}}(T)>c & \text { implies } & T>c_{1-\alpha} \quad \text { and }  \tag{2.34}\\
h_{\theta_{0}, \bar{\theta}}(T)<c & \text { implies } & T<c_{1-\alpha} .
\end{array}
$$

This means that the test $\varphi_{T, \alpha}$ is a likelihood ratio test at $c$. Hence by Theorem 2.45, $\varphi_{T, \alpha}$ is a best level $\alpha$ test at the level of $\alpha=\mathrm{E}_{\theta_{0}} \varphi_{T, \alpha}$ for testing $P_{\theta_{0}}$ versus $P_{\bar{\theta}}$. This proves the first statement and the second inequality of (2.33). The inequalities in (2.32) follow from Theorem 2.10, Proposition 2.7, and the fact that $\varphi_{T, \alpha}$ is a nondecreasing function of $T$. To prove the first inequality of (2.33) let $\underline{\theta}<\theta_{0}$ be fixed. We remark that the tests $1-\varphi$ and $1-\varphi_{T, \alpha}$ are level $(1-\alpha)$ tests for $P_{\theta_{0}}$ versus $P_{\underline{\theta}}$. Set $h_{\theta_{0}, \underline{\theta}}=\left(h_{\underline{\theta}, \theta_{0}}\right)^{-1}$ with the standard conventions of $1 / 0=\infty$ and $1 / \infty=0$. Then $L_{\theta_{0}, \underline{\theta}}=h_{\theta_{0}, \underline{\underline{\theta}}}(T)$, so that the likelihood ratio is a nonincreasing function of $T$. As in (2.34) one can see that $1-\varphi_{T, \alpha}$ is a level $(1-\alpha)$ likelihood ratio test for testing $P_{\theta_{0}}$ versus $P_{\underline{\theta}}$. An application of Theorem 2.45 now shows that

$$
\mathrm{E}_{\underline{\theta}} \varphi_{T, \alpha}=1-\mathrm{E}_{\underline{\theta}}\left(1-\varphi_{T, \alpha}\right) \leq 1-\mathrm{E}_{\underline{\theta}}(1-\varphi)=\mathrm{E}_{\underline{\theta}} \varphi,
$$

which completes the proof.
For a symmetric and unimodal parent distribution the power of any test in the associated location model can be explicitly bounded by the power of the best test.

Problem 2.50.* Suppose $X$ has a symmetric and strongly unimodal distribution $P$ with a density $f$ that is everywhere positive and c.d.f. $F$. For $0<\alpha<1$ let $u_{1-\alpha}$ be a $(1-\alpha)$-quantile. If $P_{\theta}=\mathcal{L}(X+\theta)$ and $\varphi: \mathbb{R} \rightarrow_{m}[0,1]$ is a test, then

$$
\begin{aligned}
& \int \varphi d P_{\theta_{1}} \leq \alpha \text { implies } \quad \int \varphi d P_{\theta_{2}} \leq F\left(u_{\alpha}+\left|\theta_{2}-\theta_{1}\right|\right), \\
& \int \varphi d P_{\theta_{1}} \geq \alpha \text { implies } \quad \int \varphi d P_{\theta_{2}} \geq F\left(u_{\alpha}-\left|\theta_{2}-\theta_{1}\right|\right) .
\end{aligned}
$$

Now we apply the last theorem to a reparametrized one-parameter exponential family $\left(P_{\kappa(\eta)}\right)_{\eta \in(a, b)}$ from (1.11) with $\boldsymbol{\mu}$-densities

$$
\begin{equation*}
\frac{d P_{\kappa(\eta)}}{d \boldsymbol{\mu}}(x)=\exp \{\kappa(\eta) T(x)-K(\kappa(\eta))\}, \quad x \in \mathcal{X} \tag{2.35}
\end{equation*}
$$

where $\kappa:(a, b) \rightarrow \Delta^{0}$ is increasing and continuous. Then $\left(P_{\kappa(\eta)}\right)_{\eta \in(a, b)}$ has an increasing likelihood ratio in the generating statistic $T$. Denote by $F_{\eta}$ the c.d.f. of $T$ under $P_{\kappa(\eta)}$.

Proposition 2.51. Suppose that $\left(P_{\kappa(\eta)}\right)_{\eta \in(a, b)}$ is a one parameter exponential family on $(\mathcal{X}, \mathfrak{A})$ with $\boldsymbol{\mu}$-densities (2.35) and generating statistic $T$, where $\kappa$ is increasing. For a fixed $\eta_{0} \in(a, b)$ let

$$
\mathrm{H}_{0}: \eta \leq \eta_{0} \quad \text { versus } \quad \mathrm{H}_{A}: \eta>\eta_{0}, \quad \eta \in(a, b)
$$

Then for $\alpha \in(0,1)$ the test $\varphi_{T, \alpha}=I_{\left(c_{1-\alpha}, \infty\right)}(T)+\gamma_{\alpha} I_{\left\{c_{1-\alpha}\right\}}(T)$ with

$$
c_{1-\alpha}=F_{\eta_{0}}^{-1}(1-\alpha), \quad \gamma_{\alpha}=\left[F_{\eta_{0}}\left(c_{1-\alpha}\right)-(1-\alpha)\right] \oslash P_{\kappa\left(\eta_{0}\right)}\left(T=c_{1-\alpha}\right)
$$

is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$ and has an increasing power function $\eta \mapsto \mathrm{E}_{\eta} \varphi_{T, \alpha}$. Moreover, for every other test $\phi$ with $\mathrm{E}_{\eta_{0}} \phi=\alpha$ it holds

$$
\begin{array}{ll}
\mathrm{E}_{\eta} \phi>\mathrm{E}_{\eta} \varphi_{T, \alpha}, & \eta<\eta_{0} \\
\mathrm{E}_{\eta} \phi<\mathrm{E}_{\eta} \varphi_{T, \alpha}, & \eta>\eta_{0} .
\end{array}
$$

Proof. In view of Theorem 2.49 it only remains to prove the strict monotonicity of the power function $\eta \mapsto \mathrm{E}_{\eta} \varphi_{T, \alpha}$. Assume that there are $\eta_{1}, \eta_{2} \in(a, b)$ with $\eta_{1}<\eta_{2}$ and $\mathrm{E}_{\eta_{1}} \varphi_{T, \alpha}=\mathrm{E}_{\eta_{2}} \varphi_{T, \alpha}$. We set $\alpha_{0}=\mathrm{E}_{\eta_{1}} \varphi_{T, \alpha}$. As all distributions are equivalent we have $0<\alpha_{0}<1$. Then for the testing problem $\mathrm{H}_{0}: P_{\kappa\left(\eta_{1}\right)}$ versus $\mathrm{H}_{A}: P_{\kappa\left(\eta_{2}\right)}$ the test $\varphi_{T, \alpha}$ is a likelihood ratio test and thus by Theorem 2.45 a best level $\alpha_{0}$-test. Because of $\mathrm{E}_{\eta_{1}} \varphi_{T, \alpha}=\mathrm{E}_{\eta_{2}} \varphi_{T, \alpha}$ the test $\psi \equiv \alpha_{0}$ is also a best level $\alpha_{0}$ test for $\mathrm{H}_{0}: P_{\kappa\left(\eta_{1}\right)}$ versus $\mathrm{H}_{A}: P_{\kappa\left(\eta_{2}\right)}$, and thus by Theorem 2.45 that $\varphi_{T, \alpha}=\alpha_{0}, P_{\kappa\left(\eta_{1}\right)}$-a.s., outside of $\left\{T=c_{1-\alpha}\right\}$. As $P_{\kappa\left(\eta_{1}\right)}\left(\varphi_{T, \alpha}=\alpha_{0}, T \neq c_{1-\alpha}\right)=0$ we get $P_{\kappa\left(\eta_{1}\right)}\left(T=c_{1-\alpha}\right)=1$. But this is impossible according to the assumption (A1) made in Section 1.1.

Although Proposition 2.51 gives the explicit structure of the UMP test the remaining problem is to determine the quantile $c_{1-\alpha}$, which leads to numerical methods unless the distribution of $T$ under $P_{\theta_{0}}$ is known. The next example presents such a situation.

Example 2.52. Consider the testing problem (2.20). We know from the second part of Example 1.11 that $\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)\right)_{\mu \in \mathbb{R}}$ is a reparametrized exponential family with generating statistic $U\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i}$ and thus has MLR in $U$. But then this family has also MLR in $U_{0}$ from (2.21). Hence we see that the Gauss test (2.22) is a uniformly best level $\alpha$ test for the testing problem (2.20).

Example 2.53. Suppose $X_{1}, \ldots, X_{n}$ are i.i.d. with distribution $\mathcal{L}\left(X_{i}\right)=(1-p) \boldsymbol{\delta}_{0}+$ $p \boldsymbol{\delta}_{1}, p \in(0,1)$. As we have seen in Example 1.7, $\left((1-p) \boldsymbol{\delta}_{0}+p \boldsymbol{\delta}_{1}\right)^{\otimes n}$ is an exponential family with generating statistic $T_{\oplus n}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i}$, where $x=\left(x_{1}, \ldots, x_{n}\right) \in$ $\mathcal{X}=\{0,1\}^{n}$. We want to construct a uniformly best level $\alpha$ test for

$$
\begin{equation*}
\mathrm{H}_{0}: 0<p \leq p_{0} \quad \text { versus } \quad \mathrm{H}_{A}: p_{0}<p<1 . \tag{2.36}
\end{equation*}
$$

Under $\left(\left(1-p_{0}\right) \boldsymbol{\delta}_{0}+p_{0} \boldsymbol{\delta}_{1}\right)^{\otimes n}$ the statistic $T_{\oplus n}$ has a binomial distribution $\mathrm{B}\left(n, p_{0}\right)$. Let $c_{1-\alpha}$ and $\gamma_{1-\alpha}$ be determined by

$$
\begin{align*}
\sum_{l=0}^{c_{1-\alpha}-1} \mathbf{b}_{n, p_{0}}(l) & <1-\alpha \leq \sum_{l=0}^{c_{1-\alpha}} \mathbf{b}_{n, p_{0}}(l), \quad \text { and }  \tag{2.37}\\
\gamma_{\alpha} & =\frac{1}{\mathbf{b}_{n, p_{0}}\left(c_{1-\alpha}\right)}\left[\sum_{l=0}^{c_{1-\alpha}} \mathbf{b}_{n, p_{0}}(l)-(1-\alpha)\right] .
\end{align*}
$$

Then, according to Proposition 2.51, the test

$$
\varphi_{T, \alpha}(x)=\left\{\begin{array}{ccc}
1 & \text { if } & T_{\oplus n}(x)>c_{1-\alpha}  \tag{2.38}\\
\gamma_{\alpha} & \text { if } & T_{\oplus n}(x)=c_{1-\alpha} \\
0 & \text { if } & T_{\oplus n}(x)<c_{1-\alpha}
\end{array}\right.
$$

is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$.

The next problem deals with the Poisson distribution where the natural parameter $\lambda$ of the exponential family is the parameter of interest.

Problem 2.54. Let $\operatorname{Po}(\lambda)$ be a Poisson distribution with parameter $\lambda>0$ and p.m.f. $\operatorname{po}_{\lambda}(x)=(1 / k!) \lambda^{k} \exp \{-\lambda\}, k \in \mathbb{N}$. Similarly to the previous example, for $\lambda_{0}>0$ and $\alpha \in(0,1)$ fixed find a uniformly best level $\alpha$ test for $\mathrm{H}_{0}: \lambda \leq \lambda_{0}$ versus $\mathrm{H}_{A}: \lambda_{0}<\lambda$.

Example 2.55. We know from Example 1.13 that the family of distributions $\left(\mathrm{Ga}^{\otimes n}(\lambda, \beta)\right)_{\lambda, \beta>0}$ of an i.i.d. sample of size $n$ from a gamma distribution is a twoparameter exponential family with generating statistic

$$
T\left(x_{1}, \ldots, x_{n}\right)=\left(T_{1}\left(x_{1}, \ldots, x_{n}\right), T_{2}\left(x_{1}, \ldots, x_{n}\right)\right)=\left(\sum_{i=1}^{n} \ln x_{i},-\sum_{i=1}^{n} x_{i}\right)
$$

By Problem 1.14 for a fixed $\lambda_{0}>0$ the family $\mathrm{Ga}^{\otimes n}\left(\lambda_{0}, \theta\right), \theta>0$, is a oneparameter exponential family with natural parameter $\theta$ and generating statistic $T_{2}\left(x_{1}, \ldots, x_{n}\right)=-\sum_{i=1}^{n} x_{i}$. From (2.6) we know that under $\mathrm{Ga}^{\otimes n}\left(\lambda_{0}, \theta\right), S:=-T_{2}$ has the distribution $\mathrm{Ga}\left(n \lambda_{0}, \theta\right)$. Let $\theta_{0}>0$ and $\alpha \in(0,1)$ be fixed. We consider the testing problem $\mathrm{H}_{0}: 0<\theta \leq \theta_{0}$ versus $\mathrm{H}_{A}: \theta_{0}<\theta<\infty$. Let $c_{\alpha}$ be determined by

$$
\int_{0}^{c_{\alpha}} \operatorname{ga}_{n \lambda_{0}, \theta_{0}}(s) d s=\alpha,
$$

i.e., $c_{\alpha}$ is the $\alpha$-quantile of $\operatorname{Ga}\left(n \lambda_{0}, \theta_{0}\right)$. Then by Proposition 2.51 the test

$$
\varphi\left(x_{1}, \ldots, x_{n}\right)=\left\{\begin{array}{lll}
1 & \text { if } & \sum_{i=1}^{n} x_{i}<c_{\alpha} \\
0 & \text { if } & \sum_{i=1}^{n} x_{i} \geq c_{\alpha}
\end{array}\right.
$$

is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$. In this testing problem we have assumed that $\lambda_{0}$ is known. On the other hand, in many situations the nuisance parameter is unknown. In Chapter 8 it is shown how to find optimal tests in such more complicated settings.

Next we consider families with MLR that are not exponential families.
Problem 2.56.* Let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables with $\mathcal{L}\left(X_{1}\right)=\mathrm{U}(0, \theta)$, $\theta>0$. For $\theta_{0}>0$ and $\alpha \in(0,1)$ fixed find a uniformly best level $\alpha$ test for $\mathrm{H}_{0}: \theta \leq \theta_{0}$ versus $\mathrm{H}_{A}: \theta>\theta_{0}$.

Problem 2.57.* Let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables with $\mathcal{L}\left(X_{1}\right)=\mathrm{U}(\theta, \theta+1)$, $\theta \in \mathbb{R}$. Let $\theta_{0} \in \mathbb{R}$ and $\alpha \in(0,1)$ be fixed. Show that for $n=1$ there exists a uniformly best level $\alpha$ test for $\mathrm{H}_{0}: \theta \leq \theta_{0}$ versus $\mathrm{H}_{A}: \theta>\theta_{0}$. Show also that the concept of MLR cannot be utilized in the case of $n>1$.

Problem 2.56, and the first part of Problem 2.57 with $n=1$, give examples of families with MLR that are not exponential families. This can be seen easily because the supports of the distributions depend on $\theta \in \Delta$. A converse of Proposition 2.51 is due to Pfanzagl (1968). Under mild conditions, the existence of a uniformly best level $\alpha$ test for one-sided alternatives, for one $\alpha \in(0,1)$ and all sample sizes $n=1,2, \ldots$, implies that the underlying family of distributions is an exponential family.

For a family with MLR in $T$ the uniformly best level $\alpha$ test for onesided hypotheses is nonrandomized whenever the statistic $T$ has a continuous c.d.f. under $P_{\theta_{0}}$. This is reflected by several of the previous examples and problems. In contrast to that situation the testing problem (2.36) for binomial distributions leads to a uniformly best level $\alpha$ test that is randomized, except for a few ("natural") choices of $\alpha$ for which $\gamma_{a}=0$, that is, when

$$
\sum_{l=0}^{c_{1-\alpha}} \mathrm{b}_{n, p_{0}}(l)=1-\alpha
$$

occurs. $\gamma_{a}=1$ is not possible because of the definition of $c_{1-\alpha}$. If now $\gamma_{a} \in$ $(0,1)$ and $T_{\oplus n}(x)=c_{1-\alpha}$, then we have to generate a random variable $U$ that is uniformly distributed in $(0,1)$, reject $\mathrm{H}_{0}$ if $U \leq \gamma_{\alpha}$, and accept $\mathrm{H}_{0}$ if $U>\gamma_{\alpha}$.

Sometimes it is more convenient to incorporate a randomization right from the beginning, with the effect that the distributions in the new model have continuous c.d.f.s. More specifically, let $X$ be a random variable with values in $\mathbb{N}$ and distribution $P_{\theta}, \theta \in \Delta$. Let $p_{\theta}(k)=P_{\theta}(\{k\}), k \in \mathbb{N}, \theta \in \Delta$, denote the associated p.m.f.s, i.e., densities with respect to the counting measure $\boldsymbol{\kappa}$ on $\mathbb{N}$. Let $U$ be uniformly distributed in $(0,1)$, independent of $X$, and set $Y=X+U$. It is important to know that there is a one-to-one relation between $Y$ and the pair $(X, U)$. Indeed, if $[x]$ denotes the largest integer less than or equal to $x$, then

$$
(X, U)=([Y], Y-[Y])
$$

Thus the random variable $Y$ contains the same information as $(X, U)$. For $\theta \in \Delta$ the distribution of $Y=X+U$ is $Q_{\theta}=P_{\theta} * \mathrm{U}(0,1)$, which has the piecewise constant Lebesgue density

$$
\begin{equation*}
f_{\theta}(t)=\sum_{l=0}^{\infty} p_{\theta}(l) I_{[l, l+1)}(t) \tag{2.39}
\end{equation*}
$$

Suppose now that $\Delta \subseteq \mathbb{R}$. The family $\left(P_{\theta}\right)_{\theta \in \Delta}$ of distributions on $\mathbb{N}$ has MLR in the identity if and only if the p.m.f.s $p_{\theta}$ satisfy

$$
p_{\theta_{0}}\left(k_{1}\right) p_{\theta_{1}}\left(k_{0}\right) \leq p_{\theta_{0}}\left(k_{0}\right) p_{\theta_{1}}\left(k_{1}\right), \quad 0 \leq k_{0}<k_{1}, k_{i} \in \mathbb{N}, \theta_{0}<\theta_{1} .
$$

It is easy to verify that in this case

$$
f_{\theta_{0}}\left(t_{1}\right) f_{\theta_{1}}\left(t_{0}\right) \leq f_{\theta_{0}}\left(t_{0}\right) f_{\theta_{1}}\left(t_{1}\right), \quad 0 \leq t_{0}<t_{1}, \theta_{0}<\theta_{1}
$$

so that the family $\left(Q_{\theta}\right)_{\theta \in \Delta}$ has MLR in the identity as well.
For $\theta_{0} \in \Delta^{0}$ and $\alpha \in(0,1)$, consider now the testing problem

$$
\begin{equation*}
\mathrm{H}_{0}: \theta \leq \theta_{0} \quad \text { versus } \quad \mathrm{H}_{A}: \theta>\theta_{0} . \tag{2.40}
\end{equation*}
$$

For the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ a uniformly best level $\alpha$ test based on $X$ is $\varphi_{X, \alpha}(k)$, $k \in \mathbb{N}$, with $c_{1-\alpha}$ and $\gamma_{\alpha}$ determined by (2.18), analogously to (2.38) with (2.37). On the other hand, for the family $\left(Q_{\theta}\right)_{\theta \in \Delta}$ the uniformly best level $\alpha$ test based on $Y$ is $\varphi_{Y, \alpha}(y), y>0$, given by

$$
\varphi_{Y, \alpha}(y)=\left\{\begin{array}{lll}
1 & \text { if } \quad y \geq d_{1-\alpha} \\
0 & \text { if } \quad y<d_{1-\alpha}
\end{array} \quad \text { where } \quad \int_{d_{1-\alpha}}^{\infty} f_{\theta_{0}}(t) d t=\alpha\right.
$$

To summarize with the proposition below, by using the interpolation (2.39) of discrete distributions a randomized test for discrete distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ can be replaced by a nonrandomized test for distributions $\left(Q_{\theta}\right)_{\theta \in \Delta}$ that have Lebesgue densities.

Proposition 2.58. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a family of distributions on $\mathbb{N}$ that has $M L R$ in the identity. Let $Q_{\theta}=P_{\theta} * \mathrm{U}(0,1), \theta \in \Delta$. Then $\left(Q_{\theta}\right)_{\theta \in \Delta}$ has MLR in the identity as well. For fixed $\alpha \in(0,1)$ the uniformly best level $\alpha$ test $\varphi_{X, \alpha}$ based on $X$ with distribution $P_{\theta}, \theta \in \Delta$, and the uniformly best level $\alpha$ test $\varphi_{Y, \alpha}$ based on $Y$ with distribution $P_{\theta}, \theta \in \Delta$, have the same power function; that is,

$$
\mathrm{E}_{P_{\theta}} \varphi_{X, \alpha}=\mathrm{E}_{Q_{\theta}} \varphi_{Y, \alpha}, \quad \theta \in \Delta .
$$

Proof. It holds $d_{1-\alpha}=c_{1-\alpha}+\gamma_{\alpha}$, and thus

$$
\mathrm{E}_{Q_{\theta}} \varphi_{Y, \alpha}=\int_{d_{1-\alpha}}^{\infty} f_{\theta}(t) d t=\gamma_{a} p_{\theta}\left(c_{1-\alpha}\right)+\sum_{l=c_{1-\alpha}+1}^{\infty} p_{\theta}(l)=\mathrm{E}_{P_{\theta}} \varphi_{X, \alpha}
$$

We now return to the basic setting of a binary model $\mathcal{M}_{0,1}$ from (2.13). As has been pointed out already, a best level $\alpha$ test, in the sense of NeymanPearson, is set up for situations where an error of the first kind has more serious consequences than an error of the second kind. Protecting ourselves against an error of the first kind by means of the level $\alpha$ has a price, however. For smaller choices of $\alpha$ this may lead to a larger value of the probability of an error of the second kind. The same effect, of course, is caused by $P_{1}$ getting closer to $P_{0}$.

The Neyman-Pearson approach is not appropriate for all situations where tests in binary models are under concern. As an alternative approach one could utilize weights $c_{0}, c_{1}>0$ that reflect the relative importance of the two hypotheses and require to minimize the function $\varphi \mapsto c_{0} \mathrm{E}_{0} \varphi+c_{1} \mathrm{E}_{1}(1-\varphi)$. Apparently, in this approach only the relative weights $c_{i} /\left(c_{0}+c_{1}\right), i=0,1$, are relevant, and thus we may as well consider for any prior distribution $\Pi=\pi \delta_{0}+(1-\pi) \delta_{1}, \pi \in(0,1)$, the Bayes risk of a test $\varphi$,

$$
\mathrm{r}(\Pi, \varphi)=\pi \mathrm{E}_{0} \varphi+(1-\pi) \mathrm{E}_{1}(1-\varphi)
$$

Definition 2.59. Under the prior $\Pi=\pi \boldsymbol{\delta}_{0}+(1-\pi) \boldsymbol{\delta}_{1}$ with $\pi \in[0,1]$, the value $\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)=\inf _{\varphi \in \mathcal{T}} \mathrm{r}(\Pi, \varphi)$ is called the Bayes risk of the testing problem $\mathrm{H}_{0}: P_{0}$ versus $\mathrm{H}_{1}: P_{1}$. The function $\pi \rightarrow \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ is called the error function. Every test $\varphi_{B}$ with $\mathrm{r}\left(\Pi, \varphi_{B}\right)=\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ is called a Bayes test.

In the above definition we have included the cases of $\pi=0$ and $\pi=1$ although they are trivial from a statistical point of view. Obviously, $\varphi_{B} \equiv 1$
is a Bayes test for $\pi=0, \varphi_{B} \equiv 0$ is a Bayes test for $\pi=1$, and the Bayes risk is 0 in both cases.

We dominate $P_{0}, P_{1}$ by $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and set $f_{i}=d P_{i} / d \mu, i=0,1$. Then

$$
L_{0,1}=I_{\left\{f_{0}>0\right\}} f_{1} / f_{0}+\infty I_{\left\{f_{1}>0, f_{0}=0\right\}}
$$

is a likelihood ratio of $P_{1}$ with respect to $P_{0}$; see (1.68). Recall that for any $c \geq 0$ every test $\varphi_{c}$ that is 1 for $f_{1}>c f_{0}$ and 0 for $f_{1}<c f_{0}$ is called a likelihood ratio at $c$, see Definition 2.42. The next theorem extends Lemma 1.66 .

Theorem 2.60. If $\Pi=\pi \boldsymbol{\delta}_{0}+(1-\pi) \boldsymbol{\delta}_{1}$ with $\pi \in(0,1)$, then a test $\varphi_{B}$ is a Bayes test if and only if it is $\left\{P_{0}, P_{1}\right\}$-a.s. a likelihood ratio test at $c=$ $\pi /(1-\pi)$; that is,

$$
\begin{array}{ll}
\varphi_{B}=1, & \left\{P_{0}, P_{1}\right\} \text {-a.s. on }\left\{(1-\pi) f_{1}>\pi f_{0}\right\},  \tag{2.41}\\
\varphi_{B}=0, & \left\{P_{0}, P_{1}\right\} \text {-a.s. on }\left\{(1-\pi) f_{1}<\pi f_{0}\right\} .
\end{array}
$$

Moreover, the Bayes risk is given by

$$
\begin{align*}
\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) & =\int\left(\pi \varphi_{B} f_{0}+(1-\pi)\left(1-\varphi_{B}\right) f_{1}\right) d \mu  \tag{2.42}\\
& =\int\left(\pi f_{0}\right) \wedge\left((1-\pi) f_{1}\right) d \mu
\end{align*}
$$

Proof. Put $g_{0}=\pi f_{0}, g_{1}=(1-\pi) f_{1}$. For any test $\varphi$ it holds

$$
\begin{aligned}
& \mathrm{r}(\Pi, \varphi)-\mathrm{r}\left(\Pi, \varphi_{B}\right) \\
= & \int\left[\pi \varphi f_{0}+(1-\pi)(1-\varphi) f_{1}-\left(\pi f_{0}\right) \wedge\left((1-\pi) f_{1}\right)\right] d \mu \\
= & \int\left[\varphi\left(g_{0}-g_{0} \wedge g_{1}\right)+(1-\varphi)\left(g_{1}-g_{0} \wedge g_{1}\right)\right] d \mu \geq 0,
\end{aligned}
$$

and equality holds if and only if $\varphi=0$ on $\left\{g_{0}>g_{1}\right\}$ and $\varphi=1$ on $\left\{g_{0}<g_{1}\right\}$, $\mu$-a.e., which is equivalent to (2.41).

It is important to know that any Bayes test $\varphi_{B}$ from (2.41) can be arbitrarily modified on the set $\left\{f_{1}=c f_{0}\right\}$. Thus in particular there always exists a nonrandomized Bayes test.

Problem 2.61.* The error function $\pi \mapsto \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right), \pi \in[0,1]$, has the following properties.

$$
\begin{align*}
& \mathrm{b}_{0}\left(P_{0}, P_{1}\right)=\mathrm{b}_{1}\left(P_{0}, P_{1}\right)=0 .  \tag{2.43}\\
& 0 \leq \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) \leq \pi^{s}(1-\pi)^{1-s} \mathrm{H}_{s}\left(P_{0}, P_{1}\right), \quad s>0, s \neq 1 .  \tag{2.44}\\
& \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)=\pi \wedge(1-\pi) \quad \Leftrightarrow \quad P_{0}=P_{1} .  \tag{2.45}\\
& \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)=0 \quad \Leftrightarrow \quad P_{0} \perp P_{1} .  \tag{2.46}\\
& \pi \mapsto \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) \text { is continuous and concave. } \\
& \left\|P_{0}-P_{1}\right\|=2-4 \mathrm{~b}_{1 / 2}\left(P_{0}, P_{1}\right) . \tag{2.47}
\end{align*}
$$

For the binary model $\mathcal{M}_{0,1}$ from (2.13) the testing problem (2.14) admits an interesting geometric interpretation. For this purpose we introduce the risk set of tests,

$$
\begin{equation*}
\mathfrak{R}=\left\{\left(\mathrm{E}_{0} \varphi, 1-\mathrm{E}_{1} \varphi\right): \varphi \in \mathcal{T}\right\} . \tag{2.48}
\end{equation*}
$$

As $\mathcal{T}$ is a convex set the set $\mathfrak{R}$ is also convex. To describe the lower bound of the set $\mathfrak{R}$ we put

$$
\begin{equation*}
\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right):=\inf \left\{\mathrm{E}_{1}(1-\varphi): \mathrm{E}_{0} \varphi \leq \alpha, \quad \varphi \in \mathcal{T}\right\}, \quad \alpha \in[0,1] \tag{2.49}
\end{equation*}
$$

By Theorem 2.45, for $\alpha \in(0,1)$ the point $\left(\alpha, \mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)\right)$ corresponds to a best level $\alpha$ test $\psi_{\alpha}\left(L_{0,1}\right)$. Therefore $\alpha \mapsto \mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)$ is a nonincreasing function of $\alpha$. As the lower boundary of the convex set $\mathfrak{R}$ the function $\alpha \mapsto \mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)$ is also convex; that is,

$$
\begin{equation*}
\mathrm{g}_{q \alpha_{1}+(1-q) \alpha_{2}}\left(P_{0}, P_{1}\right) \leq q \mathrm{~g}_{\alpha_{1}}\left(P_{0}, P_{1}\right)+(1-q) \mathrm{g}_{\alpha_{2}}\left(P_{0}, P_{1}\right), \quad q \in[0,1] . \tag{2.50}
\end{equation*}
$$

Furthermore, because $\psi \equiv \alpha$ is a level $\alpha$ test we get

$$
\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right) \leq 1-\alpha, \quad \alpha \in(0,1) .
$$

If $\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)=1-\alpha$ for some $\alpha \in(0,1)$, then by Theorem $2.45 \psi \equiv \alpha$ is $\left\{P_{0}, P_{1}\right\}$-a.s. identical with $\psi_{\alpha}$ outside of $\left\{L_{0,1}=c_{1-\alpha}\right\}$, which, however, is impossible as $\alpha \in(0,1)$. Consequently,

$$
\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)<1-\alpha, \quad \alpha \in(0,1)
$$

Next we study interrelations between $\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)$ and $\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$. The proof of the next theorem follows along the lines of Torgersen (1991), pp. 590-591.
Theorem 2.62. For the binary model $\mathcal{M}_{0,1}$ from (2.13) it holds

$$
\begin{array}{ll}
\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)=\min _{0<\alpha<1}\left[\pi \alpha+(1-\pi) \mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)\right], \quad \pi \in(0,1), \\
\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)=\max _{0<\pi<1} \frac{1}{1-\pi}\left[\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)-\pi \alpha\right], \quad \alpha \in(0,1) . \tag{2.52}
\end{array}
$$

Proof. For any fixed $\pi \in(0,1)$ the inequality

$$
\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) \leq \pi \alpha+(1-\pi) \mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right), \quad \alpha \in(0,1)
$$

follows from the definition of $\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)$. It implies

$$
\begin{array}{ll}
\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) \leq \inf _{0<\alpha<1}\left[\pi \alpha+(1-\pi) \mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)\right], \quad \pi \in(0,1), \\
\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right) \geq \sup _{0<\pi<1} \frac{1}{1-\pi}\left[\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)-\pi \alpha\right], \quad \alpha \in(0,1) .
\end{array}
$$

If $\alpha_{0} \in(0,1)$ is fixed, then let $\psi_{\alpha_{0}}$ be the likelihood ratio test $\psi_{\alpha_{0}}\left(L_{0,1}\right)$ which by Theorem 2.45 is a best level $\alpha_{0}$-test. Hence $\psi_{\alpha_{0}}$ is according to Theorem 2.60 also a Bayes test for $\pi=c_{1-\alpha_{0}} /\left(1+c_{1-\alpha_{0}}\right)$. This yields

$$
\pi \alpha_{0}+(1-\pi) \mathrm{E}_{1}\left(1-\psi_{\alpha_{0}}\right)=\mathrm{b}_{\pi\left(\alpha_{0}\right)}\left(P_{0}, P_{1}\right)
$$

and we have established the equalities in (2.51) and (2.52).

Remark 2.63. The representation (2.51) shows that $\pi \mapsto \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ is a concave function, whereas (2.52) shows that $\alpha \mapsto \mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)$ is a convex function. The latter has been established already in (2.50).

Problem 2.64.* Given are two coins $C_{0}$ and $C_{1}$ with probability of heads equal to $p_{0}$ and $p_{1}$, respectively. Assume that $0<p_{0}<p_{1}<1$. One of these coins is tossed once and $x \in\{0,1\}$ is observed, where 0 stands for tails and 1 stands for heads. Set $P_{i}=\left(1-p_{i}\right) \boldsymbol{\delta}_{0}+p_{i} \boldsymbol{\delta}_{1}, i=0,1$, and $\Delta=\{0,1\}$. For a fixed $\alpha \in(0,1)$ find a best level $\alpha$ test for $H_{0}: P_{0}$ versus $H_{1}: P_{1}$. For a fixed $\pi \in(0,1)$ find a Bayes test for the prior $\Pi=\pi \delta_{0}+(1-\pi) \boldsymbol{\delta}_{1}$.

### 2.3 Solutions to Selected Problems

Solution to Problem 2.3: From the first statement of Problem 2.2 we get $\mathbb{P}\left(F^{-1}(U) \leq x\right)=\mathbb{P}(U \leq F(x))=F(x), x \in \mathbb{R}$. On the other hand, if $F$ is continuous, then by the second statement of Problem $2.2 F\left(F^{-1}(u)\right)=u, u \in[0,1]$. Thus $\mathbb{P}\left(F\left(F^{-1}(U)\right) \leq y\right)=\mathbb{P}(U \leq y)=y, y \in[0,1] . F^{-1}(U)$ has the same c.d.f. $F$ as $X$.

Solution to Problem 2.15 Let $x, x_{0} \in \mathbb{R}^{d}$ and $s_{2}>0$ be fixed. By assumption, $g\left(x_{0}\right) \leq g\left(x_{0}+s_{2}\left(x-x_{0}\right)\right)=t$, say. As $g$ is subconvex $\{y: g(y) \leq t\}$ is a convex subset of $\mathbb{R}^{d}$. Thus for every $\alpha \in[0,1]$ it holds $\alpha x_{0}+(1-\alpha)\left(x_{0}+s_{2}\left(x-x_{0}\right)\right) \in\{y: g(y) \leq t\}$.

Let now $s_{1} \in\left(0, s_{2}\right)$. For $\alpha=1-s_{1} / s_{2}$ we get

$$
\alpha x_{0}+(1-\alpha)\left(x_{0}+s_{2}\left(x-x_{0}\right)\right)=x_{0}+s_{1}\left(x-x_{0}\right),
$$

and thus $g\left(x_{0}+s_{1}\left(x-x_{0}\right)\right) \leq t$.
Solution to Problem 2.22: With $x_{0}<x_{1}$ and $\theta_{0}<\theta_{1}$ (2.4) yields

$$
\begin{aligned}
& F_{\theta_{0}}\left(x_{1}\right) F_{\theta_{1}}\left(x_{0}\right) \\
= & F_{\theta_{0}}\left(x_{0}\right) F_{\theta_{1}}\left(x_{0}\right)+\left[F_{\theta_{0}}\left(x_{1}\right)-F_{\theta_{0}}\left(x_{0}\right)\right] F_{\theta_{1}}\left(x_{0}\right) \\
= & F_{\theta_{0}}\left(x_{0}\right) F_{\theta_{1}}\left(x_{0}\right)+\int I_{\left(x_{0}, x_{1}\right]}(v)\left[\int I_{\left(-\infty, x_{0}\right]}(u) g_{\theta_{1}}(u) g_{\theta_{0}}(v) \mu(d u)\right] \mu(d v) \\
\leq & F_{\theta_{0}}\left(x_{0}\right) F_{\theta_{1}}\left(x_{0}\right)+\int I_{\left(x_{0}, x_{1}\right]}(v)\left[\int I_{\left(-\infty, x_{0}\right]}(u) g_{\theta_{0}}(u) g_{\theta_{1}}(v) \mu(d u)\right] \mu(d v) \\
= & F_{\theta_{0}}\left(x_{0}\right) F_{\theta_{1}}\left(x_{0}\right)+\left[F_{\theta_{1}}\left(x_{1}\right)-F_{\theta_{1}}\left(x_{0}\right)\right] F_{\theta_{0}}\left(x_{0}\right) \\
= & F_{\theta_{0}}\left(x_{0}\right) F_{\theta_{1}}\left(x_{1}\right) .
\end{aligned}
$$

The second statement can be shown analogously.
Solution to Problem 2.24: For any fixed $i \in\{1, \ldots, n\}$ the Lebesgue density of $X_{[i]}$ is given by $f_{\theta, i}(x)=i\binom{n}{i} F_{\theta}(x)^{i-1}\left[1-F_{\theta}(x)\right]^{n-i} f_{\theta}(x), \quad x \in \mathbb{R}$. The condition

$$
f_{\theta_{1}, i}\left(x_{0}\right) f_{\theta_{0}, i}\left(x_{1}\right) \leq f_{\theta_{0}, i}\left(x_{0}\right) f_{\theta_{1}, i}\left(x_{1}\right), \quad \theta_{0}<\theta_{1}, x_{0}<x_{1},
$$

follows from (2.4) and Problem 2.22.

Solution to Problem 2.25: Let $h_{0}: \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$and $\mathcal{L}(X)=\mathrm{N}(\mu, 1)$. Then

$$
\begin{aligned}
& \mathbb{E} h_{0}\left(X^{2}\right)=\frac{1}{2} \mathbb{E}\left[h_{0}\left(X^{2}\right)+h_{0}\left((-X)^{2}\right)\right] \\
= & \frac{1}{2 \sqrt{2 \pi}} \int h_{0}\left(s^{2}\right)\left[\exp \left\{-(s-\mu)^{2} / 2\right\}+\exp \left\{-(s+\mu)^{2} / 2\right\}\right] d s \\
= & \frac{1}{2 \sqrt{2 \pi}} \exp \left\{-\mu^{2} / 2\right\} \int_{0}^{\infty} h_{0}(s) s^{-(1 / 2)} \exp \{-s / 2\}\left[2 \sum_{k=0}^{\infty}(\mu \sqrt{s})^{2 k} /(2 k)!\right] d s \\
= & \sum_{k=0}^{\infty} \operatorname{po}_{\mu^{2} / 2}(k) \int_{0}^{\infty} h_{0}(s) \mathrm{h}_{2 k+1}(s) d s,
\end{aligned}
$$

where we have used $\Gamma(2 k)=2^{2 k-1} \Gamma(k) \Gamma(k+1 / 2) / \sqrt{\pi}$. Hence for $w>0$,

$$
\begin{aligned}
\mathbb{P}\left(X^{2} / w\right. & \leq t)=\mathbb{E} I_{(-\infty, t w]}\left(X^{2}\right)=\sum_{k=0}^{\infty} \mathrm{po}_{\mu^{2} / 2}(k) \int_{0}^{t w} \mathrm{~h}_{2 k+1}(s) d s \\
& =\sum_{k=0}^{\infty} \mathrm{po}_{\mu^{2} / 2}(k) \mathrm{Ga}(k+1 / 2, w / 2)((0, t]),
\end{aligned}
$$

and therefore

$$
\mathcal{L}\left(X^{2} / w\right)=\sum_{k=0}^{\infty} \mathrm{po}_{\mu^{2} / 2}(k) \mathrm{Ga}(k+1 / 2, w / 2) .
$$

Using (2.6) and $\operatorname{Po}\left(\lambda_{1}\right) * \operatorname{Po}\left(\lambda_{2}\right)=\operatorname{Po}\left(\lambda_{1}+\lambda_{2}\right)$ we get

$$
\mathcal{L}\left(\frac{1}{w}\left(X_{1}^{2}+\cdots X_{n}^{2}\right)\right)=\mathcal{L}\left(X_{1}^{2} / w\right)^{* n}=\sum_{l=0}^{\infty} \operatorname{po}_{\delta^{2} / 2}(l) \mathrm{Ga}(l+n / 2, w / 2)
$$

The random variables $W^{-1} X_{1}^{2}, \ldots, W^{-1} X_{n}^{2}$ are conditionally, given $W=w$, independent. Hence for every $h: \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$,

$$
\begin{array}{r}
\left.\mathbb{E} h\left(W^{-1}\left(\sum_{i=1}^{n} X_{i}^{2}\right)\right)=\int\left[\mathbb{E} h\left(W^{-1}\left(\sum_{i=1}^{n} X_{i}^{2}\right)\right) \mid W=w\right)\right] P_{W}(d w) \\
\quad=\int\left[\int h(t) \sum_{l=0}^{\infty} \operatorname{po}_{\delta^{2} / 2}(l) \operatorname{Ga}(l+n / 2, w / 2)(d t)\right] P_{W}(d w),
\end{array}
$$

which completes the proof.
Solution to Problem 2.32: Suppose that $\alpha(\psi)<\alpha<1$. Then we take $\varepsilon=$ $(\alpha-\alpha(\psi)) /(1-\alpha(\psi))$, which satisfies $\varepsilon \in(0,1)$, and consider the test $\widetilde{\psi}:=(1-\varepsilon) \psi+\varepsilon$. It holds $\alpha(\widetilde{\psi})=\alpha$ and $\mathrm{E}_{\theta} \widetilde{\psi}=(1-\varepsilon) \mathrm{E}_{\theta} \psi+\varepsilon, \theta \in \Delta$. If now $\mathrm{E}_{\theta_{1}} \psi<1$ for some $\theta_{1} \in \Delta_{A}$, then $\mathrm{E}_{\theta_{1}} \widetilde{\psi}>\mathrm{E}_{\theta_{1}} \psi$. This is a contradiction to $\psi$ being a uniformly best level $\alpha$ test, and thus $\alpha(\psi)=\alpha$ must hold. On the other hand, if $\mathrm{E}_{\theta} \psi=1$ for all $\theta \in \Delta_{A}$, then the same test $\widetilde{\psi}$ has $\mathrm{E}_{\theta} \psi=1$ for all $\theta \in \Delta_{A}$.

Solution to Problem 2.36: Let $O$ be an orthogonal $n \times n$ matrix with the last row equal to $(1 / \sqrt{n}, \ldots, 1 / \sqrt{n})$, and set $Y=O Z$ where $Z=\left(Z_{1}, \ldots, Z_{n}\right)^{T}$. Then $Y_{1}, \ldots, Y_{n}$ are i.i.d. $\mathrm{N}(0,1)$ and $Y_{n}=\sqrt{n} \bar{Z}_{n}$. Furthermore $\sum_{i=1}^{n}\left(Z_{i}-\bar{Z}_{n}\right)^{2}=$ $\|Z\|^{2}-Y_{n}^{2}=\|Y\|^{2}-Y_{n}^{2}=\sum_{i=1}^{n-1} Y_{i}^{2}$. Obviously, $\bar{Z}_{n}=Y_{n} / \sqrt{n}$ and $\sum_{i=1}^{n-1} Y_{i}^{2}$ are independent. The statements regarding the distributions are clear.

Solution to Problem 2.38: There exists an orthogonal matrix $O$ such that $O^{T} A O=\Lambda$ is a diagonal matrix consisting of the eigenvalues. The assumption
$A A=A$ yields $\Lambda \Lambda=O^{T} A O O^{T} A O=O^{T} A O=\Lambda$ which implies the first statement. The second statement follows from the fact that multiplying $A$ with an orthogonal matrix does not change its rank.

Solution to Problem 2.39: Let $O$ be an orthogonal matrix with $O^{T} A O=\Lambda$, where $\Lambda$ is a diagonal matrix. As $A$ is an idempotent matrix of rank $d$, the diagonal matrix $\Lambda$ has $d$ entries 1 and the remaining are zero. Without loss of generality we assume that the first $d$ entries in the diagonal are 1 . The random vector $Y=$ $\sigma^{-1} O^{T} X$ has a normal distribution with expectation $\nu=\sigma^{-1} O^{T} \mu$ and the unit matrix I as covariance matrix. It holds $\sigma^{-2}\left(X^{T} A X\right)=Y^{T} O^{T} A O Y=Y^{T} \Lambda Y=$ $\sum_{i=1}^{d} Y_{i}^{2}$ which has by the definition of the noncentral $\chi^{2}$-distribution in (2.7) a noncentral $\chi^{2}$-distribution with $d$ degrees of freedom and noncentrality parameter $\sum_{i=1}^{d} \nu_{i}^{2}=\nu^{T} \Lambda \nu=\sigma^{-2} \mu^{T} O \Lambda O^{T} \mu=\sigma^{-2} \mu^{T} A \mu$.

Solution to Problem 2.47: The power of $\psi_{\alpha}\left(L_{0,1}\right)$ is not smaller than the power of the no-data test $\phi \equiv \alpha$, and thus $\mathrm{E}_{1} \psi_{\alpha}\left(L_{0,1}\right) \geq \alpha$. If $\mathrm{E}_{1} \psi_{\alpha}\left(L_{0,1}\right)=\alpha$, then $\phi$ is a best test and by $\mathrm{E}_{0} \phi=\alpha \in(0,1)$ and the uniqueness statement in Theorem 2.45 we have $\phi=\psi_{\alpha}\left(L_{0,1}\right),\left\{P_{0}, P_{1}\right\}$-a.s., outside of $\left\{L_{0,1}=c_{1-\alpha}\right\}$. That means that

$$
P_{i}\left(L_{0,1}<c_{1-\alpha}\right)=P_{i}\left(L_{0,1}>c_{1-\alpha}\right)=0, \quad i=0,1 .
$$

From (1.68) we get $P_{1}(B)=c_{1-\alpha} P_{0}(B)$ for every Borel set $B$. This yields $c_{1-\alpha}=1$ and $P_{0}=P_{1}$.

Solution to Problem 2.48: The Lebesgue densities of $\mathbf{U}(0,1)$ and $\mathbf{U}(a, b)$ are $f_{0}(x)=I_{[0,1]}(x)$ and $(b-a)^{-1} I_{[a, b]}(x), x \in \mathbb{R}$, respectively. We get from (1.68) $L_{0,1}(x)=0$ for $x \in[0, a), L_{0,1}(x)=1 /(b-a)$ for $x \in[a, 1]$, and $L_{0,1}(x)=\infty$ for $x \in$ $(1, b]$. For $\alpha \in[1-a, 1]$ a best level $\alpha$ test is given by $\varphi(x)=I_{[a, b]}(x)+\frac{\alpha-1+a}{a} I_{[0, a]}(x)$, and for $\alpha \in[0,1-a]$ a best level $\alpha$ test is given by $\psi(x)=I_{[1, b]}(x)+\frac{\alpha}{1-a} I_{[a, 1]}(x)$.

Solution to Problem 2.50: Let $\mathrm{H}_{0}: P_{\theta_{1}}$ and $\mathrm{H}_{A}: P_{\theta_{2}}$. Suppose $\theta_{1}<\theta_{2}$. As the c.d.f. is continuous for $t \neq 0$ and the family $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ has MLR in the identity we get from Theorem 2.49 that the test $\psi=I_{\left(\theta_{1}+u_{1-\alpha}, \infty\right)}$ is a best level $\alpha$ test. Hence by $u_{1-\alpha}=-u_{\alpha}$

$$
\begin{aligned}
\int \varphi d P_{\theta_{2}} & \leq \int \psi d P_{\theta_{2}}=\mathbb{P}\left(X+\theta_{2}>\theta_{1}+u_{1-\alpha}\right)=1-F\left(\theta_{1}-\theta_{2}+u_{1-\alpha}\right) \\
& =F\left(u_{\alpha}+\left(\theta_{2}-\theta_{1}\right)\right) .
\end{aligned}
$$

If $\theta_{2}<\theta_{1}$ we switch the roles of $\theta_{1}$ and $\theta_{2}$. The second statement follows by turning to $1-\varphi$ and to $1-\alpha$ and using $1-F\left(u_{1-\alpha}+\left|\theta_{2}-\theta_{1}\right|\right)=1-F\left(-u_{\alpha}+\left|\theta_{2}-\theta_{1}\right|\right)=$ $F\left(u_{\alpha}-\left|\theta_{2}-\theta_{1}\right|\right)$.

Solution to Problem 2.56: By Example 2.12, for $0<\theta_{1}<\theta_{2}<\infty$ the likelihood ratio is

$$
L_{\theta_{1}, \theta_{2}}=\left(\theta_{1} / \theta_{2}\right)^{n} I_{\left[0, \theta_{1}\right]}\left(\max \left(x_{1}, \ldots, x_{n}\right)\right)+\infty I_{\left[\theta_{1}, \theta_{2}\right]}\left(\max \left(x_{1}, \ldots, x_{n}\right)\right),
$$

which is a nondecreasing function of $\max \left(x_{1}, \ldots, x_{n}\right) \cdot \max \left(X_{1}, \ldots, X_{n}\right)$ has the $1-\alpha$ quantile $\theta_{0}(1-\alpha)^{1 / n}$ under $\mathrm{U}\left(0, \theta_{0}\right)$ so that the uniformly best level $\alpha$ test is

$$
\varphi(x)= \begin{cases}1 & \text { if } \quad \max \left(x_{1}, \ldots, x_{n}\right)>\theta_{0}(1-\alpha)^{1 / n}, \\ 0 & \text { if } \quad \max \left(x_{1}, \ldots, x_{n}\right) \leq \theta_{0}(1-\alpha)^{1 / n}\end{cases}
$$

Solution to Problem 2.57: For $n=1, \theta_{1} \in \mathbb{R}$, and $\theta_{2} \in\left(\theta_{1}, \theta_{1}+1\right)$ the likelihood ratio is $L_{\theta_{1}, \theta_{2}}(x)=0$ for $x \in\left[\theta_{1}, \theta_{2}\right), L_{\theta_{1}, \theta_{2}}(x)=1$ for $x \in\left[\theta_{2}, \theta_{1}+1\right]$, and $L_{\theta_{1}, \theta_{2}}(x)=\infty$ for $x \in\left(\theta_{1}+1, \theta_{2}+1\right]$. Thus we have a nondecreasing likelihood ratio. Without loss of generality we may assume that $\theta_{0}=0$, because we could subtract $\theta_{0}$ from $X_{1}$ to get to that setting. The uniformly best level $\alpha$ test is now given by the best level $\alpha$ test in Problem 2.48 for $a=\theta_{2}$ and $b=\theta_{2}+1$.

For $n>1$, the Lebesgue density of $X=\left(X_{1}, \ldots, X_{n}\right)$ is

$$
\begin{aligned}
f_{\theta}(x) & =\prod_{i=1}^{n} I_{[\theta, \theta+1]}\left(x_{i}\right) \\
& =I_{[\theta, \infty)}\left(\min \left\{x_{1}, \ldots, x_{n}\right\}\right) I_{[0, \theta+1]}\left(\max \left\{x_{1}, \ldots, x_{n}\right\}\right), \quad x \in \mathbb{R}^{n} .
\end{aligned}
$$

For $\theta_{1}<\theta_{2}, \theta_{1}, \theta_{2} \in \mathbb{R}$, the likelihood ratio $L_{\theta_{1}, \theta_{2}}(x)$ cannot be represented as a nondecreasing function of a statistic $T(x)$ and thus the family of distributions of $X$ does not have MLR. For further details see Lehmann (1986), p. 115.

Solution to Problem 2.61: The statements (2.43), (2.45), and (2.46) follow directly from (2.42). (2.44) follows from $a \wedge b \leq a^{s} b^{1-s}$ and (2.42). The continuity was already established in Problem 1.67. If $0<\pi_{1}, \pi_{2}<1$ and $0<q<1$, then

$$
\begin{aligned}
& \mathrm{b}_{q \pi_{1}+(1-q) \pi_{2}}\left(P_{0}, P_{1}\right) \\
= & \inf _{\varphi} \int\left[\left(q \pi_{1}+(1-q) \pi_{2}\right) \varphi f_{0}+\left(1-\left(q \pi_{1}+(1-q) \pi_{2}\right)\right)(1-\varphi) f_{1}\right] d \mu \\
\geq & q \inf _{\varphi} \int\left[\pi_{1} \varphi f_{0}+\left(1-\pi_{1}\right)(1-\varphi) f_{1}\right] d \mu \\
& +(1-q) \inf _{\varphi} \int\left[\pi_{2} \varphi f_{0}+\left(1-\pi_{2}\right)(1-\varphi) f_{1}\right] d \mu,
\end{aligned}
$$

which proves the concavity. (2.47) follows from $\left\|P_{0}-P_{1}\right\|=\int\left|f_{0}-f_{1}\right| d \mu$ along with $|a-b|=a+b-2(a \wedge b)$.

Solution to Problem 2.64: The likelihood ratio is

$$
L_{0,1}(x)=I_{\{0\}}(x)\left(\frac{1-p_{1}}{1-p_{0}}\right)+I_{\{1\}}(x) \frac{p_{1}}{p_{0}} .
$$

For $\alpha \in\left[0, p_{0}\right], \varphi(0)=0$, and $\varphi(1)=\gamma$, where $\gamma=\alpha / p_{0}$ follows from $\alpha=\mathrm{E}_{0} \varphi=\gamma p_{0}$. For $\alpha \in\left(p_{0}, 1\right], \varphi(0)=\gamma$ and $\varphi(1)=1$, where $\gamma=\left(\alpha-p_{0}\right) /\left(1-p_{0}\right)$ follows from $\alpha=\mathrm{E}_{0} \varphi=\gamma\left(1-p_{0}\right)+p_{0}$. A nonrandomized Bayes test is given by $\varphi_{B}=$ $I_{(\pi /(1-\pi), \infty)}\left(L_{0,1}(x)\right)$, which is equivalent to

$$
\varphi_{B}(0)=\left\{\begin{array}{ll}
1 & \text { if } \pi<\frac{1-p_{1}}{11-p_{0}+1-p_{1}} \\
0 & \text { otherwise }
\end{array}, \quad \varphi_{B}(1)= \begin{cases}1 & \text { if } \pi<\frac{p_{1}}{p_{0}+p_{1}} \\
0 & \text { otherwise }\end{cases}\right.
$$

## Statistical Decision Theory

### 3.1 Decisions in Statistical Models

The concept of a statistical model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ has been introduced at the beginning of Chapter 1. The purpose of statistical inference is to draw conclusions on the true but unknown distribution $P_{\theta}$ of $X$ after the experiment has been carried out and the observation $x$ is available.

To create a mathematical frame that makes "conclusions" more precise we choose a nonempty set $\mathcal{D}$ and call it the decision space. To be able to utilize tools from probability theory we assume that $\mathcal{D}$ is equipped with a $\sigma$-algebra $\mathfrak{D}$. The simplest way of making a decision is to select a point $a \in \mathcal{D}$ after $x \in \mathcal{X}$ has been observed. Such a decision, called a nonrandomized decision, is a measurable mapping $\mathrm{d}: \mathcal{X} \rightarrow_{m} \mathcal{D}$, where $\mathrm{d}(x)$ is the decision that is made after $x \in \mathcal{X}$ has been observed. However, for many statistical problems this approach turns out to be too narrow. Several arguments, some given below and others later, can be made for utilizing a more general approach of randomized decisions. Roughly speaking, a randomized decision selects a point in $\mathcal{D}$ at random after $x \in \mathcal{X}$ has been observed. An appropriate mathematical structure for representing randomized decisions is the stochastic kernel. Here and in the following, a stochastic kernel is understood to be a mapping D : $\mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ which has the following two properties. For every fixed $x \in \mathcal{X}$ the object $\mathfrak{D}(\cdot \mid x)$ is a probability distribution on $(\mathcal{D}, \mathfrak{D})$. For every fixed $B \in \mathfrak{D}$ the mapping $x \mapsto \mathrm{D}(B \mid x)$ from $\mathcal{X}$ into [0,1] is $\mathfrak{A}-\mathfrak{B}_{[0,1]}$ measurable. We call every stochastic kernel $\mathrm{D}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ a randomized decision rule or simply a decision. The interpretation of $\mathrm{D}(A \mid x)$ is that after $x \in \mathcal{X}$ has been observed $\mathrm{D}(A \mid x)$ is the probability that a point in $A \in \mathfrak{D}$ is selected.

The nonrandomized decisions can be embedded in this general approach by simply setting $\mathrm{D}(\cdot \mid x)=\delta_{\mathrm{d}(x)}(\cdot)$ for every $\mathrm{d}: \mathcal{X} \rightarrow_{m} \mathcal{D}$. As such a decision $\mathrm{D}(\cdot \mid x)$ is concentrated at $\mathrm{d}(x)$ for every $x \in \mathcal{X}$ it may be called a nonrandomized decision as well. Among the two representations of a nonrandomized decision (i.e., in terms of D and d ), the latter is usually more convenient to use.

Some preliminary justifications of the extension to randomized decisions seem appropriate. From a purely mathematical point of view by admitting randomized decisions the chances of finding decisions that are optimal in some way can only improve or, in the worst case, just remain the same. Both scenarios may occur, depending on the type of statistical problem considered. We have seen already in Chapter 2 that randomized tests should be included in the search for best level $\alpha$ tests. In the search for best decisions one often has to impose constraints on the class of decisions under consideration in order to guarantee the existence of a best decision. Such constraints are usually linear in some way, and then the fact that the set of all randomized decisions is convex allows us to use arguments and techniques from convex optimization. Moreover, if the constraints are set in terms of inequalities, then we can expect that optimal decisions, whenever they exist, must exhaust the constraints by establishing equalities in the inequalities. Without a convex structure of decisions it may not be possible to find a decision that exhausts the constraints.

By summarizing all the components of the above decision process we arrive at the following general definition of a decision.

Definition 3.1. Given a statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a decision space $(\mathcal{D}, \mathfrak{D})$, a decision D is a stochastic kernel $\mathrm{D}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$. The class of all decisions D is denoted by $\mathbb{D}$. A decision D is called a nonrandomized decision if $\mathrm{D}(\cdot \mid x)=\delta_{\mathrm{d}(x)}$ for some $\mathrm{d}: \mathcal{X} \rightarrow_{m} \mathcal{D}$.

The process of first observing the data and then making a decision can also be described by means of a random vector $(A, X)$ that is defined on some probability space, say $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta}\right), \theta \in \Delta$. Hereby the random variable $X: \Omega \rightarrow_{m} \mathcal{X}$ is the observation, and $A: \Omega \rightarrow_{m} \mathcal{D}$ is the statistician's action after observing $X$. Clearly, $A$ depends on the outcome of $X=x$ and is governed by the decision $\mathrm{D}(\cdot \mid x), x \in \mathcal{X}$. More precisely, $\mathrm{D}(\cdot \mid x)$ is the conditional distribution of $A$ given $X=x$, and $\mathcal{L}(X)=\mathbb{P}_{\theta} \circ X^{-1}=: P_{\theta}, \theta \in \Delta$, is the marginal distribution of $X$. This means that by the definition of the conditional distribution (see Definition A. 36 and (A.3)), for every set $C \in \mathfrak{D} \otimes \mathfrak{A}$ it holds

$$
\begin{align*}
\mathcal{L}(A, X) & :=\mathbb{P}_{\theta} \circ(A, X)^{-1}=\mathrm{D} \otimes P_{\theta}, \quad \text { where }  \tag{3.1}\\
\left(\mathrm{D} \otimes P_{\theta}\right)(C) & =\int\left[\int I_{C}(a, x) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x), \quad C \in \mathfrak{D} \otimes \mathfrak{A} .
\end{align*}
$$

By the standard extension technique, via linear combinations of indicator functions and the approximation of nonnegative measurable functions by increasing sequences of such linear combinations, one obtains

$$
\begin{equation*}
\mathbb{E}_{\theta} h(A, X)=\int\left[\int h(a, x) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x) \tag{3.2}
\end{equation*}
$$

for every $h: \mathcal{D} \times \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}$.

The natural question that arises now is which decision should be chosen. Here we recall that the observations are subject to unavoidable random errors and thus no decision based on such data can be perfect. This suggests our adopting the concept of a loss due to decisions. To be able to measure the loss numerically we assume that it is given by some values $L(\theta, a), \theta \in \Delta, a \in \mathcal{D}$, where $L(\theta, a)$ is the loss when a decision is made in favor of $a$ and the true parameter is $\theta$.

Definition 3.2. A loss function $L$ is a function $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}$ such that for every fixed $\theta \in \Delta$ the function $L(\theta, \cdot)$ is $\mathfrak{D}-\mathfrak{B}$ measurable and it holds

$$
\begin{equation*}
-\infty<\inf _{a \in \mathcal{D}} L(\theta, a), \quad \theta \in \Delta \tag{3.3}
\end{equation*}
$$

The condition (3.3) guarantees that for any probability measure $\mu$ the integral $\int L(\theta, a) \mu(d a)$ is well defined despite the fact that it may be $\infty$. In most cases we consider only nonnegative loss functions. Occasionally, however, when dealing with bounded loss functions, it proves convenient to have a realvalued loss function which allows us to keep the formulations simple.

Under a decision D , after $X$ has been observed, the statistician's action toward a final decision is the random variable $A$, where the joint distribution of $X$ and $A$ is given by (3.1). Therefore the loss under D is a random variable $L(\theta, A)$. In view of condition (3.3) the expected loss exists, but it may assume the value $\infty$. We now introduce the risk of a decision as its expected loss.

Definition 3.3. Given a statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a loss function $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}$, the risk function (in short, risk) of a decision $\mathbb{D} \in \mathbb{D}$ is given by

$$
\mathrm{R}(\theta, \mathrm{D})=\mathbb{E}_{\theta} L(\theta, A), \quad \theta \in \Delta
$$

where $\mathcal{L}\left((A, X) \mid \mathbb{P}_{\theta}\right)=\mathrm{D} \otimes P_{\theta}, \theta \in \Delta$.
Usually it proves more convenient to evaluate the risk in terms of the corresponding distributions. From $\mathcal{L}\left((A, X) \mid \mathbb{P}_{\theta}\right)=\mathrm{D} \otimes P_{\theta}$ and (3.2) we get that

$$
\begin{equation*}
\mathrm{R}(\theta, \mathrm{D})=\int\left[\int L(\theta, a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x), \quad \theta \in \Delta \tag{3.4}
\end{equation*}
$$

If $\mathrm{D}(\cdot \mid x)=\delta_{\mathrm{d}(x)}(\cdot), x \in \mathcal{X}$, is a nonrandomized decision based on $\mathrm{d}: \mathcal{X} \rightarrow_{m} \mathcal{D}$, then we write, instead of $R(\theta, D)$, just

$$
\mathrm{R}(\theta, \mathrm{~d})=\mathbb{E}_{\theta} L(\theta, \mathrm{~d}(X))=\int L(\theta, \mathrm{~d}(x)) P_{\theta}(d x), \quad \theta \in \Delta
$$

Now we have all components together to be able to say what a statistical decision problem is.

Definition 3.4. A statistical decision problem (in short, decision problem) is a triple $(\mathcal{M},(\mathcal{D}, \mathfrak{D}), L)$ that consists of a statistical model $\mathcal{M}$ from (1.1), a decision space $(\mathcal{D}, \mathfrak{D})$, and a loss function $L$.

Special types of statistical decision problems are estimation of parameters, testing of hypotheses, selection of populations, and classification. In an estimation problem it is intended to approximate the true parameter $\theta$, or at least a function $\kappa(\theta)$ of it, after an observation has been made. Often $\theta$ is a vector and one is only interested in some of its components. Then $\kappa(\theta)$ is the subvector that consists of the components of interest. If $\Delta$ is a function space, for instance the space of all distribution functions $F$, then we may focus on some $\kappa(F)$ that is a real-valued functional of $F$, which may be the median or a specific quantile of $F$.

Let the model $\mathcal{M}$ from (1.1) be given. Suppose that $\kappa: \Delta \rightarrow \mathcal{S}$ is fixed and that we want to estimate $\kappa(\theta)$. We suppose that $\mathcal{S}$ is equipped with a $\sigma$-algebra $\mathfrak{S}$. In most cases it holds $\mathcal{S}=\mathbb{R}^{d}$ and $\mathfrak{S}=\mathfrak{B}_{d}$.

Definition 3.5. An estimation problem is a decision problem that consists of a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, a function $\kappa: \Delta \rightarrow \mathcal{S}$, the decision space $(\mathcal{D}, \mathfrak{D})=$ $(\mathcal{S}, \mathfrak{S})$, and a loss function $L(\theta, a)=l(\kappa(\theta), a)$, where $l: \mathcal{S} \times \mathcal{S} \rightarrow_{m} \mathbb{R}$ with $-\infty<\inf _{a \in \mathcal{S}} l(s, a), s \in \mathcal{S}$. A decision $\mathrm{D}: \mathfrak{S} \times \mathcal{X} \rightarrow_{k}[0,1]$ is called a randomized estimator. Every nonrandomized decision $S: \mathcal{X} \rightarrow_{m} \mathcal{S}$ is called an estimator.

In the case of $\mathcal{S}=\mathbb{R}^{d}$ typical examples for $l$ are given by $l(t, a)=$ $\varrho(\|t-a\|)$, where $\varrho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a nondecreasing function; for example, $\varrho(s)=s$ or $\rho(s)=s^{2}$. The risk of a randomized estimator is given by

$$
\mathrm{R}(\theta, \mathrm{D})=\int\left[\int l(\kappa(\theta), a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x), \quad \theta \in \Delta
$$

If $\mathrm{D}(\cdot \mid x)=\boldsymbol{\delta}_{S(x)}(\cdot), x \in \mathcal{X}$, is nonrandomized, then its risk $\mathrm{R}(\theta, S)$, say, is

$$
\mathrm{R}(\theta, S)=\int l(\kappa(\theta), S(x)) P_{\theta}(d x)=\mathrm{E}_{\theta} l(\kappa(\theta), S), \quad \theta \in \Delta
$$

which can be interpreted as the average distance, measured by $l$, between $S$ and $\kappa(\theta)$ that is to be estimated.

Suppose $\mathcal{S}=\mathbb{R}^{d}$ and $l(\kappa(\theta), a)$ is a convex function of $a$ for every $\theta \in \Delta$. If

$$
\int\left[\int\|a\| \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)<\infty, \quad \theta \in \Delta
$$

then the estimator $S(x):=\int a \mathrm{D}(d a \mid x), x \in \mathcal{X}$, satisfies, by Jensen's inequality (see Lemma A.33) for every $\theta \in \Delta$,

$$
\begin{equation*}
\mathrm{R}(\theta, S)=\int l(\kappa(\theta), S(x)) P_{\theta}(d x) \leq \int\left[\int l(\kappa(\theta), a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)=\mathrm{R}(\theta, \mathrm{D}) \tag{3.5}
\end{equation*}
$$

This is one of the reasons why for convex loss functions only estimators, and not randomized estimators, are considered.

If $\kappa(\theta)=\theta, \theta \in \Delta$, then we want to estimate the parameter $\theta$. Despite this it proves useful to allow the decision space to be a set $\mathcal{S}$ that contains $\Delta$, but not necessarily being equal to $\Delta$. For example, let $\Delta \subseteq \mathbb{R}^{d}$ where $\Delta$ is not closed. If the estimator is introduced by some minimization or maximization procedure, then typically the extreme points belong to the closure of $\Delta$ and the concrete value $S(x)$ of the estimator may be a boundary point. A similar situation is met when $\Delta=\mathbb{R}$ and due to compactness reasons we have to use the extended real line $\overline{\mathbb{R}}=[-\infty, \infty]$ as the decision space.

A multiple decision problem is a decision problem where the decision space $\mathcal{D}$ is finite. In this case $\mathfrak{D}$ is taken as the power set of $\mathcal{D}$. Let $\mathcal{D}=\left\{a_{1}, \ldots, a_{k}\right\}$. Put $\psi_{i}(x):=\mathrm{D}\left(\left\{a_{i}\right\} \mid x\right), x \in \mathcal{X}, i=1, \ldots, k$. Then

$$
\begin{align*}
\mathrm{D}(A \mid x) & =\sum_{i=1}^{k} \psi_{i}(x) \boldsymbol{\delta}_{a_{i}}(A), \quad A \subseteq \mathcal{D}  \tag{3.6}\\
\psi_{i}(x) & \geq 0, i=1, \ldots, k, \text { and } \quad \sum_{i=1}^{k} \psi_{i}(x)=1, \quad x \in \mathcal{X} \tag{3.7}
\end{align*}
$$

This allows us to represent every decision $\operatorname{D}$ by a vector $\psi=\left(\psi_{1}, \ldots, \psi_{k}\right)$, where $\psi_{i}(x)$ is the probability of deciding in favor of $a_{i}$ after $x$ has been observed, $i=1, \ldots, k$. Conversely, every $\psi=\left(\psi_{1}, \ldots, \psi_{k}\right)$ that satisfies (3.7) leads to a decision D via (3.6). We may consider such a $\psi$ as a measurable mapping $\psi: \mathcal{X} \rightarrow{ }_{m} \mathbf{S}_{k}^{c}$, where

$$
\mathbf{S}_{k}^{c}=\left\{\left(p_{1}, \ldots, p_{k}\right): p_{i} \geq 0, i=1, \ldots, k, \sum_{i=1}^{k} p_{i}=1\right\}
$$

is the unit simplex, equipped with the $\sigma$-algebra of Borel sets $\mathfrak{S}_{k}^{c}$. If we consider $\left(\mathbf{S}_{k}^{c}, \mathfrak{S}_{k}^{c}\right)$ as a new decision space, then every randomized decision D for the decision space $(\mathcal{D}, \mathfrak{D})$ can be identified with a nonrandomized decision $\psi$ for the new decision space $\left(\mathbf{S}_{k}^{c}, \mathfrak{S}_{k}^{c}\right)$.

The loss function $L(\theta, a)$ consists of $k$ functions $L\left(\cdot, a_{i}\right): \Delta \rightarrow_{m} \mathbb{R}, i=$ $1, \ldots, k$. The risk of a decision D is given by

$$
\begin{aligned}
\mathrm{R}(\theta, \mathrm{D}) & =\sum_{i=1}^{k} L\left(\theta, a_{i}\right) q_{i}(\theta), \quad \theta \in \Delta, \quad \text { where } \\
q_{i}(\theta) & =\int \psi_{i}(x) P_{\theta}(d x)
\end{aligned}
$$

is the probability of deciding in favor of $a_{i}$ when $\theta$ is the true parameter, $i=1, \ldots, k$.

Remark 3.6. Quite often we deal with $\psi$ that represents D in (3.6) rather than with D itself, and then we use the notation $\mathrm{R}(\theta, \psi)$ rather than $\mathrm{R}(\theta, \mathrm{D})$ for the risk of $D$.

If the model is also finite, say $\Delta=\{1, \ldots, m\}$, then the loss function $L$ can be represented by the $k$ vectors

$$
v_{1}=\left(\begin{array}{c}
L\left(1, a_{1}\right)  \tag{3.8}\\
\vdots \\
L\left(m, a_{1}\right)
\end{array}\right), \ldots, v_{k}=\left(\begin{array}{c}
L\left(1, a_{k}\right) \\
\vdots \\
L\left(m, a_{k}\right)
\end{array}\right)
$$

and the risk function $R(\theta, D)$ can be identified with the points

$$
v=\left(\sum_{i=1}^{k} L\left(1, a_{i}\right) q_{i}(1), \ldots, \sum_{i=1}^{k} L\left(m, a_{i}\right) q_{i}(m)\right)^{T}
$$

which belong to the polyhedron that is spanned by the vectors $v_{1}, \ldots, v_{k}$.
In multiple decision problems it is typical that the parameter set $\Delta$ is decomposed in $k$ disjoint subsets, say $\Delta_{1}, \ldots, \Delta_{k}$, and for $\theta \in \Delta_{i}$ the decision $a_{i}$ is correct whereas every other decision $a_{j}, j \neq i$ is false. To reflect this the so-called zero-one loss function $L_{0,1}$ is used. It is defined by

$$
\begin{equation*}
L_{0,1}\left(\theta, a_{i}\right)=1-I_{\Delta_{i}}(\theta), \quad \theta \in \Delta, \quad i=1, \ldots, k \tag{3.9}
\end{equation*}
$$

In this case $\mathrm{R}(\theta, q)=1-\sum_{i=1}^{k} I_{\Delta_{i}}(\theta) q_{i}(\theta)$, where $\sum_{i=1}^{k} I_{\Delta_{i}}(\theta) q_{i}(\theta)$ is the probability of making a correct decision and $\mathrm{R}(\theta, q)$ is the probability of making a false decision.

The special case of a multiple decision problem with $k=2$ is called a testing problem. The subsequent definition integrates the concept of testing of hypotheses into the decision-theoretic framework.

Definition 3.7. A testing problem is a decision problem that consists of a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, a decomposition of $\Delta$ into two disjoint subsets $\Delta_{0}$ and $\Delta_{A}$ that represent the null hypothesis $\mathrm{H}_{0}$ and the alternative hypothesis $\mathrm{H}_{A}$, the decision space $(\mathcal{D}, \mathfrak{D})=(\{0,1\}, \mathfrak{P}(\{0,1\}))$, and a loss function $L$ : $\Delta \times\{0,1\} \rightarrow \mathbb{R}$.

To link the decision-theoretical concept with the concept of a statistical test we set $\varphi(x):=\mathrm{D}(\{1\} \mid x)$ and note that $\varphi(x)$ is the probability of deciding in favor of $\mathrm{H}_{A}$ after $x$ has been observed, $x \in \mathcal{X}$. This means that $\varphi(x)$ is the probability of rejecting the null hypothesis and therefore is a statistical test in the sense of Definition 2.28. Clearly then $1-\varphi(x)=\mathrm{D}(\{0\} \mid x)$ is the probability of accepting $\mathrm{H}_{0}$ after $x$ has been observed. Conversely, every test $\varphi(x)$ defines by

$$
\mathrm{D}(\cdot \mid x)=(1-\varphi(x)) \boldsymbol{\delta}_{0}(\cdot)+\varphi(x) \boldsymbol{\delta}_{1}(\cdot), \quad x \in \mathcal{X}
$$

a decision for the decision space $\mathcal{D}=\{0,1\}$.
In testing problems the loss is usually taken as the zero-one loss function in (3.9), which may be written as

$$
L_{0,1}(\theta, a)=a I_{\Delta_{0}}(\theta)+(1-a) I_{\Delta_{A}}(\theta), \quad \theta \in \Delta, a \in\{0,1\} .
$$

Then for $\theta \in \Delta_{0}, \mathrm{R}(\theta, \varphi)=\mathrm{E}_{\theta} \varphi$ is the probability of making an error of the first kind, and for $\theta \in \Delta_{A}, \mathrm{R}(\theta, \varphi)=1-\mathrm{E}_{\theta} \varphi$ is the probability of making an error of the second kind.

From Section 2.2 we know already that in the framework of the NeymanPearson theory tests (i.e., randomized decisions) have to be considered to find optimal decisions. This is necessary to be able to exhaust the constraints set by the concept of a level $\alpha$ test; see also Problem 2.32.

The simplest statistical model consists of just two distributions $P_{0}$ and $P_{1}$. In such a binary model $\mathcal{M}_{0,1}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$ the hypotheses are $\mathrm{H}_{0}: P_{0}$ and $\mathrm{H}_{A}: P_{1}$. The vectors in (3.8) are, adjusted to $\mathcal{D}=\{0,1\}, v_{0}=(0,1)^{T}$ and $v_{1}=(1,0)^{T}$, and $\mathfrak{R}=\left\{\left(\mathrm{E}_{0} \varphi, 1-\mathrm{E}_{1} \varphi\right): \varphi: \mathcal{X} \rightarrow_{m}[0,1]\right\}$ is the risk set of tests in (2.48) which is convex.

A selection problem is a special case of a multiple decision problem where the model consists of $k$ populations, usually of a similar type. Let $X_{i}, i=$ $1, \ldots, k$, be observations with values in $\mathcal{X}_{i}$ and distributions $P_{i}, \theta_{i}, \theta_{i} \in \Delta$, from $k$ independent populations. More specifically, let the statistical model be

$$
\begin{equation*}
\mathcal{M}=\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}, \otimes_{i=1}^{k} \mathfrak{A}_{i},\left(P_{\theta}\right)_{\theta \in \Delta^{k}}\right), \quad \theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \tag{3.10}
\end{equation*}
$$

where the $P_{i, \theta_{i}}$ are the marginal distributions of the distribution

$$
P_{\theta}=\bigotimes_{i=1}^{k} P_{i, \theta_{i}}
$$

Typically, we have one common sample space $\mathcal{X}$ for all observations, but the sample sizes may not be the same for all populations. Then $\mathcal{X}_{i}=\mathcal{X}^{n_{i}}$ and $P_{i, \theta_{i}}=P_{\theta_{i}}^{\otimes n_{i}}$.

Suppose that $\kappa: \Delta \rightarrow \mathbb{R}$ is a real-valued function and we want to find a best population, which is meant to be a population with index $i_{0}$ for which $\kappa\left(\theta_{i_{0}}\right)=$ $\max _{1 \leq i \leq k} \kappa\left(\theta_{i}\right)$, i.e., $i_{0} \in \arg \max _{1 \leq i \leq k} \kappa\left(\theta_{i}\right)$. As we select one population this type of decision is called a point selection, in contrast to a subset selection where a subset of populations is selected.

Definition 3.8. A point selection problem is a decision problem that consists of the model (3.10), a function $\kappa: \Delta \rightarrow \mathbb{R}$, the decision space $\left(\mathcal{D}_{p t}, \mathfrak{D}\right)=$ $(\{1, \ldots, k\}, \mathfrak{P}(\{1, \ldots, k\}))$, and a loss function $L: \Delta^{k} \times\{1, \ldots, k\} \rightarrow \mathbb{R}$. Every $\psi=\left(\psi_{1}, \ldots, \psi_{k}\right): \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbf{S}_{k}^{c}$ is called a point selection rule, or in short a selection rule, and the associated decision kernel is defined by (3.6).

Let the loss be given by the zero-one loss function

$$
\begin{aligned}
L_{0,1}(\theta, i) & =1-I_{\mathrm{M}(\theta)}(i), \quad \theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}, i=1, \ldots, k, \text { where } \\
\mathrm{M}(\theta) & =\arg \max _{1 \leq i \leq k} \kappa\left(\theta_{i}\right)=\left\{i: \kappa\left(\theta_{i}\right)=\max _{1 \leq j \leq k} \kappa\left(\theta_{j}\right)\right\}, \quad \theta \in \Delta^{k} .
\end{aligned}
$$

Then the risk of a decision $\mathbf{D}$, in terms of the associated selection rule $\psi$ (see Remark 3.6) is

$$
\begin{equation*}
\mathrm{R}(\theta, \psi)=1-\sum_{i=1}^{k} I_{\mathrm{M}(\theta)}\left(\theta_{i}\right) \mathrm{E}_{\theta} \psi_{i}, \quad \theta \in \Delta^{k} \tag{3.12}
\end{equation*}
$$

Representing the decision process by the random vector $(A, X)$ defined on $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta}\right)$, where $X=\left(X_{1}, \ldots, X_{k}\right)$, it can be seen from (3.1) that the risk
$\mathrm{R}(\theta, \psi)=\mathbb{P}_{\theta}(A \notin \mathrm{M}(\theta))$ is the probability that the action $A$ does not fall into the set $\mathrm{M}(\theta)$ where the function $\kappa$ attains its maximum. Therefore

$$
\begin{equation*}
\mathbb{P}_{\theta}(A \in \mathrm{M}(\theta))=\sum_{i=1}^{k} I_{\mathrm{M}(\theta)}\left(\theta_{i}\right) \mathrm{E}_{\theta} \psi_{i} \tag{3.13}
\end{equation*}
$$

is called the probability of a correct selection, which we also denote by

$$
P_{c s}(\theta, \psi):=\sum_{i=1}^{k} I_{\mathrm{M}(\theta)}\left(\theta_{i}\right) \mathrm{E}_{\theta} \psi_{i} .
$$

In preparation for the next example some simple properties of the maximum of independent random variables are established.

Problem 3.9.* Let $X_{1}, \ldots, X_{k}$ be independent random variables with distributions $P_{1}, \ldots, P_{k}$ and continuous c.d.f.s $F_{1}, \ldots, F_{k}$, respectively. Then

$$
\mathbb{P}\left(X_{i}>\max _{j \neq i} X_{j}\right)=\int \prod_{j \neq i} F_{j}(t) P_{i}(d t), \quad i=1, \ldots, k
$$

Problem 3.10.* Let $X_{i} \sim \mathrm{~N}\left(\mu_{i}, \sigma^{2}\right), \mu_{i} \in \mathbb{R}, \sigma^{2}>0, i=1, \ldots, k$, be independent, and $Z \sim \mathrm{~N}(0,1)$ be a generic random variable. Then

$$
\begin{aligned}
\mathbb{P}\left(X_{i}>\max _{j \neq i} X_{j}\right) & =\mathbb{E} \prod_{j \neq i} \Phi\left(Z+\left(\mu_{i}-\mu_{j}\right) / \sigma\right) \quad \text { and } \\
\mathbb{P}\left(X_{i_{0}}>\max _{j \neq i_{0}} X_{j}\right) & =\max _{1 \leq i \leq k} \mathbb{P}\left(X_{i}>\max _{j \neq i} X_{j}\right) \quad \Leftrightarrow \quad \mu_{i_{0}}=\mu_{[k]},
\end{aligned}
$$

where $\mu_{[k]}=\max \left\{\mu_{1}, \ldots, \mu_{k}\right\}$.
Example 3.11. Let $X_{i} \sim P_{\theta_{i}}, i=1, \ldots, k$, be independent random variables in $\mathbb{R}$, where $\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}=\mathbb{R}^{k}$ is unknown. Suppose we want to find a population that has the largest parameter. Here $\kappa\left(\theta_{i}\right)=\theta_{i}, i=1, \ldots, k$, and $\mathcal{D}_{p t}=\{1, \ldots, k\}$. We use the zero-one loss from (3.11), and thus the risk of a selection rule $\psi$ is given by (3.12). If $\left(P_{\theta}\right)_{\theta \in \Delta}$ has MLR in the identity, then it seems natural to select a population with the largest value of the observations, and to break ties at random. This selection rule $\mathrm{D}_{\text {nat }}$ is called the natural selection rule. It is a randomized decision, as for every $x \in \mathbb{R}^{k}$ it is the uniform distribution on the set

$$
\mathrm{M}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \max } x_{i}=\left\{i: x_{i}=\max _{1 \leq j \leq k} x_{j}\right\}, \quad x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k} .
$$

Thus, with $|\mathrm{M}(x)|$ denoting the number of elements of $\mathrm{M}(x)$,

$$
\begin{align*}
\varphi^{n a t}(x) & =\left(\varphi_{1}^{n a t}(x), \ldots, \varphi_{k}^{n a t}(x)\right):=\frac{1}{|\mathrm{M}(x)|}\left(I_{\mathrm{M}(x)}(1), \ldots, I_{\mathrm{M}(x)}(k)\right),  \tag{3.14}\\
\mathrm{D}_{\text {nat }}(A \mid x) & =\sum_{i=1}^{k} \varphi_{i}^{n a t}(x) \delta_{i}(A), \quad A \subseteq\{1, \ldots, k\}, \quad x \in \mathbb{R}^{k} .
\end{align*}
$$

Especially, let $X_{i} \sim \mathrm{~N}\left(\mu_{i}, \sigma^{2}\right), i=1, \ldots, k$, be independent with $\mu \in \Delta^{k}=\mathbb{R}^{k}$, where $\sigma^{2}>0$ may be known or unknown. In this case the natural selection rule turns out to be nonrandomized. If $\mu \in \mathbb{R}^{k}$ with $\mu_{i}>\max _{j \neq i} \mu_{j}$, then in view of Problem 3.10,

$$
\begin{align*}
\mathbb{P}_{\mu}(A \in \mathrm{M}(\mu)) & =\mathbb{P}_{\mu}\left(X_{i}>\max _{, j \neq i} X_{j}\right)=\int \prod_{j \neq i} \Phi\left(t+\left(\mu_{i}-\mu_{j}\right) / \sigma\right) \varphi(t) d t, \\
\mathrm{R}\left(\mu, \varphi^{\text {nat }}\right) & =1-\int \prod_{j \neq i} \Phi\left(t+\left(\mu_{i}-\mu_{j}\right) / \sigma\right) \varphi(t) d t \in\left(0,1-\frac{1}{k}\right), \tag{3.15}
\end{align*}
$$

with $A$ in (3.13), where $\Phi$ and $\varphi$ are the c.d.f. and density of $\mathrm{N}(0,1)$, respectively.
Consider now the no-data selection rule $\psi_{n d} \equiv(1,0, \ldots, 0)$ which selects the first population, regardless of the outcome of the observations. If the first population has the largest mean, then $\psi_{n d}$ has risk 0 and outperforms $\varphi^{n a t}$ because of (3.15). On the other hand, if the first population does not have the largest mean, then $\psi_{n d}$ has risk 1 and is outperformed by $\varphi^{n a t}$ because of (3.15). We conclude that a uniformly best selection rule does not exist, unless we turn to a subclass of selection rules that excludes exotic rules such as $\psi_{n d}$. This can be achieved by imposing invariance requirements on the selection rules. For details we refer to Chapter 9.

Finally we introduce a type of statistical decision problem that is called a classification problem. Let $X, X_{1}, \ldots, X_{k}$ be independent random variables with values in $\mathcal{X}$, where $X_{i}$ has the distribution $P_{\theta_{i}}, \theta_{i} \in \Delta, i=1, \ldots, k$ and $X$ has the distribution $P_{\theta}, \theta \in\left\{\theta_{1}, \ldots, \theta_{k}\right\}$. The statistical model is

$$
\begin{align*}
\mathcal{M} & =\left(\mathcal{X}^{k+1}, \mathfrak{A}^{\otimes(k+1)},\left(P_{\theta} \otimes\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}\right)\right)_{\left(\theta, \theta_{1}, \ldots, \theta_{k}\right) \in \Gamma}\right), \quad \text { where }  \tag{3.16}\\
\Gamma & =\left\{\left(\theta, \theta_{1}, \ldots, \theta_{k}\right):\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}, \theta \in\left\{\theta_{1}, \ldots, \theta_{k}\right\}\right\}
\end{align*}
$$

The model specification implies that $P_{\theta} \in\left\{P_{\theta_{1}}, \ldots, P_{\theta_{k}}\right\}$. Here we want to find a population with index $i_{0}$ for which $P_{\theta_{i_{0}}}=P_{\theta}$. If the $\theta_{i} \mathrm{~s}$ are all different, and the parameter $\theta$ in $\left(P_{\theta}\right)_{\theta \in \Delta}$ is identifiable, then this index $i_{0}$ is uniquely determined. We take $\mathcal{D}=\{1, \ldots, k\}$ as the decision space.

Definition 3.12. A classification problem is a decision problem that consists of the model (3.16), the decision space $(\mathcal{D}, \mathfrak{D})=(\{1, \ldots, k\}, \mathfrak{P}(\{1, \ldots, k\}))$, and a loss function $L: \Gamma \times\{1, \ldots, k\} \rightarrow \mathbb{R}$. Every $\psi=\left(\psi_{1}, \ldots, \psi_{k}\right): \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbf{S}_{k}^{c}$ is called a classification rule, and the associated decision kernel is defined by (3.6).

Let the loss be given by the zero-one loss function $L_{0,1}(\vartheta, i)=1-I_{G(\vartheta)}(i)$, $i=1, \ldots, k$, where $G(\vartheta)=\left\{j: \theta=\theta_{j}\right\}, \vartheta=\left(\theta, \theta_{1}, \ldots, \theta_{k}\right) \in \Gamma$. Then the risk of a classification rule $\psi$ is

$$
\mathrm{R}(\vartheta, \psi)=1-\sum_{i=1}^{k} I_{G(\vartheta)}\left(\theta_{i}\right) \mathrm{E}_{\vartheta} \psi_{i}, \quad \vartheta=\left(\theta, \theta_{1}, \ldots, \theta_{k}\right) \in \Gamma .
$$

Similarly as in the previous example we see from (3.1) that the risk $\mathrm{R}(\vartheta, \psi)=$ $\mathbb{P}_{\vartheta}(A \notin G(\vartheta))$ is the probability of an incorrect classification.

The purpose of statistical decision theory is to find decisions that are optimal within a specific framework that consists of three components: a statistical model, a decision space, and a loss function. The optimality of decisions is then determined by means of their risk functions.

The performance of a decision $\mathrm{D} \in \mathbb{D}$ is measured, pointwise at every $\theta \in \Delta$, by its expected loss, i.e., its risk $\mathrm{R}(\theta, \mathrm{D})$, which is given by (3.4). Now we want to compare two decisions $D_{1}, D_{2} \in \mathbb{D}$ in terms of their risks. As the parameter $\theta$ is unknown we have to compare their risk functions at every $\theta \in \Delta$. The pointwise semiorder of the risk functions leads to a semiorder in the space of all decisions. If $\mathrm{R}\left(\theta, \mathrm{D}_{2}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{1}\right)$ for all $\theta \in \Delta$, then $\mathrm{D}_{2}$ is called as good as $\mathrm{D}_{1}$. If in addition $\mathrm{R}\left(\theta_{0}, \mathrm{D}_{2}\right)<\mathrm{R}\left(\theta_{0}, \mathrm{D}_{1}\right)$ for some $\theta_{0} \in \Delta$, then $\mathrm{D}_{2}$ is called better than $\mathrm{D}_{1}$. Ideally, we would like to find a decision $\mathrm{D}_{*} \in \mathbb{D}$ that is as good as all other decisions in $\mathbb{D}$, i.e., that is uniformly best in $\mathbb{D}$ in terms of the risk. Although a decision with such a strong optimality property does not exist in general, it may be possible to achieve this goal at least within a suitable subclass of decisions $\mathbb{D}_{0} \subset \mathbb{D}$. In an estimation problem this could be the class of all unbiased estimators, in a testing problem the class of all level $\alpha$ tests, and in a selection problem the class of all permutation-invariant selection rules.

A decision that performs optimally in terms of the risk at every $\theta \in \Delta$ may not exist, as the pointwise comparison of the risk functions provides only a semiorder in the class of all decisions. Unfortunately, this situation may even prevail after a restriction to some suitable subclass $\mathbb{D}_{0} \subset \mathbb{D}$ with a structure based on some widely accepted principle, such as the principle of invariance. Thus, working at the "good end" can be challenging. It can also be so at the "bad end", where one would like to discard any decision coming across for which another better decision exists. Obviously, one should ignore a decision once a better one has been found. The idea of discarding decisions for which better decisions can be found leads to the concept of admissibility.

Definition 3.13. A decision $\mathrm{D}_{a} \in \mathbb{D}_{0} \subseteq \mathbb{D}$ is called admissible in $\mathbb{D}_{0}$ if there does not exist a decision $\mathrm{D}_{b} \in \mathbb{D}_{0}$ that is better than $\mathrm{D}_{a}$. A decision $\mathrm{D}_{i} \in \mathbb{D}_{0} \subseteq$ $\mathbb{D}$ is called inadmissible in $\mathbb{D}_{0}$ if it is not admissible in $\mathbb{D}_{0}$. Whenever $\mathbb{D}_{0}=\mathbb{D}$, "in $\mathbb{D}_{0}$ " is omitted for brevity.

Obviously, a decision $\mathrm{D} \in \mathbb{D}_{0} \subseteq \mathbb{D}$ that has a minimum risk in $\mathbb{D}_{0}$, uniformly in $\theta \in \Delta$, is admissible in $\mathbb{D}_{0}$. Proving the admissibility of other decisions can be difficult. On the other hand, proving that a particular decision $D$ is inadmissible in $\mathbb{D}_{0}$ consists of presenting a better decision $D_{b}$ from $\mathbb{D}_{0}$. In concrete situations, this can be a difficult task as well. Some useful techniques for such purposes are presented later. We conclude this section with a prominent example for an inadmissible decision.

Example 3.14. Let $X_{i} \sim \mathrm{~N}\left(\theta_{i}, \sigma^{2}\right), i=1, \ldots, d$, be independent, where $\theta=$ $\left(\theta_{1}, \ldots, \theta_{d}\right) \in \Delta=\mathbb{R}^{d}$ is unknown, but $\sigma^{2}>0$ is known. Without loss of generality let $\sigma^{2}=1$. Suppose that $\theta \in \Delta$ has to be estimated under the squared error $\operatorname{loss} L(\theta, a)=\|\theta-a\|^{2}$. We consider the natural estimator $T_{n a t}(x)=x, x \in \mathbb{R}^{d}$. It was a breakthrough in statistics when James and Stein (1960) showed that $T_{\text {nat }}(x)$ is inadmissible for $d \geq 3$ by proving that

$$
\begin{aligned}
\mathrm{R}\left(\theta, T_{n a t}\right)-\mathrm{R}\left(\theta, S_{J S}\right) & =\mathrm{E}_{\theta}\left\|T_{\text {nat }}-\theta\right\|^{2}-\mathrm{E}_{\theta}\left\|S_{J S}-\theta\right\|^{2} \\
& =(d-2)^{2} \mathrm{E}_{\theta}\left\|T_{n a t}\right\|^{-2},
\end{aligned}
$$

where $S_{J S}(x)=\left(1-(d-2)\|x\|^{-2}\right) x, x \in \mathbb{R}^{d}$, is the celebrated James-Stein estimator. It is a remarkable fact that for $d=1$ (see Example 3.45) and $d=2$ the estimator $T_{n a t}$ is admissible. For further details we refer to Chapter 7. It should be noted that $S_{J S}$ belongs to the class of shrinkage estimators that has been studied in many papers. References can be found in Berger (1985) and Hoffmann (1992).

### 3.2 Convergence of Decisions

In this section we introduce a concept of convergence of decisions that is utilized in many situations later on. One such situation occurs in the search for optimal decisions in the Bayes or the minimax approach where the Bayes or the maximum risk, respectively, has to be minimized as a function of the decision. A natural question that arises here is whether a sequence of decisions converges to some decision if their associated risks converge to the minimum value. Other situations that require the use of convergence concepts occur when, for increasing sample sizes, asymptotically optimal decisions are desired.

For some purposes it proves useful to extend a stochastic kernel to a bilinear form on special function spaces. More precisely, let the decision space $\mathcal{D}$ be a metric space and $\mathfrak{D}$ be the $\sigma$-algebra of Borel sets. Furthermore, let $Q$ be a distribution on the sample space $(\mathcal{X}, \mathfrak{A})$. Later on $Q$ is specified as a probability measure that dominates a given model. Let $\mathrm{C}_{b}(\mathcal{D})$ be the space of all bounded continuous functions and $\mathbb{L}_{1}(Q)$ be the space of all $Q$-integrable real functions where we identify $Q$-a.s. identical functions. Denote by

$$
\|f\|_{u}=\sup _{a \in \mathcal{D}}|f(a)| \quad \text { and } \quad\|g\|_{1}:=\int|g| d Q
$$

the norm in $\mathrm{C}_{b}(\mathcal{D})$ and $\mathbb{L}_{1}(Q)$, respectively. Let $\mathrm{K}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ be a stochastic kernel. Then for every $f \in \mathrm{C}_{b}(\mathcal{D})$ the function $x \mapsto \int f(a) \mathrm{K}(d a \mid x)$ is bounded and measurable, and thus

$$
\begin{equation*}
B(f, g)=\int\left[\int f(a) \mathrm{K}(d a \mid x)\right] g(x) Q(d x) \tag{3.17}
\end{equation*}
$$

is well defined for every $g \in \mathbb{L}_{1}(Q)$. The mapping $B: \mathrm{C}_{b}(\mathcal{D}) \times \mathbb{L}_{1}(Q) \rightarrow \mathbb{R}$ has, for $f, f_{1}, f_{2} \in \mathrm{C}_{b}(\mathcal{D})$ and $g, g_{1}, g_{2} \in \mathbb{L}_{1}(Q)$, the following properties.

$$
\begin{align*}
B\left(a_{1} f_{1}+a_{2} f_{2}, g\right) & =a_{1} B\left(f_{1}, g\right)+a_{2} B\left(f_{2}, g\right), \quad a_{1}, a_{2} \in \mathbb{R}, \\
B\left(f, b_{1} g_{1}+b_{2} g_{2}\right) & =b_{1} B\left(f, g_{1}\right)+b_{2} B\left(f, g_{2}\right), \quad b_{1}, b_{2} \in \mathbb{R}  \tag{3.18}\\
B(f, g) & \geq 0, \quad f, g \geq 0, \quad \text { with } \quad B(1,1)=1 \\
|B(f, g)| & \leq\|f\|_{u}\|g\|_{1} .
\end{align*}
$$

Thus $B$ is bilinear, nonnegative, and normalized. A mapping $B: \mathrm{C}_{b}(\mathcal{D}) \times$ $\mathbb{L}_{1}(Q) \rightarrow \mathbb{R}$ that satisfies the conditions in (3.18) is called a positive normed bilinear form. The question of whether each positive normed bilinear form
can be represented by (3.17) with a suitable stochastic kernel turns out to be a crucial point. It is clear that this question is closely related to the Riesz representation theorem for positive linear forms on the space of continuous functions on a compact space. The following measure-theoretic result is a special case of Theorem 6.11 in Strasser (1985).

Theorem 3.15. Let $\left(\mathcal{D}, \rho_{\mathcal{D}}\right)$ be a compact metric space, $\mathfrak{D}$ the $\sigma$-algebra of Borel sets, and $Q$ a probability measure on $(\mathcal{X}, \mathfrak{A})$. If $B: \mathrm{C}_{b}(\mathcal{D}) \times \mathbb{L}_{1}(Q) \rightarrow \mathbb{R}$ is a mapping that satisfies the conditions in (3.18), then there exists a stochastic kernel $\mathrm{K}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
B(f, g)=\int\left[\int f(a) \mathrm{K}(d a \mid x)\right] g(x) Q(d x), \quad f \in \mathrm{C}_{b}(\mathcal{D}), g \in \mathbb{L}_{1}(Q)
$$

It is clear that the stochastic kernel K in the last theorem can be modified on $Q$-null sets without changing the bilinear form $B$.

In the course of investigating the existence of an optimal decision we usually have to select a convergent subsequence from a given sequence. This, however, is only possible under additional conditions. As a preparation in this regard we have to deal with the separability of $\mathbb{L}_{1}(Q)$.

Problem 3.16.* Let $\mathfrak{A}_{0} \subseteq \mathfrak{A}$ be a sub- $\sigma$-algebra that is countably generated; i.e., there exists a sequence $A_{1}, A_{2}, \ldots \in \mathfrak{A}$ which generates $\mathfrak{A}_{0}$. Let $Q_{0}$ be the restriction of $Q$ to $\mathfrak{A}_{0}$. Then the space $\mathbb{L}_{1}\left(Q_{0}\right)$ is separable.

The next statement is essentially Theorem 20.4 in Heyer (1982).
Theorem 3.17. Let $\left(\mathcal{D}, \rho_{\mathcal{D}}\right)$ be a compact metric space, $\mathfrak{D}$ the $\sigma$-algebra of Borel sets, and $Q$ a probability measure on $(\mathcal{X}, \mathfrak{A})$. If $\mathrm{K}_{n}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$, $n=1,2, \ldots$, is a sequence of stochastic kernels, then there is a subsequence $\mathrm{K}_{n_{k}}$ and a stochastic kernel $\mathrm{K}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int\left[\int f(a) \mathrm{K}_{n_{k}}(d a \mid x)\right] g(x) Q(d x) \\
= & \int\left[\int f(a) \mathrm{K}(d a \mid x)\right] g(x) Q(d x), \quad f \in \mathrm{C}_{b}(\mathcal{D}), g \in \mathbb{L}_{1}(Q) .
\end{aligned}
$$

Proof. The space $\mathrm{C}_{b}(\mathcal{D})$ is separable; see Proposition A.4. Let $\left\{f_{1}, f_{2}, \ldots\right\} \subseteq$ $C_{b}(\mathcal{D})$ be an at most countable dense subset. Denote by $\mathfrak{A}_{0}$ the smallest $\sigma$-algebra with respect to which all mappings $x \mapsto \int f_{k}(a) \mathrm{K}_{n}(d a \mid x)$ are measurable. Then $\mathfrak{A}_{0}$ is generated by the countable system of sets $\left\{x: \int f_{k}(a) \mathrm{K}_{n}(d a \mid x)<t\right\}$, where $t \in \mathbb{Q}$ and $k, n=1,2, \ldots$. Denote by $Q_{0}$ the restriction of $Q$ to $\mathfrak{A}_{0}$. Then according to Problem 3.16 there exists an at most countable and dense subset $L=\left\{g_{1}, g_{2}, \ldots\right\}$ of $\mathbb{L}_{1}\left(Q_{0}\right)$. Define $B_{n}(f, g)$ by (3.17) where K is replaced with $\mathrm{K}_{n}$. Consider the array $B_{n}\left(f_{k}, g_{l}\right)$, $n, k, l=1,2, \ldots$, where $\left|B_{n}\left(f_{k}, g_{l}\right)\right| \leq\left\|f_{k}\right\|_{u}\left\|g_{l}\right\|_{1}$ in view of (3.18). This array can be rearranged as a double array with $B_{n}\left(f_{1}, g_{1}\right), B_{n}\left(f_{1}, g_{2}\right), B_{n}\left(f_{2}, g_{1}\right)$,
$B_{n}\left(f_{2}, g_{2}\right), \ldots$ as its $n$th row, $n=1,2, \ldots$ By utilizing the diagonal technique we get a subsequence $B_{n_{m}}$ such that $B_{n_{m}}\left(f_{k}, g_{l}\right)$ converges to some real number, say $B\left(f_{k}, g_{l}\right)$. To define $B$ for every $f \in \mathrm{C}_{b}(\mathcal{D})$ and $g \in \mathbb{L}_{1}\left(Q_{0}\right)$ we choose $f_{k_{i}}$ and $g_{l_{i}}$ such that $\left\|f-f_{k_{i}}\right\|_{u} \rightarrow 0$ and $\left\|g-g_{l_{i}}\right\|_{1} \rightarrow 0$. Then $D_{1}=\sup _{i}\left\|f_{k_{i}}\right\|_{u}<\infty, D_{2}=\sup _{i}\left\|g_{l_{i}}\right\|_{1}<\infty$, and

$$
\begin{aligned}
& \left|B\left(f_{k_{i}}, g_{l_{i}}\right)-B\left(f_{k_{j}}, g_{l_{j}}\right)\right| \\
\leq & \left|\lim _{m \rightarrow \infty} B_{n_{m}}\left(f_{k_{i}}-f_{k_{j}}, g_{l_{i}}\right)\right|+\mid \lim _{n \rightarrow \infty} B_{n_{m}}\left(f_{k_{j}}, g_{l_{i}}-g_{l_{j}}\right) \\
\leq & D_{1}\left\|f_{k_{i}}-f_{k_{j}}\right\|_{u}+D_{2}\left\|g_{l_{i}}-g_{l_{j}}\right\|_{1}
\end{aligned}
$$

so that $B\left(f_{k_{i}}, g_{l_{i}}\right)$ is a Cauchy sequence and thus converges to some value, say $B(f, g)$. If $\widetilde{f}_{i}, \widetilde{g}_{i}$ are any other approximating sequences, then as above, with $\left(f_{k_{j}}, g_{l_{j}}\right)$ replaced with $\left(\widetilde{f}_{i}, \widetilde{g}_{i}\right)$ and some constant $D$,

$$
\left|B\left(f_{k_{i}}, g_{l_{i}}\right)-B\left(\widetilde{f}_{i}, \widetilde{g}_{i}\right)\right| \leq D\left\|f_{k_{i}}-\widetilde{f}_{i}\right\|_{u}+D\left\|g_{k_{i}}-\widetilde{g}_{i}\right\|_{1} \rightarrow 0, \quad \text { as } i \rightarrow \infty
$$

This means that the definition of $B$ is independent of the approximating sequence. As every $B_{n_{m}}$ satisfies the conditions in (3.18) we see that $B(f, g)=$ $\lim _{i \rightarrow \infty} \lim _{m \rightarrow \infty} B_{n_{m}}\left(f_{k_{i}}, g_{l_{i}}\right)$ satisfies the conditions in (3.18), too. Hence by Theorem 3.15 with $\mathfrak{A}$ replaced with $\mathfrak{A}_{0}$ there exists a stochastic kernel $\mathrm{K}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that $\mathrm{K}(A \mid \cdot)$ is $\mathfrak{A}_{0}$ measurable and

$$
B(f, g)=\int\left[\int f(a) \mathrm{K}(d a \mid x)\right] g(x) Q(d x), \quad f \in \mathrm{C}_{b}(\mathcal{D}), g \in \mathbb{L}_{1}\left(Q_{0}\right)
$$

Thus by construction, for every $f \in \mathrm{C}_{b}(\mathcal{D})$ and $g \in \mathbb{L}_{1}\left(Q_{0}\right)$

$$
\lim _{m \rightarrow \infty} \int\left[\int f(a) \mathrm{K}_{n_{m}}(d a \mid x)\right] g(x) Q(d x)=\int\left[\int f(a) \mathrm{K}(d a \mid x)\right] g(x) Q(d x)
$$

It remains to show that this statement holds for every $g \in \mathbb{L}_{1}(Q)$. For any $g \in \mathbb{L}_{1}(Q)$ we denote by $\mathrm{E}_{Q}\left(g \mid \mathfrak{A}_{0}\right)$ the conditional expectation of $g$ under the condition $\mathfrak{A}_{0}$. Then

$$
\mathrm{E}_{Q}\left(h g \mid \mathfrak{A}_{0}\right)=h \mathrm{E}_{Q}\left(g \mid \mathfrak{A}_{0}\right) \quad \text { and } \quad \mathrm{E}_{Q}(h g)=\mathrm{E}_{Q}\left(h \mathrm{E}_{Q}\left(g \mid \mathfrak{A}_{0}\right)\right)
$$

for every bounded and $\mathfrak{A}_{0}$-measurable function $h$. Approximating any $f \in$ $\mathrm{C}_{b}(\mathcal{D})$ uniformly by a sequence from the dense set $\left\{f_{1}, f_{2}, \ldots\right\} \subseteq \mathrm{C}_{b}(\mathcal{D})$ we see that $h_{n_{k}}(x)=\int f(a) \mathrm{K}_{n_{k}}(d a \mid x)$ and $h(x)=\int f(a) \mathrm{K}(d a \mid x)$ are $\mathfrak{A}_{0}$-measurable functions for every $f \in \mathrm{C}_{b}(\mathcal{D})$ by the definition of $\mathfrak{A}_{0}$. Hence

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int\left[\int f(a) \mathrm{K}_{n_{k}}(d a \mid x)\right] g(x) Q(d x) \\
& =\lim _{k \rightarrow \infty} \int\left[\int f(a) \mathrm{K}_{n_{k}}(d a \mid x)\right]\left(\mathrm{E}_{Q}\left(g \mid \mathfrak{A}_{0}\right)(x)\right) Q(d x) \\
& =\int\left[\int f(a) \mathrm{K}(d a \mid x)\right]\left(\mathrm{E}_{Q}\left(g \mid \mathfrak{A}_{0}\right)(x)\right) Q(d x)=\int\left[\int f(a) \mathrm{K}(d a \mid x)\right] g(x) Q(d x),
\end{aligned}
$$

as $h(x)=\int f(a) \mathrm{K}(d a \mid x)$ is $\mathfrak{A}_{0}$-measurable.

Remark 3.18. The above theorem has been proved in Heyer (1982), Theorem 20.4, with different techniques. To break down the considerations into suitable subsequences, instead of nets as in topology, Heyer has used in Lemma 20.5 Eberlein's theorem which states that bounded sets in $\mathbb{L}_{1}(Q)$ are $w^{*}$-sequentially compact. Our reduction step, using conditional expectations, is taken from Witting (1985), Theorem 2.14 , which deals with statistical tests.

The concept of weak convergence of distributions is fundamental to all areas of statistics that deal with large sample sizes. Let $\mathcal{S}$ be a metric space and $\mathfrak{S}$ be the $\sigma$-algebra of Borel sets. According to Definition A. 42 a sequence of distributions $Q_{n} \in \mathcal{P}(\mathfrak{S})$ is called weakly convergent to the distribution $Q \in \mathcal{P}(\mathfrak{S})$ if

$$
\lim _{n \rightarrow \infty} \int f(s) Q_{n}(d s)=\int f(s) Q(d s)
$$

for every bounded and continuous function $f$. Now we introduce, in a similar way, the concept of weakly convergent sequences of decisions for a fixed statistical model.

Definition 3.19. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model. Suppose that the decision space $\mathcal{D}$ is a metric space and let $\mathfrak{D}$ be the $\sigma$-algebra of Borel sets. A sequence of decisions $\mathrm{D}_{n}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ is called weakly convergent to $\mathrm{D}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ if for every $f \in \mathrm{C}_{b}(\mathcal{D})$ it holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int\left[\int f(a) \mathrm{D}_{n}(d a \mid x)\right] P_{\theta}(d x)=\int\left[\int f(a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x), \quad \theta \in \Delta \tag{3.19}
\end{equation*}
$$

In this case we write $\mathrm{D}_{n} \Rightarrow \mathrm{D}$. We call a set $\mathbb{D}_{0}$ of kernels weakly closed if for every sequence $\mathrm{D}_{n} \in \mathbb{D}_{0}$ with $\mathrm{D}_{n} \Rightarrow \mathrm{D}$ it follows that $\mathrm{D} \in \mathbb{D}_{0}$. Finally, we call such a set $\mathbb{D}_{0}$ weakly sequentially compact if for every sequence $\mathrm{D}_{n}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}$ $[0,1]$ with $\mathrm{D}_{n} \in \mathbb{D}_{0}$ there exists a subsequence $\mathrm{D}_{n_{k}}$ and some $\mathrm{D} \in \mathbb{D}_{0}$ such that $\mathrm{D}_{n_{k}} \Rightarrow \mathrm{D}$.

To discuss the concept of weak convergence in terms of random variables let $\left(A_{n}, X_{n}\right), n=1,2, \ldots$, and $(A, X)$ be random vectors that are defined on some probability space $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta}\right)$, taking on values in $\mathcal{D} \times \mathcal{X}$, and have the distributions $\mathcal{L}\left(A_{n}, X_{n}\right)=\mathrm{D}_{n} \otimes P_{\theta}$ and $\mathcal{L}(A, X)=\mathrm{D} \otimes P_{\theta}$, respectively. Then for every $f \in \mathrm{C}_{b}(\mathcal{D})$ it holds

$$
\begin{aligned}
\int\left[\int f(a) \mathrm{D}_{n}(d a \mid x)\right] P_{\theta}(d x) & =\mathbb{E}_{\theta} f\left(A_{n}\right), \quad n=1,2, \ldots, \\
\int\left[\int f(a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x) & =\mathbb{E}_{\theta} f(A)
\end{aligned}
$$

This shows that

$$
\begin{equation*}
\mathrm{D}_{n} \Rightarrow \mathrm{D} \quad \text { if and only if } \quad \mathcal{L}\left(A_{n} \mid \mathbb{P}_{\theta}\right) \Rightarrow \mathcal{L}\left(A \mid \mathbb{P}_{\theta}\right), \quad \theta \in \Delta \tag{3.20}
\end{equation*}
$$

so that the weak convergence of decisions is nothing else than the convergence in distribution of the associated random variables $A_{n}$ under each of the distributions in the model.

Lemma 3.20. For every $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ there exists some $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$ with $\rho \ll \gg$.

Proof. There are pairwise disjoint sets $C_{i} \in \mathfrak{B}_{\Delta}$ with $\cup_{i=1}^{\infty} C_{i}=\Delta$ and $0<\rho\left(C_{i}\right)<\infty$. Set $g(\theta)=\sum_{i=1}^{\infty}\left(2^{i} \rho\left(C_{i}\right)\right)^{-1} I_{C_{i}}(\theta)$ and $\Pi(d \theta)=g(\theta) \rho(d \theta)$. Then $\Pi$ is a probability measure which is equivalent to $\rho$ as $g$ is positive.

Although the following theorem is a direct consequence of Theorem 3.17 we present it here separately because it is a crucial tool in later chapters.

Theorem 3.21. If the decision space $\mathcal{D}$ is a compact metric space and the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated, then the set of all decisions is weakly sequentially compact.

Proof. Denote by $Q$ a distribution that dominates the family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$. Given any sequence of decisions $\mathrm{D}_{n}$ we get from Theorem 3.17 that there exists a subsequence $\mathrm{D}_{n_{k}}$ such that (3.19) holds. To complete the proof we have only to note that $d P_{\theta} / d Q \in \mathbb{L}_{1}(Q)$.

To illustrate the concept of weak convergence we turn to some special cases.

Example 3.22. If $\mathrm{K}_{n}$ and K are nonrandomized decisions, i.e., there are mappings $T_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathcal{D}$ and $T: \mathcal{X} \rightarrow_{m} \mathcal{D}$ such that $\mathrm{K}_{n}=\delta_{T_{n}}$ and $\mathrm{K}=\delta_{T}$, then

$$
\begin{aligned}
\int\left[\int f(a) \mathrm{K}_{n}(d a \mid x)\right] P_{\theta}(d x) & =\int f\left(T_{n}(x)\right) P_{\theta}(d x)=\mathrm{E}_{P_{\theta}} f\left(T_{n}\right), \\
\int\left[\int f(a) \mathrm{K}(d a \mid x)\right] P_{\theta}(d x) & =\int f(T(x)) P_{\theta}(d x)=\mathrm{E}_{P_{\theta}} f(T) .
\end{aligned}
$$

Hence we see that $\mathrm{K}_{n} \Rightarrow \mathrm{~K}$ holds if and only if the sequence of distributions $\mathcal{L}\left(T_{n} \mid P_{\theta}\right)$ converges weakly to the distribution $\mathcal{L}\left(T \mid P_{\theta}\right)$.

Example 3.23. Suppose the decision space is finite and considered as a metric space with the discrete metric. Set $q_{a, n}(x)=\mathrm{K}_{n}(\{a\} \mid x)$ and $q_{a}(x)=\mathrm{K}(\{a\} \mid x)$, $a \in \mathcal{D}$. Then $0 \leq q_{a}, q_{a, n} \leq 1, \sum_{a \in \mathcal{D}} q_{a, n}=1$, and $\sum_{a \in \mathcal{D}} q_{a}=1$. Instead of all functions $f$ in (3.19) we have to consider only indicator functions of one point sets so that (3.19) is equivalent to

$$
\lim _{n \rightarrow \infty} \int q_{a, n}(x) P_{\theta}(d x)=\int q_{a}(x) P_{\theta}(d x), \quad \theta \in \Delta, a \in \mathcal{D}
$$

If $\mathcal{D}=\{0,1\}$, then we consider statistical tests and weak convergence of decisions is equivalent to the convergence of the power functions.

### 3.3 Continuity Properties of the Risk

According to its definition the risk function $\mathrm{R}(\theta, \mathrm{D})$ depends on $\theta$ and D . If $\theta$ belongs to a metric space, then we may investigate if $R(\theta, D)$ as a function of $\theta$ is lower semicontinuous, or even continuous, for every fixed D. For a metric
space $\mathcal{S}$ a function $f: \mathcal{S} \rightarrow(-\infty, \infty]$ is called lower semicontinuous if for every convergent sequence in $\mathcal{S}$, say $s_{n} \rightarrow s$, it holds $\liminf _{n \rightarrow \infty} f\left(s_{n}\right) \geq f(s)$. Analogously, $f$ is called upper semicontinuous if $g=-f$ is lower semicontinuous. Obviously, if $f$ is lower and upper semicontinuous, then it is continuous.

It is clear that such continuity properties, in connection with compactness arguments, are extremely helpful in the search for decisions that minimize the risk in compact subsets of decisions. To establish statements in this direction we need a suitable concept of continuity of the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$. For this purpose we make the following assumption.
(A7) In the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the parameter set $\Delta$ is a metric space, and $\theta \mapsto P_{\theta}$ is continuous in variational distance.

We call a model that satisfies (A7) a continuous model. Assumption (A7) seems to be relatively strong. However, if the model is dominated, say $P_{\theta} \ll \boldsymbol{\mu}$ with $f_{\theta}=d P_{\theta} / d \boldsymbol{\mu}$, and if $f_{\theta_{n}} \rightarrow f_{\theta}, \boldsymbol{\mu}$-a.e., for a sequence $\theta_{n} \rightarrow \theta$ in $\Delta$, then by the lemma of Scheffé (see Lemma A.19),

$$
\left\|P_{\theta_{n}}-P_{\theta}\right\|=\int\left|f_{\theta_{n}}-f_{\theta}\right| d \boldsymbol{\mu} \rightarrow 0
$$

Note that under (A7), if $\Delta$ is a separable metric space, then the model is dominated.

Problem 3.24.* Every continuous model with a separable parameter set is dominated.

For further results on dominance and separability we refer to Strasser (1985).

Proposition 3.25. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model where $\Delta$ is a metric space. Let $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}_{+}$be lower semicontinuous in $\theta \in \Delta$ for every fixed $a \in \mathcal{D}$, and measurable in $a \in \mathcal{D}$ for every fixed $\theta \in \Delta$. If (A7) is satisfied, then for every decision D the risk $\mathrm{R}(\theta, \mathrm{D})$ is a lower semicontinuous function of $\theta \in \Delta$. If $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}$ is bounded and continuous in $\theta \in \Delta$ for every fixed $a \in \mathcal{D}$, then for every fixed D the risk $\mathrm{R}(\theta, \mathrm{D})$ is a continuous function of $\theta \in \Delta$.

Proof. Let $M(\theta, x, \mathrm{D}):=\int L(\theta, a) \mathrm{D}(d a \mid x)$ and $\theta_{n}$ be any sequence in $\Delta$ with $\theta_{n} \rightarrow \theta$. Then by Fatou's lemma (see Lemma A.17) and the lower semicontinuity of $L(\cdot, a)$,

$$
\liminf _{n \rightarrow \infty} M\left(\theta_{n}, x, \mathrm{D}\right) \geq M(\theta, x, \mathrm{D}), \quad x \in \mathcal{X}
$$

Hence by the inequality in Problem 1.80, for every $N>0$,

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \mathrm{R}\left(\theta_{n}, \mathrm{D}\right) & \geq \liminf _{n \rightarrow \infty} \int\left[M\left(\theta_{n}, x, \mathrm{D}\right) \wedge N\right] P_{\theta_{n}}(d x) \\
& \geq \liminf _{n \rightarrow \infty} \int\left[M\left(\theta_{n}, x, \mathrm{D}\right) \wedge N\right] P_{\theta}(d x)-N \limsup _{n \rightarrow \infty}\left\|P_{\theta_{n}}-P_{\theta}\right\| \\
& \geq \int[M(\theta, x, \mathrm{D}) \wedge N] P_{\theta}(d x)
\end{aligned}
$$

As $M(\theta, x, \mathrm{D}) \geq 0$ we get from the monotone convergence theorem (see Theorem A.16) the first statement by taking $N \rightarrow \infty$ on the right-hand side. If $|L|$ is bounded by $C$ and continuous in $\theta$, then instead of Fatou's Lemma we may apply Lebesgue's theorem (see Theorem A.18) and get that $|M(\theta, x, \mathrm{D})|$ is bounded by $C$ and continuous in $\theta$ for every fixed $x$. This gives

$$
\left|\mathrm{R}\left(\theta_{n}, \mathrm{D}\right)-\mathrm{R}(\theta, \mathrm{D})\right| \leq\left|\int\left[M\left(\theta_{n}, x, \mathrm{D}\right)-M(\theta, x, \mathrm{D})\right] P_{\theta}(d x)\right|+2 C\left\|P_{\theta_{n}}-P_{\theta}\right\|
$$

Taking the limit as $n \rightarrow \infty$ we get the statement.
To prepare for the next statement we need a simple result on the equicontinuity of families of continuous functions.

Problem 3.26.* Let $\Delta$ be a metric space with metric $\rho_{\Delta}, \mathcal{D}$ a compact metric space, and $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}$ be continuous. Then $\theta \mapsto L(\theta, a)$ is equicontinuous in $a$ in the sense that for every fixed $\theta_{0} \in \Delta$ it holds

$$
\lim _{\delta \rightarrow 0} \sup _{\theta: \rho_{\Delta}\left(\theta, \theta_{0}\right) \leq \delta} \sup _{a \in \mathcal{D}}\left|L(\theta, a)-L\left(\theta_{0}, a\right)\right|=0 .
$$

Proposition 3.27. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model that is continuous in the sense of ( $A 7$ ). If $\mathcal{D}$ is a compact metric space, $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}_{+}$ is continuous, and $L(\theta, a) \leq C$ for some constant $C$, then the family of risk functions $\mathrm{R}(\theta, \mathrm{D}), \mathrm{D} \in \mathbb{D}$, is equicontinuous at every $\theta \in \Delta$ in the sense that

$$
\lim _{n \rightarrow \infty} \sup _{\mathrm{D} \in \mathbb{D}}\left|\mathrm{R}\left(\theta_{n}, \mathrm{D}\right)-\mathrm{R}(\theta, \mathrm{D})\right|=0
$$

for every sequence $\theta_{n} \rightarrow \theta$.
Proof. It holds

$$
\begin{aligned}
\sup _{\mathrm{D} \in \mathbb{D}}\left|\mathrm{R}\left(\theta_{n}, \mathrm{D}\right)-\mathrm{R}(\theta, \mathrm{D})\right| \leq & \sup _{\mathrm{D} \in \mathbb{D}}\left|\int\left[\int\left(L\left(\theta_{n}, a\right)-L(\theta, a)\right) \mathrm{D}(d a \mid x)\right] P_{\theta_{n}}(d x)\right| \\
& +\sup _{\mathrm{D} \in \mathbb{D}}\left|\int\left[\int L(\theta, a) \mathrm{D}(d a \mid x)\right]\left(P_{\theta_{n}}-P_{\theta}\right)(d x)\right| \\
\leq & \sup _{a \in \mathcal{D}}\left|L\left(\theta_{n}, a\right)-L(\theta, a)\right|+C\left\|P_{\theta_{n}}-P_{\theta}\right\|,
\end{aligned}
$$

where the last inequality follows from the inequality in Problem 1.80. The proof is completed by the application of the statement in Problem 3.26 and the continuity of the model.

Now we fix $\theta \in \Delta$ and consider $\mathrm{R}(\theta, \mathrm{D})$ as function of D . According to the concept of weak convergence, for every fixed $\theta$ the mapping $D \mapsto R(\theta, D)$ is continuous for bounded continuous loss functions. Next we study this continuity property in more details.

Proposition 3.28. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model and $\mathcal{D}$ a metric space. Assume that the loss function $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}_{+}$is lower semicontinuous in $a \in \mathcal{D}$ for every fixed $\theta \in \Delta$. Then for every sequence $\mathrm{D}_{n}$ with $\mathrm{D}_{n} \Rightarrow \mathrm{D}$ for some D it holds

$$
\liminf _{n \rightarrow \infty} \mathrm{R}\left(\theta, \mathrm{D}_{n}\right) \geq \mathrm{R}(\theta, \mathrm{D})
$$

Moreover, if in addition $\Delta$ is a compact metric space, $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}$ is continuous, $|L(\theta, a)| \leq C$ for some constant $C$, and (A7) holds, then

$$
\lim _{n \rightarrow \infty} \sup _{\theta \in \Delta}\left|\mathrm{R}\left(\theta, \mathrm{D}_{n}\right)-\mathrm{R}(\theta, \mathrm{D})\right|=0 .
$$

Proof. We know from (3.20) that $\mathrm{D}_{n} \Rightarrow \mathrm{D}$ if and only if $Q_{n, \theta}:=$ $\mathcal{L}\left(A_{n} \mid \mathbb{P}_{\theta}\right) \Rightarrow Q_{\theta}:=\mathcal{L}\left(A \mid \mathbb{P}_{\theta}\right), \theta \in \Delta$. The first statement follows from point $(G)$ in Theorem A.49. To prove the second statement we introduce the family of continuous functions $\mathbb{F}=\{L(\theta, \cdot): \theta \in \Delta\}$ on $\mathcal{D}$. Then by $|L(\theta, a)| \leq C$ and the compactness of $\Delta$ the family $\mathbb{F}$ satisfies the conditions in Proposition A. 45 and the proof is complete.

### 3.4 Minimum Average Risk, Bayes Risk, Posterior Risk

In many situations the search for a decision that has, uniformly on the parameter set $\Delta$, minimum risk within $\mathbb{D}$, or at least within a given class $\mathbb{D}_{0} \subset \mathbb{D}$, remains unsuccessful. As we have pointed out already, such an optimal decision may not even exist. To deal with such difficulties one approach is to restrict the search even further to some suitable subclass $\mathbb{D}_{s} \subset \mathbb{D}_{0}$ where this task becomes feasible. Another approach is to replace the optimality that is based on uniform risk comparisons by some weaker optimality criterion. Rather than comparing decisions by their risks, pointwise throughout $\Delta$, comparisons are now made by means of some suitably chosen functional of the risk function. Several functionals that reflect, in one way or another, the extent of risk can be chosen for this purpose. One choice is the supremum of the risk on $\Delta$, which leads to minimax decisions. Another choice is an average of the risk, where some weight that depends on $\theta \in \Delta$ is associated with the risk function. This leads to minimum average risk decisions, and in particular to Bayes decisions.

It should be pointed out that in real-life situations an appropriate optimality criterion is not just simply given. It has to be adopted based on a thorough understanding of the task at hand, including the choice of the statistical model and the loss function. In the minimax approach, the supremum risk of some decisions may be attained only at parameter points $\theta \in \Delta$ that are very unlikely to occur in reality, and the risk function may be peaked there. In the
minimum average risk approach, the weight used for averaging the risk may be much larger at some points, where less care of a loss is taken, than at other points. This interrelation, or redundancy, between loss and weight may cause conflicts in an attempt to choose a suitable optimality criterion.

In this section we study the structures of the average, Bayes, and posterior risk. Here we establish general concepts and results that provide a systematic way of finding decisions that minimize the average risk or the Bayes risk.

Let the parameter set $\Delta$ be equipped with a $\sigma$-algebra $\mathfrak{B}_{\Delta}$ of subsets, and denote by $\mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ the set of all $\sigma$-finite measures on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$. We assume that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies assumption (A3), i.e., that the mapping $\theta \mapsto P_{\theta}(B)$ is measurable for every $B \in \mathfrak{A}$. In addition we make the following assumption.
(A8) $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a measurable space and $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}_{+}$is $\left(\mathfrak{B}_{\Delta} \otimes \mathfrak{D}\right)$ - $\mathfrak{B}_{+}$ measurable.

To indicate that this condition holds we also write $L: \Delta \times \mathcal{D} \rightarrow_{m} \mathbb{R}_{+}$. It follows from Fubini's theorem for stochastic kernels (see Proposition A.40) that for every $\mathrm{D} \in \mathbb{D}$ the risk

$$
\mathrm{R}(\theta, \mathrm{D})=\int\left[\int L(\theta, a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)
$$

is a nonnegative measurable function of $\theta$ that can be integrated with respect to every $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$. We define the average risk of D with respect to the weight measure $\rho$ by

$$
\mathrm{r}(\rho, \mathrm{D})=\int \mathrm{R}(\theta, \mathrm{D}) \rho(d \theta)
$$

Fubini's theorem and (3.4) yield

$$
\begin{equation*}
\mathrm{r}(\rho, \mathrm{D})=\int\left(\int\left[\int L(\theta, a) \mathrm{D}(d a \mid x)\right] \mathrm{P}(d x \mid \theta)\right) \rho(d \theta) \tag{3.21}
\end{equation*}
$$

If $\rho=\Pi$ is a probability measure, then we call $\Pi$ the prior and $\mathrm{r}(\Pi, \mathrm{D})$ the Bayes risk of D under the prior $\Pi$.

Remark 3.29. (Convention). In view of (3.21), the assumptions (A3) and (A8) are essential, and thus tacitly assumed to hold, whenever we are dealing with the average risk or the Bayes risk. Occasionally, however, they are mentioned again as a reminder of this convention.

By a particular choice of $\rho$ we emphasize special areas of the parameter set with the intention of getting decisions that perform well at least in the areas with high weights of $\rho$. If $\rho$ is finite, but not a probability measure, then a normalization shows that minimizing $r(\rho, \mathrm{D})$ is equivalent to minimizing $\mathrm{r}(\Pi, \mathrm{D})$ with $\Pi=\rho(\Delta)^{-1} \rho$. A similar reduction can be made if $\rho$ is $\sigma$-finite.

Remark 3.30. Using the $\rho$-density of the distribution $\Pi$ in Lemma 3.20 and the chain rule we may represent the average risk as

$$
\begin{aligned}
\mathrm{r}(\rho, \mathrm{D}) & =\int\left(\int\left[\int L(\theta, a) \mathrm{D}(d a \mid x)\right] \mathrm{P}(d x \mid \theta)\right) \rho(d \theta) \\
& =\int\left(\int\left[\int \widetilde{L}(\theta, a) \mathrm{D}(d a \mid x)\right] \mathrm{P}(d x \mid \theta)\right) \Pi(d \theta), \\
\widetilde{L}(\theta, a) & =L(\theta, a) \frac{d \rho}{d \Pi}(\theta)
\end{aligned}
$$

This means that every average risk can be written as a Bayes risk with a modified loss function. Thus, in principle, we could have operated with probability measures as averaging measures right from the beginning. However, the new loss function $\widetilde{L}$ may be less intuitive than the original $L$, and it may complicate the minimization of the posterior risk that is introduced later. As $L$ is nonnegative $\widetilde{L}$ is bounded from below. The above representation reveals the duality between the averaging measure $\rho$ and the loss function $L$. Especially in Bayes analysis, where $\Pi$ is interpreted as a prior, one should be aware that the choice of the prior and the choice of the loss function are intimately linked.

To create an approach which simultaneously covers the case of finite and infinite averaging measures we need some technical results. For $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ we set

$$
(\mathrm{P} \rho)(A)=\int P_{\theta}(A) \rho(d \theta), \quad A \in \mathfrak{A}
$$

The measure $\mathrm{P} \rho$ is not necessarily $\sigma$-finite even though $\rho$ is $\sigma$-finite. Indeed, if $\rho(\Delta)=\infty$ and $\mathcal{X}$ is finite, then $(\mathrm{P} \rho)(\{x\})=\infty$ must hold for at least one point $x \in \mathcal{X}$ which rules out $\sigma$-finiteness. For dominated models the $\sigma$ finiteness of $\mathrm{P} \rho$ is equivalent with the fact that the normalizing factor $\mathrm{m}(x)$ in (1.35) is finite.

Problem 3.31.* If condition (A5) holds, then

$$
\begin{align*}
\mathrm{m}(x) & =\int f_{\theta}(x) \rho(d \theta)<\infty, \quad \boldsymbol{\mu} \text {-a.e. } x \in \mathcal{X} \quad \Leftrightarrow \quad \mathrm{P} \rho \text { is } \sigma \text {-finite. }  \tag{3.22}\\
\frac{d(\mathrm{P} \rho)}{d \boldsymbol{\mu}} & =\mathrm{m} .
\end{align*}
$$

A crucial point in the subsequent considerations is a disintegration of the measure $\mathbf{P} \otimes \rho$, i.e., a representation $(\mathbf{P} \otimes \rho)(d x, d \theta)=(\boldsymbol{\Pi} \otimes \mathbf{P} \rho)(d \theta, d x)$ with the help of a stochastic kernel $\boldsymbol{\Pi}$. Such a decomposition of $\mathrm{P} \otimes \rho$ exists for a $\sigma$-finite $\rho$ under weak conditions, as the next proposition shows. Let m be the marginal density in (3.22).

Proposition 3.32. Let $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ and assume that at least one of the following two conditions holds.
(A4) is satisfied and $\mathrm{P} \rho$ is $\sigma$-finite.

$$
\begin{equation*}
\text { (A5) is satisfied and } \mathrm{m}<\infty, \quad \boldsymbol{\mu} \text {-a.e. } \tag{3.23}
\end{equation*}
$$

Then there exists a stochastic kernel $\boldsymbol{\Pi}: \mathfrak{B}_{\Delta} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
\begin{equation*}
\int\left[\int h(x, \theta) P_{\theta}(d x)\right] \rho(d \theta)=\int\left[\int h(x, \theta) \boldsymbol{\Pi}(d \theta \mid x)\right] \mathrm{P} \rho(d x) \tag{3.24}
\end{equation*}
$$

for every $h: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$. If (3.23) is satisfied, $\tau \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, and $\pi=$ $d \rho / d \boldsymbol{\tau}$, then a version of the posterior distribution is given by

$$
\begin{align*}
\boldsymbol{\Pi}(d \theta \mid x) & =\pi(\theta \mid x) \boldsymbol{\tau}(d \theta), \quad \text { where }  \tag{3.25}\\
\pi(\theta \mid x) & =\frac{1}{\mathrm{~m}(x)} \pi(\theta) f_{\theta}(x) I_{(0, \infty)}(\mathrm{m}(x))+\pi(\theta) I_{\{0\}}(\mathrm{m}(x))
\end{align*}
$$

Proof. As $\rho$ is $\sigma$-finite we get from Lemma 3.20 that there is a distribution $\Pi$ with $\Pi \ll>\rho$. Condition (A4) and Theorem A. 37 imply that there is a stochastic kernel $\Pi_{0}: \mathfrak{B}_{\Delta} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
\int\left[\int g(x, \theta) P_{\theta}(d x)\right] \Pi(d \theta)=\int\left[\int g(x, \theta) \boldsymbol{\Pi}_{0}(d \theta \mid x)\right] \mathrm{P} \Pi(d x)
$$

for every $g: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$. We note that $\Pi \ll>\rho$ implies $\mathrm{P} \Pi \ll>\mathrm{P} \rho$. As $\mathrm{P} \rho$ is $\sigma$-finite the theorem of Radon-Nikodym (see Theorem A.27) provides the existence of a density $\frac{d(\mathrm{P} \Pi)}{d(\mathrm{P} \rho)}$. Set

$$
\boldsymbol{\Pi}_{1}(B \mid x)=\frac{d(\mathrm{P} \Pi)}{d(\mathrm{P} \rho)}(x) \int I_{B}(\theta) \frac{d \rho}{d \Pi}(\theta) \boldsymbol{\Pi}_{0}(d \theta \mid x)
$$

Then $\boldsymbol{\Pi}_{1}(\cdot \mid x)$ is a measure on $\mathfrak{B}_{\Delta}$ for every fixed $x$ and $\boldsymbol{\Pi}_{1}(B \mid x)$ is a measurable function of $x$ for every fixed $B \in \mathfrak{B}_{\Delta}$. Moreover, for every $h: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$, by the chain rule and $g(x, \theta)=h(x, \theta) \frac{d \rho}{d \Pi}(\theta)$,

$$
\begin{align*}
& \int\left[\int h(x, \theta) \boldsymbol{\Pi}_{1}(d \theta \mid x)\right] \mathrm{P} \rho(d x)=\int\left[\int h(x, \theta) \frac{d \rho}{d \Pi}(\theta) \boldsymbol{\Pi}_{0}(d \theta \mid x)\right] \mathrm{P} \Pi(d x) \\
& =\int\left[\int\left(h(x, \theta) \frac{d \rho}{d \Pi}(\theta)\right) P_{\theta}(d x)\right] \Pi(d \theta)=\int\left[\int h(x, \theta) P_{\theta}(d x)\right] \rho(d \theta) \tag{3.26}
\end{align*}
$$

Putting $h(x, \theta)=I_{A}(x), A \in \mathfrak{A}$, we arrive at

$$
\int I_{A}(x) \boldsymbol{\Pi}_{1}(\Delta \mid x) \mathrm{P} \rho(d x)=\int\left[\int I_{A}(x) P_{\theta}(d x)\right] \rho(d \theta)=\mathrm{P} \rho(A)
$$

As $\mathrm{P} \rho$ is $\sigma$-finite we may conclude that

$$
(\mathrm{P} \rho)\left(\left\{x: \boldsymbol{\Pi}_{1}(\Delta \mid x) \neq 1\right\}\right)=0
$$

Set $\boldsymbol{\Pi}(\cdot \mid x)=\boldsymbol{\Pi}_{1}(\cdot \mid x)$ if $\boldsymbol{\Pi}_{1}(\Delta \mid x)=1$ and $\boldsymbol{\Pi}(\cdot \mid x)=\boldsymbol{\Pi}_{2}(\cdot \mid x)$ if $\boldsymbol{\Pi}_{1}(\Delta \mid x) \neq 1$, where $\boldsymbol{\Pi}_{2}$ is any fixed stochastic kernel. Then $\boldsymbol{\Pi}$ is a stochastic kernel that satisfies (3.24) in view of (3.26). To prove the second statement we note that $\boldsymbol{\Pi}$ in (3.25) satisfies (3.24) by the definition of $\pi(\theta \mid x)$ and Fubini's theorem.

Definition 3.33. If $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, then every stochastic kernel $\Pi: \mathfrak{B}_{\Delta} \times$ $\mathcal{X} \rightarrow_{k}[0,1]$ that satisfies (3.24) is called a posterior distribution. For any such stochastic kernel $\boldsymbol{\Pi}$,

$$
\begin{align*}
r(\rho, a \mid x) & :=\int L(\theta, a) \boldsymbol{\Pi}(d \theta \mid x), \quad \text { and }  \tag{3.27}\\
\mathrm{r}(\rho, \mathrm{D} \mid x) & :=\int r(\rho, a \mid x) \mathrm{D}(d a \mid x)
\end{align*}
$$

are called the posterior risk at $x$ of making a decision $a \in \mathcal{D}$ and the posterior risk at $x$ using the decision D , respectively.

For later reference we give the representations of the posterior risk in the dominated case. That the statement below holds for every $a \in \mathcal{D}$ follows immediately from Definition 3.33 and (3.25).

$$
\begin{equation*}
r(\rho, a \mid x)=\frac{1}{\mathrm{~m}(x)} \int L(\theta, a) f_{\theta}(x) \pi(\theta) \boldsymbol{\tau}(d \theta), \quad \mathrm{P} \rho \text {-a.e. } \tag{3.28}
\end{equation*}
$$

From (3.21) and (3.24) it follows that

$$
\begin{equation*}
\mathrm{r}(\rho, \mathrm{D})=\int \mathrm{r}(\rho, \mathrm{D} \mid x) \mathrm{P} \rho(d x) \tag{3.29}
\end{equation*}
$$

Now we study the posterior risk for exponential families under their conjugate priors. The next result is an immediate consequence of the definition of the densities of conjugate priors in (1.39) and the posterior densities in (1.41).

Proposition 3.34. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family with generating statistic $T$ and natural parameter $\theta$. Let $\rho=\Pi_{u, v},(u, v) \in \Upsilon$, be a conjugate prior with the $\boldsymbol{\tau}$-density from (1.39). Then

$$
r(\rho, a \mid x)=\int L(\theta, a) \pi_{u+1, v+T(x)}(\theta) \boldsymbol{\tau}(d \theta)
$$

The next example deals with binomial distributions.
Example 3.35. Let $\mathrm{B}(n, p), p \in(0,1)$, be the family of binomial distributions on $\mathcal{X}=\{0,1, \ldots, n\}$. For an inference on $p$ we utilize the conjugate prior $\operatorname{Be}(\alpha, \beta)$ from Example 1.45 and set $\rho=\operatorname{Be}(\alpha, \beta)$. The posterior at $x \in \mathcal{X}$ is $\operatorname{Be}(\alpha+x, \beta+n-x)$. Moreover,

$$
r(\rho, a \mid x)=\int_{0}^{1} L(\varkappa(p), a) \mathrm{be}_{\alpha+x, \beta+n-x}(p) d p, \quad \mathrm{r}(\rho, \mathrm{D} \mid x)=\int r(\rho, a \mid x) \mathrm{D}(d a \mid x),
$$

and $\varkappa(p)=\ln (p /(1-p))=\theta$.
We introduce the concepts of minimum average risk and Bayes decisions. We recall that assumptions (A3) and (A8) are assumed to hold.

Definition 3.36. Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \mathbb{D}_{0} \subseteq \mathbb{D}$, and $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ a decision $\mathbb{D}_{0} \in \mathbb{D}_{0}$ with $\mathrm{r}\left(\rho, \mathrm{D}_{0}\right)=\inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\rho, \mathrm{D})$ is called a minimum average risk decision in $\mathbb{D}_{0}$ under the average measure $\rho$. If $\rho=\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$, then $\mathrm{D}_{0}$ is called a Bayes decision in $\mathbb{D}_{0}$ under the prior $\Pi$. Whenever $\mathbb{D}_{0}=\mathbb{D}$, "in $\mathbb{D}_{0}$ " is not mentioned.

Now we characterize the minimum average risk and Bayes decisions in $\mathbb{D}_{0}$.
Theorem 3.37. Let $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right),\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model. Assume that a posterior distribution exists. Let $\mathbb{D}_{0} \subseteq \mathbb{D}$ be a class of decisions. If $\inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\rho, \mathrm{D})<\infty$, then a decision $\mathrm{D}_{0} \in \mathbb{D}_{0}$ is a minimum average risk decision in $\mathbb{D}_{0}$ if and only if

$$
(\mathrm{P} \rho)\left(\left\{x: \mathrm{r}\left(\rho, \mathrm{D}_{0} \mid x\right)>\mathrm{r}(\rho, \mathrm{D} \mid x)\right\}\right)=0, \quad \mathrm{D} \in \mathbb{D}_{0} .
$$

Proof. The sufficiency follows from (3.29). Conversely, if for some $D_{1} \in \mathbb{D}_{0}$ we have $(\mathrm{P} \rho)(A)>0$ for $A=\left\{x: \mathrm{r}\left(\rho, \mathrm{D}_{0} \mid x\right)>\mathrm{r}\left(\rho, \mathrm{D}_{1} \mid x\right)\right\}$, then

$$
\mathrm{D}_{2}(\cdot \mid x):=\mathrm{D}_{1}(\cdot \mid x) I_{A}(x)+\mathrm{D}_{0}(\cdot \mid x) I_{\bar{A}}(x) .
$$

is a better decision in terms of the average risk.
Condition (3.31) says that a minimum average decision can be obtained by finding for every fixed $x$ a distribution $\mathrm{D}(\cdot \mid x)$ that is concentrated on $\arg \min _{a \in \mathcal{D}} r(\rho, a \mid x)$, i.e., the set of all $a \in \mathcal{D}$ that minimizes $r(\rho, a \mid x)$.

Now we consider Bayes decisions in a normal model.
Example 3.38. Consider the family $\left(\mathrm{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}}$, where $\sigma^{2}>0$ is known. We take $\rho=\mathrm{N}\left(\nu, \delta^{2}\right)$. Then by Lemma 1.37 it holds for every loss function $L: \mathbb{R} \times \mathcal{D} \rightarrow_{m}$ $\mathbb{R}_{+}$,

$$
\begin{aligned}
r(\rho, a \mid x) & =\int L(t, a) \varphi_{\mu(x), \tau^{2}}(t) d t, \quad \text { where } \\
\mu(x) & =\frac{\left(n / \sigma^{2}\right)}{\left(n / \sigma^{2}\right)+\left(1 / \delta^{2}\right)} \bar{x}_{n}+\frac{\left(1 / \delta^{2}\right)}{\left(n / \sigma^{2}\right)+\left(1 / \delta^{2}\right)} \nu, \quad \tau^{2}=\frac{1}{\left(n / \sigma^{2}\right)+\left(1 / \delta^{2}\right)} .
\end{aligned}
$$

If $\mathcal{D}=\mathbb{R}$, then we have the problem of estimating the parameter $\mu$. If the loss function is given by $L(\mu, a)=(\mu-a)^{2}$, then the pointwise minimization of

$$
r\left(\mathrm{~N}\left(\nu, \delta^{2}\right), a \mid x\right)=\int(t-a)^{2} \varphi_{\mu(x), \tau^{2}}(t) d t
$$

provides the Bayes estimator

$$
\begin{equation*}
T_{B}\left(x_{1}, \ldots, x_{n}\right)=\frac{\left(n / \sigma^{2}\right)}{\left(n / \sigma^{2}\right)+\left(1 / \delta^{2}\right)} \bar{x}_{n}+\frac{\left(1 / \delta^{2}\right)}{\left(n / \sigma^{2}\right)+\left(1 / \delta^{2}\right)} \nu . \tag{3.30}
\end{equation*}
$$

For infinite averaging measures $\rho$ it often occurs that the risk $r(\rho, \mathrm{D})$ is not finite, but the posterior risk $\mathrm{r}(\rho, \mathrm{D} \mid x)$ is $\mathrm{P} \rho$-a.e. finite. This occurs typically in invariant models if $D$ is an invariant decision for which the risk $R(\theta, D)$ is independent of $\theta$ and $\rho$ is an invariant measure on the parameter space with infinite total mass. Such situations are met later on in Chapter 7 when we deal with the Pitman estimator.

Definition 3.39. Let $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$. Suppose that $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is a statistical model for which a posterior distribution exists. Let $\mathbb{D}_{0} \subseteq \mathbb{D}$ be a class of decisions. A decision $\mathbb{D}_{0} \in \mathbb{D}_{0}$ is called a generalized Bayes decision in $\mathbb{D}_{0}$ if it holds

$$
(\mathrm{P} \rho)\left(\left\{x: \mathrm{r}\left(\rho, \mathrm{D}_{0} \mid x\right)>\mathrm{r}(\rho, \mathrm{D} \mid x)\right\}\right)=0, \quad \mathrm{D} \in \mathbb{D}_{0} .
$$

It is clear from the definition that every minimum average risk decision with finite risk is a generalized Bayes decision.

Corollary 3.40. Assume that for $r(\rho, a \mid x)$ from (3.27) $\inf _{a \in \mathcal{D}} r(\rho, a \mid x)$ is a measurable function of $x$. Then every decision $D_{0} \in \mathbb{D}_{0}$ that satisfies

$$
\begin{equation*}
\mathrm{P} \rho\left(\left\{x: \mathrm{D}_{0}\left(\left\{a: r(\rho, a \mid x)>\inf _{b \in \mathcal{D}} r(\rho, b \mid x)\right\} \mid x\right)>0\right\}\right)=0 \tag{3.31}
\end{equation*}
$$

is a generalized Bayes decision and a minimum average risk decision in $\mathbb{D}_{0}$.
Proof. Condition (3.31) implies $\mathrm{P} \rho$-a.e.

$$
\mathrm{r}\left(\rho, \mathrm{D}_{0} \mid x\right) \leq \inf _{b \in \mathcal{D}} r(\rho, b \mid x) \leq \int r(\rho, a \mid x) \mathrm{D}(d a \mid x)=\mathrm{r}(\rho, \mathrm{D} \mid x)
$$

Subsequently we consider situations where $r(\rho, a \mid x)$ can be evaluated explicitly. This is especially the case when we are dealing with an exponential family and conjugate priors. On the other hand, there are many situations where the integrals associated with $r(\rho, a \mid x)$ in (3.27) and (3.28) cannot be evaluated explicitly. In this case one has to have recourse to numerical methods. Several techniques for that purpose have been developed in the last decades. A special role is hereby played by Monte Carlo methods that run fast and provide powerful tools for Bayes analyses. For details we refer to Chen, Shao, and Ibrahim (2000).

Example 3.41. Suppose that in the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the parameter set $\Delta=\{1, \ldots, m\}$ is finite. The task of deciding which of the values in $\mathcal{D}=\{1, \ldots, m\}$ is associated with the true distribution is called a classification problem. In the context of decision theory this can also be interpreted as the problem of estimating a parameter when the parameter set $\Delta$ is finite. For a given prior $\Pi$ on $\Delta$ we set $\pi_{i}=\Pi(\{i\}), i=1, \ldots, m$. Let $f_{i}$ be the density of $P_{i}$ with respect to a dominating $\sigma$-finite measure $\boldsymbol{\mu}, i=1, \ldots, m$. Then the posterior risk $r(\Pi, a \mid x)$ from (3.27) has the form

$$
r(\Pi, a \mid x)=\frac{1}{\mathrm{~m}(x)} \sum_{i=1}^{m} L(i, a) f_{i}(x) \pi_{i}, \quad a=1, \ldots, m, x \in \mathcal{X}
$$

As the factor $1 / \mathrm{m}(x)$ is irrelevant for minimizing $r(\Pi, a \mid x)$ as a function of $a$ an application of Corollary 3.40 yields that a classification rule $\mathrm{D}_{\Pi}$ is Bayes with respect to the prior $\Pi$ if and only if

$$
\begin{aligned}
\mathrm{D}_{\Pi}(A(x) \mid x) & =1, \quad \boldsymbol{\mu} \text {-a.e., } \quad \text { where } \\
A(x) & =\underset{1 \leq a \leq m}{\arg \min } \sum_{i=1}^{m} L(i, a) f_{i}(x) \pi_{i} .
\end{aligned}
$$

Especially, under the zero-one loss function $L_{0,1}(\theta, a)=1-I_{\{a\}}(\theta)$, we have

$$
r(\Pi, a \mid x)=\frac{1}{\mathrm{~m}(x)} \sum_{i \neq a} f_{i}(x) \pi_{i} \quad \text { and } \quad A(x)=\underset{1 \leq a \leq m}{\arg \max } f_{a}(x) \pi_{a}
$$

We conclude the series of examples with a model where the posterior risk is finite whereas the risk is infinite for all invariant decisions.

Example 3.42. Let $P_{\theta}=\mathrm{N}^{\otimes n}(\theta, 1), \theta \in \mathbb{R}$, and $\rho=\boldsymbol{\lambda}$. Then at $x=\left(x_{1}, \ldots, x_{n}\right) \in$ $\mathbb{R}^{n}$, and with $\bar{x}_{n}=(1 / n) \sum_{i=1}^{n} x_{i}$,

$$
\begin{aligned}
f_{\theta}(x) & =(2 \pi)^{-n / 2} \exp \left\{-\frac{1}{2} \sum_{i=1}^{n}\left(x_{i}-\theta\right)^{2}\right\} \\
\mathrm{m}(x) & =\int(2 \pi)^{-n / 2} \exp \left\{-\frac{1}{2} \sum_{i=1}^{n}\left(x_{i}-\theta\right)^{2}\right\} d \theta \\
& =(2 \pi)^{-(n-1) / 2} n^{-1 / 2} \exp \left\{-\frac{1}{2} \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2}\right\}<\infty \\
\pi(\theta \mid x) & =(2 \pi)^{-1 / 2} n^{1 / 2} \exp \left\{-\frac{n}{2}\left(\theta-\bar{x}_{n}\right)^{2}\right\}
\end{aligned}
$$

If $L(\theta, a)=(\theta-a)^{2}$ (i.e., the squared error loss function), then

$$
r(\rho, a \mid x)=\int(\theta-a)^{2} \pi(\theta \mid x) d \theta<\infty
$$

To find a generalized Bayes estimator we have to minimize the function $a \mapsto r(\rho, a \mid x)$ for every fixed $x$. This gives the estimator $T_{\varrho}(x)=\bar{x}_{n}$. The posterior risk of this estimator is

$$
\mathrm{r}\left(\rho, T_{\varrho} \mid x\right):=\int r(\rho, a \mid x) \delta_{\bar{x}_{n}}(d a)=r\left(\rho, \bar{x}_{n} \mid x\right)=n^{-1}
$$

and thus finite. In contrast to that the average risk of $T_{\varrho}(x)=\bar{x}_{n}$ is infinite. Indeed, the relation (3.29) implies

$$
\mathrm{r}(\rho, T)=\int\left[\int \mathrm{r}\left(\rho, T_{\varrho} \mid x\right) P_{\theta}(d x)\right] d \theta=\int\left(\int n^{-1} P_{\theta}(d x)\right) d \theta=\infty
$$

Later on in Chapter 7 we show that $T_{\varrho}(x)=\bar{x}_{n}$ is the Pitman estimator, which is then introduced for a more general class of models.

Minimum average decisions reflect the risk according to the averaging measure $\rho$. If this measure is sufficiently well spread out across $\Delta$, then a minimum average decision cannot be outperformed by any other decision uniformly in $\theta \in \Delta$. Indeed minimum average risk decisions are admissible under weak assumptions. To pursue this idea in a more flexible way, Stein (1955b) and LeCam (1955) were the first to consider sequences of priors to establish admissibility. These ideas have been used in many papers: see e.g. Diaconis and Stein (1983), Farrell (1968), Brown (1971), and Rukhin (1986). Here we present only the classical sufficient condition for admissibility, due to Blyth (1951), which is based on the continuity of the risk function. Conditions under which this continuity holds have been investigated in Section 3.3.

Theorem 3.43. Assume that $\Delta$ is a metric space and that the risk function $\mathrm{R}(\theta, \mathrm{D})$ is continuous in $\theta$ for every $\mathrm{D} \in \mathbb{D}_{0}$. Let $\mathrm{D}_{0} \in \mathbb{D}_{0}$. If there exists a sequence $\rho_{n} \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, and associated minimum average decisions $D_{n} \in \mathbb{D}_{0}$ with $\mathrm{r}\left(\rho_{n}, \mathrm{D}_{n}\right)<\infty$, such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[r\left(\rho_{n}, D_{0}\right)-r\left(\rho_{n}, D_{n}\right)\right]=0 \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \rho_{n}(B)>0 \text { for every open set } B \subseteq \Delta, \tag{3.33}
\end{equation*}
$$

then $\mathrm{D}_{0}$ is admissible in $\mathbb{D}_{0}$.
Corollary 3.44. If the risk function $\mathrm{R}(\theta, \mathrm{D})$ is continuous in $\theta$ for every $\mathrm{D} \in$ $\mathbb{D}_{0}$ and $\rho(B)>0$ for every open set $B \subseteq \Delta$, then a minimum risk decision $\mathrm{D}_{0} \in \mathbb{D}_{0}$ with finite risk is admissible.

Proof. Suppose $D_{0}$ is not admissible. Then there are some $D \in \mathbb{D}_{0}$ and $\theta_{0} \in \Delta$ such that

$$
\mathrm{R}(\theta, \mathrm{D}) \leq \mathrm{R}\left(\theta, \mathrm{D}_{0}\right), \quad \theta \in \Delta, \quad \text { and } \quad \mathrm{R}\left(\theta_{0}, \mathrm{D}\right)<\mathrm{R}\left(\theta_{0}, \mathrm{D}_{0}\right)
$$

The continuity of both $R\left(\theta, D_{0}\right)$ and $R(\theta, D)$ implies that for every sufficiently small $\varepsilon>0$ the set $U\left(\varepsilon, \theta_{0}\right)=\left\{\theta: \mathrm{R}(\theta, \mathrm{D})+\varepsilon<\mathrm{R}\left(\theta, \mathrm{D}_{0}\right)\right\}$ is open and nonempty. By (3.33) we get

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left[r\left(\rho_{n}, \mathrm{D}_{0}\right)-\mathrm{r}\left(\rho_{n}, \mathrm{D}_{n}\right)\right] \geq \liminf _{n \rightarrow \infty}\left[\mathrm{r}\left(\rho_{n}, \mathrm{D}_{0}\right)-\mathrm{r}\left(\rho_{n}, \mathrm{D}\right)\right] \\
= & \liminf _{n \rightarrow \infty} \int\left[\mathrm{R}\left(\theta, \mathrm{D}_{0}\right)-\mathrm{R}(\theta, \mathrm{D})\right] \rho_{n}(d \theta) \geq \liminf _{n \rightarrow \infty} \varepsilon \rho_{n}\left(U\left(\varepsilon, \theta_{0}\right)\right)>0,
\end{aligned}
$$

which is a contradiction to (3.32). The corollary follows with $\rho_{n}=\rho$ and $\mathrm{D}_{n}=\mathrm{D}_{0}$.

In the above corollary the condition that the risk of $D_{0}$ is finite is essential. As we have seen already generalized Bayes decisions may have an infinite risk. Thus their possible admissibility cannot be concluded from the corollary.

We illustrate the last theorem with a classical result.
Example 3.45. Let $X$ follow a normal distribution $\mathbf{N}(\mu, 1), \mu \in \mathbb{R}$. Suppose that we want to estimate $\mu$ under the squared error loss $L(\mu, a)=(a-\mu)^{2}$. The natural estimator $T_{\text {nat }}(x)=x$ has the risk $\mathrm{R}\left(\mu, T_{\text {nat }}\right)=\int s^{2} \varphi_{0,1}(s) d s=1$. We compare this estimator with the Bayes estimator for the prior $\Pi=\mathrm{N}\left(0, \delta^{2}\right)$. According to (3.30) the Bayes estimator is

$$
T_{B}(x)=\varrho_{1}^{2} x, \quad \varrho_{1}^{2}=\delta^{2} /\left(1+\delta^{2}\right)
$$

which has the risk $\mathrm{R}\left(\mu, T_{B}\right)=\varrho_{1}^{4}+\left(1-\varrho_{1}^{2}\right)^{2} \mu^{2}$ and the Bayes risk $\mathrm{r}\left(\Pi, T_{B}\right)=\varrho_{1}^{2}$. Now we take $\rho_{n}=\sqrt{n} \mathrm{~N}(0, n)$. The factor $\sqrt{n}$ does not change the minimum average risk estimator which is $m_{n}(x)=(n /(n+1)) x$. The density of $\rho_{n}$ is $(2 \pi)^{-1 / 2} \exp \left\{-s^{2} /(2 n)\right\}$. As

$$
\lim _{n \rightarrow \infty} \sqrt{n} \int_{a}^{b} \varphi_{0, n}(s) d s=\frac{b-a}{\sqrt{2 \pi}}>0, \quad a<b
$$

the condition (3.33) is satisfied. It remains to show that the condition (3.32) is met, too. Indeed,

$$
\lim _{n \rightarrow \infty} \sqrt{n}\left[\mathrm{r}\left(\rho_{n}, T_{n a t}\right)-\mathrm{r}\left(\rho_{n}, m_{n}\right)\right]=\lim _{n \rightarrow \infty} \sqrt{n}\left(1-\frac{n}{1+n}\right)=0
$$

Therefore the natural estimator $T_{n a t}(x)=x$ is admissible.
Now we focus on decisions in Bayes models; i.e., we consider $(X, \Theta)$ as a pair of random variables where $X$ is observable and takes on values in $(\mathcal{X}, \mathfrak{A})$, whereas $\Theta$ is not observable and takes on values in $\left(\Delta, \mathfrak{B}_{\Delta}\right)$. $\Theta$ is the object of interest and the inference. We assume that (A3) is satisfied which means that $P(\cdot \mid \theta)=P_{\theta}(\cdot)$ is a stochastic kernel. The distribution $\Pi$ of $\Theta$ is called the prior distribution, and the stochastic kernel $\mathrm{P}(\cdot \mid \theta)=P_{\theta}(\cdot)$ is the conditional distribution of $X$, given $\Theta=\theta$. Hence $(X, \Theta)$ has the joint distribution $\mathrm{P} \otimes \Pi$. When making an inference we have to deal with the random action $A$, where $A$ is a random variable whose conditional distribution, given $X=x$ and $\Theta=\theta$, depends only on $x$ and is specified by $\mathrm{D}(\cdot \mid x)$. Altogether, we model the observation and decision process by the probability space

$$
\begin{equation*}
(\Omega, \mathfrak{F}, \mathbb{P})=\left(\mathcal{D} \times \mathcal{X} \times \Delta, \mathfrak{D} \otimes \mathfrak{A} \otimes \mathfrak{B}_{\Delta}, \mathrm{D} \otimes \mathrm{P} \otimes \Pi\right) \tag{3.34}
\end{equation*}
$$

where $\mathbb{P}=\mathrm{D} \otimes \mathrm{P} \otimes \Pi$ is defined by

$$
\mathbb{P}(E)=\int\left(\int\left[\int I_{E}(a, x, \theta) \mathrm{D}(d a \mid x)\right] \mathrm{P}(d x \mid \theta)\right) \Pi(d \theta)
$$

see Proposition A.40. If $A, X$, and $\Theta$ denote the projections on $\mathcal{D}, \mathcal{X}$, and $\Delta$, respectively, then $(A, X, \Theta)$ is a random vector with values in $\mathcal{D} \times \mathcal{X} \times \Delta$ such that

$$
\begin{equation*}
\mathbb{E} h(A, X, \Theta)=\int\left(\int\left[\int h(a, x, \theta) \mathrm{D}(d a \mid x)\right] \mathrm{P}(d x \mid \theta)\right) \Pi(d \theta) \tag{3.35}
\end{equation*}
$$

holds for every $h: \mathcal{D} \times \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$. From here we see that $\Theta, X, A$ is a Markov chain; see (1.126). Suppose there exists a posterior distribution $\boldsymbol{\Pi}$ in the sense of Definition 3.33. Then for every $g: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$,

$$
\int\left[\int g(x, \theta) P_{\theta}(d x)\right] \Pi(d \theta)=\int\left[\int g(x, \theta) \boldsymbol{\Pi}(d \theta \mid x)\right](\mathrm{P} \Pi)(d x)
$$

This means that in the Bayes model the posterior distribution is just a regular conditional distribution of $\Theta$, given $X=x$. The representation (3.35) implies that for every $h: \mathcal{D} \times \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$,

$$
\mathbb{E} h(A, X, \Theta)=\int\left[\int\left[\int h(a, x, \theta) \mathrm{D}(d a \mid x)\right] \boldsymbol{\Pi}(d \theta \mid x)\right](\mathrm{P} \Pi)(d x)
$$

We see from here that the conditional distribution of $(A, \Theta)$, given $X=x$, is $\mathrm{D}(\cdot \mid x) \otimes \boldsymbol{\Pi}(\cdot \mid x)$. This means that the decision $A$ and the random parameter $\Theta$ are conditionally independent, given $X=x$, which is a property that holds for every Markov chain; see Problem 1.99. Moreover, we may write the posterior risk as a conditional expectation.

$$
r(\Pi, a \mid x)=\int L(\theta, a) \boldsymbol{\Pi}(d \theta \mid x)=\mathbb{E}(L(\Theta, a) \mid X=x), \quad \mathrm{P} \Pi \text {-a.s. }
$$

It also holds

$$
r(\Pi, \mathrm{D} \mid x)=\mathbb{E}(L(\Theta, A) \mid X=x), \quad \mathrm{P} \Pi \text {-a.s. }
$$

Now we consider examples of Bayes decision problems where explicit solutions can be obtained.

Example 3.46. Consider the Bayes decision model (3.34). Let $\kappa: \Delta \rightarrow_{m} \mathbb{R}$ be a function and suppose we want to predict the random variable $\kappa(\Theta)$. Each such prediction $T: \mathcal{X} \rightarrow_{m} \mathbb{R}$ is called a Bayes estimator of $\Theta$. We use the squared error loss $L(\theta, a)=[\kappa(\theta)-a]^{2}$ and assume that $\mathbb{E} \kappa^{2}(\Theta)<\infty$. Then

$$
\begin{aligned}
& r(\Pi, a \mid x)=\int[\kappa(\theta)-a]^{2} \boldsymbol{\Pi}(d \theta \mid x) \\
= & \int\left[\kappa(\theta)-\int \kappa(\tilde{\theta}) \boldsymbol{\Pi}(d \tilde{\theta} \mid x)\right]^{2} \boldsymbol{\Pi}(d \theta \mid x)+\int\left[a-\int \kappa(\tilde{\theta}) \boldsymbol{\Pi}(d \tilde{\theta} \mid x)\right]^{2} \boldsymbol{\Pi}(d \theta \mid x) .
\end{aligned}
$$

Therefore,

$$
T_{\Pi}(x)=\int \kappa(\theta) \boldsymbol{\Pi}(d \theta \mid x)=\mathbb{E}(\kappa(\Theta) \mid X=x)
$$

is the $\mathrm{P} \Pi$-a.s. uniquely determined Bayes estimator.
Example 3.47. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model that satisfies condition (A5). We consider the problem of testing the hypotheses $\mathrm{H}_{0}: \Delta_{0}$ versus $\mathrm{H}_{A}: \Delta_{A}$, where $\Delta_{0}$ and $\Delta_{A}$ is a decomposition of $\Delta$. Let $\Pi$ be a prior on $(\Delta, \mathfrak{B} \Delta)$. We assume that $v:=\Pi\left(\Delta_{0}\right)$ satisfies $0<v<1$, and decompose $\Pi$ into

$$
\Pi=v \Pi_{0}+(1-v) \Pi_{A}, \quad \text { where } \Pi_{0}=\Pi\left(\cdot \mid \Delta_{0}\right) \text { and } \Pi_{A}=\Pi\left(\cdot \mid \Delta_{A}\right) .
$$

If $\mathrm{m}_{0}, \mathrm{~m}_{A}$, and m denote the marginal densities

$$
\begin{equation*}
\mathrm{m}_{0}(x)=\int f_{\theta}(x) \Pi_{0}(d \theta), \mathrm{m}_{A}(x)=\int f_{\theta}(x) \Pi_{A}(d \theta), \mathrm{m}(x)=\int f_{\theta}(x) \Pi(d \theta), \tag{3.36}
\end{equation*}
$$

then $\mathrm{m}(x)=v \mathrm{~m}_{0}(x)+(1-v) \mathrm{m}_{A}(x)$. The decision space is $\mathcal{D}=\{0,1\}$. For any test $\varphi$ the associated decision rule is $\mathrm{D}(\cdot \mid x)=(1-\varphi(x)) \boldsymbol{\delta}_{0}(\cdot)+\varphi(x) \boldsymbol{\delta}_{1}(\cdot)$. Assuming that there is no loss for making a correct decision, we adopt a loss function of the form

$$
L(\theta, a)=a l_{0}(\theta) I_{\Delta_{0}}(\theta)+(1-a) l_{1}(\theta) I_{\Delta_{A}}(\theta)
$$

where $l_{0}, l_{1}: \Delta \rightarrow_{m} \mathbb{R}_{+}$. Then by (3.28) with $\boldsymbol{\tau}=\Pi$ and $\pi=1$,

$$
r(\Pi, 0 \mid x)=\frac{v}{\mathrm{~m}(x)} \int l_{0}(\theta) f_{\theta}(x) \Pi_{0}(d \theta), \quad r(\Pi, 1 \mid x)=\frac{1-v}{\mathrm{~m}(x)} \int l_{1}(\theta) f_{\theta}(x) \Pi_{A}(d \theta) .
$$

According to Corollary 3.40 , we get a Bayes decision by choosing any test $\varphi_{\Pi}$ with

$$
\varphi_{\Pi}(x)= \begin{cases}1 & \text { if } r(\Pi, 1 \mid x)<r(\Pi, 0 \mid x)  \tag{3.37}\\ 0 & \text { if } r(\Pi, 1 \mid x)>r(\Pi, 0 \mid x)\end{cases}
$$

Especially, under the zero-one loss, i.e., $L(\theta, a)=a I_{\Delta_{0}}(\theta)+(1-a) I_{\Delta_{A}}(\theta), a=0,1$, we get

$$
\varphi_{\Pi}(x)= \begin{cases}1 & \text { if }(1-v) \mathrm{m}_{A}(x)<v \mathrm{~m}_{0}(x)  \tag{3.38}\\ 0 & \text { if }(1-v) \mathrm{m}_{A}(x)>v \mathrm{~m}_{0}(x) .\end{cases}
$$

The test $\varphi_{I}$ in (3.37) and (3.38) can be chosen arbitrarily, but of course measurable, for observations $x$ for which $r(\Pi, 1 \mid x)=r(\Pi, 0 \mid x)$ and $(1-v) \mathrm{m}_{A}(x)=v \mathrm{~m}_{0}(x)$, respectively. Thus in particular, every Bayes test may be chosen to be a nonrandomized test. The test in (3.38) admits an interesting interpretation. The densities of the marginal distributions $\mathrm{P} \Pi_{0}$ and $\mathrm{P} \Pi_{A}$ with respect to the dominating measure $\boldsymbol{\mu}$ of the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ are given by

$$
\frac{d\left(\mathrm{P} \Pi_{0}\right)}{d \boldsymbol{\mu}}(x)=\mathrm{m}_{0}(x) \quad \text { and } \quad \frac{d\left(\mathrm{P} \Pi_{A}\right)}{d \boldsymbol{\mu}}(x)=\mathrm{m}_{A}(x) .
$$

This means that in view of Theorem $2.60 \varphi_{\Pi}$ in (3.38) is a Bayes test for the simple hypotheses $\mathrm{H}_{0}: \mathrm{P} \Pi_{0}$ versus $\mathrm{H}_{A}: \mathrm{P} \Pi_{A}$ under the prior $(v, 1-v)$.

$$
\begin{aligned}
& \varphi_{\Pi}(x)=1 \quad \text { if } \quad v \frac{d\left(\mathrm{P} \Pi_{0}\right)}{d \boldsymbol{\mu}}(x)<(1-v) \frac{d\left(\mathrm{P} \Pi_{A}\right)}{d \boldsymbol{\mu}}(x) \\
& \varphi_{\Pi}(x)=0 \quad \text { if } \quad v \frac{d\left(\mathrm{P} \Pi_{0}\right)}{d \boldsymbol{\mu}}(x)>(1-v) \frac{d\left(\mathrm{P} \Pi_{A}\right)}{d \boldsymbol{\mu}}(x) .
\end{aligned}
$$

Now we assume that the data are from the Bayes model (3.34). We consider the posterior probabilities of $\left\{\Theta \in \Delta_{0}\right\}$ and $\left\{\Theta \in \Delta_{A}\right\}$ at $X=x$. As $\tau=\Pi$ and $\pi=1$ the posterior density in (3.25) is $\pi(\theta \mid x)=\left(f_{\theta}(x) / \mathrm{m}(x)\right) I_{(0, \infty)}(\mathrm{m}(x))+I_{\{0\}}(\mathrm{m}(x))$ and

$$
\begin{aligned}
& \mathbb{P}\left(\Theta \in \Delta_{0} \mid X=x\right)=\int I_{\Delta_{0}}(\theta) \pi(\theta \mid x) \boldsymbol{\tau}(d \theta)=v \frac{\mathrm{~m}_{0}(x)}{\mathrm{m}(x)}, \\
& \mathbb{P}\left(\Theta \in \Delta_{A} \mid X=x\right)=\int I_{\Delta_{A}}(\theta) \pi(\theta \mid x) \boldsymbol{\tau}(d \theta)=(1-v) \frac{\mathrm{m}_{A}(x)}{\mathrm{m}(x)} .
\end{aligned}
$$

Therefore

$$
\begin{array}{lll}
\varphi_{\Pi}(x)=1 & \text { if } & \mathbb{P}\left(\Theta \in \Delta_{0} \mid X=x\right)<\mathbb{P}\left(\Theta \in \Delta_{A} \mid X=x\right), \\
\varphi_{\Pi}(x)=0 & \text { if } & \mathbb{P}\left(\Theta \in \Delta_{0} \mid X=x\right)>\mathbb{P}\left(\Theta \in \Delta_{A} \mid X=x\right) .
\end{array}
$$

The ratio of the posterior odds ratio and the prior odds ratio,

$$
B(x)=\frac{\mathbb{P}\left(\Theta \in \Delta_{0} \mid X=x\right) / \mathbb{P}\left(\Theta \in \Delta_{A} \mid X=x\right)}{v /(1-v)}
$$

is called the Bayes factor in favor of $\Delta_{0}$.

### 3.5 Bayes and Minimax Decisions

As pointed out previously, in general we cannot find a decision $D$ that minimizes $\mathrm{R}(\theta, D)$ uniformly in $\theta \in \Delta$. We also have already considered concepts for dealing with the risk function by means of a functional. The common idea behind these concepts is to assign a numerical value to the risk function that has to be minimized in order to get an optimal decision. One of these concepts is to average the risk function which leads to the concept of a minimum average risk decision and especially to Bayes decisions; see Definition 3.36. Another approach is to look at the worst case which is the maximum of the risk function.

Definition 3.48. Given a statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a class of decisions $\mathbb{D}_{0} \subseteq \mathbb{D}$, a decision $\mathbb{D}_{0} \in \mathbb{D}_{0}$ is called a minimax decision in $\mathbb{D}_{0}$ if $\sup _{\theta \in \Delta} \mathrm{R}\left(\theta, \mathrm{D}_{0}\right)=\inf _{\mathrm{D} \in \mathbb{D}_{0}}\left(\sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D})\right)$. Whenever $\mathbb{D}_{0}=\mathbb{D}$, "in $\mathbb{D}_{0}$ " is not mentioned.

In this section we study the relations between minimax and minimum average risk decisions. First we deal with the problem of the existence of minimax and minimum average risk decisions. The crucial point here is that under weak conditions the risk and the Bayes risk are lower semicontinuous functions of the decisions and the space of all decision is compact.

Proposition 3.49. Suppose that in $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated, the decision space $\mathcal{D}$ is a compact metric space, and the loss function $L(\theta, a)$ is lower semicontinuous in a for every $\theta \in \Delta$. If $\mathbb{D}_{0}$ is closed under the weak convergence of decisions, then there exists at least one decision that is minimax in $\mathbb{D}_{0}$.

Proof. We know from Proposition 3.28 that for every fixed $\theta$ the function $D \mapsto R(\theta, D)$ is a lower semicontinuous function with respect to the weak convergence of decisions. As the model is dominated and the decision space is a compact metric space, the space of all decisions $\mathbb{D}$ is weakly sequentially compact; see Theorem 3.21. Hence, without loss of generality, we may choose a sequence $D_{n}$ such that $\sup _{\theta \in \Delta} R\left(\theta, D_{n}\right) \rightarrow \inf {\mathcal{D} \in \mathbb{D}_{0}}^{\sup _{\theta \in \Delta}} R(\theta, D)$ where $D_{n}$ converges weakly to some $D_{0}$, and where $D_{0} \in \mathbb{D}_{0}$ by assumption. By the lower semicontinuity of $R(\theta, D)$ it follows $R\left(\theta, D_{0}\right) \leq \liminf _{n \rightarrow \infty} R\left(\theta, D_{n}\right)$ and thus

$$
\sup _{\theta \in \Delta} R\left(\theta, D_{0}\right) \leq \liminf _{n \rightarrow \infty} \sup _{\theta \in \Delta} R\left(\theta, D_{n}\right)=\lim _{n \rightarrow \infty} \sup _{\theta \in \Delta} R\left(\theta, D_{n}\right)=\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D) .
$$

The existence of a minimum average decision can be guaranteed similarly. For the next proposition we assume that (A3) and (A8) are satisfied.

Proposition 3.50. Suppose that in $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated, the decision space $\mathcal{D}$ is a compact metric space, and the loss function $L(\theta, a)$ is nonnegative and lower semicontinuous in a for every $\theta \in \Delta$. If $\mathbb{D}_{0}$ is closed under the weak convergence of decisions, then for every $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ there exists at least one minimum average risk decision in $\mathbb{D}_{0}$.

Proof. We again use Proposition 3.28 to see that for every fixed $\theta$ the function $D \mapsto R(\theta, D)$ is a lower semicontinuous function. By Fatou's lemma we get that $\mathrm{D} \mapsto \mathrm{r}(\rho, \mathrm{D})$ is a lower semicontinuous function on $\mathbb{D}$. The rest of the proof is analogous to the proof of Proposition 3.49.

Finding minimax decisions, provided there exists at least one, is a difficult problem which can be solved directly only in special situations. Therefore we study the minimax concept under various conditions, and also the relations to other concepts. To prepare for that, we establish for a class $\mathbb{D}_{0} \subseteq \mathbb{D}$ a lower bound for the minimax value in $\mathbb{D}_{0}$, i.e., for $\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D)$. For any $\theta_{0} \in \Delta$ and $\mathrm{D}_{0} \in \mathbb{D}_{0}$ it holds $\inf _{\mathrm{D} \in \mathbb{D}_{0}} R\left(\theta_{0}, \mathrm{D}\right) \leq \sup _{\theta \in \Delta} R\left(\theta, D_{0}\right)$, which implies

$$
\begin{equation*}
\sup _{\theta \in \Delta} \inf _{D \in \mathbb{D}_{0}} R(\theta, D) \leq \inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D) . \tag{3.39}
\end{equation*}
$$

If there exists a decision $D_{0} \in \mathbb{D}_{0}$ that is minimax in $\mathbb{D}_{0}$, then the search for a minimax decision can be simplified considerably if there exists some $\theta_{0} \in \Delta$ which is least favorable for $D_{0}$ in the sense of $R\left(\theta_{0}, D_{0}\right)=\sup _{\theta \in \Delta} R\left(\theta, D_{0}\right)$. The combination of these two ideas leads to the concept of a saddle point.

Definition 3.51. Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, a decision space $(\mathcal{D}, \mathfrak{D})$, and a class of decisions $\mathbb{D}_{0} \subseteq \mathbb{D}$, a pair $\left(\theta_{0}, \mathrm{D}_{0}\right) \in \Delta \times \mathbb{D}_{0}$ is called a saddle point in $\Delta \times \mathbb{D}_{0}$ if

$$
\mathrm{R}\left(\theta, \mathrm{D}_{0}\right) \leq \mathrm{R}\left(\theta_{0}, \mathrm{D}_{0}\right) \leq \mathrm{R}\left(\theta_{0}, \mathrm{D}\right), \quad \theta \in \Delta, \mathrm{D} \in \mathbb{D}_{0}
$$

Whenever $\mathbb{D}_{0}=\mathbb{D}$,"in $\Delta \times \mathbb{D}_{0}$ " is not mentioned.
It is easy to see that the existence of a saddle point in $\Delta \times \mathbb{D}_{0}$ implies equality in (3.39).

Proposition 3.52. If $\left(\theta_{0}, \mathrm{D}_{0}\right)$ is a saddle point in $\Delta \times \mathbb{D}_{0}$, then

$$
\sup _{\theta \in \Delta} \inf _{D \in \mathbb{D}_{0}} \mathrm{R}(\theta, D)=\mathrm{R}\left(\theta_{0}, \mathrm{D}_{0}\right)=\sup _{\theta \in \Delta} \mathrm{R}\left(\theta, \mathrm{D}_{0}\right)=\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D}),
$$

so that in particular $\mathrm{D}_{0}$ is minimax in $\mathbb{D}_{0}$ and $\theta_{0}$ is least favorable for $\mathrm{D}_{0}$.
Proof. It holds

$$
\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D) \leq R\left(\theta_{0}, D_{0}\right) \leq \inf _{D \in \mathbb{D}_{0}} R\left(\theta_{0}, D\right) \leq \sup _{\theta \in \Delta} \inf _{D \in \mathbb{D}_{0}} R(\theta, D),
$$

so that the statement follows from inequality (3.39).

The inequality $R\left(\theta, D_{0}\right) \leq R\left(\theta_{0}, D_{0}\right)$ says that $\theta_{0}$ is a least favorable parameter configuration for decision $D_{0}$, whereas $R\left(\theta_{0}, D_{0}\right) \leq R\left(\theta_{0}, D\right)$ says that $D_{0}$ is the best decision at parameter point $\theta_{0}$. These can also be viewed as monotonicity properties of the risk function at the point $\left(\theta_{0}, D_{0}\right)$, and thus it is not surprising that in testing problems the MLR property is crucial in this regard.

Example 3.53. As before in Theorem 2.49, consider testing $\mathrm{H}_{0}:\left(b_{0}, \theta_{0}\right]$ versus $\mathrm{H}_{A}:\left(\theta_{0}, b_{1}\right)$ as a decision problem with $\Delta=\left(b_{0}, b_{1}\right)$, where $\mathrm{D}(\cdot \mid x)=(1-\varphi(x)) \boldsymbol{\delta}_{0}(\cdot)+$ $\varphi(x) \boldsymbol{\delta}_{1}(\cdot)$ and $L(\theta, a)=a I_{\left(b_{0}, \theta_{0}\right]}(\theta)+(1-a) I_{\left(\theta_{0}, b_{1}\right)}(\theta), \theta \in \Delta, a \in \mathcal{D}=\{0,1\}$. Here we have

$$
\mathrm{R}(\theta, \mathrm{D})=I_{\left(b_{0}, \theta_{0}\right]}(\theta) \mathrm{E}_{\theta} \varphi+I_{\left(\theta_{0}, b_{1}\right)}(\theta)\left(1-\mathrm{E}_{\theta} \varphi\right), \quad \theta \in \Delta .
$$

For a fixed $\alpha \in(0,1 / 2]$ let $\mathbb{D}_{0}$ be the class of decisions associated with tests $\varphi$ that satisfy $\mathrm{E}_{\theta_{0}} \varphi=\alpha$. Suppose that $\left(P_{\theta}\right)_{\theta \in\left(b_{0}, b_{1}\right)}$, has MLR in $T$. Let $\varphi_{T, \alpha}$ be the tests from (2.19) and

$$
\mathrm{D}_{0}=\left(1-\varphi_{T, \alpha}\right) \boldsymbol{\delta}_{0}+\varphi_{T, \alpha} \boldsymbol{\delta}_{1} .
$$

The relation (2.32) in Theorem 2.49 gives $R\left(\theta, D_{0}\right) \leq R\left(\theta_{0}, D_{0}\right)=\alpha$ for $\theta \in \Delta$. Furthermore, by the construction of $\mathbb{D}_{0}$ it holds $R\left(\theta_{0}, D_{0}\right)=R\left(\theta_{0}, D\right)$ for every $\mathrm{D} \in \mathbb{D}_{0}$. Therefore $\left(\theta_{0}, \mathrm{D}_{0}\right)$ is a saddle point in $\Delta \times \mathbb{D}_{0}$.

In the definition of a saddle point $\left(\theta_{0}, \mathbf{D}_{0}\right)$ the point $\theta_{0}$ plays the role of a least favorable parameter configuration for the decision $D_{0}$. A similar role of a least favorable prior can be assigned when we are dealing with Bayes decisions. For the remainder of this section it is assumed that conditions (A3) and (A8) are satisfied.

Definition 3.54. For a decision problem under the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, and a class of decisions $\mathbb{D}_{0} \subseteq \mathbb{D}$, a distribution $\Pi_{0} \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$ is called a least favorable prior for $\mathbb{D}_{0}$ if

$$
\sup _{\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)} \inf _{D \in \mathbb{D}_{0}} r(\Pi, D)=\inf _{D \in \mathbb{D}_{0}} r\left(\Pi_{0}, D\right) .
$$

Whenever $\mathbb{D}_{0}=\mathbb{D}$, "for $\mathbb{D}_{0}$ " is not mentioned.
There is a close connection between the minimax approach and the concept of a least favorable prior which is studied next. In Bayes analysis, after a prior $\Pi$ and a class $\mathbb{D}_{0} \subseteq \mathbb{D}$ have been chosen, the goal is to find a decision $\mathrm{D}_{0}$ for which $r\left(\Pi, D_{0}\right) \leq r(\Pi, \mathrm{D}), \mathrm{D} \in \mathbb{D}_{0}$. Regarding the choice of the prior, the concept of a least favorable prior for $\mathbb{D}_{0}$ targets a prior $\Pi_{0}$ that maximizes the minimal Bayes risks in $\mathbb{D}_{0}$ for all priors $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$. To examine how this is related to the minimax approach, we start with some obvious facts. The following hold.

$$
\begin{gather*}
\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D})=\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\Pi} \mathrm{r}(\Pi, \mathrm{D}), \\
\underline{w}:=\sup _{\Pi} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\Pi, \mathrm{D}) \leq \inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D})=\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\Pi} \mathrm{r}(\Pi, \mathrm{D})=: \bar{w} . \tag{3.40}
\end{gather*}
$$

If $\Pi_{0}$ is least favorable for $\mathbb{D}_{0}$ and $D_{0}$ is Bayes in $\mathbb{D}_{0}$ under $\Pi_{0}$, then

$$
\sup _{\Pi} \inf _{D \in \mathbb{D}_{0}} r(\Pi, \mathrm{D})=\mathrm{r}\left(\Pi_{0}, \mathrm{D}_{0}\right)
$$

The question that remains open is whether equality holds in (3.40), i.e., whether

$$
\begin{equation*}
\sup _{\Pi} \inf _{D \in \mathbb{D}_{0}} r(\Pi, \mathrm{D})=\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D}) . \tag{3.41}
\end{equation*}
$$

Any statement that establishes (3.41) is called a minimax theorem. If (3.41) holds, then, at least approximately, every minimax decision is a Bayes decision. This is a completeness statement to which we come back later on. The question regarding the validity of a minimax theorem is also related to another concept.

Definition 3.55. Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a decision space $(\mathcal{D}, \mathfrak{D})$, a pair $\left(\Pi_{0}, \mathrm{D}_{0}\right) \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right) \times \mathbb{D}_{0}$ is called a saddle point in $\mathcal{P}\left(\mathfrak{B}_{\Delta}\right) \times \mathbb{D}_{0}$ if

$$
\begin{equation*}
\mathrm{r}\left(\Pi, \mathrm{D}_{0}\right) \leq \mathrm{r}\left(\Pi_{0}, \mathrm{D}_{0}\right) \leq \mathrm{r}\left(\Pi_{0}, \mathrm{D}\right), \quad \mathrm{D} \in \mathbb{D}_{0}, \Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right) \tag{3.42}
\end{equation*}
$$

The existence of a saddle point is of great importance for establishing (3.41), as the next result shows.

Proposition 3.56. If $\left(\Pi_{0}, \mathrm{D}_{0}\right)$ is a saddle point in $\mathcal{P}\left(\mathfrak{B}_{\Delta}\right) \times \mathbb{D}_{0}$, then (3.41) holds, $\Pi_{0}$ is a least favorable prior for $\mathbb{D}_{0}, \mathrm{D}_{0}$ is Bayes in $\mathbb{D}_{0}$ under $\Pi_{0}$, and $\mathrm{D}_{0}$ is minimax in $\mathbb{D}_{0}$.

Proof. To establish (3.41) we remark that (3.42) yields

$$
\bar{w}=\inf _{D \in \mathbb{D}_{0}} \sup _{\Pi} r(\Pi, \mathrm{D}) \leq \mathrm{r}\left(\Pi_{0}, \mathrm{D}_{0}\right) \leq \sup _{\Pi} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\Pi, \mathrm{D})=\underline{w} .
$$

In view of (3.40) we have equality. The statements that $\Pi_{0}$ is a least favorable prior for $\mathbb{D}_{0}$, and that $\mathrm{D}_{0}$ is Bayes in $\mathbb{D}_{0}$ under $\Pi_{0}$, are direct consequences of (3.42). It remains to show that $\mathrm{D}_{0}$ is minimax in $\mathbb{D}_{0}$. As a prior can also be chosen to be a $\delta$-distribution we get

$$
\sup _{\theta \in \Delta} \mathrm{R}\left(\theta, \mathrm{D}_{0}\right)=\sup _{\Pi} \mathrm{r}\left(\Pi, \mathrm{D}_{0}\right) \leq \mathrm{r}\left(\Pi_{0}, \mathrm{D}_{0}\right) \leq \mathrm{r}\left(\Pi_{0}, \mathrm{D}\right) \leq \sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D}),
$$

which proves the minimaxity.
We also consider the following condition.

$$
\begin{equation*}
\sup _{\tilde{\theta} \in \Delta} \mathrm{R}\left(\tilde{\theta}, \mathrm{D}_{0}\right)=\mathrm{R}\left(\theta, \mathrm{D}_{0}\right), \quad \Pi_{0} \text {-a.s. } \theta \in \Delta, \quad \mathrm{D}_{0} \text { is Bayes under } \Pi_{0} . \tag{3.43}
\end{equation*}
$$

Decisions that satisfy the first part in (3.43) have constant risk and are called equalizer decisions.

Theorem 3.57. The conditions (3.42) and (3.43) are equivalent, and they imply that $\mathrm{D}_{0}$ is minimax in $\mathbb{D}_{0}$.

Proof. The conditions on the right-hand sides of (3.42) and (3.43) are identical. Then the left-hand condition in (3.42) is equivalent to

$$
\sup _{\Pi} \mathrm{r}\left(\Pi, \mathrm{D}_{0}\right)=\sup _{\theta \in \Delta} \mathrm{R}\left(\theta, \mathrm{D}_{0}\right)=\mathrm{r}\left(\Pi_{0}, \mathrm{D}_{0}\right)=\int \mathrm{R}\left(\theta, \mathrm{D}_{0}\right) \Pi_{0}(d \theta) .
$$

But this in turn is equivalent to

$$
\int\left(\sup _{\widetilde{\theta} \in \Delta} \mathrm{R}\left(\widetilde{\theta}, \mathrm{D}_{0}\right)-\mathrm{R}\left(\theta, \mathrm{D}_{0}\right)\right) \Pi_{0}(d \theta)=0
$$

which is equivalent to the first part in (3.43). The second statement follows from Proposition 3.56.

The next proposition is based on a more general version of condition (3.43).
Proposition 3.58. If there exist a sequence of priors $\Pi_{n}$, and an associated sequence $\mathrm{D}_{n}$ of Bayes decisions in $\mathbb{D}_{0}$ under $\Pi_{n}, n=1,2, \ldots$, such that

$$
\begin{equation*}
\sup _{\theta \in \Delta} R\left(\theta, D_{0}\right)=\lim _{n \rightarrow \infty} r\left(\Pi_{n}, D_{n}\right), \tag{3.44}
\end{equation*}
$$

then $\mathrm{D}_{0}$ is a minimax decision in $\mathbb{D}_{0}$.
Proof. The assumption and (3.40) imply

$$
\sup _{\theta \in \Delta} R\left(\theta, D_{0}\right) \leq \sup _{\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)} \inf _{D \in \mathbb{D}_{0}} r(\Pi, D) \leq \inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D) .
$$

Every sequence $\Pi_{n}$ that satisfies (3.44) is called a least favorable sequence of priors for $\mathbb{D}_{0}$, and $\mathrm{D}_{0}$ is called an approximate Bayes decision in $\mathbb{D}_{0}$.

Example 3.59. We consider the problem of estimating the parameter $p$ in a binomial distribution $\mathrm{B}(n, p), p \in \Delta=(0,1)$. Here $\mathcal{X}=\{0,1, \ldots, n\}$ and the decision space is $\mathcal{D}=\Delta=(0,1)$. We use the squared error loss $L(p, a)=(a-p)^{2}$. Let the prior $\Pi$ on $\Delta=(0,1)$ be the beta distribution $\operatorname{Be}(\alpha, \beta)$ with parameters $\alpha, \beta>0$. From Example 3.35, with the loss $L(\kappa(p), a)=(a-p)^{2}$, we get

$$
r(\Pi, a \mid x)=\int_{0}^{1}(p-a)^{2} \mathrm{be}_{\alpha+x, \beta+n-x}(p) d p, \quad a \in \Delta, x \in \mathcal{X}
$$

According to Corollary 3.40 we have to minimize $r(\Pi, a \mid x)$ for every fixed $x$. Hence

$$
T_{\alpha, \beta}(x):=\int_{0}^{1} p \mathrm{be}_{\alpha+x, \beta+n-x}(p) d p=\frac{\alpha+x}{\alpha+\beta+n}
$$

is a Bayes estimator for $p$ under the prior $\operatorname{Be}(\alpha, \beta)$, and

$$
\begin{aligned}
\mathrm{R}\left(p, T_{\alpha, \beta}\right) & =\sum_{l=0}^{n} \mathbf{b}_{n, p}(l)\left(\frac{\alpha+l}{\alpha+\beta+n}-p\right)^{2} \\
& =\frac{1}{(\alpha+\beta+n)^{2}}\left[p^{2}\left((\alpha+\beta)^{2}-n\right)+p(n-2 \alpha(\alpha+\beta))+\alpha^{2}\right] .
\end{aligned}
$$

We see that $\mathrm{R}\left(p, T_{\alpha, \beta}\right)$ is constant in $p$ if and only if $\alpha=\beta=\sqrt{n} / 2$. By Theorem 3.57

$$
T_{\sqrt{n} / 2, \sqrt{n} / 2}(x)=\frac{1}{\sqrt{n}+n}(x+\sqrt{n} / 2)
$$

is a minimax estimator. To better understand which areas of the parameter space are emphasized by the prior, we recall that $\operatorname{Be}(\alpha, \beta)$ has the expectation $\mu$ and variance $\sigma^{2}$, respectively,

$$
\mu=\frac{\alpha}{\alpha+\beta} \quad \text { and } \quad \sigma^{2}=\frac{\alpha \beta}{(\alpha+\beta)^{2}(\alpha+\beta+1)}
$$

which for $\alpha=\beta=\sqrt{n} / 2$ turn out to be $\mu_{n}=1 / 2$ and $\sigma_{n}^{2}=[4(\sqrt{n}+1)]^{-1}$. Although $n$ is fixed here, we see that $\sigma_{n}^{2}$ is small for large $n$ so that the interpretation of the least favorable prior is that parameter values close to 0 and 1 are easier to estimate than those in the middle, an effect that is increasing with $n$.

Next we consider the problem of estimating the mean $\theta$ of a $d$-variate normal distribution. We use a loss function that depends on the difference of the estimate and the unknown parameter, similarly as it has been done in some of the previous examples. Especially we use subconvex functions $l$ that are an extension of the class of convex functions. We recall from Section 2.1 that a function $l: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is subconvex if $\left\{x: l(x) \leq c, x \in \mathbb{R}^{d}\right\}$ is a convex set for every $c \in \mathbb{R}$, and convex if $l(\alpha x+(1-\alpha) y) \leq \alpha l(x)+(1-\alpha) l(y), \alpha \in[0,1]$, $x, y \in \mathbb{R}^{d}$. The next problem shows that subconvexity can be expressed in terms of some less restrictive inequalities.

Problem 3.60. $l: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is subconvex if and only if

$$
l(\alpha x+(1-\alpha) y) \leq \max (l(x), l(y)), \quad \alpha \in[0,1], \quad x, y \in \mathbb{R}^{d} .
$$

A function $l$ is called centrally symmetric if $l(-x)=l(x)$. We denote by $\mathfrak{L}_{d}$ the class of all nonnegative centrally symmetric subconvex Borel measurable functions on $\mathbb{R}^{d}$ with $l(0)=0$. Examples of subconvex functions on $\mathbb{R}$ are all convex functions, such as $|x|^{p}, p \geq 1$. However, the class of subconvex functions is larger, and in particular it contains functions that are used in robust statistics to reduce the influence of outliers. Examples are
$l^{*}(x)=x^{2} I_{[-1,1]}(x)+|x| I_{\mathbb{R} \backslash[-1,1]}(x) \quad$ and $\quad l^{* *}(x)=x^{2} I_{[-1,1]}(x)+I_{\mathbb{R} \backslash[-1,1]}(x)$.
The function $l^{*}$ is a linear continuation of the quadratic function, whereas $l^{* *}$ is bounded.

Problem 3.61. It holds $l \in \mathfrak{L}_{1}$ if $l$ is symmetric and $l:[0, \infty) \rightarrow[0, \infty)$ is nondecreasing. If $l \in \mathfrak{L}_{1}$, then for $l_{d}(x):=l(\|x\|)$ it holds $l_{d} \in \mathfrak{L}_{d}$.

The following result is the famous Anderson's lemma. For a proof we refer to Strasser (1985), Lemma 38.21.

Proposition 3.62. If $P$ is a distribution on the Borel sets of $\mathbb{R}^{d}$ that has a centrally symmetric Lebesgue density $f$ for which $-f$ is subconvex and $l \in \mathfrak{L}_{d}$, then

$$
\int l(x) P(d x) \leq \int l(x+a) P(d x), \quad a \in \mathbb{R}^{d}
$$

If $P=\mathrm{N}(0, \Sigma)$ is a normal distribution with regular covariance matrix $\Sigma$ and expectation zero, then the Lebesgue density is

$$
\varphi_{0, \Sigma}(x)=(2 \pi)^{-n / 2}(\operatorname{det}(\Sigma))^{-1 / 2} \exp \left\{-\frac{1}{2} x^{T} \Sigma^{-1} x\right\}
$$

Obviously, $-\varphi_{0, \Sigma}$ is centrally symmetric and subconvex. Hence by Anderson's lemma for every $l \in \mathfrak{L}_{d}$,

$$
\begin{equation*}
\int l(x) \varphi_{0, \Sigma}(x) \boldsymbol{\lambda}_{d}(d x) \leq \int l(x+a) \varphi_{0, \Sigma}(x) \boldsymbol{\lambda}_{d}(d x), \quad a \in \mathbb{R}^{d} \tag{3.45}
\end{equation*}
$$

Problem 3.63.* Let $Y_{i} \sim \mathrm{~N}\left(\mu_{i}, \Sigma_{i}\right)$, where $\mu_{i} \in \mathbb{R}^{d}$ and $\Sigma_{i}$ is a nonsingular $d \times d$ matrix, $i=1,2$. If $Y_{1}$ and $Y_{2}$ are independent, then the conditional distribution of $Y_{2}$ given $X:=Y_{1}+Y_{2}=x$ is a normal distribution with expectation $\mu_{2}+\Sigma_{2}\left(\Sigma_{1}+\right.$ $\left.\Sigma_{2}\right)^{-1}\left(x-\left(\mu_{1}+\mu_{2}\right)\right)$ and covariance matrix $\Sigma_{2}-\Sigma_{2}\left(\Sigma_{1}+\Sigma_{2}\right)^{-1} \Sigma_{2}$.

Example 3.64. We consider again the estimation problem of Example 3.14 in a somewhat more general setting. We want to estimate the parameter $\theta$ in the family $\left(\mathrm{N}\left(\theta, \Sigma_{0}\right)\right)_{\theta \in \mathbb{R}^{d}}$ where $\Sigma_{0}$ is nonsingular and known. The decision space is $\mathcal{D}=\mathbb{R}^{d}$. Let the prior be $\Pi_{n}=\mathrm{N}\left(0, n \Sigma_{0}\right)$. Then by Problem 3.63 the posterior distribution is the normal distribution $\mathrm{N}\left(\mu_{n}(x), \Sigma_{n}\right)$ with

$$
\mu_{n}(x)=\frac{n}{n+1} x \quad \text { and } \quad \Sigma_{n}=\frac{n}{n+1} \Sigma_{0} .
$$

If $L(\theta, a)=l(\theta-a)$ for some $l \in \mathfrak{L}_{d}$, then the function $r\left(\Pi_{n}, a \mid x\right)$ in (3.28) turns out to be

$$
\begin{aligned}
r\left(\Pi_{n}, a \mid x\right) & =\int l(\theta-a) \varphi_{\mu_{n}(x), \Sigma_{n}}(\theta) \boldsymbol{\lambda}_{d}(d \theta) \\
& =\int l\left(\theta-\left[a-\mu_{n}(x)\right]\right) \varphi_{0, \Sigma_{n}}(\theta) \boldsymbol{\lambda}_{d}(d \theta) .
\end{aligned}
$$

We get from (3.45) that

$$
\int l\left(\theta-\left[a-\mu_{n}(x)\right]\right) \varphi_{0, \Sigma_{n}}(\theta) \boldsymbol{\lambda}_{d}(d \theta) \geq \int l(\theta) \varphi_{0, \Sigma_{n}}(\theta) \boldsymbol{\lambda}_{d}(d \theta) .
$$

As

$$
\inf _{a \in \mathcal{D}} r\left(\Pi_{n}, a \mid x\right)=\int l(\theta) \varphi_{0, \Sigma_{n}}(\theta) \boldsymbol{\lambda}_{d}(d \theta)
$$

is independent of $x$ and therefore a measurable function of $x$, we get from Corollary 3.40 that $T_{n}(x)=(n /(n+1)) x$ is a Bayes estimator for the prior $\Pi_{n}$ under the loss function $l$. The Bayes risk of this estimator is given by

$$
\begin{aligned}
\mathrm{r}\left(\Pi_{n}, T_{n}\right) & =\int\left[\int l\left(\frac{n}{n+1} x-\theta\right) \mathrm{N}\left(\theta, \Sigma_{0}\right)(d x)\right] \mathrm{N}\left(0, n \Sigma_{0}\right)(d \theta) \\
& =\int l\left(\tau_{n} w\right) \mathrm{N}\left(0, \Sigma_{0}\right)(d w), \quad \text { where } \tau_{n}^{2}=\frac{n}{n+1}
\end{aligned}
$$

Theorem 3.65. For the family of normal distributions $\left(\mathrm{N}\left(\theta, \Sigma_{0}\right)\right)_{\theta \in \mathbb{R}^{d}}$, with a known nonsingular $\Sigma_{0}$, and the loss function $L(\theta, a)=l(a-\theta), l \in \mathfrak{L}_{d}$, $\theta \in \mathbb{R}^{d}, a \in \mathbb{R}^{d}$, the estimator $T_{n a t}(x)=x$ is a minimax estimator in the class of all randomized estimators; that is,

$$
\begin{aligned}
& \inf _{\mathrm{D}} \sup _{\theta \in \mathbb{R}^{d}} \int\left[\int l(a-\theta) \mathrm{D}(d a \mid x)\right] \mathrm{N}\left(\theta, \Sigma_{0}\right)(d x) \\
= & \sup _{\theta \in \mathbb{R}^{d}} \int l\left(T_{n a t}(x)-\theta\right) \mathrm{N}\left(\theta, \Sigma_{0}\right)(d x)=\int l(t) \mathrm{N}\left(0, \Sigma_{0}\right)(d t) .
\end{aligned}
$$

Moreover, the minimax theorem

$$
\begin{align*}
& \sup _{\Pi} \inf _{\mathrm{D}} \int\left(\int\left[\int l(a-\theta) \mathrm{D}(d a \mid x)\right] \mathrm{N}\left(\theta, \Sigma_{0}\right)(d x)\right) \Pi(d \theta)  \tag{3.46}\\
= & \int l(t) \mathrm{N}\left(0, \Sigma_{0}\right)(d t)
\end{align*}
$$

holds. If l is bounded, then it holds

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \inf _{\mathrm{D}} \sup _{\theta \in \mathbb{R}^{d},\|\theta\| \leq m} \int\left(\int l(a-\theta) \mathrm{D}(d a \mid x)\right) \mathrm{N}\left(\theta, \Sigma_{0}\right)(d x)  \tag{3.47}\\
= & \int l(t) \mathrm{N}\left(0, \Sigma_{0}\right)(d t) .
\end{align*}
$$

Proof. We use the notations from Example 3.64. It holds

$$
\begin{aligned}
\mathrm{r}\left(\Pi_{n}, T_{n}\right) & =C \int l\left(\tau_{n} w\right) \exp \left\{-w^{T} \Sigma_{0}^{-1} w / 2\right\} \boldsymbol{\lambda}_{d}(d w) \\
& =\tau_{n}^{-d} C \int \exp \left\{-\frac{1}{2 n} t^{T} \Sigma_{0}^{-1} t\right\} l(t) \exp \left\{-t^{T} \Sigma_{0}^{-1} t / 2\right\} \boldsymbol{\lambda}_{d}(d t)
\end{aligned}
$$

where $C=(2 \pi)^{-d / 2}\left(\operatorname{det}\left(\Sigma_{0}\right)\right)^{-1 / 2}$. An application of the monotone convergence theorem yields

$$
\lim _{n \rightarrow \infty} \mathrm{r}\left(\Pi_{n}, T_{n}\right)=C \int l(t) \exp \left\{-t^{T} \Sigma_{0}^{-1} t / 2\right\} \boldsymbol{\lambda}_{d}(d t)=\mathrm{R}\left(0, T_{n a t}\right)=\mathrm{R}\left(\theta, T_{n a t}\right)
$$

Hence

$$
\lim _{n \rightarrow \infty} \mathrm{r}\left(\Pi_{n}, T_{n}\right)=\sup _{\theta \in \mathbb{R}^{d}} \mathrm{R}\left(\theta, T_{n a t}\right)
$$

and Proposition 3.58 yields the minimaxity of $T_{n a t}$. As $T_{n}$ is a Bayes estimator under the prior $\Pi_{n}$ we get with $\underline{w}$ and $\bar{w}$ in (3.40) that

$$
\bar{w} \leq \lim _{n \rightarrow \infty} r\left(\Pi_{n}, T_{n}\right)=\lim _{n \rightarrow \infty} \inf _{\mathrm{D}} \mathrm{r}\left(\Pi_{n}, \mathrm{D}\right) \leq \sup _{\Pi} \inf _{\mathrm{D}} \mathrm{r}(\Pi, \mathrm{D})=\underline{w}
$$

and the minimax theorem (3.46) is established. If $l$ is bounded, then for some $C>0$ we have $0 \leq l \leq C$ and $0 \leq \mathrm{R}(\theta, \mathrm{D}) \leq C$. For every prior $\Pi$ we
set $B_{m}=\{\theta:\|\theta\| \leq m\}$ and $\Pi^{(m)}(B)=\Pi\left(B \mid B_{m}\right)$, where the conditional probability is well defined for all sufficiently large $m$. Then

$$
\begin{aligned}
& \left|\mathrm{r}(\Pi, \mathrm{D})-\mathrm{r}\left(\Pi^{(m)}, \mathrm{D}\right)\right| \\
\leq & \left|\left(1-\frac{1}{\Pi\left(\Delta_{m}\right)}\right) \int I_{\Delta_{m}}(\theta) \mathrm{R}(\theta, \mathrm{D}) \Pi(d \theta)\right|+\int I_{\Delta \backslash \Delta_{m}}(\theta) \mathrm{R}(\theta, \mathrm{D}) \Pi(d \theta) \\
\leq & C\left|1-\frac{1}{\Pi\left(\Delta_{m}\right)}\right|+C\left(1-\Pi\left(\Delta_{m}\right)\right) .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
& \sup _{\Pi: \Pi\left(B_{m}\right)=1} \inf _{\mathrm{D}} \mathrm{r}(\Pi, \mathrm{D}) \leq \inf _{\mathrm{D}} \sup _{\Pi: \Pi\left(B_{m}\right)=1} \mathrm{r}(\Pi, \mathrm{D}) \\
\leq & \inf _{\mathrm{D}} \sup _{\|\theta\| \leq m} \mathrm{R}(\theta, \mathrm{D}) \leq \inf _{\mathrm{D}} \sup _{\theta \in \mathbb{R}^{d}} \mathrm{R}(\theta, \mathrm{D})=\sup _{\Pi} \inf _{\mathrm{D}} \mathrm{r}(\Pi, \mathrm{D}) \\
\leq & \sup _{\Pi: \Pi\left(B_{m}\right)=1} \inf _{\mathrm{D}} \mathrm{r}(\Pi, \mathrm{D})+C\left|1-\frac{1}{\Pi\left(\Delta_{m}\right)}\right|+C\left(1-\Pi\left(\Delta_{m}\right)\right) .
\end{aligned}
$$

Taking $m \rightarrow \infty$ we get (3.47).

## $3.6 \Gamma$-Minimax Decisions

Sometimes the prior information on the unknown parameter is rather vague, consisting only of a set of priors known to contain the true prior. In this case the Bayes approach cannot be utilized due to the incomplete knowledge of the prior. To overcome this shortcoming we choose here a minimax approach that protects against the effects of priors that are causing the worst Bayes risks. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be the statistical model. We recall that whenever we are dealing with Bayes risks, assumptions (A3) and (A8) are assumed to hold; see Remark 3.29. Let now $\Gamma \subseteq \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$ be a given set of priors.

Definition 3.66. For given classes $\mathbb{D}_{0} \subseteq \mathbb{D}$ and $\Gamma \subseteq \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$, we call $\mathrm{D}_{0} \in \mathbb{D}_{0}$ a $\Gamma$-minimax decision in $\mathbb{D}_{0}$ if

$$
\sup _{\Pi \in \Gamma} r\left(\Pi, \mathrm{D}_{0}\right)=\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\Pi \in \Gamma} \mathrm{r}(\Pi, \mathrm{D}) .
$$

Whenever $\mathbb{D}_{0}=\mathbb{D}$,"in $\mathbb{D}_{0}$ " is not mentioned.
The $\Gamma$-minimax approach is set up somewhere in between the Bayes and the minimax approaches which have been studied already in the previous section. It is equivalent to the Bayes approach if $\Gamma=\left\{\Pi_{0}\right\}$ for some $\Pi_{0} \in$ $\mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$, and it is equivalent to the minimax approach if $\Gamma=\mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$. As an analogue to (3.39) we have

$$
\begin{equation*}
\sup _{\Pi \in \Gamma} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\Pi, \mathrm{D}) \leq \inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\Pi \in \Gamma} \mathrm{r}(\Pi, \mathrm{D}) . \tag{3.48}
\end{equation*}
$$

The converse inequality, which would imply the minimax statement

$$
\begin{equation*}
\sup _{\Pi \in \Gamma} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\Pi, \mathrm{D})=\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\Pi \in \Gamma} \mathrm{r}(\Pi, \mathrm{D}) \tag{3.49}
\end{equation*}
$$

holds only under some additional conditions. A first simple result concerns the case of a saddle point.

Problem 3.67. If $\left(\Pi_{0}, \mathrm{D}_{0}\right)$ is a saddle point in $\Gamma \times \mathbb{D}_{0}$ in the sense of (3.42), then the statement (3.49) holds and the decision $\mathrm{D}_{0}$ is $\Gamma$-minimax in $\mathbb{D}_{0}$.

A typical application concerns the testing of one-sided hypotheses for a one-dimensional parameter where the power function is monotone. This is certainly true for families with MLR; see Theorem 2.49. To be more precise, we assume that $\Delta \subseteq \mathbb{R}$ is an interval and $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a family of distributions on $(\mathcal{X}, \mathfrak{A})$ where $(\mathrm{A} 3)$ is satisfied. For $\theta_{0} \in \Delta$ and some $d>0$ with $\theta_{0}+d \in \Delta$ we consider the testing problem

$$
\begin{equation*}
\mathrm{H}_{0}: \theta \in\left(-\infty, \theta_{0}\right] \cap \Delta \quad \text { versus } \quad \mathrm{H}_{A}: \theta \in\left[\theta_{0}+d, \infty\right) \cap \Delta . \tag{3.50}
\end{equation*}
$$

Instead of the zero-one loss function, which gives the same weight to the error of the first and the second kind, we use the loss function

$$
\begin{equation*}
L(\theta, a)=L_{1} I_{\{0\}}(a) I_{\left[\theta_{0}+d, \infty\right)}(\theta)+L_{2} I_{\{1\}}(a) I_{\left(-\infty, \theta_{0}\right]}(\theta), \quad a \in\{0,1\} \tag{3.51}
\end{equation*}
$$

where $L_{1}, L_{2} \geq 0$ are fixed. Given $\pi, \pi^{\prime}>0$ with $\pi+\pi^{\prime} \leq 1$, let $\Gamma$ be the set of all priors $\Pi$ on the Borel sets of $\Delta$ that satisfy

$$
\begin{equation*}
\Pi\left(\left[\theta_{0}+d, \infty\right) \cap \Delta\right) \leq \pi \quad \text { and } \quad \Pi\left(\left(-\infty, \theta_{0}\right] \cap \Delta\right) \leq \pi^{\prime} \tag{3.52}
\end{equation*}
$$

These conditions guarantee that not too much mass of the prior is on either side. We denote by $\varphi_{\rho, B}$ a Bayes test for the zero-one loss function, where the hypotheses and the prior are given by

$$
\begin{align*}
& \mathrm{H}_{0}: P_{\theta_{0}} \quad \text { versus } \quad \mathrm{H}_{A}: P_{\theta_{0}+d}, \quad \text { and }  \tag{3.53}\\
& \Pi_{\rho}=\rho \boldsymbol{\delta}_{\theta_{0}}+(1-\rho) \boldsymbol{\delta}_{\theta_{0}+d}, \quad \rho=L_{2} \pi^{\prime} /\left(L_{1} \pi+L_{2} \pi^{\prime}\right)
\end{align*}
$$

According to Theorem 2.60 every Bayes test for the Bayes testing problem (3.53) under the zero-one loss function is a likelihood ratio test and thus of the form $\varphi_{\rho, B}=I_{(c, \infty)}(T)+\gamma I_{\{c\}}(T)$ for some $c \in \mathbb{R}$ and $\gamma \in[0,1]$.

Proposition 3.68. Suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}$ has $M L R$ in $T$, and that $c$ and $\gamma$ are chosen such that, under the zero-one loss function, the test

$$
\varphi_{\rho, B}=I_{(c, \infty)}(T)+\gamma I_{\{c\}}(T)
$$

is a Bayes test for the Bayes testing problem (3.53). If $\Pi_{0}$ satisfies $\Pi_{0}\left(\left\{\theta_{0}+\right.\right.$ $d\})=\pi, \Pi_{0}\left(\left\{\theta_{0}\right\}\right)=\pi^{\prime}$, and $\Pi_{0}\left(\left(\theta_{0}, \theta_{0}+d\right)\right)=1-\pi-\pi^{\prime}$, then the pair $\left(\varphi_{\rho, B}, \Pi_{0}\right)$ is a saddle point for the testing problem (3.50) under the loss function (3.51).

Proof. Using the fact that $\varphi_{\rho, B}$ is a nondecreasing function of $T$, so that $\theta \mapsto \mathrm{E}_{\theta} \varphi_{\rho, B}$ is a nondecreasing function of $\theta$ by Theorem 2.10 and Proposition 2.7, we get for any prior on $\Delta$,

$$
\begin{aligned}
& \mathrm{r}\left(\varphi_{\rho, B}, \Pi\right)=\int\left[L_{1} I_{\left[\theta_{0}+d, \infty\right)}(\theta)\left[1-\mathrm{E}_{\theta} \varphi_{\rho, B}\right]+L_{2} I_{\left(-\infty, \theta_{0}\right]}(\theta) \mathrm{E}_{\theta} \varphi_{\rho, B}\right] \Pi(d \theta) \\
& \leq \int L_{1} I_{\left[\theta_{0}+d, \infty\right)}(\theta)\left[1-\mathrm{E}_{\theta_{0}+d} \varphi_{\rho, B}\right] \Pi(d \theta)+\int L_{2} I_{\left(-\infty, \theta_{0}\right]}(\theta) \mathrm{E}_{\theta_{0}} \varphi_{\rho, B} \Pi(d \theta) \\
& \leq L_{1} \pi\left[1-\mathrm{E}_{\theta_{0}+d} \varphi_{\rho, B}\right]+L_{2} \pi^{\prime} \mathrm{E}_{\theta_{0}} \varphi_{\rho, B}=\mathrm{r}\left(\varphi_{\rho, B}, \Pi_{0}\right)
\end{aligned}
$$

The remaining inequality $\mathrm{r}\left(\varphi_{\rho, B}, \Pi_{0}\right) \leq \mathrm{r}\left(\varphi, \Pi_{0}\right)$, for every test $\varphi$, follows from the fact that $\varphi_{\rho, B}$ is a Bayes test for (3.53) under the zero-one loss.

To construct the Bayes test $\varphi_{\rho, B}$ in concrete situations we use the fact that by Theorem $2.60 \varphi_{\rho, B}$ is a likelihood ratio test.

Example 3.69. Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a one-parameter exponential family on $(\mathcal{X}, \mathfrak{A})$ with generating statistic $T$, where the conditions (A1) and (A2) are fulfilled. If the sample size is $n$, then $\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}$ is again an exponential family with generating statistic $T_{\oplus n}$ and $\boldsymbol{\mu}^{\otimes n}$-density

$$
\frac{d P_{\theta}^{\otimes n}}{d \boldsymbol{\mu}^{\otimes n}}(x)=\exp \left\{\theta T_{\oplus n}(x)-n K(\theta)\right\}, \quad x \in \mathcal{X}^{n} .
$$

Let $\theta_{0} \in \Delta$ and $d>0$ with $\theta_{0}+d \in \Delta$ be fixed. Then according to Theorem 2.60 the test $\varphi_{\rho, B}$ in Proposition 3.68 can be written as

$$
\varphi_{\rho, B}(x)=I_{(c, \infty)}\left(T_{\oplus n}\right)+\gamma I_{\{c\}}\left(T_{\oplus n}\right),
$$

where

$$
c=\frac{1}{d}\left[\ln \frac{L_{2} \pi^{\prime}}{L_{1} \pi}+n K\left(\theta_{0}+d\right)-n K\left(\theta_{0}\right)\right],
$$

and $\gamma \in[0,1]$ is arbitrary. It follows from Proposition 3.68 that $\varphi_{\rho, B}$ is a $\Gamma$-minimax test for the testing problem 3.50 under the loss function (3.51) for the class $\Gamma$ of all priors $\Pi$ that satisfy (3.52).

Another example concerns location models that are generated by a logconcave, i.e., strongly unimodal, density; see Definition 2.16.

Example 3.70. Let $f$ be a Lebesgue density on $\mathbb{R}$ that is positive, where $\ln f$ is a concave function. Let $P_{\theta}$ be defined by $P_{\theta}(d x)=f(x-\theta) d x$. The family $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ has, in view of Proposition 2.20, MLR in the identity $T(x)=x$. Let $\theta_{0}$ and $d>0$ be fixed. Then $L_{\theta_{0}, \theta_{0}+d}(x)=f\left(x-\theta_{0}-d\right) / f\left(x-\theta_{0}\right)$ is a nondecreasing function of $x$. Hence, for

$$
c_{0}=\inf \left\{x: L_{\theta_{0}, \theta_{0}+d}(x)>L_{2} \pi^{\prime} /\left(L_{1} \pi\right)\right\}
$$

it holds that $x \leq c_{0}$ implies $L_{\theta_{0}, \theta_{0}+d}(x) \leq L_{2} \pi^{\prime} /\left(L_{1} \pi\right)$ and $x>c_{0}$ implies $L_{\theta_{0}, \theta_{0}+d}(x) \geq L_{2} \pi^{\prime} /\left(L_{1} \pi\right)$. Then $L_{\theta_{0}, \theta_{0}+d}(x)>L_{\theta_{0}, \theta_{0}+d}\left(c_{0}\right)$ implies $x>c_{0}$ and $L_{\theta_{0}, \theta_{0}+d}(x)<L_{\theta_{0}, \theta_{0}+d}\left(c_{0}\right)$ implies $x<c_{0}$ so that every test that satisfies

$$
\varphi_{\rho, B}(x)= \begin{cases}1 & \text { if } x>c_{0} \\ 0 & \text { if } x<c_{0}\end{cases}
$$

is a likelihood ratio test and thus a Bayes test for $P_{\theta_{0}}$ versus $P_{\theta_{0}+d}$ under the zero-one loss and the prior $(\rho, 1-\rho)$ with $\rho=L_{2} \pi^{\prime} /\left(L_{1} \pi+L_{2} \pi^{\prime}\right)$. It follows from Proposition 3.68 that $\varphi_{\rho, B}$ is a $\Gamma$-minimax test for the testing problem 3.50 under the loss function (3.51) for the class $\Gamma$ of all priors $\Pi$ that satisfy (3.52).

Another condition that establishes $\Gamma$-minimaxity is similar to Proposition 3.58 and employs suitable sequences of priors.

Proposition 3.71. If for $\mathrm{D}_{0} \in \mathbb{D}_{0}$ there exists a sequence of priors $\Pi_{n} \in \Gamma$, and a sequence $\mathrm{D}_{n}$ of associated Bayes decisions in $\mathbb{D}_{0}$, such that

$$
\sup _{\Pi \in \Gamma} \mathrm{r}\left(\Pi, \mathrm{D}_{0}\right) \leq \liminf _{n \rightarrow \infty} \mathrm{r}\left(\Pi_{n}, \mathrm{D}_{n}\right),
$$

then $\mathrm{D}_{0}$ is $\Gamma$-minimax in $\mathbb{D}_{0}$.
Proof. We have

$$
\sup _{\Pi \in \Gamma} r\left(\Pi, \mathrm{D}_{0}\right) \leq \liminf _{n \rightarrow \infty} r\left(\Pi_{n}, \mathrm{D}_{n}\right) \leq \sup _{\Pi \in \Gamma} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\Pi, \mathrm{D})
$$

The rest follows from inequality (3.48).
The usefulness of the above proposition is demonstrated below by some examples.

Example 3.72. We consider the problem of estimating the parameter $\mu$ in the $\operatorname{model}\left(\mathbb{R}, \mathfrak{B},(\mathbb{N}(\mu, 1))_{\mu \in \mathbb{R}}\right)$ under the squared error loss $L(\mu, a)=(\mu-a)^{2}$. Let $\nu \in \mathbb{R}$ and $\delta^{2}>0$ be fixed, and the family of priors be given by

$$
\begin{equation*}
\Gamma=\left\{\Pi: \Pi \in \mathcal{P}\left(\mathfrak{B}_{1}\right), \quad \int t \Pi(d t)=\nu, \quad \int(t-\nu)^{2} \Pi(d t)=\delta^{2}\right\} . \tag{3.54}
\end{equation*}
$$

As we know already from (3.30) in Example 3.38, for the prior $\Pi_{0}=\mathrm{N}\left(\nu, \delta^{2}\right)$ the Bayes estimator is given by

$$
\begin{equation*}
\mathrm{d}_{0}(x)=\frac{\delta^{2}}{1+\delta^{2}} x+\frac{1}{1+\delta^{2}} \nu \tag{3.55}
\end{equation*}
$$

Its risk function is

$$
\mathrm{R}\left(\mu, \mathrm{~d}_{0}\right)=\int\left[\frac{\delta^{2}}{1+\delta^{2}} x+\frac{1}{1+\delta^{2}} \nu-\mu\right]^{2} \varphi(x)(d x)=\frac{\delta^{4}}{\left(1+\delta^{2}\right)^{2}}+\frac{(\nu-\mu)^{2}}{\left(1+\delta^{2}\right)^{2}} .
$$

Thus,

$$
\mathrm{r}\left(\Pi, \mathrm{~d}_{0}\right)=\frac{\delta^{4}}{\left(1+\delta^{2}\right)^{2}}+\frac{\delta^{2}}{\left(1+\delta^{2}\right)^{2}}=\frac{\delta^{2}}{1+\delta^{2}}
$$

for every $\Pi \in \Gamma$. This means that

$$
\sup _{\Pi \in \Gamma} \mathrm{r}\left(\Pi, \mathrm{~d}_{0}\right)=\mathrm{r}\left(\Pi_{0}, \mathrm{~d}_{0}\right)=\inf _{\mathrm{d}} \mathrm{r}\left(\Pi_{0}, \mathrm{~d}\right)
$$

as $\mathrm{d}_{0}$ is a Bayes estimator under the prior $\Pi_{0}$. Hence $\mathrm{d}_{0}$ from (3.55) is $\Gamma$-minimax for $\Gamma$ given by (3.54).

Next we apply the $\Gamma$-minimax approach to a type of estimation problem where it is known that the parameter belongs to a given bounded interval. Let the family be given by $\mathbf{N}(\mu, 1), \mu \in[0, c]$, where $c>0$ is known. The problem of constructing a $\Gamma$-minimax estimator in this setting has been studied in Zinzius (1981). Here we use the prior $\Pi_{c}=\frac{1}{2}\left(\boldsymbol{\delta}_{0}+\boldsymbol{\delta}_{c}\right)$.

Problem 3.73.* For the family $\mathbf{N}(\mu, 1), \mu \in[0, c]$, where $c>0$ is fixed,

$$
T_{c}(x)=c-\frac{c}{1+\exp \left\{c x-c^{2} / 2\right\}}
$$

is the Bayes estimator for the prior $\Pi_{c}=\frac{1}{2}\left(\boldsymbol{\delta}_{0}+\boldsymbol{\delta}_{c}\right)$ under the squared error loss.
The risk of $T_{c}$ is given by

$$
\begin{aligned}
\mathrm{R}\left(\mu, T_{c}\right) & =(2 \pi)^{-1 / 2} \int\left(T_{c}(x)-\mu\right)^{2} \exp \left\{-(x-\mu)^{2} / 2\right\} d x \\
& =(2 \pi)^{-1 / 2} \int\left(T_{c}(x+\mu)-\mu\right)^{2} \exp \left\{-x^{2} / 2\right\} d x, \quad \mu \in[0, c]
\end{aligned}
$$

$\mathrm{R}\left(\mu, T_{c}\right)$ as a function of $\mu$ is twice continuously differentiable and it holds for every fixed $a>0$

$$
\lim _{c \downarrow 0} \sup _{0 \leq \mu \leq a}\left|\mathrm{R}^{\prime \prime}\left(\mu, T_{c}\right)-\mathrm{R}^{\prime \prime}\left(\mu, T_{0}\right)\right|=0 .
$$

As $T_{0}=0$ it holds $\mathrm{R}\left(\mu, T_{0}\right)=\mu^{2}$ and $\mathrm{R}^{\prime \prime}\left(\mu, T_{0}\right)=2$. We see that there is a sufficiently small $c_{0}>0$ such that for $c \leq c_{0}$ the function $\mathrm{R}\left(\mu, T_{c}\right)$ is convex.

As $T_{c}(c-x)=c-T_{c}(x)$ we get $\mathrm{R}\left(\mu, T_{c}\right)=\mathrm{R}\left(c-\mu, T_{c}\right), \mu \in[0, c]$. This together with the convexity of $\mathrm{R}\left(\mu, T_{c}\right)$ yields for $c \leq c_{0}$

$$
\begin{equation*}
\max _{0 \leq \mu \leq c} \mathrm{R}\left(\mu, T_{c}\right)=\mathrm{R}\left(0, T_{c}\right)=\mathrm{R}\left(c, T_{c}\right) . \tag{3.56}
\end{equation*}
$$

Proposition 3.74. There exists a $c_{0}>0$ such that for any fixed $c \leq c_{0}$ the following statement holds. For the family $\mathrm{N}(\mu, 1), \mu \in[0, c]$, under the squared error loss, the estimator $T_{c}(x)=c\left(1-\left[1+\exp \left\{c x-c^{2} / 2\right\}\right]^{-1}\right)$ is $\Gamma$-minimax for the class $\Gamma=\{\Pi: \Pi \in \mathcal{P}(\mathfrak{B}), \Pi([0, c])=1\}$ and minimax.

Proof. The relation (3.56) allows us to apply Proposition 3.71 with $\Pi_{n}=$ $\Pi_{c}$. As the class $\Gamma$ contains all one-point distributions on the interval $[0, c]$ the concepts $\Gamma$-minimax and minimax are identical.

It has been shown in Zinzius (1981) that the largest possible $c_{0}$ is the unique solution of the equation

$$
2-c^{2}-\frac{2 c^{2}}{\sqrt{2 \pi e}}\left(1+\exp \left\{-c-c^{2} / 2\right\}\right)^{2}=0
$$

It holds $1.2<c_{0}<1.21$. Numerical calculations show that for $c>1.21$ the two-point prior $\Pi_{c}$ is no longer least favorable. Instead, a Bayes estimator based on a discrete distribution on three points becomes a minimax estimator.

Finally, we consider $\Gamma$-minimax estimators for a nonsymmetric loss function. A popular choice for the loss is the LINEX loss function, which is defined by

$$
L_{\alpha}(\theta, a)=\exp \{\alpha(a-\theta)\}-\alpha(a-\theta)-1
$$

where $\alpha \neq 0$ is any real number. The family $\mathbf{N}(\mu, 1), \mu \in[-c, c]$, where $c>0$ is given, along with the class of priors $\Gamma=\{\Pi: \Pi \in \mathcal{P}(\mathfrak{B}), \Pi([-c, c])=1\}$, has been studied in Bischoff, Fieger, and Wulfert (1995).

Problem 3.75. The Bayes estimator for the prior $\Pi_{\beta, c}=\beta \boldsymbol{\delta}_{-c}+(1-\beta) \boldsymbol{\delta}_{c}$, under the LINEX loss function, is given by

$$
T_{\beta, c}(x)=\frac{1}{\alpha} \ln \left(\frac{\beta \exp \{-x c\}+(1-\beta) \exp \{x c\}}{\beta \exp \{-x c+\alpha c\}+(1-\beta) \exp \{x c-a c\}}\right) .
$$

Proposition 3.76. Let $\left.\alpha>0, c_{0}=\min ((\sqrt{3} / 2)-1) \alpha,(\ln 3) /(2 \alpha)\right)$, and $c \leq$ $c_{0}$. Then there exists a $\beta^{*} \in(0,1)$ such that, under the LINEX loss function, the prior $\Pi_{\beta^{*}, c}=\frac{1}{2}\left(\beta^{*} \boldsymbol{\delta}_{-c}+\left(1-\beta^{*}\right) \boldsymbol{\delta}_{c}\right)$ is least favorable, and the Bayes estimator $T_{\beta^{*}, c}$ for $\Pi_{\beta^{*}, c}$ is $\Gamma$-minimax and minimax.

The proof of the proposition in Bischoff et al. (1995) consists mainly of two steps. First it is shown that the risk function $\mathrm{R}\left(\mu, T_{\beta, c}\right)$ is convex for $c \leq c_{0}$. Then, secondly, it is shown that there exists some $\beta^{*} \in(0,1)$ such that $\mathrm{R}\left(-c, T_{\beta^{*}, c}\right)=\mathrm{R}\left(c, T_{\beta^{*}, c}\right)$.

### 3.7 Minimax Theorem

As we have mentioned already the minimax condition (3.41) relates approximately minimax decisions to Bayes decisions under a least favorable prior. If the stronger condition of the existence of a saddle point is satisfied, then, as we have seen in Proposition 3.56, this statement is true not only approximately but in the strict sense. The minimax statement (3.41) also plays an important role in later chapters.

Now we are ready to prove the minimax theorem of decision theory. In a first step we consider a parameter set $\digamma$ that is a finite subset of $\Delta$. By $\mathfrak{F}(\Delta)$ we denote the system of finite subsets of $\Delta$. For a finite subset $\digamma \subseteq \Delta$ let $\mathcal{P}(\digamma)$ denote the set of all distributions on $\digamma$. Suppose that (A3) is satisfied.

Theorem 3.77. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \digamma}\right)$ be a finite model. Assume that $\mathbb{D}_{0}$ is a convex set of decisions that is closed under the weak convergence. If the decision space is a compact metric space and $a \mapsto L(\theta, a)$ is continuous, then it holds

$$
\sup _{\Pi \in \mathcal{P}(\digamma)} \inf _{\mathrm{D} \in \mathbb{D}_{0}} r(\Pi, \mathrm{D})=\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \digamma} \mathrm{R}(\theta, \mathrm{D}) .
$$

Proof. As the decision space $\mathcal{D}$ is compact and $L(\theta, a)$ is continuous it holds $L(\theta, a) \geq C, a \in \mathcal{D}, \theta \in \digamma$, for some constant $C$. Hence we may assume that $L(\theta, a) \geq 0$. In view of (3.40) we have only to show that

$$
\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \digamma} R(\theta, D) \leq \sup _{\Pi \in \mathcal{P}(\digamma)} \inf _{D \in \mathbb{D}_{0}} r(\Pi, D)
$$

Let $\theta_{1}, \ldots, \theta_{n}$ be the elements of $\digamma$. Due to the compactness theorem (see Theorem 3.21) and the continuity of the loss function, the set

$$
K=\left\{\left(\mathrm{R}\left(\theta_{1}, \mathrm{D}\right), \ldots, \mathrm{R}\left(\theta_{n}, \mathrm{D}\right)\right), \quad \mathrm{D} \in \mathbb{D}\right\}
$$

is compact and convex. Thus the set $A(K)$ of all vectors which are, in the componentwise semiorder, larger than or equal to some vector from $K$, by Problem 3.81, is closed and convex. Set

$$
C:=\sup _{\Pi \in \mathcal{P}(\digamma)} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \sum_{\theta \in \digamma} \mathrm{R}(\theta, \mathrm{D}) \Pi(\{\theta\}) .
$$

Then for every $\Pi \in \mathcal{P}(\digamma)$,

$$
\int C \Pi(d \theta) \geq \inf _{\mathrm{D} \in \mathbb{D}_{0}} \sum_{\theta \in \digamma} \mathrm{R}(\theta, \mathrm{D}) \Pi(\{\theta\})
$$

From Problem 3.81 we get that there exists a decision $D_{0}$ such that the vector $(C, \ldots, C)$ is bounded from below by the vector $\left(R\left(\theta_{1}, \mathrm{D}_{0}\right), \ldots, R\left(\theta_{n}, \mathrm{D}_{0}\right)\right)$ in the componentwise semiorder. This means $C \geq R\left(\theta, \mathrm{D}_{0}\right)$ for $\theta \in \digamma$ and therefore

$$
\begin{aligned}
\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \digamma} R(\theta, \mathrm{D}) & \leq \sup _{\theta \in \digamma} R\left(\theta, \mathrm{D}_{0}\right) \leq \sup _{\Pi \in \mathcal{P}(\digamma) \mathrm{D} \in \mathbb{D}_{0}} \inf _{\theta \in \digamma} \sum \mathrm{R}(\theta, \mathrm{D}) \Pi(\{\theta\}) \\
& \leq \sup _{\Pi \in \mathcal{P}(\digamma)} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \sum_{\theta \in \digamma} \mathrm{R}(\theta, \mathrm{D}) \Pi(\{\theta\})
\end{aligned}
$$

In most decision problems, of course, the parameter set is not finite. Therefore we look for minimax statements without this restrictive condition. A simple consequence of the previous theorem is that

$$
\sup _{\Pi \in \mathcal{P}(\Delta)} \inf _{\mathrm{D} \in \mathbb{D}_{0}} r(\Pi, \mathrm{D}) \geq \sup _{\digamma \in \widetilde{F}(\Delta)} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \digamma} \mathrm{R}(\theta, \mathrm{D}) .
$$

Instead of the right-hand term it is desired to have $\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D)$, of course, which is equivalent to having

$$
\sup _{\digamma \in \tilde{F}(\Delta)} \inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \digamma} R(\theta, D)=\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D) .
$$

The next theorem gives conditions under which this statement holds.

Theorem 3.78. Suppose that both the parameter set $\Delta$ and the decision space $\mathcal{D}$ are compact metric spaces, and that $L(\theta, a)$ is a continuous function of $(\theta, a)$. If the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is continuous in the sense of (A7), and $\mathbb{D}_{0}$ is convex and closed with respect to the weak convergence, then

$$
\begin{equation*}
\sup _{\Pi \in \mathcal{P}(\Delta)} \inf _{D \in \mathbb{D}_{0}} r(\Pi, D)=\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} R(\theta, D) \tag{3.57}
\end{equation*}
$$

Proof. Denote by $\rho_{\Delta}$ the metric on $\Delta$. Proposition 3.27 implies that the family of functions $\theta \mapsto \mathrm{R}(\theta, \mathrm{D}), \mathrm{D} \in \mathbb{D}_{0}$, is equicontinuous at every $\theta \in \Delta$. As $\Delta$ is compact this equicontinuity holds uniformly in $\theta$. This means that for every $\varepsilon>0$ there exists a $\delta_{\varepsilon}>0$ such that

$$
\sup _{\rho_{\Delta}\left(\theta_{1}, \theta_{2}\right)<\delta_{\varepsilon}} \sup _{\mathrm{D} \in \mathbb{D}_{0}}\left|\mathrm{R}\left(\theta_{1}, \mathrm{D}\right)-\mathrm{R}\left(\theta_{2}, \mathrm{D}\right)\right|<\varepsilon .
$$

The compactness of $\Delta$ yields that there exists a finite set $\digamma$ such that the open balls with radius $\delta_{\varepsilon}$ and center at a point in $\digamma$ cover $\Delta$. This yields

$$
\begin{aligned}
& \left|\sup _{\Pi \in \mathcal{P}(\digamma)} \inf _{\mathrm{D} \in \mathbb{D}_{0}} r(\Pi, \mathrm{D})-\sup _{\Pi} \inf _{\mathrm{D} \in \mathbb{D}_{0}} \mathrm{r}(\Pi, \mathrm{D})\right| \leq \varepsilon \text { and } \\
& \quad\left|\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D})-\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \digamma} \mathrm{R}(\theta, \mathrm{D})\right| \leq \varepsilon
\end{aligned}
$$

According to Theorem 3.77, for every finite subset $\digamma \subseteq \Delta$, it holds

$$
\sup _{\Pi \in \mathcal{P}(\digamma)} \inf _{D \in \mathbb{D}_{0}} r(\Pi, D)=\inf _{D \in \mathbb{D}_{0}} \sup _{\theta \in \digamma} R(\theta, D) .
$$

This implies

$$
\left|\sup _{\Pi \in \mathcal{P}(\Delta)} \inf _{\mathrm{D} \in \mathbb{D}_{0}} r(\Pi, \mathrm{D})-\inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D})\right| \leq 2 \varepsilon
$$

We conclude this section with the remark that more general minimax theorems can be found in LeCam (1986), Strasser (1985), and Torgersen (1991). Theorem 3.78 corresponds to Theorem 46.5 in Strasser (1985), where the assumptions on the model are weaker than those we have made here. The techniques that are used in the above books go beyond the scope of this book.

The subsequent problems concern technical results that have been used above.

Problem 3.79.* If $K \subseteq \mathbb{R}^{n}$ is a closed convex set, then every minimal sequence $x_{n} \in K$, i.e., every sequence with $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=\inf \{\|x\|, x \in K\}$, converges to some $x_{K}$ with $\left\|x_{K}\right\|=\inf \{\|x\|, x \in K\}$, and the point $x_{K} \in K$ is unique.

Problem 3.80.* Let $K \subseteq \mathbb{R}^{n}$ be a closed convex set. If $z \notin K$ and $x_{K} \in K$ satisfies $\left\|x_{K}-z\right\|=\inf \{\|x-z\|, x \in K\}$, then $\inf _{x \in K}\langle x, b\rangle>\langle z, b\rangle$ for $b=x_{K}-z$.

Problem 3.81.* For every bounded, closed, and convex set $B \subseteq \mathbb{R}_{+}^{n}$ the set

$$
\begin{equation*}
A(B):=\left\{\left(y_{1}, \ldots, y_{n}\right): y_{i} \geq x_{i}, i=1, \ldots, n, \text { for some }\left(x_{1}, \ldots, x_{n}\right) \in B\right\} \tag{3.58}
\end{equation*}
$$

is a closed convex set. A point $z \in \mathbb{R}_{+}^{n}$ is contained in $A(B)$ if and only if

$$
\langle\alpha, z\rangle \geq \inf _{y \in A(B)}\langle\alpha, y\rangle, \quad \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right), \alpha_{1}, \ldots, \alpha_{n} \geq 0, \sum_{i=1}^{n} \alpha_{i}=1
$$

### 3.8 Complete Classes

In the previous sections we have seen that Bayes decisions are also minimax decisions if, roughly speaking, the risk is constant; see Theorem 3.57 and Proposition 3.58. This means that in the search for minimax decisions one should focus on the class of Bayes decisions with constant risk. In this section we deal with the important question of whether every decision can be outperformed by a Bayes decision, where of course the priors have to be suitably constructed. Statements of this type are referred to in the literature as complete class theorems. Assume that (A3) is satisfied.

Theorem 3.82. Suppose that $\Delta$ is a separable metric space, $\mathcal{D}$ is a compact metric space, and $L(\theta, a)$ is bounded and continuous in $(\theta, a)$. Assume that the model is continuous in the sense of (A7). Then for every $\mathrm{D} \in \mathbb{D}$ there exists a $\mathrm{D}_{0} \in \mathbb{D}$ and a sequence of priors $\Pi_{k}$ with respective Bayes decisions $\mathrm{D}_{\Pi_{k}} \in \mathbb{D}$ such that

$$
\mathrm{D}_{\Pi_{k}} \Rightarrow \mathrm{D}_{0} \quad \text { and } \quad \mathrm{R}\left(\theta, \mathrm{D}_{0}\right) \leq \mathrm{R}(\theta, \mathrm{D}), \quad \theta \in \Delta
$$

Corollary 3.83. If in addition the parameter set $\Delta$ is a compact metric space, then for every $\mathbb{D} \in \mathbb{D}$ there exists a prior $\Pi_{0}$ and a Bayes decision $\mathrm{D}_{0} \in \mathbb{D}$ with respect to $\Pi_{0}$ such that

$$
\mathrm{R}\left(\theta, \mathrm{D}_{0}\right) \leq \mathrm{R}(\theta, \mathrm{D}), \quad \theta \in \Delta
$$

Proof. We follow the ideas of the proof of Theorem 47.7 in Strasser (1985) and start with a finite set $\Delta_{n}=\left\{\theta_{1}, \ldots, \theta_{n}\right\} \subseteq \Delta$. By Proposition 3.50, for every $\Pi \in \mathcal{P}\left(\Delta_{n}\right)$ there exists a Bayes decision $\mathrm{D}_{\Pi}$ with respect to $\Pi$. Due to the compactness theorem (see Theorem 3.21) the set $B_{n}=\left\{\left(\mathrm{R}\left(\theta_{1}, \mathrm{D}\right), \ldots, \mathrm{R}\left(\theta_{n}, \mathrm{D}\right)\right): \mathrm{D} \in \mathbb{D}\right\}$ is compact and convex so that by Problem 3.81 the set $A\left(B_{n}\right)$ from (3.58) is closed and convex. Set

$$
\varepsilon=\inf _{\Pi \in \mathcal{P}\left(\Delta_{n}\right)}\left[\sum_{\theta \in \Delta_{n}} \mathrm{R}(\theta, \mathrm{D}) \Pi(\{\theta\})-\inf _{\widetilde{\mathrm{D}} \in \mathbb{D}} \mathrm{r}(\Pi, \widetilde{\mathrm{D}})\right]
$$

Then $\varepsilon \geq 0$, and for every $\Pi \in \mathcal{P}\left(\Delta_{n}\right)$,

$$
\int(R(\theta, \mathrm{D})-\varepsilon) \Pi(d \theta) \geq \inf _{\widetilde{\mathrm{D}} \in \mathbb{D}} \mathrm{r}(\Pi, \widetilde{\mathrm{D}})=\inf _{\widetilde{\mathrm{D}} \in \mathbb{D}} \sum_{\theta \in \Delta_{n}} \mathrm{R}(\theta, \widetilde{\mathrm{D}}) \Pi(\{\theta\})
$$

From Problem 3.81 we get that there exists a decision $\mathrm{D}_{0, n}$ such that the vector $\left(R\left(\theta_{1}, \mathbf{D}\right)-\varepsilon, \ldots, R\left(\theta_{n}, \mathbf{D}\right)-\varepsilon\right)$ is bounded from below by the vector $\left(R\left(\theta_{1}, \mathrm{D}_{0, n}\right), \ldots, R\left(\theta_{n}, \mathrm{D}_{0, n}\right)\right)$ in the componentwise semiorder. This means that $R(\theta, \mathrm{D})-\varepsilon \geq R\left(\theta, \mathrm{D}_{0, n}\right), \theta \in \Delta_{n}$, and thus

$$
\begin{aligned}
0 & \leq \inf _{\Pi \in \mathcal{P}\left(\Delta_{n}\right)}\left[\sum_{\theta \in \Delta_{n}} \mathrm{R}\left(\theta, \mathrm{D}_{0, n}\right) \Pi(\{\theta\})-\inf _{\widetilde{\mathrm{D}} \in \mathbb{D}} \mathrm{r}(\Pi, \widetilde{\mathrm{D}})\right] \\
& \leq \inf _{\Pi \in \mathcal{P}\left(\Delta_{n}\right)}\left[\sum_{\theta \in \Delta_{n}} \mathrm{R}(\theta, \mathrm{D}) \Pi(\{\theta\})-\inf _{\widetilde{\mathrm{D}} \in \mathbb{D}} \mathrm{r}(\Pi, \widetilde{\mathrm{D}})\right]-\varepsilon=0 .
\end{aligned}
$$

This yields $\varepsilon=0$, and therefore

$$
\begin{equation*}
R(\theta, \mathrm{D}) \geq R\left(\theta, \mathrm{D}_{0, n}\right), \quad \theta \in \Delta_{n} \tag{3.59}
\end{equation*}
$$

As $\Delta_{n}$ is finite, the function $\Pi \mapsto \int R(\theta, \mathrm{D}) \Pi(d \theta), \Pi \in \mathcal{P}\left(\Delta_{n}\right)$, is continuous, so that the function $\Pi \mapsto\left[\sum_{\theta \in \Delta_{n}} \mathrm{R}(\theta, \mathrm{D}) \Pi(\{\theta\})-\inf _{\mathrm{D}} \mathrm{r}(\Pi, \mathrm{D})\right]$ is lower semicontinuous with respect to the pointwise convergence of the probability mass function and attains the minimum on the closed simplex $\mathcal{P}\left(\Delta_{n}\right)$. Hence for some $\widetilde{\Pi}_{n}$

$$
\sum_{\theta \in \Delta_{n}} \mathrm{R}(\theta, \mathrm{D}) \widetilde{\Pi}_{n}(\{\theta\}) \leq \inf _{\mathrm{D}} \mathrm{r}\left(\widetilde{\Pi}_{n}, \mathrm{D}\right)
$$

which means that $\mathrm{D}_{0, n}$ is Bayes with respect to $\widetilde{\Pi}_{n}$.
Now we turn to the general case. Let $\left\{\theta_{1}, \theta_{2}, \ldots\right\} \subseteq \Delta$ be an at most countable subset of $\Delta$ that is dense in $\Delta$. As $\theta \mapsto P_{\theta}$ is continuous we get from Problem 3.24 that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated. Hence by Theorem 3.21 and the continuity of $L$ we find a subsequence $\Pi_{k}$ of $\widetilde{\Pi}_{n}$, decisions $\mathrm{D}_{\Pi_{k}}$ that are Bayes with respect to $\Pi_{k}$, and a decision $\mathrm{D}_{0}$ such that $\mathrm{D}_{\Pi_{k}} \Rightarrow \mathrm{D}_{0}$. Hence

$$
\lim _{k \rightarrow \infty} \mathrm{R}\left(\theta, \mathrm{D}_{\Pi_{k}}\right)=\mathrm{R}\left(\theta, \mathrm{D}_{0}\right) \leq \mathrm{R}(\theta, \mathrm{D}), \quad \theta \in\left\{\theta_{1}, \theta_{2}, \ldots\right\}
$$

where the inequality follows from (3.59). We already know from Proposition 3.25 that $R(\theta, D)$ is continuous in $\theta$ for every $D$. This gives $R\left(\theta, D_{0}\right) \leq R(\theta, D)$ for every $\theta \in \Delta$.

To prove the corollary, we remark that the compactness of $\Delta$ and Prohorov's theorem (see Theorem A.48) imply that $\Pi_{k}$ contains a subsequence $\Pi_{k_{l}}$ which converges weakly to some prior $\Pi_{0}$. Hence we have $\mathrm{D}_{l}:=\mathrm{D}_{\Pi_{k_{l}}} \Rightarrow \mathrm{D}_{0}$ and $\Pi_{k_{l}} \Rightarrow \Pi$. It remains to prove that $\mathrm{D}_{0}$ is Bayes with respect to $\Pi_{0}$. The weak convergence $D_{l} \Rightarrow D_{0}$ implies the pointwise convergence of the risk functions. But as $\Delta$ is compact we get from Proposition 3.28 that $\sup _{\theta \in \Delta}\left|\mathrm{R}\left(\theta, \mathrm{D}_{l}\right)-\mathrm{R}\left(\theta, \mathrm{D}_{0}\right)\right| \rightarrow 0$ which, together with $\Pi_{k_{l}} \Rightarrow \Pi_{0}$, implies

$$
\inf _{\mathrm{D}} \sum_{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D}) \Pi_{k_{l}}(\{\theta\})=\sum_{\theta \in \Delta} \mathrm{R}\left(\theta, \mathrm{D}_{l}\right) \Pi_{k_{l}}(\{\theta\}) \rightarrow \int \mathrm{R}\left(\theta, \mathrm{D}_{0}\right) \Pi(d \theta)
$$

On the other hand,

$$
\sum_{\theta \in \Delta} \mathrm{R}(\theta, \mathrm{D}) \Pi_{k_{l}}(\{\theta\}) \rightarrow \int \mathrm{R}(\theta, \mathrm{D}) \Pi(d \theta)
$$

for every fixed D , which proves $\int \mathrm{R}(\theta, \mathrm{D}) \Pi(d \theta) \geq \int \mathrm{R}\left(\theta, \mathrm{D}_{0}\right) \Pi(d \theta)$, so that $\mathrm{D}_{0}$ is Bayes with respect to $\Pi_{0}$.

If $\Delta$ is not compact, then the limit of Bayes decisions is not necessarily a Bayes decision. Thus the assumption of $\Delta$ being a compact metric space is indispensable in general. We illustrate this by an example.

Example 3.84. We consider the problem of estimating, under the squared error loss, the parameter $\mu$ in the family $\left(\mathbb{N}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}}$, where $\sigma^{2}>0$ is known. If we use the same prior $\mathrm{N}\left(\nu, \delta^{2}\right)$ for $\mu$ as in Problem 3.38, then by (3.30) the Bayes estimator is given by

$$
T_{\nu, \delta}(x)=\frac{\left(1 / \sigma^{2}\right)}{\left(1 / \sigma^{2}\right)+\left(1 / \delta^{2}\right)} x+\frac{\left(1 / \delta^{2}\right)}{\left(1 / \sigma^{2}\right)+\left(1 / \delta^{2}\right)} \nu .
$$

Set $T_{\text {nat }}(x)=x$. We recall that by Example 3.22 for $\delta \rightarrow \infty$ the decisions $\boldsymbol{\delta}_{T_{\delta}}$ converge weakly to $\boldsymbol{\delta}_{T_{\text {nat }}}$ if and only if $\mathcal{L}\left(\boldsymbol{\delta}_{T_{\nu, \delta}} \mid \mathrm{N}\left(\mu, \sigma^{2}\right)\right) \Rightarrow \mathcal{L}\left(\boldsymbol{\delta}_{T_{\text {nat }}} \mid \mathrm{N}\left(\mu, \sigma^{2}\right)\right)$. But this is true as $T_{\nu, \delta}(x) \rightarrow T_{\text {nat }}(x)$ for every $x$ and the pointwise convergence of random variables implies the weak convergence of the distributions.

However, as shown in the next problem, the estimator $T_{\text {nat }}(x)$ is not a Bayes estimator for any prior with a finite second moment.

Problem 3.85.* For the family $(\mathbb{N}(\mu, 1))_{\mu \in \mathbb{R}}$, under the squared error loss $L(\theta, a)=$ $(\theta-a)^{2}$, the estimator $T_{n a t}(x)=x$ is not a Bayes estimator for any prior with a finite second moment.

Now we use the above complete class theorem to characterize minimax classification rules and minimax tests. First we consider minimax classification rules under the zero-one loss function. Classification rules have been introduced in Example 3.41. From Corollary 3.83 we already know that there exist a prior $\Pi_{0}$ and a Bayes classification rule $\mathrm{D}_{\Pi_{0}}$ with respect to $\Pi_{0}$ that is minimax.

Proposition 3.86. Let $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta=\{1, \ldots, m\}$, be a finite family of distributions. For the classification problem with decision space $\mathcal{D}=\{1, \ldots, m\}$, under the zero-one loss $L(\theta, a)=1-I_{\{\theta\}}(a)$, there exists at least one minimax classification rule. For every minimax classification rule D there exists a prior $\Pi$ such that D is Bayes with respect to $\Pi$. If a classification rule D satisfies

$$
\begin{equation*}
\int[1-\mathrm{D}(\{1\} \mid x)] P_{1}(d x)=\cdots=\int[1-\mathrm{D}(\{m\} \mid x)] P_{m}(d x), \tag{3.60}
\end{equation*}
$$

and is a Bayes decision for some prior $\Pi$, then D is minimax.
Proof. The existence of a minimax decision D follows from Proposition 3.49. The second statement follows from Corollary 3.83, and the third follows from Proposition 3.58.

Condition (3.60) can be utilized to find a least favorable prior for which a minimax classification rule is Bayes.

Example 3.87. Suppose that the distributions $P_{\theta_{i}}, i=1, \ldots, m$, are from an exponential family $\left(P_{\theta}\right)_{a<\theta<b}$ with natural parameter $\theta$ and generating statistic $T$; see Definition 1.1. As in Example 3.41 we set $\Delta=\mathcal{D}=\{1, \ldots, m\}$, use the zero-one loss, and get the following. $\mathrm{D}_{\pi}$ is a Bayes classification rule with respect to a prior $\pi=\left(\pi_{1}, \ldots, \pi_{m}\right)$ if and only if $\mathrm{D}_{\pi}(A(x) \mid x)=1, \boldsymbol{\mu}$-a.s. $x \in \mathcal{X}$, where

$$
\begin{aligned}
A(x) & =\left\{a: f_{\theta_{a}}(x) \pi_{a}=\max _{1 \leq j \leq m} f_{\theta_{j}}(x) \pi_{j}\right\} \\
& =\left\{a: \theta_{a} T(x)+\gamma_{a}=\max _{1 \leq j \leq m}\left(\theta_{j} T(x)+\gamma_{j}\right)\right\},
\end{aligned}
$$

and $\gamma_{j}=\ln \pi_{j}-K\left(\theta_{j}\right), j=1, \ldots, m$. Such a Bayes classification rule $\mathrm{D}_{\pi}$ is minimax if the prior $\pi$ satisfies $\mathrm{R}\left(1, \mathrm{D}_{\pi}\right)=\cdots=\mathrm{R}\left(m, \mathrm{D}_{\pi}\right)$. Especially if $P_{\theta_{i}}(T \leq t), t \in \mathbb{R}$, is continuous for every $i=1, \ldots, m$, then

$$
\mathrm{R}\left(i, \mathrm{D}_{\pi}\right)=P_{\theta_{i}}\left(\left(\theta_{i}-\theta_{j}\right) T<\left(\gamma_{j}-\gamma_{i}\right), j \neq i\right), \quad i=1, \ldots, m
$$

In the special case of $m=2$ the classification problem reduces to a testing problem. Instead of using the, use the zero-one loss let us adopt here the more general loss function

$$
\begin{equation*}
L(i, a)=a \rho I_{\{0\}}(i)+(1-a)(1-\rho) I_{\{1\}}(i), \quad \rho \in(0,1), \quad i, a \in\{0,1\} \tag{3.61}
\end{equation*}
$$

Instead of the factors $\rho$ and $1-\rho$ in the loss function $L$ any other pair of numbers $l_{0} \geq 0$ and $l_{1} \geq 0$ could have been chosen. However, then dividing the loss by $l_{0}+l_{1}$ would not change the decision problem, except for a factor $1 /\left(l_{0}+l_{1}\right)$ on the risk, and the modified loss would be of the type (3.61). The quantity

$$
\begin{equation*}
\mathrm{m}_{\rho}\left(P_{0}, P_{1}\right)=\inf \left\{\max \left(\rho \mathrm{E}_{0} \varphi,(1-\rho) \mathrm{E}_{1}(1-\varphi)\right), \quad \varphi \in \mathcal{T}\right\} \tag{3.62}
\end{equation*}
$$

is called the minimax value of the testing problem.
Problem 3.88.* For $0<\rho<1$ it holds $0 \leq \mathrm{m}_{\rho}\left(P_{0}, P_{1}\right) \leq \rho(1-\rho)$, where

$$
\begin{array}{rll}
\mathrm{m}_{\rho}\left(P_{0}, P_{1}\right)=0 & \Leftrightarrow & P_{0} \perp P_{1} \\
\mathrm{~m}_{\rho}\left(P_{0}, P_{1}\right)=\rho(1-\rho) & \Leftrightarrow & P_{0}=P_{1}
\end{array}
$$

We consider now the nontrivial case where $P_{0}$ and $P_{1}$ are neither identical nor mutually singular. Let $L_{0,1}$ be the likelihood ratio of $P_{1}$ with respect to $P_{0}$; set $F_{i}(t)=P_{i}\left(L_{0,1} \leq t\right), i=0,1$, and $G=\rho F_{0}+(1-\rho) F_{1}$. As $P_{0}$ and $P_{1}$ are not mutually singular it holds $\lim _{t \uparrow \infty} F_{1}(t)>0$ so that $\lim _{t \uparrow \infty} F_{0}(t)=1$ implies $\lim _{t \uparrow \infty} G(t)>\rho$. Hence $\{t: G(t)>\rho\} \neq \emptyset$ and we may put $c=G^{-1}(\rho)$ (see Definition 2.1) and $\gamma=(G(c)-\rho) \oslash(G(c)-G(c-0))$. Let

$$
\begin{equation*}
\psi(t)=I_{(c, \infty)}(t)+\gamma I_{\{c\}}(t) \tag{3.63}
\end{equation*}
$$

It holds

$$
\begin{aligned}
\rho\left(1-F_{0}(c)+\gamma\left[F_{0}(c)-F_{0}(c-0)\right]\right)- & (1-\rho)\left(F_{1}(c)-\gamma\left[F_{1}(c)-F_{1}(c-0)\right]\right) \\
& =\rho-G(c)+\gamma[G(c)-G(c-0)]=0
\end{aligned}
$$

$$
\rho \mathrm{E}_{0} \psi\left(L_{0,1}\right)=(1-\rho) \mathrm{E}_{1} \psi\left(L_{0,1}\right)
$$

As customary, tests that provide minimax decisions are called, in reference to their power properties, maximin tests.

Theorem 3.89. Let $P_{0}$ and $P_{1}$ be the two distributions of a binary model. If the loss function is defined as in (3.61), then there exists at least one maximin test for $\mathrm{H}_{0}: P_{0}$ versus $\mathrm{H}_{A}: P_{1}$. Every maximin test $\varphi$ satisfies

$$
\begin{equation*}
\rho \mathrm{E}_{0} \varphi=(1-\rho)\left(1-\mathrm{E}_{1} \varphi\right) . \tag{3.64}
\end{equation*}
$$

Every likelihood ratio test that satisfies (3.64) is a maximin test. If $P_{0}$ and $P_{1}$ are not mutually singular, then the test $\psi\left(L_{0,1}\right)$ with $\psi$ from (3.63) is a maximin test. If $0<\mathrm{m}_{\rho}\left(P_{0}, P_{1}\right)<\rho(1-\rho)$, then every maximin test $\varphi$ and $\psi\left(L_{0,1}\right)$ are $\left\{P_{0}, P_{1}\right\}$-a.s. identical outside of $\left\{L_{0,1}=c\right\}$.

Proof. The existence follows from Proposition 3.49. Let $\varphi_{0}$ be any maximin test. If $\rho \mathrm{E}_{0} \varphi_{0} \neq(1-\rho)\left(1-\mathrm{E}_{1} \varphi_{0}\right)$, say $\rho \mathrm{E}_{0} \varphi_{0}<(1-\rho) \mathrm{E}_{1}\left(1-\varphi_{0}\right)$, then we set $\varphi_{\varepsilon}=(1-\varepsilon) \varphi_{0}+\varepsilon$ for a sufficiently small $\varepsilon>0$ and get

$$
\max \left(\rho \mathrm{E}_{0} \varphi_{\varepsilon},(1-\rho)\left(1-\mathrm{E}_{1} \varphi_{\varepsilon}\right)\right)<\max \left(\rho \mathrm{E}_{0} \varphi_{0},(1-\rho)\left(1-\mathrm{E}_{1} \varphi_{0}\right)\right)
$$

which contradicts the assumption that $\varphi_{0}$ is a maximin test. The likelihood ratio test $\psi\left(L_{0,1}\right)$, is according to Theorem 2.60, a Bayes test for a suitable prior. Hence $\psi\left(L_{0,1}\right)$ is maximin by Proposition 3.58. The condition $\mathrm{m}_{\rho}\left(P_{0}, P_{1}\right)>0$ implies $0<\rho<1, \mathrm{E}_{0} \varphi=\mathrm{E}_{0} \psi\left(L_{0,1}\right)>0$, and $\mathrm{E}_{1} \varphi=\mathrm{E}_{1} \psi\left(L_{0,1}\right)<1$. Hence the test $\varphi$ has the same size and the same power as the likelihood ratio test $\psi\left(L_{0,1}\right)$. An application of Theorem 2.45 yields the stated uniqueness.

Problem 3.90. For $\alpha \in(0,1)$, construct a maximin level $\alpha$ test for $\mathbf{H}_{0}: \mathbf{N}\left(\mu_{1}, \sigma_{1}^{2}\right)$ versus $\mathrm{H}_{A}: \mathrm{N}\left(\mu_{2}, \sigma_{2}^{2}\right)$, where $\mu_{1}, \mu_{2} \in \mathbb{R}$ and $\sigma_{1}^{2}, \sigma_{2}^{2}>0$ are fixed given.

### 3.9 Solutions to Selected Problems

Solution to Problem 3.9: It holds

$$
\begin{aligned}
\mathbb{P}\left(X_{i}>\max _{j \neq i} X_{j}\right) & =\int\left[\int \prod_{j \neq i} I_{(-\infty, t)}\left(t_{j}\right) \otimes_{j \neq i} P_{j}\left(d t_{j}\right)\right] P_{i}(d t) \\
& =\int \prod_{j \neq i} F_{j}(t) P_{i}(d t), \quad i=1, \ldots, k .
\end{aligned}
$$

The last equation follows from the continuity of $F_{1}, \ldots, F_{k}$.
Solution to Problem 3.10: Using Problem 3.9 we have

$$
\begin{aligned}
\mathbb{P}\left(X_{i}>\max _{j \neq i} X_{j}\right) & =\int \prod_{j \neq i} \Phi\left(\frac{t-\mu_{j}}{\sigma}\right) \frac{1}{\sigma} \varphi\left(\frac{t-\mu_{i}}{\sigma}\right) d t \\
& =\int \prod_{j \neq i} \Phi\left(s+\frac{\mu_{i}-\mu_{j}}{\sigma}\right) \varphi(s) d s
\end{aligned}
$$

As $\prod_{j \neq i} \Phi\left(s+\left(\mu_{i}-\mu_{j}\right) / \sigma\right)$ is an increasing function of $\mu_{i}-\mu_{j}$ the probability $\mathbb{P}\left(X_{i_{0}}>\max _{j \neq i_{0}} X_{j}\right)$ is maximal if $\mu_{i_{0}}-\mu_{j}$ is maximal for each $j \neq i_{0}$. This is true if and only if $\mu_{i_{0}}=\mu_{[k]}$.

Solution to Problem 3.16: As $\mathfrak{A}_{0}$ is countably generated there exists an increasing sequence of finite partitions $\mathfrak{z}_{n}=\left\{A_{1, n}, \ldots, A_{m_{n}, n}\right\}$ so that $\mathfrak{A}_{0}$ is generated by $\mathfrak{z}_{1}, \mathfrak{z}_{2}, \ldots$. Then for $\mathfrak{A}_{0, n}=\sigma\left(\mathfrak{z}_{n}\right)$ and $f_{n}=\mathrm{E}_{Q_{0}}\left(f \mid \mathfrak{A}_{0, n}\right)$ it holds $\int\left|f_{n}-f\right| d Q_{0} \rightarrow 0$ by Levy's martingale theorem; see Theorem A.34. Modify the finite number of values of $f_{n}$ in such a way that the new function $\widetilde{f}_{n}$ has rational values and the sequence satisfies again $\int\left|\widetilde{f}_{n}-f\right| d Q_{0} \rightarrow 0$. Hence the family of functions $f: \mathcal{X} \rightarrow m \mathbb{Q}$ that are $\mathfrak{A}_{0, n}$-measurable for some $n$ rational values is at most countable and dense in $\mathbb{L}_{1}\left(Q_{0}\right)$.

Solution to Problem 3.24: Let $\Delta_{0}=\left\{\theta_{1}, \theta_{2}, \ldots\right\}$ be a subset that is dense in $\Delta$. $Q=\sum_{k=1}^{\infty} 2^{-k} P_{\theta_{k}}$ is a probability measure. For a fixed $\theta \in \Delta$ choose $k_{l}$ such that $\sup _{B \in \mathfrak{A}} 2\left|P_{\theta_{k_{l}}}(B)-P_{\theta}(B)\right|=\left\|P_{\theta_{k_{l}}}-P_{\theta}\right\| \rightarrow 0$ as $l \rightarrow \infty$. If $Q(A)=0$, then $P_{\theta_{k}}(A)=0$ for every $k$ and $P_{\theta}(A)=0$.

Solution to Problem 3.26: If the statement is not true, then there is a subsequence $\theta_{n} \rightarrow \theta_{0}$, and a sequence $a_{n}$ which may be assumed to be convergent in view of the compactness of $\mathcal{D}$, say $a_{n} \rightarrow a$, such that for some $\varepsilon>0$ it holds $\mid L\left(\theta_{n}, a_{n}\right)-$ $L\left(\theta_{0}, a_{n}\right) \mid \geq \varepsilon$, which contradicts the continuity of $L$.

Solution to Problem 3.31: If $\mathrm{m}(x)<\infty, \boldsymbol{\mu}$-a.e., then for every $A_{n} \in \mathfrak{A}$ with $\boldsymbol{\mu}\left(A_{n}\right)<\infty, \cup_{n=1}^{\infty} A_{n}=\mathcal{X}$, and $B_{N}=\{x: \mathrm{m}(x)<N\}$ it holds $(\mathrm{P} \rho)\left(A_{n} \cap\right.$ $\left.B_{N}\right)=\int_{A_{n} \cap B_{N}} \mathrm{~m}(x) \boldsymbol{\mu}(d x)<\infty$. On the other hand, $C_{n} \uparrow \mathcal{X}$ with $(\mathrm{P} \rho)\left(C_{n}\right)=$ $\int_{C_{n}} \mathrm{~m}(x) \boldsymbol{\mu}(d x)<\infty$ yields $\mathrm{m}(x)<\infty, \boldsymbol{\mu}$-a.e. on $C_{n}$ for every $n$, and therefore $\mathrm{m}(x)<\infty, \boldsymbol{\mu}$-a.e. The statement $d(\mathrm{P} \rho) / d \boldsymbol{\mu}=\mathrm{m}$ follows from $\int_{A} \mathrm{~m}(x) \boldsymbol{\mu}(d x)=$ $\int\left[\int I_{A}(x) f_{\theta}(x) \rho(d \theta)\right] \boldsymbol{\mu}(d x)=\int P_{\theta}(A) \rho(d \theta)$.

Solution to Problem 3.63: The joint density of $\left(X, Y_{2}\right)$ is $\varphi_{\mu_{1}, \Sigma_{1}}\left(x-y_{2}\right) \varphi_{\mu_{2}, \Sigma_{2}}\left(y_{2}\right)$. The marginal density of $X$ is $\varphi_{\mu_{1}+\mu_{2}, \Sigma_{1}+\Sigma_{2}}(x)$. Consider the ratio to get the result.

Solution to Problem 3.73: We have to minimize $r(\rho, a \mid x)$ in (3.28). Hence we have to minimize $g(a)=\frac{1}{2} a^{2} \varphi_{0,1}(x)+\frac{1}{2}(a-c)^{2} \varphi_{0, c}(x)$ which is a convex and differentiable function. The zero of $g^{\prime}(a)$ gives $T_{c}$.

Solution to Problem 3.79: If $x_{n}$ satisfies $\left\|x_{n}\right\| \rightarrow \inf _{x \in K}\|x\|$, then it follows from $\left\|\frac{1}{2}\left(x_{n}+x_{m}\right)\right\| \leq \frac{1}{2}\left\|x_{n}\right\|+\frac{1}{2}\left\|x_{m}\right\|$ that $\lim _{m, n \rightarrow \infty}\left\|\frac{1}{2}\left(x_{n}+x_{m}\right)\right\|=\inf _{x \in K}\|x\|$. Hence

$$
\frac{1}{4}\left\|x_{n}-x_{m}\right\|^{2}=\frac{1}{2}\left\|x_{n}\right\|^{2}+\frac{1}{2}\left\|x_{m}\right\|^{2}-\left\|\frac{1}{2}\left(x_{n}+x_{m}\right)\right\|^{2}
$$

implies $\lim _{m, n \rightarrow \infty}\left\|x_{n}-x_{m}\right\|=0$, so that by the completeness of $\mathbb{R}^{d}$ it holds $x_{n} \rightarrow$ $x_{K}$, where $x_{K} \in K$ as $K$ is closed.

Solution to Problem 3.80: For every $x \in K$ and every $\alpha \in[0,1]$,

$$
0 \leq f(\alpha)=\left\|\alpha(x-z)+(1-\alpha)\left(x_{K}-z\right)\right\|^{2}-\left\|x_{K}-z\right\|^{2}
$$

so that $f(0)=0$ implies

$$
f^{\prime}(0)=2\left(\left\langle x-z, x_{K}-z\right\rangle-\left\|x_{K}-z\right\|^{2}\right) \geq 0
$$

and $\inf _{x \in K}\left\langle x-z, x_{K}-z\right\rangle \geq\left\|x_{K}-z\right\|^{2}>0$.
Solution to Problem 3.81: The convexity of $A(B)$ follows from the convexity of $B$. Let $y \succeq x$ be the coordinatewise semiorder and $y_{n} \rightarrow y, y_{n} \in A(B)$. Then there exist $x_{n} \in B$ with $y_{n} \succeq x_{n}$, and by the compactness of $B$ a convergent subsequence $x_{n_{k}} \rightarrow x \in B$, so that $y \succeq x$ and thus $y \in A(B)$. If $z \notin A(B)$, then by Problem 3.80 there is some $b \in \mathbb{R}^{n}$ with $\langle b, z\rangle<\inf _{y \in A(B)}\langle b, y\rangle$. By construction of $A(B)$ and $z \in \mathbb{R}_{+}^{n}$ each coordinate of $b \neq 0$ must be nonnegative as otherwise $\inf _{y \in A(B)}\langle b, y\rangle=-\infty$. The vector $b$ with nonnegative components can be normalized to be a distribution.

Solution to Problem 3.85: The posterior density is

$$
\begin{aligned}
\pi(\theta \mid x) & =(\mathrm{m}(x) \sqrt{2 \pi})^{-1} \exp \left\{-\frac{1}{2}(\theta-x)^{2}\right\}, \quad \text { where } \\
\mathrm{m}(x) & =\int \frac{1}{\sqrt{2 \pi}} \exp \left\{-\frac{1}{2}(\theta-x)^{2}\right\} \Pi(d \theta)
\end{aligned}
$$

If $T_{\text {nat }}(x)=x$ is a Bayes estimator for the prior $\Pi$, then by $\mathbb{E}(\Theta \mid X=x)=x$,

$$
\begin{aligned}
& \int \frac{1}{\sqrt{2 \pi}} \theta \exp \left\{-\frac{1}{2}(\theta-x)^{2}\right\} \Pi(d \theta)=x \mathrm{~m}(x), \quad \lambda \text {-a.e. } \\
& \int(\theta-x) \exp \left\{-\frac{1}{2}(\theta-x)^{2}\right\} \Pi(d \theta)=0, \quad \lambda \text {-a.e. }
\end{aligned}
$$

The function $g(x)=\int \exp \left\{-\frac{1}{2}(\theta-x)^{2}\right\} \Pi(d \theta)$ is continuously differentiable and $g^{\prime}=0 \boldsymbol{\lambda}$-a.e. Hence $g$ is a constant. As $g(0)>0$ and $\lim _{x \rightarrow \infty} g(x)=0$ we get a contradiction.

Solution to Problem 3.88: Let $\varphi$ be a test with

$$
\mathrm{m}_{\rho}\left(P_{0}, P_{1}\right)=\max \left(\rho \mathrm{E}_{0} \varphi,(1-\rho) \mathrm{E}_{1}(1-\varphi)\right)
$$

If $m_{\rho}\left(P_{0}, P_{1}\right)=0$, then $E_{0} \varphi=E_{1}(1-\varphi)=0$, and $P_{0}(\varphi=0)=1, P_{1}(\varphi=0)=0$ implies $P_{0} \perp P_{1}$. If $P_{0} \perp P_{1}$, then for some $A, P_{0}(A)=0=1-P_{1}(A) . \varphi=I_{A}$ yields $m_{\rho}\left(P_{0}, P_{1}\right)=0$. Let $\psi_{1-\rho}\left(L_{0,1}\right)$ be the best level $1-\rho$ test with $E_{0} \varphi=1-\rho$. Then by Problem 2.47 $E_{1}\left(1-\psi_{1-\rho}\left(L_{0,1}\right)\right) \leq \rho$ with equality if and only if $P_{0}=P_{1}$.

## Comparison of Models, Reduction by Sufficiency

### 4.1 Comparison and Randomization of Models

A statistical inference on an unknown distribution parameter is made after observations have been drawn that contain information about it. Hereby it is clear that samples of larger sizes would produce more information. Large sets of data, however, may become too unwieldy. Then summary data, such as the sample mean or sample variance, may be utilized instead to get some insight into the situation and to draw first conclusions. It is clear that there may be some loss of information if we take into account only such summary data for our inference, which in turn may have a negative effect on the quality of the inference. Some framework that provides a precise formulation of the loss of information due to the reduction of data becomes necessary. We start with a statistical model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, another measurable space $(\mathcal{Y}, \mathfrak{B})$, and a statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ that provides the reduction of the data from $x \in \mathcal{X}$ to $T(x) \in \mathcal{Y}$. Here we call

$$
\begin{equation*}
\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right), \quad \text { where } Q_{\theta}=P_{\theta} \circ T^{-1}, \theta \in \Delta \tag{4.1}
\end{equation*}
$$

the reduced model.
Example 4.1. Let $(\mathcal{X}, \mathfrak{A})=\left(\mathbb{R}^{n}, \mathfrak{B}_{n}\right)$. For a sample $X_{1}, \ldots, X_{n}$ we consider the rank statistic $R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)$ that has been introduced in (2.5). $R_{n}$ takes on values in $\{1, \ldots, n\}^{n}$ and gives information on the order relations between the observations, but does not say anything about their values. On the other hand, together with the order statistic $X_{[\cdot]}=\left(X_{[1]}, \ldots, X_{[n]}\right)$ in (2.5) the sample $X_{1}, \ldots, X_{n}$ can be reconstructed from $\left(R_{n}, X_{[\cdot]}\right)$, and therefore ( $R_{n}, X_{[\cdot]}$ ) carries the complete information that is contained in the data. However, if we use only $R_{n}$, or only $X_{[\cdot]}$, then the full information cannot be exploited.

In some situations the reduction of data is not made by the statistician. Instead, the observation process is incomplete and even possibly disturbed by random errors.

Example 4.2. In reliability theory, when random lifetimes are considered, it is typical that the lifetimes can only be observed up to certain time points. The simplest case is where from an i.i.d. sample $X_{1}, \ldots, X_{n}$ of lifetimes we can only observe $X_{1} \wedge$ $c, \ldots, X_{n} \wedge c$, where $c>0$ is a given constant. More generally, let $C_{1}, \ldots, C_{n}$ be i.i.d. censoring times. Suppose that we can observe only $\left(X_{1} \wedge C_{1}, D_{1}\right), \ldots,\left(X_{n} \wedge\right.$ $\left.C_{n}, D_{n}\right)$, where $D_{i}=I_{\left[C_{i}, \infty\right)}\left(X_{i}\right), i=1, \ldots, n$. In this model, which is called a random censorship model, we may observe only the minimum of the lifetime and the censoring time, but in addition we get the information whether this value was a lifetime or a censoring time.

Occasionally, in interviews additional errors are included on purpose by the statistician in order to protect the identities of interviewed people.
Example 4.3. Here we consider a randomized response technique that is used, among others, in sampling surveys when a sensitive question about a personality property $\mathfrak{E}$, say, is asked that a person may perhaps not want to answer truthfully. $\mathfrak{E}$ may, for example, stand for using drugs. Let $X=1$ if the interviewed person has property $\mathfrak{E}$, and let $X=0$ otherwise. Suppose we want to estimate the proportion of people that have property $\mathfrak{E}$. In an interview two questions are presented to a respondent. The first is whether the respondent's social security number is even, and the second is whether the respondent has the property $\mathfrak{E}$. Instead of answering both questions the respondent is now asked to flip a coin and not to reveal the result to the interviewer. Then the respondent is asked to answer the first question if the coin had turned up "tails", and to answer the second question if the coin had turned up "heads". Here it can be assumed that the respondent will answer truthfully.

Let $Z=0$ if the coin turns up "tails", and let $Z=1$ otherwise. Moreover, let $S=$ 1 if the respondent's social security number is even, and let $S=0$ otherwise. What the interviewer observes in this setting is $Y:=(1-Z) S+Z X$. The random variable $X$ remains hidden from the interviewer, and he cannot find out whether the respondent has the property $\mathfrak{E}$, as long as he does not know whether the respondent's social security number is even or odd. There are several other randomization techniques available for estimating proportions that circumvent possibly biased answers. For further details we refer to Chaudhuri and Mukerjee (1988).

The examples 4.2 and 4.3 are covered by the following more general setup. Let $X$ be a random variable that takes on values in $(\mathcal{X}, \mathfrak{A})$. Let $V$ be another random variable with values in $(\mathcal{V}, \mathfrak{V})$ that is independent of $X$. Let $(\mathcal{Y}, \mathfrak{B})$ be a third measurable space, $g: \mathcal{X} \times \mathcal{V} \rightarrow_{m} \mathcal{Y}$, and suppose that $Y=g(X, V)$ is the random variable that we observe. Then by the independence of $X$ and $V$ for any $B \in \mathfrak{B}$ it holds

$$
\mathrm{K}(B \mid x):=\mathbb{E}\left(I_{B}(Y) \mid X=x\right)=\mathbb{E} I_{B}(g(x, V)), \quad x \in \mathcal{X},
$$

where the right-hand side determines the version of the conditional expectation used in the middle. It is easy to see that K is a stochastic kernel that satisfies

$$
\begin{align*}
(\mathcal{L}(Y, X))(C) & =(\mathrm{K} \otimes P)(C)=\int\left[\int I_{C}(x, y) \mathrm{K}(d y \mid x)\right] P(d x) \quad \text { and } \\
(\mathcal{L}(Y))(B) & =(\mathrm{K} P)(B)=\int \mathrm{K}(B \mid x) P(d x), \quad P=\mathcal{L}(X) \tag{4.2}
\end{align*}
$$

The two equations in (4.2) describe a fairly general situation of restrictedly observable data and lead to the following definition.
Definition 4.4. Given a model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, a measurable space $(\mathcal{Y}, \mathfrak{B})$, and a stochastic kernel $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$, we call the model $\mathcal{N}=$ $\left(\mathcal{Y}, \mathfrak{B},\left(\mathrm{K} P_{\theta}\right)_{\theta \in \Delta}\right)$ the randomization of $\mathcal{M}$ by the kernel K , and we write $\mathcal{N}=$ KM.

For $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ we introduce the special kernel K by setting $\mathrm{K}(\cdot \mid x)=$ $\boldsymbol{\delta}_{T(x)}$. Then $\mathrm{K} P_{\theta}=P_{\theta} \circ T^{-1}$ so that the reduced model in (4.1) is a special case of randomization.

Up to this point we have studied situations where a possible random influence on the data leads to a new model which we know is a randomization of the original model. Now we look at the more general situation where any two models $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ are given and we want to decide, say, if $\mathcal{N}$ is a randomization of $\mathcal{M}$. This allows us to clarify if $\mathcal{M}$ contains more information on the parameter than $\mathcal{N}$. To this end we formulate first necessary conditions. We already know that the application of a stochastic kernel to distributions is a contraction in the sense that the distance between the new distributions does not exceed the original distance if the distance is measured by means of v-divergences. Indeed, the monotonicity theorem for v divergences (see Theorem 1.70) and the corresponding statement for Hellinger transforms in Proposition 1.93 show that for $\left(Q_{\theta}\right)_{\theta \in \Delta}=\left(\mathrm{K} P_{\theta}\right)_{\theta \in \Delta}$ it holds

$$
\begin{align*}
\mathrm{I}_{\mathrm{v}}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) & \geq \mathrm{I}_{\mathrm{v}}\left(Q_{\theta_{1}}, Q_{\theta_{2}}\right), \quad \theta_{1}, \theta_{2} \in \Delta,  \tag{4.3}\\
\mathrm{H}_{s}\left(P_{\theta_{1}}, \ldots, P_{\theta_{k}}\right) & \leq \mathrm{H}_{s}\left(Q_{\theta_{1}}, \ldots, Q_{\theta_{k}}\right), \quad \theta_{1}, \ldots, \theta_{k} \in \Delta, s \in \mathbf{S}_{k}^{o} .
\end{align*}
$$

Although the inequalities in (4.3) are only necessary conditions for a randomization they are also sufficient if we restrict ourselves to special families of distributions.
Example 4.5. For fixed positive $\sigma^{2}$ and $\tau^{2}$ we consider the models

$$
\mathcal{M}=\left(\mathbb{R}, \mathfrak{B},\left(\mathbb{N}\left(\mu, \sigma^{2}\right)_{\mu \in \mathbb{R}}\right) \quad \text { and } \quad \mathcal{N}=\left(\mathbb{R}, \mathfrak{B},\left(\mathbb{N}\left(\mu, \tau^{2}\right)_{\mu \in \mathbb{R}}\right) .\right.\right.
$$

If $\sigma^{2} \leq \tau^{2}$, then

$$
\mathrm{N}\left(\mu, \tau^{2}\right)=\mathrm{N}\left(\mu, \sigma^{2}\right) * \mathrm{~N}\left(0, \tau^{2}-\sigma^{2}\right),
$$

so that $\mathcal{N}=\mathrm{K} \mathcal{M}$, where K is the convolution kernel $\mathrm{K}(A \mid x)=\left(\mathrm{N}\left(0, \tau^{2}-\sigma^{2}\right)\right)(A-x)$.
Conversely, suppose that $\mathcal{N}=\mathrm{K} \mathcal{M}$ for some kernel K . Then

$$
\mathrm{H}_{s}\left(\mathrm{~N}\left(\mu_{1}, \sigma^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma^{2}\right)\right) \leq \mathrm{H}_{s}\left(\mathrm{~N}\left(\mu_{1}, \tau^{2}\right), \mathrm{N}\left(\mu_{2}, \tau^{2}\right)\right), \quad 0<s<1
$$

and by (1.79) and (4.3),

$$
\begin{aligned}
& \mathrm{H}_{1 / 2}\left(\mathrm{~N}\left(\mu_{1}, \sigma^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma^{2}\right)\right)=\exp \left\{-\frac{1}{8} \frac{\left(\mu_{1}-\mu_{2}\right)^{2}}{\sigma^{2}}\right\} \\
& \leq \exp \left\{-\frac{1}{8} \frac{\left(\mu_{1}-\mu_{2}\right)^{2}}{\tau^{2}}\right\}=\mathrm{H}_{1 / 2}\left(\mathrm{~N}\left(\mu_{1}, \tau^{2}\right), \mathrm{N}\left(\mu_{2}, \tau^{2}\right)\right)
\end{aligned}
$$

which means $\sigma^{2} \leq \tau^{2}$. Altogether we have obtained that $\mathcal{N}=\mathrm{K} \mathcal{M}$ if and only if $\sigma^{2} \leq \tau^{2}$.

In Example 4.5 we used a normally distributed $Z$ to randomize the model $\mathcal{M}$. The question that remains open is whether another random variable could have been used instead.
Problem 4.6.* If $X$ and $Z$ are independent with $\mathcal{L}(X)=\mathrm{N}\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $\mathcal{L}(Y)=$ $\mathrm{N}\left(\mu_{2}, \sigma_{2}^{2}\right)$, then it holds $\mathcal{L}(Y)=\mathcal{L}(X+Z)$ if and only if $\sigma_{1}^{2} \leq \sigma_{2}^{2}$ and $\mathcal{L}(Z)=$ $\mathrm{N}\left(\mu_{2}-\mu_{1}, \sigma_{2}^{2}-\sigma_{1}^{2}\right)$.

Problem 4.7.* Let $\Sigma_{1}$ be nonsingular. $\left(\mathrm{N}\left(\mu, \Sigma_{2}\right)\right)_{\mu \in \mathbb{R}^{d}}$ is a randomization of $\left(\mathrm{N}\left(\mu, \Sigma_{1}\right)\right)_{\mu \in \mathbb{R}^{d}}$ if and only if $\Sigma_{1} \preceq \Sigma_{2}$ in the Löwner semiorder, i.e., $u^{T}\left(\Sigma_{2}-\Sigma_{1}\right) u \geq$ $0, u \in \mathbb{R}^{d}$.

In the above problem multivariate normal distributions are compared. The more general situation of linear models with normally distributed errors is studied in Lehmann (1988), Torgersen (1991), and Luschgy (1992b).

For fixed variances the two families compared in Example 4.5 are location models with parent normal distributions. The question arises as to whether similar statements can be made for any location model. This problem was first studied by Boll (1955). His result has been generalized by many authors and is called the convolution theorem. Here we present only a special version of the general convolution theorem. We refer to Strasser (1985), Theorem 55.12, for the general case and its proof.

Theorem 4.8. Let $P$ and $Q$ be distributions on the Borel sets of $\mathbb{R}^{d}$, and set $\mathcal{M}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},(P(\cdot-\theta))_{\theta \in \mathbb{R}}\right)$ and $\mathcal{N}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},(Q(\cdot-\theta))_{\theta \in \mathbb{R}}\right)$. Then the following holds. Model $\mathcal{N}$ is a randomization of $\mathcal{M}$ if and only if there exists a distribution $R$ such that $Q=R * P$.

To see that $Q=R * P$ leads to a randomization, we set $P_{\theta}(B)=P(B-\theta)$, $Q_{\theta}(B)=Q(B-\theta)$ and introduce K as convolution kernel $\mathrm{K}(B \mid x)=R(B-x)$. Then

$$
Q_{\theta}(B)=\int P_{\theta}(B-x) R(d x)=\int R(B-x) P_{\theta}(x)=\left(\mathrm{K} P_{\theta}\right)(B)
$$

Now we consider decision-theoretic consequences of the concept of randomization. Whenever two models $\mathcal{M}$ and $\mathcal{N}$ are simultaneously under consideration, then we indicate by a subscript $\mathcal{M}$ or $\mathcal{N}$ at a decision D to which model it belongs. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model and $\mathcal{N}=\mathrm{K} \mathcal{M}=$ $\left(\mathcal{Y}, \mathfrak{B},\left(\mathrm{K} P_{\theta}\right)_{\theta \in \Delta}\right)$ be a randomization of $\mathcal{M}$. Let $L(\theta, \cdot): \mathcal{D} \rightarrow_{m} \mathbb{R}$ be a bounded loss function and $\mathrm{D}_{\mathcal{N}}: \mathfrak{D} \times \mathcal{Y} \rightarrow_{k}[0,1]$ a decision for the model $\mathcal{N}$. Using Fubini's theorem for stochastic kernels (see Proposition A.40) and the definition of $\mathrm{K} P_{\theta}$ in (4.2), the risk function may be written as

$$
\begin{aligned}
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right) & =\int\left[\int L(\theta, a) \mathrm{D}_{\mathcal{N}}(d a \mid y)\right]\left(\mathrm{K} P_{\theta}\right)(d y) \\
& =\int\left[\int L(\theta, a)\left(\mathrm{D}_{\mathcal{N}} \mathrm{K}\right)(d a \mid x)\right] P_{\theta}(d x)=\mathrm{R}\left(\theta,\left(\mathrm{D}_{\mathcal{N}} \mathrm{K}\right)_{\mathcal{M}}\right), \quad \text { where } \\
\left(\mathrm{D}_{\mathcal{N}} \mathrm{K}\right)_{\mathcal{M}}(A \mid x) & =\int \mathrm{D}_{\mathcal{N}}(A \mid y) \mathrm{K}(d y \mid x), \quad A \in \mathfrak{D}, x \in \mathcal{X},
\end{aligned}
$$

is again a stochastic kernel, and $\left(\mathrm{D}_{\mathcal{N}} \mathrm{K}\right)_{\mathcal{M}}$ is a decision for the model $\mathcal{M}$. This means that for every decision $D_{\mathcal{N}}$ for the model $\mathcal{N}$ there is a decision $\left(D_{\mathcal{N}} K\right)_{\mathcal{M}}$ for the model $\mathcal{M}$ such that the associated risk functions are the same. Hence a minimization over a set of decisions will lead for the model $\mathcal{M}$ to a smaller risk than the minimization for the model $\mathcal{N}$.

Now we consider the case where the risk function of the model $\mathcal{N}$ is only up to some $\varepsilon \geq 0$ larger than the risk function of the model $\mathcal{M}$. For every loss function $L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}$ we set $\|L\|_{u}=\sup _{\theta \in \Delta, a \in \mathcal{D}}|L(\theta, a)|$. The following definition is taken from Torgersen (1991), Section 6.2.

Definition 4.9. For $\varepsilon \geq 0$ a model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is called $\varepsilon$-deficient with respect to $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ if for every finite subset $\digamma \subseteq \Delta$, every finite decision space $\mathcal{D}$, every loss function $L$ with $\|L\|_{u} \leq 1$, and every $\mathrm{D}_{\mathcal{N}}$ : $\mathfrak{D} \times \mathcal{Y} \rightarrow_{k}[0,1]$, there exists $a \mathrm{D}_{\mathcal{M}}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
\begin{equation*}
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right)+\varepsilon, \quad \theta \in \digamma \tag{4.4}
\end{equation*}
$$

In this case we write $\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$. If $\mathcal{M}$ is 0 -deficient with respect to $\mathcal{N}$, then we call $\mathcal{M}$ at least as informative as $\mathcal{N}$ and write $\mathcal{M} \succeq \mathcal{N}$ instead of $\mathcal{M} \succeq^{0} \mathcal{N}$. If $\mathcal{M} \succeq \mathcal{N}$ and $\mathcal{N} \succeq \mathcal{M}$, then we call $\mathcal{M}$ and $\mathcal{N}$ equivalent and write $\mathcal{M} \sim \mathcal{N}$.

If $L$ is any bounded loss function, with absolute value not necessarily bounded by 1 , then we may switch from $L$ to $\widetilde{L}=\left(\sup _{a \in \mathcal{D}}|L(\theta, a)|\right)^{-1} L$ and see that (4.4) is equivalent to

$$
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right)+\varepsilon \sup _{a \in \mathcal{D}}|L(\theta, a)|, \quad \theta \in \digamma
$$

Similarly, in terms of nonnegative and bounded loss functions we can say that (4.4) is equivalent to

$$
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right)+\frac{\varepsilon}{2} \sup _{a \in \mathcal{D}} L(\theta, a), \quad \theta \in \digamma
$$

for every nonnegative and bounded loss function $L$.
Let $\mathfrak{F}(\Delta)$ denote the system of all finite subsets of $\Delta$, and let $\mathcal{M}_{\digamma}$ be the finite submodel of $\mathcal{M}$ that is obtained from $\mathcal{M}$ by restricting the parameter set to some $\digamma \in \mathfrak{F}(\Delta)$. It is immediately clear from the definition that

$$
\mathcal{M} \succeq^{\varepsilon} \mathcal{N} \quad \text { if and only if } \quad \mathcal{M}_{\digamma} \succeq^{\varepsilon} \mathcal{N}_{\digamma} \quad \text { for every } \digamma \in \mathfrak{F}(\Delta)
$$

Corollary 4.10. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ be two statistical models. If there is a kernel $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
\begin{equation*}
\left\|\mathrm{K} P_{\theta}-Q_{\theta}\right\| \leq \varepsilon, \quad \theta \in \Delta \tag{4.5}
\end{equation*}
$$

then $\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$, and especially

$$
\mathcal{N}=\mathrm{K} \mathcal{M} \quad \text { implies } \quad \mathcal{M} \succeq \mathcal{N}
$$

Proof. If $\|L\|_{u} \leq 1$, then

$$
\begin{aligned}
& \mathrm{R}\left(\theta,\left(\mathrm{D}_{\mathcal{N}} \mathrm{K}\right)_{\mathcal{M}}\right)=\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right)+\int\left[\int L(\theta, a) \mathrm{D}_{\mathcal{N}}(d a \mid y)\right]\left(\mathrm{K} P_{\theta}-Q_{\theta}\right)(d y) \\
& \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right)+\left\|\mathrm{K} P_{\theta}-Q_{\theta}\right\| \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right)+\varepsilon
\end{aligned}
$$

where the first inequality follows from the inequality in Problem 1.80.
Problem 4.11.* Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model. Assume that there is a $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ where $T$ is a mapping onto $B \in \mathfrak{B}$ and the inverse mapping $S: B \rightarrow \mathcal{X}$ is measurable with respect to $\mathfrak{B}_{B}=\{C: C \in \mathfrak{B}, C \subseteq B\}$. If $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ with $Q_{\theta}=P_{\theta} \circ T^{-1}$, then $\mathcal{M}$ and $\mathcal{N}$ are mutual randomizations of each other and therefore equivalent.

Problem 4.12. Suppose that for the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the $\sigma$-algebra $\mathfrak{A}$ is finite with the atoms $A_{1}, \ldots, A_{m}$. Let $\mathcal{Y}=\left\{y_{1}, \ldots, y_{m}\right\}$ be any set. If $Q_{\theta}$ is defined by $Q_{\theta}\left(\left\{y_{i}\right\}\right)=P_{\theta}\left(A_{i}\right), i=1, \ldots, m$, then $\mathcal{M}$ and $\mathcal{N}$ are mutual randomizations of each other and therefore equivalent.

Next we establish a criterion which states that under certain conditions (4.5) is not only sufficient but also necessary for the relation $\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$. This criterion, called the randomization criterion, is shown to play a crucial role when we deal with the convergence of models in the next section. Setting up this randomization criterion requires some technical preparations. One step hereby is a simple special version of the classical minimax theorem. As we need only a special result we prove this statement directly. For a general form of the minimax theorem we refer to LeCam and Yang (1990) and to Torgersen (1991) for the relations to game theory. Recall that a subset $\mathbb{L} \subseteq \mathbb{R}^{d}$ is called a polytope if it is the convex hull of a finite number of vectors from $\mathbb{R}^{d}$.

Lemma 4.13. Let $\mathbb{K} \subseteq \mathbb{R}^{k}$ be a convex and compact set and $\mathbb{L} \subseteq \mathbb{R}^{d}$ be a polytope. If $\Psi: \mathbb{K} \times \mathbb{L} \rightarrow \mathbb{R}$ is continuous and satisfies

$$
\begin{align*}
& \Psi\left(\alpha y_{1}+(1-\alpha) y_{2}, z\right)=\alpha \Psi\left(y_{1}, z\right)+(1-\alpha) \Psi\left(y_{2}, z\right)  \tag{4.6}\\
& \Psi\left(y, \alpha z_{1}+(1-\alpha) z_{2}\right)=\alpha \Psi\left(y, z_{1}\right)+(1-\alpha) \Psi\left(y, z_{2}\right)
\end{align*}
$$

for $\alpha \in[0,1], y, y_{1}, y_{2} \in \mathbb{K}$, and $z, z_{1}, z_{2} \in \mathbb{L}$, then there is some $y_{0}$ with

$$
\sup _{z \in \mathbb{L}} \Psi\left(y_{0}, z\right)=\inf _{y \in \mathbb{K}} \sup _{z \in \mathbb{L}} \Psi(y, z)=\sup _{z \in \mathbb{L}} \inf _{y \in \mathbb{K}} \Psi(y, z)
$$

Proof. The inequality

$$
\begin{equation*}
\underline{v}:=\sup _{z \in \mathbb{L}} \inf _{y \in \mathbb{K}} \Psi(y, z) \leq \inf _{y \in \mathbb{K}} \sup _{z \in \mathbb{L}} \Psi(y, z)=: \bar{v} . \tag{4.7}
\end{equation*}
$$

holds in any case. To prove the converse inequality we note that we may assume that $\Psi$ is nonnegative and $\mathbb{L}$ is the convex hull of $z_{1}, \ldots, z_{N}$. By the assumption on $\Psi$ the set

$$
\widetilde{K}=\left\{\left(\Psi\left(y, z_{1}\right), \ldots, \Psi\left(y, z_{N}\right)\right), \quad y \in \mathbb{K}\right\}
$$

is a compact and convex subset of $\mathbb{R}_{+}^{N}$. For any $\alpha_{i} \geq 0$ with $\sum_{i=1}^{N} \alpha_{i}=1$,

$$
\inf _{y \in \mathbb{K}} \sum_{i=1}^{N} \alpha_{i} \Psi\left(y, z_{i}\right)=\inf _{y \in \mathbb{K}} \Psi\left(y, \sum_{i=1}^{N} \alpha_{i} z_{i}\right) \leq \underline{v}
$$

By Problem 3.81 there is some $y_{0} \in \mathbb{K}$ such that $\left(\Psi\left(y_{0}, z_{1}\right), \ldots, \Psi\left(y_{0}, z_{N}\right)\right)$ is, with respect to the componentwise semiorder, not larger than the vector $(\underline{v}, \ldots, \underline{v})$, i.e., $\Psi\left(y_{0}, z_{i}\right) \leq \underline{v}, i=1, \ldots, N$. As every $z \in \mathbb{L}$ is a convex linear combination of the $z_{i}$ we get $\sup _{z \in \mathbb{L}} \Psi\left(y_{0}, z\right) \leq \underline{v}$ and thus

$$
\bar{v}=\inf _{y \in \mathbb{K}} \sup _{z \in \mathbb{L}} \Psi(y, z) \leq \sup _{z \in \mathbb{L}} \Psi\left(y_{0}, z\right) \leq \underline{v}
$$

which together with (4.7) completes the proof.
In the definition of $\varepsilon$-deficiency the risk functions are compared pointwise. For later purpose, when we deal with the convergence of models, we need also characterizations in terms of the Bayes risk and in terms of the performance function. The latter assigns to each $\theta$ the distribution of the decision, i.e., this function is defined by $\theta \mapsto \mathrm{D} P_{\theta}$. The following theorem is Corollary 6.3.2 in Torgersen (1991).

Theorem 4.14. For any two statistical models $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{i}\right)_{i \in \Delta}\right)$ and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{i}\right)_{i \in \Delta}\right)$ with a common finite parameter set $\Delta$, any finite decision space $\mathcal{D}$, and any $\varepsilon \geq 0$, the following statements are equivalent.
(A) Pointwise comparison of risk:

For every loss function $L$ with $\|L\|_{u} \leq 1$ and every decision $\mathrm{D}_{\mathcal{N}}$ there exists a decision $\mathrm{D}_{\mathcal{M}}$ with

$$
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right)+\varepsilon, \quad \theta \in \Delta
$$

(B) Comparison of Bayes risks:

For every loss function $L$ with $\|L\|_{u} \leq 1$, every prior $\Pi$ on $\Delta$, and every decision $\mathrm{D}_{\mathcal{N}}$, there exists a decision $\mathrm{D}_{\mathcal{M}}$ with

$$
\mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}}\right) \leq \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{N}}\right)+\varepsilon
$$

(C) Comparison of performance functions:

For every decision $\mathrm{D}_{\mathcal{N}}$ there exists a decision $\mathrm{D}_{\mathcal{M}}$ with

$$
\sum_{a \in \mathcal{D}}\left|\int \mathrm{D}_{\mathcal{M}}(\{a\} \mid x) P_{\theta}(d x)-\int \mathrm{D}_{\mathcal{N}}(\{a\} \mid x) Q_{\theta}(d x)\right| \leq \varepsilon, \quad \theta \in \Delta
$$

Proof. $(A) \rightarrow(B)$ is a consequence of $r\left(\Pi, \mathrm{D}_{\mathcal{M}}\right)=\sum_{\theta \in \Delta} \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right) \Pi(\{\theta\})$ and a similar relation for $\mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{N}}\right)$.

To show $(B) \rightarrow(C)$, let $\Delta=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ and $\mathcal{D}=\left\{a_{1}, \ldots, a_{N}\right\}$. We set for any prior $\Pi$ with $\pi_{i}:=\Pi\left(\left\{\theta_{i}\right\}\right)>0$ for every $i=1, \ldots, m$,

$$
\begin{align*}
& M\left(\mathrm{D}_{\mathcal{M}}, L\right):=\left(\mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}}\right)-\mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{N}}\right)\right)-\varepsilon  \tag{4.8}\\
= & \left(\sum_{i=1}^{m} \sum_{j=1}^{N}\left[\pi_{i} \int L\left(\theta_{i}, a_{j}\right) \mathrm{D}_{\mathcal{M}}\left(\left\{a_{j}\right\} \mid x\right) P_{\theta_{i}}(d x)-\pi_{i} \gamma_{i, j}\right]\right)-\varepsilon, \\
\gamma_{i, j}= & \int L\left(\theta_{i}, a_{j}\right) \mathrm{D}_{\mathcal{N}}\left(\left\{a_{j}\right\} \mid y\right) Q_{\theta_{i}}(d y), \quad i=1, \ldots, m, j=1, \ldots, N .
\end{align*}
$$

Denote by $\mathbb{D}$ the set of all decisions $D_{\mathcal{M}}$ for the model $\mathcal{M}$. Set

$$
\begin{aligned}
\mathbb{K} & =\left\{\left(\int \mathrm{D}_{\mathcal{M}}\left(\left\{a_{1}\right\} \mid x\right) P_{\theta_{1}}(d x), \ldots, \int \mathrm{D}_{\mathcal{M}}\left(\left\{a_{N}\right\} \mid x\right) P_{\theta_{m}}(d x)\right): \mathrm{D}_{\mathcal{M}} \in \mathbb{D}\right\} \\
\mathbb{L} & =\mathrm{X}_{i=1}^{m}\left[-\pi_{i}, \pi_{i}\right]^{N}
\end{aligned}
$$

The set $\mathbb{K}$ is convex and by the compactness theorem (see Theorem 3.21) is a compact subset of $\mathbb{R}^{m N}$, and $\mathbb{L}$ is a polytope. Put

$$
\begin{aligned}
y & =\left(\int \mathrm{D}_{\mathcal{M}}\left(\left\{a_{j}\right\} \mid x\right) P_{\theta_{i}}(d x)\right)_{1 \leq i \leq m, 1 \leq j \leq N} \in \mathbb{K} \\
z & =\left(\pi_{i} L\left(\theta_{i}, a_{j}\right)\right)_{1 \leq i \leq m, 1 \leq j \leq N} \in \mathbb{L}
\end{aligned}
$$

and $\Psi(y, z)=M\left(\mathrm{D}_{\mathcal{M}}, L\right)$. The function $\Psi(y, z)$ is continuous and satisfies the conditions in (4.6). Thus by Lemma 4.13 there is some decision $D_{\mathcal{M}}^{(0)}$ with

$$
\sup _{L \in \mathbb{L}} M\left(\mathrm{D}_{\mathcal{M}}^{(0)}, L\right)=\inf _{\mathbb{D} \in \mathbb{D}} \sup _{L \in \mathbb{L}} M\left(\mathrm{D}_{\mathcal{M}}, L\right)=\sup _{L \in \mathbb{L}} \inf _{\mathcal{D} \in \mathbb{D}} M\left(\mathrm{D}_{\mathcal{M}}, L\right) \leq 0,
$$

where the inequality on the right-hand side follows from condition $(B)$ and the representation (4.8). Hence,

$$
\begin{aligned}
& \sup _{\|L\|_{u} \leq 1} \sum_{i=1}^{m} \sum_{j=1}^{N} \pi_{i} L\left(\theta_{i}, a_{j}\right) \\
& \quad \times\left[\int \mathrm{D}_{\mathcal{M}}^{(0)}\left(\left\{a_{j}\right\} \mid x\right) P_{\theta_{i}}(d x)-\int \mathrm{D}_{\mathcal{N}}\left(\left\{a_{j}\right\} \mid y\right) Q_{\theta_{i}}(d y)\right] \leq \varepsilon
\end{aligned}
$$

Now we fix $i_{0} \in\{1, \ldots, m\}$ and a function $g: \mathcal{D} \rightarrow[-1,1]$. We set $L\left(\theta_{i_{0}}, a_{j}\right)=$ $g\left(a_{j}\right)$ and $L\left(\theta_{i}, a_{j}\right)=0$ for $i \neq i_{0}$. Then by $\pi_{i_{0}}>0$,

$$
\sup _{\|g\|_{u} \leq 1} \sum_{j=1}^{N} g\left(a_{j}\right)\left[\int \mathbf{D}_{\mathcal{M}}^{(0)}\left(\left\{a_{j}\right\} \mid x\right) P_{\theta_{i_{0}}}(d x)-\int \mathrm{D}_{\mathcal{N}}\left(\left\{a_{j}\right\} \mid y\right) Q_{\theta_{i_{0}}}(d y)\right] \leq \frac{\varepsilon}{\pi_{i_{0}}} .
$$

To get $(C)$ we let $\pi_{i_{0}} \uparrow 1$ and set $g\left(a_{j}\right)=1$ if

$$
\int \mathbf{D}_{\mathcal{M}}^{(0)}\left(\left\{a_{j}\right\} \mid x\right) P_{\theta_{i_{0}}}(d x) \geq \int L\left(i_{0}, a_{j}\right) \mathrm{D}_{\mathcal{N}}\left(\left\{a_{j}\right\} \mid y\right) Q_{\theta_{i_{0}}}(d y)
$$

and $g\left(a_{j}\right)=-1$ otherwise. To prove $(C) \rightarrow(A)$, for $i=1, \ldots, m$ it holds

$$
\begin{aligned}
& \left|\mathrm{R}\left(\theta_{i}, \mathrm{D}_{\mathcal{M}}\right)-\mathrm{R}\left(\theta_{i}, \mathrm{D}_{\mathcal{N}}\right)\right| \\
\leq & \left|\sum_{j=1}^{N} L\left(\theta_{i}, a_{j}\right)\left[\int \mathrm{D}_{\mathcal{M}}\left(\left\{a_{j}\right\} \mid x\right) P_{\theta_{i}}(d x)-\int \mathrm{D}_{\mathcal{N}}\left(\left\{a_{j}\right\} \mid y\right) Q_{\theta_{i}}(d y)\right]\right| \\
\leq & \sum_{j=1}^{N}\left|\int \mathrm{D}_{\mathcal{M}}\left(\left\{a_{j}\right\} \mid x\right) P_{\theta_{i}}(d x)-\int \mathrm{D}_{\mathcal{N}}\left(\left\{a_{j}\right\} \mid y\right) Q_{\theta_{i}}(d y)\right| \leq \varepsilon
\end{aligned}
$$

A simple fact, with far-reaching consequences, is that in the comparison of two finite models we have to consider only the minimal Bayes risks, i.e., the Bayes risks of the two problems. For a fixed decision space $\mathcal{D}$ denote by $\mathbb{D}_{\mathcal{M}}$ and $\mathbb{D}_{\mathcal{N}}$ the set of all decisions for model $\mathcal{M}$ and $\mathcal{N}$, respectively.

Corollary 4.15. Under the assumptions of Theorem 4.14, if the conditions $(A)-(C)$ are satisfied, the following holds. $\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$ if and only if for every finite decision space $\mathcal{D}$, for every loss function $L$ with $\|L\|_{u} \leq 1$, and for every prior $\Pi$

$$
\begin{equation*}
\inf _{D \in \mathbb{D}_{\mathcal{M}}} r(\Pi, \mathrm{D}) \leq \inf _{\mathrm{D} \in \mathbb{D}_{\mathcal{N}}} r(\Pi, \mathrm{D})+\varepsilon \tag{4.9}
\end{equation*}
$$

Proof. As the models and the decision space are finite we know from Proposition 3.50 that the infima are attained at some decisions which are the Bayes decisions $D_{\Pi, \mathcal{M}}$ and $D_{\Pi, \mathcal{N}}$, respectively. If $\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$, then by condition $(B)$ in Theorem 4.14 for $\mathrm{D}_{\Pi, \mathcal{N}}$ there exists a $\mathrm{D}_{\mathcal{M}}$ with $\mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}}\right) \leq$ $\mathrm{r}\left(\Pi, \mathrm{D}_{\Pi, \mathcal{N}}\right)+\varepsilon$. The inequality (4.9) follows from $\mathrm{r}\left(\Pi, \mathrm{D}_{\Pi, \mathcal{M}}\right) \leq \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}}\right)$. The proof of the opposite direction is similar.

In Corollary 4.10 we have seen that $\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$ if $\mathcal{N}$ is a randomization of $\mathcal{M}$ "up to $\varepsilon$ ". The natural question arises whether $\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$ implies (4.5). This means that we ask whether a model $\mathcal{M}$ is approximately as informative as $\mathcal{N}$ if and only if $\mathcal{N}$ is an approximate randomization of $\mathcal{M}$. This problem was studied by Blackwell $(1951,1953)$ for finite decision spaces. For general results we refer to Strasser (1985), LeCam (1986), and Torgersen (1991). We establish here the randomization criterion only for Borel spaces $(\mathcal{Y}, \mathfrak{B})$ and finite models. This is sufficient for our purposes. Some remarks on more general results in the literature are made after the following theorem which is a special case of Theorem 6.4.1 in Torgersen (1991).

Theorem 4.16. (Randomization Criterion) Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ with $\Delta=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ be two finite models. If $(\mathcal{Y}, \mathfrak{B})$ is a Borel space, then for every fixed $\varepsilon \geq 0$ the model $\mathcal{M}$ is $\varepsilon$-deficient with respect to $\mathcal{N}$ if and only if there exists a kernel $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that $\left\|\mathrm{K} P_{\theta}-Q_{\theta}\right\| \leq \varepsilon, \theta \in \Delta$.

Corollary 4.17. Under the assumptions of the theorem it holds $\mathcal{N} \preceq \mathcal{M}$ if and only if $\mathcal{N}$ is a randomization of $\mathcal{M}$.

Proof. One direction is clear from Corollary 4.10. To prove the opposite direction we note that by the definition of a Borel space and Problem 4.11
we may restrict ourselves to the case where $\mathcal{Y}$ is a compact metric space with metric $\rho$ and $\mathfrak{B}$ is the $\sigma$-algebra of Borel sets. From the compactness of $\mathcal{Y}$ we get the existence of an increasing sequence of partitions $\mathfrak{p}_{1} \subseteq \mathfrak{p}_{2} \subseteq \ldots$, $\mathfrak{p}_{n}=\left\{A_{1, n}, \ldots, A_{N_{n}, n}\right\}$ where $A_{i, n}$ has a diameter not exceeding $1 / n$. It holds for every continuous function $\varphi$ and points $y_{i, n} \in A_{i, n}$,

$$
\sup _{y \in \mathcal{Y}}\left|\varphi(y)-\sum_{i=1}^{N_{n}} I_{A_{i, n}}(y) \varphi\left(y_{i, n}\right)\right| \leq \omega_{1 / n}(\varphi),
$$

where $\omega_{\delta}(\varphi)=\sup _{\rho(s, t) \leq \delta}|\varphi(s)-\varphi(t)|$ is the modulus of continuity of $\varphi$. Introduce the finite decision space $\mathcal{D}_{n}$ by $\mathcal{D}_{n}=\left\{y_{1, n}, \ldots, y_{N_{n}, n}\right\}$ and set $\mathrm{D}_{n}(\cdot \mid y)=\boldsymbol{\delta}_{T(y)}(\cdot)$, where $T(y)=y_{j, n}, y \in A_{j, n}$. Let $\mathbb{D}$ be the set of all stochastic kernels $\mathrm{L}_{n}: \mathfrak{P}\left(\mathcal{D}_{n}\right) \times \mathcal{X} \rightarrow_{k}[0,1]$. By $(C)$ in Theorem 4.14 we find a decision $\mathrm{L}_{n}^{0}$ such that

$$
\max _{\theta \in \Delta} \sum_{j=1}^{N_{n}}\left|\int \mathrm{~L}_{n}^{0}\left(\left\{y_{j, n}\right\} \mid x\right) P_{\theta}(d x)-\int \mathrm{D}_{n}\left(\left\{y_{j, n}\right\} \mid y\right) Q_{\theta}(d y)\right| \leq \varepsilon .
$$

Introduce the kernel $\mathrm{K}_{n}^{0}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ by

$$
\mathrm{K}_{n}^{0}(B \mid x)=\sum_{j=1}^{N_{n}} \mathrm{~L}_{n}^{0}\left(\left\{y_{j, n}\right\} \mid x\right) \boldsymbol{\delta}_{y_{j, n}}(B)
$$

The relations

$$
\begin{aligned}
& \int \varphi(y)\left(\mathrm{K}_{n}^{0} P_{\theta}\right)(d y)=\sum_{i=1}^{N_{n}} \varphi\left(y_{i, n}\right) \int \mathrm{L}_{n}^{0}\left(\left\{y_{i, n}\right\} \mid x\right) P_{\theta}(d x), \\
& \left|\sum_{j=1}^{N} \int \varphi(y) \mathrm{D}_{n}\left(\left\{y_{j, n}\right\} \mid y\right) Q_{\theta}(d y)-\int \varphi(y) Q_{\theta}(d y)\right| \leq \omega_{1 / n}(\varphi),
\end{aligned}
$$

yield for a continuous function $\varphi$ with values in $[-1,1]$,

$$
\left|\int \varphi(y)\left(\mathrm{K}_{n}^{0} P_{\theta}\right)(d y)-\int \varphi(y) Q_{\theta}(d y)\right| \leq \varepsilon+\omega_{1 / n}(\varphi), \quad \theta \in \Delta
$$

In view of the compactness theorem (see Theorem 3.21) and the fact that $\Delta$ is finite there is a subsequence $n_{m}$ and a kernel $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ such that

$$
\lim _{m \rightarrow \infty} \int \varphi(y)\left(\mathrm{K}_{n_{m}}^{0} P_{\theta}\right)(d y)=\int \varphi(y)\left(\mathrm{K} P_{\theta}\right)(d y), \quad \theta \in \Delta,
$$

for every continuous function $\varphi$. Hence $\left|\int \varphi(y)\left(\mathrm{K}_{\theta}\right)(d y)-\int \varphi(y) Q_{\theta}(d y)\right| \leq \varepsilon$. The supremum over all continuous functions $\varphi$ with $|\varphi(x)| \leq 1$ provides the variational distance; see Problem 1.80. This completes the proof. The corollary follows for $\varepsilon=0$.

We conclude this section with some remarks on the concept of deficiency and the randomization theorem. Our definition of deficiency in Definition 4.9 is taken from Torgersen (1991), Section 6.2. Other authors have relaxed the
assumption of a finite decision space by assuming only that it is a topological space, and they have assumed only that the loss function is continuous; see Strasser (1985) and LeCam (1986). But this approach is equivalent to that given in Definition 4.9; see Corollary 6.4.4 in Torgersen (1991). We have confined ourselves here to Borel spaces and to a finite parameter set in order to deal with kernels and make use of the compactness theorem which provides the sequential compactness of decisions. By using topological arguments that are more far-reaching one may drop the assumption that the parameter set is finite. However, one would then have to deal with randomizations in a more general sense that requires additional topological tools. For details we refer to LeCam (1986), Strasser (1985), and Torgersen (1991).

### 4.2 Comparison of Finite Models by Standard Distributions

It is clear that models with the same sample space are easier to compare than models with different sample spaces. Therefore we investigate how one can switch from a given model to another equivalent model for which the sample space is universal, that is, common to all models. First we formulate a sufficient condition that guarantees that a reduced model is equivalent to the original model.

To find conditions on a statistic $T$ that lead to an equivalent model we start with the decision-theoretic framework that was introduced in Chapter 3; see (3.1). Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, a decision space $(\mathcal{D}, \mathfrak{D})$, and a decision $\mathrm{D}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$, we assume that $(A, X)$ is a random vector that is defined on the probability space, say $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta}\right), \theta \in \Delta$, such that $\mathcal{L}\left(X \mid \mathbb{P}_{\theta}\right)=P_{\theta}$ and $\mathrm{D}(\cdot \mid x)$ is the conditional distribution of the decision $A$ given $X=x$. This means that

$$
\begin{aligned}
\mathcal{L}\left((A, X) \mid \mathbb{P}_{\theta}\right) & =\mathrm{D} \otimes P_{\theta}, \quad \text { where } \\
\left(\mathrm{D} \otimes P_{\theta}\right)(C) & =\int\left[\int I_{C}(a, x) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x), \quad C \in \mathfrak{D} \otimes \mathfrak{A} .
\end{aligned}
$$

Suppose now that we have another measurable space $(\mathcal{Y}, \mathfrak{B})$ and a statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$. If $\mathrm{C}: \mathfrak{D} \times \mathcal{Y} \rightarrow_{k}[0,1]$ is a decision for the model $\left(\mathcal{Y}, \mathfrak{B},\left(P_{\theta} \circ\right.\right.$ $\left.T^{-1}\right)_{\theta \in \Delta}$ ), then we call

$$
\mathrm{D}(\cdot \mid x)=\mathrm{C}(\cdot \mid T(x)), \quad x \in \mathcal{X}
$$

a decision factorized by the statistic $T$ and write in short $\mathrm{D}=\mathrm{C} \circ T$. Such decisions depend on the observations only through the statistic $T$. The next theorem provides a sufficient criterion for the existence of factorized decisions. Later on, when we deal with the concept of sufficiency, it is shown that this condition is also necessary.

Theorem 4.18. Suppose that the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated and the decision space $(\mathcal{D}, \mathfrak{D})$ is a Borel space. Let $(\mathcal{Y}, \mathfrak{B})$ be a measurable space and $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$. If there exists a dominating probability measure $Q$ such that the densities $d P_{\theta} / d Q$ are $\sigma(T)$-measurable, then for every decision D there exists a decision factorized by $T$, say $\mathrm{C} \circ T$, such that for any loss function $L(\theta, \cdot): \mathcal{D} \rightarrow_{m} \mathbb{R}_{+}$,

$$
\begin{equation*}
\mathrm{R}(\theta, \mathrm{D})=\mathrm{R}(\theta, \mathrm{C} \circ T), \quad \theta \in \Delta \tag{4.10}
\end{equation*}
$$

In particular, for $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}\right)$ it holds that $\mathcal{M} \sim \mathcal{N}$.
Proof. Let $(A, X)$ be a random vector, defined on $(\Omega, \mathfrak{F}, \mathbb{P})$, such that $\mathcal{L}((A, X) \mid \mathbb{P})=\mathrm{D} \otimes Q$. As $(\mathcal{D}, \mathfrak{D})$ is a Borel space there exists a stochastic kernel $\mathrm{C}: \mathfrak{D} \times \mathcal{Y} \rightarrow_{k}[0,1]$ that is the conditional distribution of $A$ given $T=y$, i.e., $\mathcal{L}((A, T(X)) \mid \mathbb{P})=\mathrm{C} \otimes\left(Q \circ T^{-1}\right)$. For every $h: \mathcal{D} \times \mathcal{Y} \rightarrow \mathbb{R}_{+}$it holds that

$$
\begin{aligned}
\int\left[\int h(a, T(x)) \mathrm{D}(d a \mid x)\right] Q(d x) & =\mathbb{E} h(A, T(X)) \\
& =\int\left[\int h(a, T(x)) \mathrm{C}(d a \mid T(x))\right] Q(d x)
\end{aligned}
$$

As $d P_{\theta} / d Q$ is $\sigma(T)$-measurable it holds $\left(d P_{\theta} / d Q\right)(x)=g_{\theta}(T(x))$ for some $g_{\theta}: \mathcal{Y} \rightarrow_{m} \mathbb{R}_{+}$. Hence with $h(a, T(x))=L(\theta, a) g_{\theta}(T(x))$ we get

$$
\begin{aligned}
\mathrm{R}(\theta, \mathrm{C} \circ T) & =\int\left[\int L(\theta, a) \mathrm{C}(d a \mid T(x))\right] g_{\theta}(T(x)) Q(d x) \\
& =\int\left[\int L(\theta, a) \mathrm{D}(d a \mid x)\right] g_{\theta}(T(x)) Q(d x)=\mathrm{R}(\theta, \mathrm{D}),
\end{aligned}
$$

which proves the first statement. To prove the second statement, we remark that $\mathcal{M} \succeq \mathcal{N}$ follows from Corollary 4.10. The converse statement $\mathcal{N} \succeq \mathcal{M}$ follows from (4.10) as each finite decision space $\mathcal{D}$ is a Borel space.

The above decision D is the conditional distribution of $A$ given $X$. The kernel C that is used to factorize decision D is nothing else than the conditional distribution of $A$ given $T$. The crucial point has been to find a version of the conditional distribution that is independent of the parameter.

Problem 4.19.* Under the assumptions of Theorem 4.18, C is a conditional distribution of $A$ given $T$ that is independent of the parameter, which is equivalent to

$$
\int\left[\int h(a, t) \mathrm{C}(d a \mid t)\right]\left(P_{\theta} \circ T^{-1}\right)(d t)=\int\left[\int h(a, T(x)) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)
$$

for every $h: \mathcal{D} \times \mathcal{Y} \rightarrow_{m} \mathbb{R}_{+}$and $\theta \in \Delta$.
Now we consider a special situation where the conditions of the previous theorem are satisfied. Every finite model (i.e., every model that consists only
of a finite number of different distributions) is dominated. For such a model we can use the arithmetic mean as the dominating distribution. Let

$$
\begin{align*}
& \mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right) \\
& \bar{P}=\frac{1}{m} \sum_{i=1}^{m} P_{i}, \quad M=\left(M_{1}, \ldots, M_{m}\right)=\left(\frac{d P_{1}}{d \bar{P}}, \ldots, \frac{d P_{m}}{d \bar{P}}\right) \tag{4.11}
\end{align*}
$$

We recall $\mathcal{S}_{m}$ to be the simplex

$$
\begin{equation*}
\mathcal{S}_{m}=\left\{x: x=\left(x_{1}, \ldots, x_{m}\right), x_{i} \geq 0, \quad \sum_{i=1}^{m} x_{i}=m\right\} \tag{4.12}
\end{equation*}
$$

and $\mathfrak{S}_{m}$ the Borel $\sigma$-algebra of subsets of $\mathcal{S}_{m}$. By construction the vector $M$ from (4.11) is a measurable mapping $M: \mathcal{X} \rightarrow_{m} \mathcal{S}_{m}$. We call

$$
\begin{equation*}
\mu:=\bar{P} \circ M^{-1} \tag{4.13}
\end{equation*}
$$

the standard distribution of the model $\mathcal{M}$. Denote by $Z_{i}(x)=x_{i}$ the projection of $\mathcal{S}_{m}$ onto the $i$ th coordinate. It holds for any $h: \mathcal{S}_{m} \rightarrow{ }_{m} \mathbb{R}_{+}$,

$$
\begin{align*}
& \int h(x)\left(P_{i} \circ M^{-1}\right)(d x)=\int h(M(x)) P_{i}(d x)=\int h(M(x)) \frac{d P_{i}}{d \bar{P}}(x) \bar{P}(d x) \\
& =\int h(M(x)) Z_{i}(M(x)) \bar{P}(d x)=\int h Z_{i} d \mu, \quad \text { so that } \\
& \frac{d Q_{i}}{d \mu}=Z_{i}, \quad \text { where } \quad Q_{i}:=P_{i} \circ M^{-1}, \quad i=1, \ldots, m . \tag{4.14}
\end{align*}
$$

Definition 4.20. A distribution $\mu$ on $\left(\mathcal{S}_{m}, \mathfrak{S}_{m}\right)$ is called a standard distribution if $\int Z_{i} d \mu=1, i=1, \ldots, m$, where $Z_{i}(x)=x_{i}$ is the projection of $\mathcal{S}_{m}$ onto the ith coordinate. The model

$$
\begin{equation*}
\mathcal{N}=\left(\mathcal{S}_{m}, \mathfrak{S}_{m},\left\{Q_{1}, \ldots, Q_{m}\right\}\right), \quad \text { with } d Q_{i}=Z_{i} d \mu \tag{4.15}
\end{equation*}
$$

is called a standard model. If $\mu$ is defined by (4.13), then we call $\mathcal{N}$ the standard model of $\mathcal{M}$.

Remark 4.21. The finite model $\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$ can also be dominated by the finite measure $\bar{\mu}=\sum_{i=1}^{m} P_{i}$ which differs from $\bar{P}$ only by the factor $m$. Then the vector ( $\left.d P_{1} / d \bar{\mu}, \ldots, d P_{m} / d \bar{\mu}\right)$ takes on values in the unit simplex, and instead of dealing with a standard distribution one deals with a standard measure with total mass $m$.

An essential step toward the comparison of models is the next proposition. Its statement is an immediate consequence of Theorem 4.18 for $T=M$.

Proposition 4.22. The models $\mathcal{M}$ in (4.11) and $\mathcal{N}$ in (4.15) are equivalent in the sense of Definition 4.9.

We recall the Hellinger transform; see Definition 1.87. Using the notations in (4.11) we have

$$
\begin{gather*}
\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)=\int M_{1}^{s_{1}} \cdots M_{m}^{s_{m}} d \bar{P} \\
=\int t_{1}^{s_{1}} \cdots t_{m}^{s_{m}} \mu\left(d t_{1}, \ldots d t_{m}\right), \quad s \in \mathbf{S}_{m}^{o}  \tag{4.16}\\
\mathbf{S}_{m}^{o}=\left\{s: s=\left(s_{1}, . ., s_{m}\right), s_{i}>0, \sum_{i=1}^{m} s_{i}=1\right\},
\end{gather*}
$$

where $\mu=\mathcal{L}\left(\left(M_{1}, \ldots, M_{m}\right) \mid \bar{P}\right)$ is the standard distribution, which is defined on the $\sigma$-algebra $\mathfrak{S}_{m}$ of Borel sets in $\mathcal{S}_{m}$ from (4.12). $\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$ may also be viewed as a transformation of the standard distribution $\mu$. If $m=2$, then by (1.77) $\mathrm{H}_{\left(s_{1}, s_{2}\right)}\left(P_{1}, P_{2}\right)$ is related to $\mathrm{H}_{s}\left(P_{1}, P_{2}\right)$ in (1.105) by

$$
\mathrm{H}_{s}\left(P_{1}, P_{2}\right)=\mathrm{H}_{\left(s_{1}, s_{2}\right)}\left(P_{1}, P_{2}\right), \quad s_{1}=s, s_{2}=1-s
$$

If the model is not homogeneous (i.e., if not all $P_{i}$ and $P_{j}$ are mutually absolutely continuous) then there is the difficulty that $\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$, for every $s \in \mathbf{S}_{m}^{o}$, does not provide the Hellinger transforms for submodels, say for the model $\left\{P_{1}, \ldots, P_{m-1}\right\}$. Indeed, if, for example, $P_{m}$ is mutually singular to $P_{1}, \ldots, P_{m-1}$, then $\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)=0$ for every $s \in \mathbf{S}_{m}^{o}$. Nevertheless, $\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$, for every $s \in \mathbf{S}_{m}^{o}$, determines uniquely the amount of $\mu$ on

$$
\mathcal{S}_{m}^{o}=\left\{\left(x_{1}, \ldots, x_{m}\right): x_{i}>0, \quad \sum_{i=1}^{m} x_{i}=m\right\}
$$

Lemma 4.23. For two models $\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left\{P_{i, 1}, \ldots, P_{i, m}\right\}\right), i=1,2$, it holds

$$
\mathrm{H}_{s}\left(P_{1,1}, \ldots, P_{1, m}\right)=\mathrm{H}_{s}\left(P_{2,1}, \ldots, P_{2, m}\right), \quad s \in \mathbf{S}_{m}^{o}
$$

if and only if

$$
\mu_{1}(B)=\mu_{2}(B), \quad B \in \mathfrak{S}_{m}^{o}
$$

where $\mathfrak{S}_{m}^{o}=\left\{B: B \in \mathfrak{S}_{m}, B \subseteq \mathcal{S}_{m}^{o}\right\}$.
Proof. The fact that $\mu_{1}=\mu_{2}$ on $\mathfrak{S}_{m}^{o}$ implies the equality of the Hellinger transforms follows from (4.16). To prove the opposite statement we denote by $Z_{1}, \ldots, Z_{m}$ the projections of $\mathcal{S}_{m}^{o}$ on the coordinates. Set $\widetilde{\mu}_{i}(B)=\mu_{i}\left(B \cap \mathcal{S}_{m}^{o}\right)$. Then (4.16) yields

$$
\begin{equation*}
\int \exp \left\{\sum_{i=2}^{m} s_{i} \ln \left(Z_{i} / Z_{1}\right)\right\} Z_{1} d \widetilde{\mu}_{1}=\int \exp \left\{\sum_{i=2}^{m} s_{i} \ln \left(Z_{i} / Z_{1}\right)\right\} Z_{1} d \widetilde{\mu}_{2} \tag{4.17}
\end{equation*}
$$

for every $s_{2}, \ldots, s_{m} \in(0,1)$ with $\sum_{i=2}^{m} s_{i}<1$. Set

$$
d \nu_{i}=Z_{1} d \widetilde{\mu}_{i} \quad \text { and } \quad T=\left(\ln \left(Z_{2} / Z_{1}\right), \ldots, \ln \left(Z_{m} / Z_{1}\right)\right)
$$

As the set of all vectors $\left(s_{2}, \ldots, s_{m}\right)$ that satisfy (4.17) contains an open rectangle $\mathrm{X}_{j=2}^{m}\left(a_{j}, b_{j}\right)$, we get from Proposition $1.25 \nu_{1} \circ T^{-1}=\nu_{2} \circ T^{-1}$. The
mapping $T: \mathcal{S}_{m}^{o} \rightarrow \mathbb{R}^{m-1}$ is one-to-one, and obviously both $T$ and the inverse mapping are measurable. Hence $\nu_{1} \circ T^{-1}=\nu_{2} \circ T^{-1}$ implies $\nu_{1}=\nu_{2}$ or $Z_{1} d \widetilde{\mu}_{1}=Z_{1} d \widetilde{\mu}_{2}$. Similar considerations show that $Z_{i} d \widetilde{\mu}_{1}=Z_{i} d \widetilde{\mu}_{2}, i=2, \ldots, m$. Taking the sum on both sides the relation $\sum_{k=1}^{m} Z_{k}=m$ yields $\widetilde{\mu}_{1}=\widetilde{\mu}_{2}$.

If the model $\mathcal{M}$ is homogeneous, then the standard distribution is concentrated on $\mathcal{S}_{m}^{o}$ so that in the class of homogeneous models the Hellinger transform determines the standard distribution uniquely. To deal with the general case there are different possibilities. One way is to extend $\mathbf{H}_{s}$ to $s \in \mathbf{S}_{m}^{c}$, where $\mathbf{S}_{m}^{c} \supset \mathbf{S}_{m}^{o}$ is the unit simplex where some of the coordinates may vanish; see (1.13). Using the convention $0^{0}=1$ all Hellinger transforms of submodels can be concluded from $\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$. A technical disadvantage is that additional formulations are necessary to distinguish between the cases of $s \in \mathbf{S}_{m}^{o}$ and $s \in \mathbf{S}_{m}^{c} \backslash \mathbf{S}_{m}^{o}$. For our purposes the way of smoothing the model seems to be more appropriate. More precisely, given $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$, we set

$$
\begin{gather*}
\mathcal{M}_{\alpha}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1, \alpha}, \ldots, P_{m, \alpha}\right\}\right), \quad 0 \leq \alpha \leq 1 \\
P_{i, \alpha}=(1-\alpha) P_{i}+\alpha \bar{P}, \quad 0 \leq \alpha \leq 1, i=1, \ldots, m \tag{4.18}
\end{gather*}
$$

Obviously $\mathcal{M}=\mathcal{M}_{0}$. But $\mathcal{M}_{\alpha}$ is homogeneous for $0<\alpha \leq 1$ and $\left\|P_{i}-P_{i, \alpha}\right\| \leq$ $2 \alpha$, so that $\mathcal{M}$ can be approximated by homogeneous models $\mathcal{M}_{\alpha}$ in the sense of the variational distance. Moreover,

$$
\begin{aligned}
\bar{P}_{\alpha} & =\frac{1}{m} \sum_{i=1}^{m} P_{i, \alpha}=\bar{P} \\
M_{i, \alpha} & =\frac{d P_{i, \alpha}}{d \bar{P}_{\alpha}}=\frac{d P_{i, \alpha}}{d \bar{P}}=(1-\alpha) M_{i}+\alpha
\end{aligned}
$$

Denote by $\mu_{\alpha}=\mathcal{L}\left(\left(M_{1, \alpha}, \ldots, M_{m, \alpha}\right) \mid \bar{P}\right)$ the standard distribution of $\mathcal{M}_{\alpha}$. Let $\varphi: \mathcal{S}_{m} \rightarrow \mathbb{R}$ be a continuous function on $\mathcal{S}_{m}$ which is bounded due to the compactness of $\mathcal{S}_{m}$. Then

$$
\begin{aligned}
& \int \varphi\left(u_{1}, \ldots, u_{m}\right) \mu_{\alpha}\left(d u_{1}, \ldots, d u_{m}\right) \\
= & \int \varphi\left((1-\alpha) u_{1}+\alpha, \ldots,(1-\alpha) u_{m}+\alpha\right) \mu\left(d u_{1}, \ldots, d u_{m}\right)
\end{aligned}
$$

For two models $\mathcal{M}_{i}, i=1,2$, with the parameter set $\{1, \ldots, m\}$ we denote by $\mu_{i}$ and $\mu_{i, \alpha}$ the standard distributions of the models $\mathcal{M}_{i}$ and $\mathcal{M}_{i, \alpha}$, respectively. Taking the limit $\alpha \downarrow 0$ in the above equality we get from the fact that $\varphi$ was any continuous function the following statement.

$$
\begin{align*}
& \mu_{1}=\mu_{2} \text { implies } \mu_{1, \alpha}=\mu_{2, \alpha} \text { for every } 0 \leq \alpha \leq 1 \\
& \mu_{1, \alpha}=\mu_{2, \alpha} \text { for every } 0<\alpha<1 \text { implies } \mu_{1}=\mu_{2} \tag{4.19}
\end{align*}
$$

Problem 4.24.* If $\mathcal{M}_{i}, i=1,2$, are models with the parameter set $\{1, \ldots, m\}$, and the $\mathcal{M}_{i, \alpha}, i=1,2$ are defined as in (4.11), then $\mathcal{M}_{1} \sim \mathcal{M}_{2}$ implies $\mathcal{M}_{1, \alpha} \sim \mathcal{M}_{2, \alpha}$ for $0 \leq \alpha \leq 1$.

Because for any finite model the standard distribution is defined on the simplex $\mathcal{S}_{m}$, no matter what the original sample spaces may have been, we now have the opportunity to compare models with possibly different sample spaces. Moreover, if the distributions in the model were given by means of densities, then by turning to $d P_{i} / d \bar{P}$ the new statistic $M=\left(M_{1}, \ldots, M_{m}\right)$ is independent of the original dominating measure. The choice of $\bar{P}$ as dominating measure is some type of self-normalization.

Theorem 4.25. Suppose that $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left\{P_{i, 1}, \ldots, P_{i, m}\right\}\right)$ is a finite model with the standard distribution $\mu_{i}, i=1,2$. Then the following conditions are equivalent.
(A) $\mathcal{M}_{1} \sim \mathcal{M}_{2}$.
(B) $\mu_{1}=\mu_{2}$.
(C) $\mathrm{H}_{s}\left(P_{1,1, \alpha}, \ldots, P_{1, m, \alpha}\right)=\mathrm{H}_{s}\left(P_{2,1, \alpha}, \ldots, P_{2, m, \alpha}\right), \quad s \in \mathbf{S}_{m}^{o}, 0 \leq \alpha \leq 1$.

Corollary 4.26. If one of the models $\mathcal{M}_{1}$ or $\mathcal{M}_{2}$ is homogeneous, then condition $(C)$ can be replaced by the weaker condition
(D) $\mathrm{H}_{s}\left(P_{1,1}, \ldots, P_{1, m}\right)=\mathrm{H}_{s}\left(P_{2,1}, \ldots, P_{2, m}\right), \quad s \in \mathbf{S}_{m}^{o}$.

Corollary 4.27. For $m=2$ the equivalent conditions $(A)$ and $(B)$ hold if and only if
(E) $\quad \mathrm{H}_{s}\left(P_{1,1}, P_{1,2}\right)=\mathrm{H}_{s}\left(P_{2,1}, P_{2,2}\right), \quad 0<s<1$.

Proof. ( $A$ ) implies $\mathcal{M}_{1, \alpha} \sim \mathcal{M}_{2, \alpha}$ for every $0 \leq \alpha \leq 1$ in view of Problem 4.24. Proposition 4.22 yields that the corresponding standard models $\mathcal{N}_{i, \alpha}$ are equivalent. As the simplex $\mathcal{S}_{m}$ is a compact metric space we get from the randomization criterion (see Theorem 4.16) that $\mathcal{N}_{1, \alpha}$ and $\mathcal{N}_{2, \alpha}$ are mutual randomizations. A twofold application of Proposition 1.93 implies $(C)$ for every $0 \leq \alpha \leq 1$. Assume now that $(C)$ holds. The models $\mathcal{M}_{i, \alpha}$ are homogeneous for $0<\alpha<1$. Hence the $\mu_{i, \alpha}$ are concentrated on $\mathcal{S}_{m}^{o}$ and we get from Lemma 4.23 that $\mu_{1, \alpha}=\mu_{2, \alpha}$. Thus (4.19) provides $(B)$. If ( $B$ ) holds, then $\mathcal{N}_{1}=\mathcal{N}_{2}$, and thus $\mathcal{M}_{1} \sim \mathcal{M}_{2}$ by Proposition 4.22.

To prove the first corollary, we have only to note that $(D)$ implies that $\mu_{1}$ and $\mu_{2}$ are identical for the Borel subsets of $\mathcal{S}_{m}^{o}$ and therefore identical on $\mathfrak{S}_{m}$, as at least one of the two probability measures is concentrated on $\mathcal{S}_{m}^{o}$. To prove the second corollary, we note that

$$
\mathcal{S}_{2}=\left\{\left(x_{1}, x_{2}\right): x_{i} \geq 0, x_{1}+x_{2}=2\right\}
$$

and Lemma 4.23 shows that $\mu_{1}(B)=\mu_{2}(B)$ for every Borel set $B$ with

$$
B \subseteq \mathcal{S}_{2}^{o}=\left\{\left(x_{1}, x_{2}\right): x_{i}>0, x_{1}+x_{2}=2\right\}
$$

Thus it remains to show that $\mu_{1}(\{(2,0)\})=\mu_{2}(\{(2,0)\})$ and $\mu_{1}(\{(0,2)\})=$ $\mu_{2}(\{(0,2)\})$. But this follows from $\int t_{j} \mu_{i}\left(d t_{1}, d t_{2}\right)=1$,

$$
\begin{aligned}
& \lim _{s \downarrow 0} \mathrm{H}_{s}\left(P_{i, 1}, P_{i, 2}\right)=\lim _{s \downarrow 0} \int t_{1}^{s} t_{2}^{1-s} \mu_{i}\left(d t_{1}, d t_{2}\right) \\
& =\int I_{(0,2]}\left(t_{1}\right) t_{2} \mu_{i}\left(d t_{1}, d t_{2}\right)=1-2 \mu_{i}(\{(0,2)\}),
\end{aligned}
$$

and by a similar consideration for $s \uparrow 1$.
We consider the situation in Example 1.88. Let $\left(P_{i, \theta}\right)_{\theta \in \Delta}$ be a natural exponential family on $\left(\mathcal{X}_{i}, \mathfrak{A}_{i}\right)$ with $\boldsymbol{\mu}_{i}$-density $f_{i, \theta}(x)=\exp \left\{\left\langle\theta, T_{i}(x)\right\rangle-K_{i}(\theta)\right\}$, $i=1,2$, where the parameter $\theta$ belongs to the same parameter set $\Delta \subseteq \mathbb{R}^{d}$. Then we know from Example 1.120 that for $\theta \in \Delta^{0}$ the Fisher information matrices for the models

$$
\begin{equation*}
\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left(P_{i, \theta}\right)_{\theta \in \Delta^{0}}\right), \quad \frac{d P_{i, \theta}}{d \boldsymbol{\mu}_{i}}=\exp \left\{\left\langle\theta, T_{i}\right\rangle-K_{i}(\theta)\right\}, i=1,2 \tag{4.20}
\end{equation*}
$$

are given by

$$
\begin{equation*}
\mathrm{I}_{i}(\theta)=\nabla \nabla^{T} K_{i}(\theta), \quad \theta \in \Delta^{0}, \quad i=1,2 \tag{4.21}
\end{equation*}
$$

Proposition 4.28. For the exponential family models in (4.20) the following statements are equivalent.
(A) $\mathcal{M}_{1} \sim \mathcal{M}_{2}$.
(B) $\left(\mathcal{X}_{1}, \mathfrak{A}_{1},\left\{P_{1, \theta_{1}}, P_{1, \theta_{2}}\right\}\right) \sim\left(\mathcal{X}_{2}, \mathfrak{A}_{2},\left\{P_{2, \theta_{1}}, P_{2, \theta_{2}}\right\}\right), \quad \theta_{1}, \theta_{2} \in \Delta^{0}$.
(C) $\mathrm{I}_{1}(\theta)=\mathrm{I}_{2}(\theta), \quad \theta \in \Delta^{0}$.

Proof. According to Definition 4.9 condition $(A)$ is equivalent to the statement that for every finite subset $\digamma=\left\{\theta_{1}, \ldots, \theta_{m}\right\} \subseteq \Delta$ the finite models $\mathcal{M}_{1, \digamma}$ and $\mathcal{M}_{2, \digamma}$ are equivalent. As the exponential families provide homogeneous models we get from condition $(D)$ in Corollary 4.26 and from Example 1.88 the equivalent condition

$$
\begin{equation*}
\sum_{j=1}^{m} s_{j} K_{1}\left(\theta_{j}\right)-K_{1}\left(\sum_{j=1}^{m} s_{j} \theta_{j}\right)=\sum_{j=1}^{m} s_{j} K_{2}\left(\theta_{j}\right)-K_{2}\left(\sum_{j=1}^{m} s_{j} \theta_{j}\right) \tag{4.22}
\end{equation*}
$$

for every $\left(s_{1}, \ldots, s_{m}\right) \in \mathbf{S}_{m}^{o}$ and every finite subset $\digamma=\left\{\theta_{1}, \ldots, \theta_{m}\right\} \subseteq \Delta$. Using mathematical induction it is easy to see that (4.22) is equivalent to the requirement that (4.22) holds for $m=2$, i.e., for $0<s<1$,

$$
\begin{align*}
& s K_{1}\left(\theta_{1}\right)+(1-s) K_{1}\left(\theta_{2}\right)-K_{1}\left(s \theta_{1}+(1-s) \theta_{2}\right)  \tag{4.23}\\
= & s K_{2}\left(\theta_{1}\right)+(1-s) K_{2}\left(\theta_{2}\right)-K_{2}\left(s \theta_{1}+(1-s) \theta_{2}\right), \quad \theta_{1}, \theta_{2} \in \Delta^{0} .
\end{align*}
$$

But this is, according to condition $(A)$ in Theorem 4.25 and Corollary 4.26, equivalent to condition $(B)$.

It remains to show that condition $(C)$ is equivalent to (4.23). To this end we fix $\theta_{2} \in \Delta^{0}$ and consider the function

$$
\begin{aligned}
G\left(\theta_{1}\right)= & s\left(K_{1}\left(\theta_{1}\right)-K_{2}\left(\theta_{1}\right)\right)+(1-s)\left(K_{1}\left(\theta_{2}\right)-K_{2}\left(\theta_{2}\right)\right) \\
& -K_{1}\left(s \theta_{1}+(1-s) \theta_{2}\right)+K_{2}\left(s \theta_{1}+(1-s) \theta_{2}\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
G\left(\theta_{2}\right) & =0 \quad \text { and }\left.\quad \nabla G\left(\theta_{1}\right)\right|_{\theta_{1}=\theta_{2}}=0, \\
\left.\nabla \nabla^{T} G\left(\theta_{1}\right)\right|_{\theta_{1}=\theta_{2}} & =s(1-s)\left[\nabla \nabla^{T} K_{1}\left(\theta_{2}\right)-\nabla \nabla^{T} K_{2}\left(\theta_{2}\right)\right] .
\end{aligned}
$$

From here we see that the condition (4.23) implies that for every $\theta_{2} \in \Delta^{0}$ condition $C$ ) is satisfied in view of (4.21). Conversely, if (4.21) and thus $\nabla \nabla^{T} K_{1}\left(\theta_{2}\right)=\nabla \nabla^{T} K_{2}\left(\theta_{2}\right)$ holds for every $\theta_{2} \in \Delta^{0}$, then a Taylor expansion of $G\left(\theta_{1}\right)$ at $\theta_{2}$ shows that $G\left(\theta_{1}\right)=0$. As $\theta_{1} \in \Delta^{0}$ was arbitrary we get (4.23).

The importance of the standard distribution is also reflected by its relation to the minimal Bayes risk for a finite model. More precisely, consider the finite model in (4.11) and suppose that $\mathcal{D}$ is a compact metric space that is equipped with the Borel sets $\mathfrak{D}$. Let $\Pi$ be a prior on $\Delta=\{1, \ldots, m\}$ and set $\pi_{i}=\Pi(\{i\})$, $i=1, \ldots, m$. Then for any loss function $L(\theta, \cdot): \mathcal{D} \rightarrow_{m} \mathbb{R}_{+}$and any decision D the Bayes risk is given by

$$
\mathrm{r}(\Pi, \mathrm{D})=\sum_{i=1}^{m} \int L(i, a) \mathrm{D}(d a \mid x) P_{i}(d x) \pi_{i}
$$

We know from Theorem 4.18 that we only have to consider decisions that are factorized by the statistic $M$ in (4.11). Hence for some $C: \mathfrak{D} \times \mathcal{S}_{m} \rightarrow_{k}[0,1]$ it holds

$$
\mathrm{r}(\Pi, \mathrm{D})=\sum_{i=1}^{m} \int \pi_{i} L(i, a) \mathrm{C}(d a \mid t) t_{i} \mu(d t)
$$

where we have utilized the fact that by (4.14),

$$
\frac{d\left(P_{i} \circ M^{-1}\right)}{d\left(\bar{P} \circ M^{-1}\right)}(t)=Z_{i}(t)=t_{i}, \quad t \in \mathcal{S}_{m}
$$

We consider the vector $\left(\int \pi_{1} L(1, a) \mathrm{C}(d a \mid t), \ldots, \int \pi_{m} L(m, a) \mathrm{C}(d a \mid t)\right)$. If C runs through all possible kernels and $t$ takes on all possible points in the simplex $\mathcal{S}_{m}$, then we get a set of vectors which is obviously given by

$$
\begin{equation*}
D_{L, \Pi}=\left\{\left(\int \pi_{1} L(1, a) P(d a), \ldots, \int \pi_{m} L(m, a) P(d a)\right): P \in \mathcal{P}(\mathfrak{A})\right\} . \tag{4.24}
\end{equation*}
$$

Problem 4.29. If $\mathcal{D}$ is a compact metric space and $L(i, a)$ is continuous in $a$ for every $i=1, \ldots, m$, then $D_{L, \Pi}$ is a compact and convex subset of $\mathbb{R}^{m}$.

If c : $\mathcal{S}_{m} \rightarrow_{m} D_{L, \Pi}$ denotes the measurable mapping

$$
\mathrm{c}(t)=\left(\int \pi_{1} L(1, a) \mathrm{C}(d a \mid t), \ldots, \int \pi_{m} L(m, a) \mathrm{C}(d a \mid t)\right)
$$

then we get the following representation of the Bayes risk.

$$
\begin{equation*}
\mathrm{r}(\Pi, \mathrm{D})=\int\langle\mathrm{c}(t), t\rangle \mu(d t) \tag{4.25}
\end{equation*}
$$

Therefore the problem of finding a Bayes decision is reduced to the minimization of $\mathrm{c} \mapsto \int\langle\mathrm{c}(t), t\rangle \mu(d t)$, where the minimum is taken over all measurable mappings c : $\mathcal{S}_{m} \rightarrow_{m} D_{L, \Pi}$. No matter how the convex and compact set $D$ has been defined, the minimization of $\mathrm{c} \mapsto \int\langle\mathrm{c}(t), t\rangle \mu(d t)$ over $\mathcal{C}:=\{\mathrm{c}$ : $\left.\mathrm{c}: \mathcal{S}_{m} \rightarrow_{m} D\right\}$ is considered to be a standard decision problem. To solve the minimization problem we call

$$
\begin{equation*}
\psi_{D}(t):=\inf _{y \in D}\langle y, t\rangle, \quad t \in \mathbb{R}_{+}^{m} \tag{4.26}
\end{equation*}
$$

the lower envelope function of a convex set $D$. Subsequently we use, instead of the Euclidean metric, the maximum norm which is defined by $\|x\|_{u}=$ $\max _{1 \leq i \leq m}\left|x_{i}\right|$.
Problem 4.30.* If $D$ is a convex and compact set, then $\psi_{D}(t)=\inf _{y \in D}\langle y, t\rangle$ is a concave and Lipschitz-continuous function with a Lipschitz constant not exceeding $m \sup _{y \in D}\|y\|_{u}$, i.e., it holds

$$
\begin{equation*}
\left|\psi_{D}\left(t_{1}\right)-\psi_{D}\left(t_{2}\right)\right| \leq m\left(\sup _{y \in D}\|y\|_{u}\right)\left\|t_{1}-t_{2}\right\|_{u} \tag{4.27}
\end{equation*}
$$

We recall from (A.6) that the Dudley metric $\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{D}}$ of two distributions on a metric space $\left(\mathcal{S}, \rho_{\mathcal{S}}\right)$ is defined by

$$
\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{D}}=\sup _{\varphi}\left|\int \varphi d \mu_{1}-\int \varphi d \mu_{2}\right|
$$

where the supremum is taken over all functions $\varphi$ with $|\varphi(s)| \leq 1$ and $\mid \varphi(t)-$ $\varphi(s) \mid \leq \rho_{\mathcal{S}}(s, t), t, s \in \mathcal{S}$. If $\mathcal{S}=\mathcal{S}_{m}$, then we use the metric $\rho_{\mathcal{S}_{m}}(s, t)=$ $\|s-t\|_{u}=\max _{1 \leq i \leq m}\left|s_{i}-t_{i}\right|$.

Theorem 4.31. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$ be a finite model with the standard distribution $\mu$ on $\left(\mathcal{S}_{m}, \mathfrak{S}_{m}\right)$ given by (4.13). For every compact and convex set $D \subseteq \mathbb{R}^{m}$ there exists a decision $\mathrm{c}_{D}: \mathcal{S}_{m} \rightarrow_{m} D$ for the standard decision problem which minimizes the risk, i.e.,

$$
\begin{equation*}
\int\left\langle\mathrm{c}_{D}(t), t\right\rangle \mu(d t)=\inf _{\mathrm{c} \in \mathcal{C}} \int\langle\mathrm{c}(t), t\rangle \mu(d t) \tag{4.28}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\inf _{\mathrm{c} \in \mathcal{C}} \int\langle\mathrm{c}(t), t\rangle \mu(d t)=\int \psi_{D}(t) \mu(d t) \tag{4.29}
\end{equation*}
$$

where $\psi_{D}$ is the envelope function in (4.26).
Corollary 4.32. If $\mathcal{D}$ is a compact metric space, $L\left(\theta_{i}, \cdot\right): \mathcal{D} \rightarrow \mathbb{R}$ is a continuous function for every $1 \leq i \leq m$, and $\Pi$ is a prior on $\Delta=\{1, \ldots, m\}$, then the minimal Bayes risk is given by

$$
\begin{equation*}
\inf _{\mathrm{D}} \mathrm{r}(\Pi, \mathrm{D})=\int \psi_{D_{L, \Pi}}(t) \mu(d t) \tag{4.30}
\end{equation*}
$$

where $D_{L, \Pi}$ is defined in (4.24).

Corollary 4.33. Let $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left(P_{i, \theta}\right)_{\theta \in \Delta}\right), i=1,2$, be finite models with $|\Delta|=m$, and with the respective standard distributions $\mu_{i}$ on $\left(\mathcal{S}_{m}, \mathfrak{S}_{m}\right)$ given by (4.13), $i=1,2$. If $\mathcal{D}$ and $L$ satisfy the conditions in Corollary 4.32, then

$$
\left|\inf _{\mathrm{D}_{\mathcal{M}_{1}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}_{1}}\right)-\inf _{\mathrm{D}_{\mathcal{M}_{2}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}_{2}}\right)\right| \leq\|L\|_{u} m\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{D}}
$$

where $\|L\|_{u}=\sup _{a \in \mathcal{D}, \theta \in \Delta}|L(\theta, a)|$.
Proof. Set $\Psi(x, t)=\langle x, t\rangle, x \in D, t \in \mathcal{S}_{m}$. As $D$ is compact for every $t$ there is some $\mathrm{c}_{D}(t)$ such that $\Psi\left(\mathrm{c}_{D}(t), t\right)=\inf _{x \in D} \Psi(x, t)$. As $\Psi$ satisfies the assumptions of the measurable selection theorem (see Theorem A.10) we may choose $\mathrm{c}_{D}$ to be measurable. This proves (4.28). The statement (4.29) results from the definition of the lower envelope function. The statement (4.30) is a consequence of the representation of the Bayes risk in (4.25). To prove the statement of the second corollary we remark that for $t \in \mathcal{S}_{m}$ and $m=|\Delta|$,

$$
\begin{aligned}
& \left|\psi_{D_{L, \Pi}}(t)\right| \\
\leq & \left|\inf _{y \in D_{L, \Pi}}\langle y, t\rangle\right| \leq \sup _{y \in D_{L, \Pi}}|\langle y, t\rangle|=\sup _{y \in D_{L, \Pi}}\left|\sum_{i=1}^{m} t_{i} y_{i}\right| \\
\leq & \left(\sup _{y \in D_{L, \Pi}}\|y\|_{u}\right)\left(\sum_{i=1}^{m} t_{i}\right) \leq\|L\|_{u} m, \\
& \left|\psi_{D_{L, \Pi}}\left(t_{1}\right)-\psi_{D_{L, \Pi}}\left(t_{2}\right)\right| \\
\leq & \left(\sup _{y \in D_{L, \Pi}}\|y\|_{u}\right) m\left\|t_{1}-t_{2}\right\|_{u} \leq\|L\|_{u} m\left\|t_{1}-t_{2}\right\|_{u},
\end{aligned}
$$

where the first inequality in the last line follows from (4.27). Hence by the definition of the Dudley metric,

$$
\begin{aligned}
\left|\inf _{\mathrm{D}_{\mathcal{M}_{1}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}_{1}}\right)-\inf _{\mathrm{D}_{\mathcal{M}_{2}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}_{2}}\right)\right| & =\left|\int \psi_{D_{L, \Pi}}(t)\left(\mu_{1}-\mu_{2}\right)(d t)\right| \\
& \leq\|L\|_{u} m\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{D}}
\end{aligned}
$$

In Chapter 1 we have introduced and studied v-divergences as a concept to measure the distance between two distributions. We have also interpreted this distance as a measure of informativeness of a binary model. The idea hereby is that it is easier to distinguish between two distributions if there is a large distance between them. A statement that makes this interpretation precise is Theorem 1.68 where v-divergences are expressed in terms of the Bayes risk. Now we show that v-divergences are the minimal risks for a standard decision problem in a binary model where the convex function $v$ is the lower envelope of the compact convex set that appears in the definition of the standard decision problem. More precisely, let $D \subseteq \mathbb{R}^{m}$ be a compact and convex set and $\mu$ be a standard measure that generates the standard model $\mathcal{N}=\left(\mathcal{S}_{m}, \mathfrak{S}_{m},\left\{Q_{1}, \ldots, Q_{m}\right\}\right)$, where $d Q_{i}=Z_{i} d \mu, i=1, \ldots, m$. We use $\mathcal{D}:=D$ as the decision space and define the loss function $L$ by $L(i, a)=a_{i}$, $a=\left(a_{1}, \ldots, a_{m}\right) \in D$. For every decision $\mathrm{D}: \mathfrak{D} \times \mathcal{S}_{m} \rightarrow_{k}[0,1]$ the risk is

$$
\mathrm{R}(i, \mathrm{D})=\int\left[\int a_{i} \mathrm{D}\left(d a_{1}, \ldots, d a_{m} \mid t_{1}, \ldots, t_{m}\right)\right] t_{i} \mu\left(d t_{1}, \ldots, d t_{m}\right)
$$

$i=1, \ldots, m$. As $D$ is closed and convex it holds for $t=\left(t_{1}, \ldots, t_{m}\right)$ that
$\mathrm{d}(t):=\left(\int a_{1} \mathrm{D}\left(d a_{1}, \ldots, d a_{m} \mid t_{1}, \ldots, t_{m}\right), \ldots, \int a_{m} \mathrm{D}\left(d a_{1}, \ldots, d a_{m} \mid t_{1}, \ldots, t_{m}\right)\right) \in D$,
and $d$ is a nonrandomized decision that has the same risk function as D. Hence by (4.28) and (4.29),

$$
\inf _{\mathrm{D}} \sum_{i=1}^{m} \mathrm{R}(i, \mathrm{D})=\int \psi_{D}(t) \mu(d t)
$$

where $\psi_{D}$ is defined in (4.26). Let $D$ be a compact and convex subset of $\mathbb{R}^{2}$ and $\psi_{D}$ be the associated lower envelope function in (4.26). We have already seen in Problem 4.30 that for a compact and convex set $D \subseteq \mathbb{R}^{2}$ the lower envelope function

$$
\psi_{D}\left(t_{0}, t_{1}\right)=\inf \left\{t_{0} x_{0}+t_{1} x_{1},\left(x_{0}, x_{1}\right) \in D\right\}, \quad t_{0}, t_{1} \geq 0
$$

is Lipschitz-continuous and concave. The function $\psi_{D}$ is homogeneous in the sense that it satisfies $\psi_{D}\left(a t_{0}, a t_{1}\right)=a \psi_{D}\left(t_{0}, t_{1}\right)$ for every $a>0$. We introduce the convex function $v$ by

$$
\mathrm{v}(x)=-\psi_{D}(x, 1)
$$

Then the conjugate convex function $\mathrm{v}^{*}(x)=x \mathrm{v}(1 / x)$ is given by $\mathrm{v}^{*}(x)=$ $-\psi_{D}(1, x)$.

We recall that according to (4.11), $M=\left(M_{0}, M_{1}\right), M_{i}=d P_{i} / d \bar{P}, i=0,1$, where $\bar{P}=\frac{1}{2}\left(P_{0}+P_{1}\right)$, and the standard distribution is defined by $\mu=$ $\bar{P} \circ M^{-1}$. As $M_{1}=2-M_{0}, \bar{P}$-a.s., we get

$$
\begin{aligned}
& \int \psi_{D}\left(t_{0}, t_{1}\right) \mu\left(d t_{0}, d t_{1}\right)=\int \psi_{D}\left(M_{0}, M_{1}\right) d \bar{P}=\int \psi_{D}\left(M_{0}, 2-M_{0}\right) d \bar{P} \\
& =\psi_{D}(2,0) \bar{P}\left(M_{1}=0\right)+\psi_{D}(0,2) \bar{P}\left(M_{0}=0\right) \\
& \quad+\int I_{(0,2)}\left(M_{0}\right) \psi_{D}\left(\frac{M_{0}}{M_{1}}, 1\right) M_{1} d \bar{P}
\end{aligned}
$$

It holds $\bar{P}\left(M_{1}=0\right)=\frac{1}{2} P_{0}\left(M_{1}=0\right)$ and $\bar{P}\left(M_{0}=0\right)=\frac{1}{2} P_{1}\left(M_{0}=0\right)$. Hence by $\psi_{D}(2,0)=-2 \mathrm{v}^{*}(0), \psi_{D}(0,2)=-2 \mathrm{v}(0)$, and the definition of the $v$-divergence in Definition 1.60,

$$
\begin{equation*}
\int \psi_{D}\left(t_{0}, t_{1}\right) \mu\left(d t_{0}, d t_{1}\right)=-I_{\mathrm{v}}\left(P_{0}, P_{1}\right) \tag{4.31}
\end{equation*}
$$

The following theorem establishes the relation between the minimal risk in standard decision problems and v-divergences. It explains why v-divergences are not only distances, but also characterize the informativeness of a model in
the sense that it is harder to distinguish between distributions with smaller distances than between those with larger distances. The theorem shows that $-\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ is the minimal Bayes risk of a standard decision problem, where -v is the lower envelope of the convex set that appears in the standard decision problem. Thus we can say that each standard decision problem defines in an inherent manner a special distance.

We recall $\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$, the minimal Bayes risk for testing $\mathrm{H}_{0}: P_{0}$ versus $\mathrm{H}_{A}: P_{1}$ with prior $(\pi, 1-\pi)$ that was introduced in (1.82), and $\rho_{\mathrm{v}}$, the curvature measure in (1.84). The next theorem and its corollary show that for binary models one model is already more informative than the other if it is more informative than the other under all testing problems, which means that for every $0<\pi<1$ the minimum Bayes risk is not larger than the other one.

Theorem 4.34. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$ be a binary model with the standard distribution $\mu$, and let $D$ be a convex and compact subset of $\mathbb{R}^{2}$. If $\psi_{D}$ is the lower envelope and $\mathrm{v}=-\psi_{D}(x, 1)$, then

$$
\begin{align*}
& \inf _{\mathrm{D}}(\mathrm{R}(0, \mathrm{D})+\mathrm{R}(1, \mathrm{D}))=-\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right), \\
& \inf _{\mathrm{D}}(\mathrm{R}(0, \mathrm{D})+\mathrm{R}(1, \mathrm{D}))=\psi_{D}(1,1)-\int \mathrm{B}_{\pi}\left(P_{0}, P_{1}\right) \rho_{\mathrm{v}}(d \pi), \tag{4.32}
\end{align*}
$$

where $\mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)=\pi \wedge(1-\pi)-\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$.
Corollary 4.35. If $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$ and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{0}, Q_{1}\right\}\right)$ are two binary models, then $\mathcal{M} \succeq \mathcal{N}$ holds if and only if $\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) \leq \mathrm{b}_{\pi}\left(Q_{0}, Q_{1}\right)$, $0<\pi<1$.

Proof. The first statement follows from (4.31) and (4.29). The second statement follows from the first statement and Theorem 1.68.

To prove the corollary, let $\mathcal{M} \succeq \mathcal{N}$. Then $\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right) \leq \mathrm{b}_{\pi}\left(Q_{0}, Q_{1}\right), 0<$ $\pi<1$, by condition $(B)$ in Theorem 4.14. Conversely, if the last inequality holds, then by (4.30) and (4.32),

$$
\begin{aligned}
\inf _{\mathrm{D}_{\mathcal{M}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}}\right) & =\psi_{D_{L, \Pi}}(1,1)-\int \mathrm{B}_{\pi}\left(P_{0}, P_{1}\right) \rho_{\mathrm{v}}(d \pi) \\
& \leq \psi_{D_{L, \Pi}}(1,1)-\int \mathrm{B}_{\pi}\left(Q_{0}, Q_{1}\right) \rho_{\mathrm{v}}(d \pi)=\inf _{\mathrm{D}_{\mathcal{N}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{N}}\right)
\end{aligned}
$$

To complete the proof we have only to apply $(B)$ from Theorem 4.14 for $\varepsilon=0$.

### 4.3 Sufficiency in Dominated Models

In this section we introduce and discuss the classical concepts of sufficiency and show how these concepts are related to the decision-theoretic concept of
equivalence of models. Roughly speaking, it is shown that a model induced by a sufficient statistic contains the same information as the original model in the sense that the two models are equivalent. As dominated models play a crucial role hereby their structure is studied in the first part of this section.

For any model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ we call

$$
\begin{equation*}
\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]=\left\{\bar{P}: \bar{P}=\sum_{j=1}^{\infty} c_{j} P_{\theta_{j}}, c_{j} \geq 0, \quad \sum_{j=1}^{\infty} c_{j}=1, \theta_{j} \in \Delta\right\} \tag{4.33}
\end{equation*}
$$

the convex hull of $\left(P_{\theta}\right)_{\theta \in \Delta}$.
If the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is separable, in the sense that there is an at most countable family $\left\{P_{0}, P_{1}, \ldots\right\}$ that is dense in $\left(P_{\theta}\right)_{\theta \in \Delta}$ with respect to the variational distance, then it is easy to see that for any positive numbers $\alpha_{i}$ with $\sum_{i=0}^{\infty} \alpha_{i}=1$ the distribution $\sum_{i=0}^{\infty} \alpha_{i} P_{i}$ dominates the model. The general case, where $\left(P_{\theta}\right)_{\theta \in \Delta}$ is any dominated family, is covered by the following famous lemma due to Halmos and Savage (1949).

Lemma 4.36. If $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is a model where the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$, then there exists a $\bar{P} \in\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]$ that dominates the family $\left(P_{\theta}\right)_{\theta \in \Delta}$.

Proof. By Lemma 3.20 we may assume without loss of generality that the dominating measure is a probability measure, say $Q$. For every $P$ from the convex hull $\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]$ (see (4.33)) we set $S_{P}=\{x:(d P / d Q)(x)>0\}$. It holds for any $P_{1}, P_{2} \in\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]$ and any $0<\alpha<1$,

$$
\begin{equation*}
Q\left(S_{\alpha P_{1}+(1-\alpha) P_{2}}\right)=Q\left(S_{P_{1}} \cup S_{P_{2}}\right) \geq \max \left(Q\left(S_{P_{1}}\right), Q\left(S_{P_{2}}\right)\right) \tag{4.34}
\end{equation*}
$$

If $P_{n} \in\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]$ is a sequence with

$$
Q\left(S_{P_{n}}\right) \rightarrow \sup _{P \in\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]} Q\left(S_{P}\right)=: s
$$

and $\bar{P}=\sum_{n=1}^{\infty} 2^{-n} P_{n}$, then $Q\left(S_{\bar{P}}\right)=s$ by (4.34). Hence for any $P \in$ $\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]$

$$
s \geq Q\left(S_{(\bar{P}+P) / 2}\right)=Q\left(S_{\bar{P}}\right)+Q\left(S_{P} \backslash S_{\bar{P}}\right)=s+Q\left(S_{P} \backslash S_{\bar{P}}\right)
$$

which implies $Q\left(S_{P} \backslash S_{\bar{P}}\right)=0$, and by $P \ll Q$ also $P\left(S_{P} \backslash S_{\bar{P}}\right)=0$. This yields for any $A \in \mathfrak{A}$,

$$
\begin{equation*}
P\left(A \backslash S_{\bar{P}}\right)=P\left(\left(A \cap S_{P}\right) \backslash S_{\bar{P}}\right)=0 \tag{4.35}
\end{equation*}
$$

If $A \in \mathfrak{A}$ and $\bar{P}(A)=0$, then $\bar{P}\left(A \cap S_{\bar{P}}\right)=0$. As the density of $\bar{P}$ is positive on $S_{\bar{P}}$ we get $Q\left(A \cap S_{\bar{P}}\right)=0$ and $P\left(A \cap S_{\bar{P}}\right)=0$ by $P \ll Q$. Hence by (4.35)

$$
P(A)=P\left(A \cap S_{\bar{P}}\right)+P\left(A \backslash S_{\bar{P}}\right)=0 .
$$

Now we introduce several types of sufficiency.

Definition 4.37. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model, $(\mathcal{Y}, \mathfrak{B})$ a measurable space, and $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ a statistic.
$T$ is called sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if for every $A \in \mathfrak{A}$ there is a function $k_{A}$ : $\mathcal{Y} \rightarrow_{m} \mathbb{R}$ such that

$$
\begin{equation*}
\mathrm{E}_{\theta}\left(I_{A} \mid T\right)=k_{A}(T), \quad P_{\theta} \text {-a.s., } \theta \in \Delta \tag{4.36}
\end{equation*}
$$

$T$ is called regular sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if there exists a stochastic kernel $\mathrm{M}: \mathfrak{A} \times \mathcal{Y} \rightarrow_{k}[0,1]$ such that

$$
\begin{equation*}
\mathrm{E}_{\theta}\left(I_{A} \mid T\right)=\mathrm{M}(A \mid T), \quad P_{\theta} \text {-a.s., } \theta \in \Delta, A \in \mathfrak{A} \tag{4.37}
\end{equation*}
$$

$T$ is called Blackwell sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if there exists a stochastic kernel $\mathrm{M}: \mathfrak{A} \times \mathcal{Y} \rightarrow_{k}[0,1]$ such that

$$
P_{\theta}=\mathrm{M}\left(P_{\theta} \circ T^{-1}\right), \quad \theta \in \Delta
$$

$T$ is called pairwise sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if $T$ is sufficient for every binary submodel $\left\{P_{\theta_{1}}, P_{\theta_{2}}\right\}, \theta_{1}, \theta_{2} \in \Delta$.

A sub- $\sigma$-algebra $\mathfrak{G} \subseteq \mathfrak{A}$ is called (regular, pairwise) sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if $(\mathcal{Y}, \mathfrak{B})=(\mathcal{X}, \mathfrak{A})$ and the identical mapping $T$ is (regular, pairwise) sufficient.

Historically, the independence of the conditional probabilities, given $T$, of the parameter was the starting point of the concept of sufficiency. This goes back to Fisher $(1920,1934)$ who considered a statistic $T$ to be sufficient if the conditional distribution of any other statistic $S$, given $T=t$, is independent of the parameter, so that $T$ contains the complete information. This means that given $T(x)=t$, the additional information on which values $x$ have led to $T(x)=t$ contains no additional information on the parameter.

The difference between sufficiency and pairwise sufficiency is that for a pairwise sufficient statistic $T$ the function $k_{A}(T)$, defined by $k_{A}(T)=$ $\mathrm{E}_{\theta}\left(I_{A} \mid T\right)$, depends on the particular pair $\theta_{1}$ and $\theta_{2}$. This difficulty disappears in dominated models.

Problem 4.38.* If $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$, then $T$ : $\mathcal{X} \rightarrow_{m} \mathcal{Y}$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if and only if $T$ is pairwise sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$.

Example 1.5.7 from Torgersen (1991), which follows below, shows that the assumption of the family to be dominated is indispensable.

Example 4.39. Assume that $\mathfrak{A}_{0} \subseteq \mathfrak{A}$ is a sub- $\sigma$-algebra that separates the distributions in the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ in the sense that for every $\theta_{1}, \theta_{2} \in \Delta$ with $\theta_{1} \neq \theta_{2}$ there exists a set $B \in \mathfrak{A}_{0}$ such that $P_{\theta_{1}}(B)=1$ and $P_{\theta_{2}}(\bar{B})=1$. Then

$$
\int_{B} \mathrm{E}_{\theta_{1}}\left(I_{A} \mid \mathfrak{A}_{0}\right) d P_{\theta_{2}}=\int_{\bar{B}} \mathrm{E}_{\theta_{2}}\left(I_{A} \mid \mathfrak{A}_{0}\right) d P_{\theta_{1}}=0
$$

which shows that $k_{A}=\mathrm{E}_{\theta_{1}}\left(I_{A} \mid \mathfrak{A}_{0}\right)+\mathrm{E}_{\theta_{2}}\left(I_{A} \mid \mathfrak{A}_{0}\right)$ satisfies $k_{A}=\mathrm{E}_{\theta_{i}}\left(I_{A} \mid \mathfrak{A}_{0}\right), i=1,2$. Hence $\mathfrak{A}_{0}$ is pairwise sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$. The model $\left([0,1], \mathfrak{B}_{[0,1]},\left(\delta_{\theta}\right)_{\theta \in[0,1]}\right)$ is an
example for which the separation condition holds. This model cannot be dominated by a $\sigma$-finite measure $\mu$ as the set of all points $x$ with $\mu(\{x\})>0$ is at most countable. Let $\mathfrak{A}_{0}$ be the sub- $\sigma$-algebra of $\mathfrak{B}_{[0,1]}$ that consists of all sets $A$ for which either $A$ or $\bar{A}$ is at most countable. $\mathfrak{A}_{0}$ separates the model $\left(\boldsymbol{\delta}_{\theta}\right)_{\theta \in[0,1]}$ and is therefore pairwise sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$. However, $\mathfrak{A}_{0}$ is not sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$. Indeed, $k_{[0,1 / 2]}$ from the definition of sufficiency would have to satisfy

$$
k_{[0,1 / 2]}(\theta)=\int_{\{\theta\}} k_{[0,1 / 2]}(x) \boldsymbol{\delta}_{\theta}(d x)=\boldsymbol{\delta}_{\theta}(\{\theta\} \cap[0,1 / 2])=I_{[0,1 / 2]}(\theta),
$$

which contradicts the requirement that $k_{[0,1 / 2]}(\theta)$ is $\mathfrak{A}_{0}$-measurable.
The independence of the parameter of the conditional probability in the definition of sufficiency extends easily to the conditional expectation of any nonnegative random variable and thus also to any random variable with existing expectation.

Problem 4.40.* Suppose that $S: \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}$. If $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, then there exists some $k_{S}: \mathcal{Y} \rightarrow_{m} \mathbb{R}$ such that $\mathrm{E}_{\theta}(S \mid T)=k_{S}(T), P_{\theta}$-a.s., $\theta \in \Delta$.

A simple fact is that one-to-one measurable mappings are sufficient.
Problem 4.41.* Suppose that $T: \mathcal{X} \rightarrow \mathcal{Y}$ is a one-to-one mapping of $\mathcal{X}$ onto $\mathcal{Y}$ and that both, $T$ and the inverse mapping $U$, are measurable. Then $T$ is sufficient.

For discrete distributions the sufficiency of a statistic can often be verified directly from the definition.

Problem 4.42. The statistic $T: \mathbb{N}^{n} \rightarrow \mathbb{N}$, defined by $T\left(k_{1}, \ldots, k_{n}\right)=k_{1}+\cdots+k_{n}$, is sufficient for the family $\left(\operatorname{Po}^{\otimes n}(\lambda)\right)_{\lambda>0}$.

It is an interesting fact, which is used on several occasions, that the sufficiency of a statistic continues to hold if we turn to the convex hull of the model.

Problem 4.43.* If $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, then $T$ is also sufficient for $\left[\left(P_{\theta}\right)_{\theta \in \Delta}\right]$.
Condition (4.37) is equivalent to

$$
\begin{equation*}
P_{\theta}(A \cap\{T \in B\})=\int I_{B}(T(x)) \mathrm{M}(A \mid T(x)) P_{\theta}(d x), \quad A \in \mathfrak{A}, B \in \mathfrak{B} \tag{4.38}
\end{equation*}
$$

It is easy to see that the set of all $C \in \mathfrak{A} \otimes \mathfrak{B}$ for which

$$
\begin{equation*}
\int I_{C}(x, T(x)) P_{\theta}(d x)=\int\left[\int I_{C}(x, t) \mathrm{M}(d x \mid t)\right]\left(P_{\theta} \circ T^{-1}\right)(d t) \tag{4.39}
\end{equation*}
$$

holds is a $\sigma$-algebra that contains, in view of (4.38), all sets $A \times B, A \in \mathfrak{A}$, $B \in \mathfrak{B}$. As these product sets generate $\mathfrak{A} \otimes \mathfrak{B}$ we see that (4.39) holds for every $C \in \mathfrak{A} \otimes \mathfrak{B}$. If $X$ is a random variable with $\mathcal{L}(X)=P_{\theta}$, then (4.39) can be written as

$$
\mathcal{L}(X, T(X))=\mathrm{M} \otimes\left(P_{\theta} \circ T^{-1}\right)
$$

Turning to the marginal distribution we get $P_{\theta}=\mathrm{M}\left(P_{\theta} \circ T^{-1}\right)$ which is the Blackwell sufficiency. Blackwell sufficiency, sometimes called exhaustivity, is a condition that refers only to the marginal distribution, whereas sufficiency and regular sufficiency refer to the joint distribution of $X$ and $T(X)$. Thus we cannot expect that the Blackwell sufficiency implies the regular sufficiency in general. However, under additional assumptions it is shown later that the two concepts are equivalent.

For $\mathrm{E}_{Q}\left(I_{A} \mid \sigma(T)\right)$, the conditional probability of $A$, given the $\sigma$-algebra $\sigma(T)$, under $Q$, an interesting question is if it can also be the conditional probability under another distribution, say $P$. A sufficient condition on the relation of $P$ and $Q$ for this to be true is given in the next problem.

Problem 4.44.* Let $P$ and $Q$ be distributions on $(\mathcal{X}, \mathfrak{A})$ with $P \ll Q$. If $(\mathcal{Y}, \mathfrak{B})$ is another measurable space, $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ a statistic, and $d P / d Q$ is $\sigma(T)$-measurable, then for every $h: \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}$

$$
\mathrm{E}_{P}(h \mid \sigma(T))=\mathrm{E}_{Q}(h \mid \sigma(T)), \quad \text { P-a.s. }
$$

Later on, in the proof of the factorization lemma, it is shown that criteria for sufficiency of the binary submodels are essential. Thus, let us consider a binary model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$ and the reduced model $\mathcal{N}=$ $\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{0}, Q_{1}\right\}\right)$ with $Q_{i}=P_{i} \circ T^{-1}, i=0,1$, for some $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$. We set

$$
\bar{P}=\frac{1}{2}\left(P_{0}+P_{1}\right), \quad \bar{Q}=\frac{1}{2}\left(Q_{0}+Q_{1}\right), \quad L_{i}:=\frac{d P_{i}}{d \bar{P}}, \quad M_{i}:=\frac{d Q_{i}}{d \bar{Q}}, \quad i=0,1 .
$$

Let $\mathrm{D}\left(P_{0}, P_{1}\right)$ be the Hellinger distance in (1.75) and $\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ from (1.82).
Theorem 4.45. Given $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right)$, a statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$, and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{0}, Q_{1}\right\}\right)$ with $Q_{i}=P_{i} \circ T^{-1}, i=0,1$, the following statements are equivalent.
(A) $T$ is sufficient for $\left\{P_{0}, P_{1}\right\}$.
(B) $\mathrm{E}_{\bar{P}}\left(L_{0} \mid T\right)=L_{0}, \quad \bar{P}$-a.s.
(C) $\mathrm{D}\left(Q_{0}, Q_{1}\right)=\mathrm{D}\left(P_{0}, P_{1}\right)$.
(D) $\mathrm{b}_{\pi}\left(Q_{0}, Q_{1}\right)=\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right), \quad 0<\pi<1$.

Corollary 4.46. If $T$ is sufficient for $\left\{P_{0}, P_{1}\right\}$, then

$$
\begin{equation*}
\mathrm{I}_{\mathrm{v}}\left(Q_{0}, Q_{1}\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right) \tag{4.40}
\end{equation*}
$$

for every convex function $\mathrm{v}:(0, \infty) \rightarrow \mathbb{R}$. Conversely, if (4.40) holds for one strictly convex function $\mathrm{v}:(0, \infty) \rightarrow \mathbb{R}$ with $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)<\infty$, then $T$ is sufficient for $\left\{P_{0}, P_{1}\right\}$.

Corollary 4.47. If $T$ is Blackwell sufficient for $\left\{P_{0}, P_{1}\right\}$, then $T$ is sufficient for $\left\{P_{0}, P_{1}\right\}$.

Proof. The proof follows the scheme $(A) \rightarrow(D) \rightarrow(C) \rightarrow(B) \rightarrow(A)$. To show $(A) \rightarrow(D)$, let $\varphi_{B}$ be a Bayes test for $\mathrm{H}_{0}: P_{0}$ versus $\mathrm{H}_{A}: P_{1}$. Then by Problem 4.40 there is a test $\psi$ with $\psi(T)=\mathrm{E}_{P_{i}}\left(\varphi_{B} \mid T\right), P_{i}$-a.s. Hence $\mathrm{E}_{P_{i} \circ T^{-1}} \psi=\mathrm{E}_{P_{i}} \varphi_{B}$ and $\mathrm{b}_{\pi}\left(Q_{0}, Q_{1}\right) \leq \mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$. The opposite inequality is trivial as the set of the tests $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$ that are functions of $T$ is a subset of all tests. To establish $(D) \rightarrow(C)$, we set $\mathrm{v}(x)=(\sqrt{x}-1)^{2}$. Then $\mathrm{D}^{2}\left(P_{0}, P_{1}\right)=\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ and $(C)$ follows from Theorem 1.68. $(C) \rightarrow(B)$ follows from Proposition 1.75. Finally, $(B) \rightarrow(A)$ follows from Problem 4.44 with $Q=\bar{P}$ and the fact that $L_{0}$ and $L_{1}=2-L_{0}$ are $\sigma(T)$-measurable.

Corollary 4.46 follows from Theorem 1.70 and condition $(D)$. To prove Corollary 4.47, we fix any strictly convex function v with $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)<\infty$. For example, we may choose $\mathrm{v}(x)=(\sqrt{x}-1)^{2}$. A twofold application of Theorem 1.70 yields $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right) \geq \mathrm{I}_{\mathrm{v}}\left(P_{0} \circ T^{-1}, P_{1} \circ T^{-1}\right) \geq \mathrm{I}_{\mathrm{v}}\left(\mathrm{M}\left(P_{0} \circ T^{-1}\right), \mathrm{M}\left(P_{1} \circ T^{-1}\right)\right)=$ $\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$, so that the statement follows from Corollary 4.46.

Problem 4.48.* $\left(\mathcal{X}, \mathfrak{A},\left\{P_{0}, P_{1}\right\}\right) \sim\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{0}, Q_{1}\right\}\right)$ holds if and only if we have $\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)=\mathrm{g}_{\alpha}\left(Q_{0}, Q_{1}\right), 0<\alpha<1$, where $\mathrm{g}_{\alpha}$ is the minimal probability of an error of the second kind of a level $\alpha$ test; see (2.49).

Remark 4.49. The statement of Corollary 4.46 is an information-theoretic characterization of sufficiency that presumably goes back to Csiszár (1963). For the Hellinger distance this relation is condition $(C)$ in Theorem 4.45 and can also be found in LeCam (1986). The equivalence of conditions $(A)$ and $(D)$ in Theorem 4.45 is a testing-theoretic characterization of sufficiency which is due to Pfanzagl (1974), where the equivalent condition in Problem 4.48 is used. For further references and historical remarks we refer to Pfanzagl (1994) and Torgersen (1991). Sverdrup (1966) is an exposition of the central ideas of classical papers on sufficiency.

Now we extend the above results for binary models to dominated models. Here we utilize the statement in Problem 4.44 where the $\sigma(T)$-measurability of the density has been used. It turns out that this condition works also for dominated models, and is also a necessary condition. This is the content of the famous factorization criterion for sufficiency due to Neyman (1935).

Theorem 4.50. (Neyman Criterion) In $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$, and $f_{\theta}=d P_{\theta} / d \mu, \theta \in \Delta$. Then for any statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ the following holds. $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if and only if there are functions $g_{\theta}: \mathcal{Y} \rightarrow_{m} \mathbb{R}, \theta \in \Delta$, and $h: \mathcal{X} \rightarrow_{m} \mathbb{R}$, such that

$$
\begin{equation*}
f_{\theta}=g_{\theta}(T) h, \quad \mu \text {-a.e. } \tag{4.41}
\end{equation*}
$$

Proof. Suppose that $T$ is sufficient and $\bar{P}$ is from Lemma 4.36. Then according to Problem 4.43 the statistic $T$ is sufficient for $\left\{P_{\theta}, \frac{1}{2}\left(P_{\theta}+\bar{P}\right)\right\}$. Hence we get from $(B)$ in Theorem 4.45 that $d P_{\theta} / d\left(\frac{1}{2}\left(P_{\theta}+\bar{P}\right)\right)$ is a measurable function of $T$. Then

$$
\frac{d P_{\theta}}{d\left(\frac{1}{2}\left(P_{\theta}+\bar{P}\right)\right)}=\frac{2 d P_{\theta} / d \bar{P}}{1+d P_{\theta} / d \bar{P}}
$$

shows that $d P_{\theta} / d \bar{P}$ is a measurable function of $T$, say $g_{\theta}(T)$. Putting $h=$ $d \bar{P} / d \mu$ we get (4.41). Conversely, if (4.41) is satisfied, then by Problem 4.44 $\mathrm{E}_{\bar{P}}\left(I_{A} \mid T\right)$ is a version of the conditional probability that is independent of the parameter.

Example 4.51. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample from a distribution that belongs to an exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ in natural form with $\Delta \subseteq \mathbb{R}^{d}$ and generating statistic $T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$. Then $\mathcal{L}\left(\left(X_{1}, \ldots, X_{n}\right)\right)=P_{\theta}^{\otimes n}$, and by Proposition 1.4

$$
\frac{d P_{\theta}^{\otimes n}}{d \boldsymbol{\mu}^{\otimes n}}=\exp \left\{\left\langle\theta, T_{\oplus n}\right\rangle-n K(\theta)\right\} .
$$

Consequently, by Theorem 4.50 the generating statistic $T_{\oplus n}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} T\left(x_{i}\right)$ is sufficient for the family $\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}$.

In a finite model the likelihood carries the complete information.
Example 4.52. For every finite model ( $\left.\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$ the statistic $M$ in (4.11) is sufficient for $\left\{P_{1}, \ldots, P_{m}\right\}$. This follows directly from the factorization criterion Theorem 4.50.

If we turn from one statistic by a one-to-one bimeasurable mapping to another statistic, then by Problem 4.41 the new statistic is again sufficient. The next problem illustrates this for normal distributions.

Problem 4.53.* For a model there are in general several different sufficient statistics available. Consider the model

$$
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}, \sigma^{2}>0}\right) .
$$

Let $\bar{X}_{n}=(1 / n) \sum_{i=1}^{n} X_{i}$ and $S_{n}^{2}=(1 /(n-1)) \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}$, where $X_{i}$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}, i=1, \ldots, k$, are the projections on the coordinates. The statistics $\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} X_{i}^{2}\right)$ and $\left(\bar{X}_{n}, S_{n}^{2}\right)$ are both sufficient for $\left(\mathrm{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}, \sigma^{2}>0}$.

The next problem shows that there is a close relationship between the concepts of a monotone likelihood ratio (MLR) and sufficiency.

Problem 4.54.* If $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \Delta \subseteq \mathbb{R}$, is dominated by some $\mu \in$ $\mathcal{M}^{\sigma}(\mathfrak{A})$ and has a monotone likelihood ratio in $T: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}$ (see Definition 2.11), then $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$.

We have seen in Problem 4.41 that a one-to-one statistic is sufficient. For dominated models we can say more.

Problem 4.55. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A}), T$ : $\mathcal{X} \rightarrow_{m} \mathcal{Y}$, and $g: \mathcal{Y} \rightarrow_{m} \mathcal{Y}$. If $S=g(T)$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, then $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ as well.

In dominated models sufficiency can be characterized by the fact that the distances between the distributions in the reduced model are the same as in the original model.

Problem 4.56.* Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$, and let $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ be a statistic. $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if and only if $\mathrm{D}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)=$ $\mathrm{D}\left(P_{\theta_{1}} \circ T^{-1}, P_{\theta_{2}} \circ T^{-1}\right)$ for every $\theta_{1}, \theta_{2} \in \Delta$.

Problem 4.57.* Suppose that $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \Delta \subseteq \mathbb{R}^{d}$, is a statistical model which is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with Fisher information matrix $\boldsymbol{I}\left(\theta_{0}\right)$. Let $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ be a statistic and $\mathbf{I}_{T}\left(\theta_{0}\right)$ be the Fisher information matrix in the family $Q_{\theta}=P_{\theta} \circ T^{-1}, \theta \in \Delta$; see Theorem 1.114. If $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, then $\mathrm{I}_{T}\left(\theta_{0}\right)=\mathbf{I}\left(\theta_{0}\right)$.

By Corollary 4.47 Blackwell sufficiency implies pairwise sufficiency which for dominated models is equivalent to sufficiency. Moreover, regular sufficiency is stronger than sufficiency and Blackwell sufficiency. This leads to the following relation between the different types of sufficiency.
Proposition 4.58. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $(\mathcal{X}, \mathfrak{A})$ be a Borel space. Then for a statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ the conditions pairwise sufficient, sufficient, Blackwell sufficient, and regular sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ are equivalent.

Proof. We have only to show that the sufficiency implies the regular sufficiency. Let $\bar{P}$ be from Lemma 4.36 and $\mathrm{M}: \mathfrak{A} \times \mathcal{Y} \rightarrow_{k}[0,1]$ be a stochastic kernel such that $\bar{P}(A \mid \sigma(T))=\mathrm{M}(A \mid T), \bar{P}$-a.s. By the factorization criterion (see Theorem 4.50) the density $d P_{\theta} / d \bar{P}$ is $\sigma(T)$-measurable and therefore by Problem 4.44 it holds $P_{\theta}(A \mid \sigma(T))=\mathrm{M}(A \mid T), P_{\theta}$-a.s., which gives the regular sufficiency.

Remark 4.59. If $\mathfrak{A}$ is finite, then the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is readily dominated. If $\mathfrak{A}$ has the atoms $A_{1}, \ldots, A_{n}$, then we may turn to the new finite sample space $\widetilde{\mathcal{X}}=$ $\left\{\left\{A_{1}\right\}, \ldots,\left\{A_{n}\right\}\right\}$. As every finite set is a Borel space we get from Proposition 4.58 that for a finite $\sigma$-algebra $\mathfrak{A}$ the conditions pairwise sufficient, sufficient, Blackwell sufficient, and regular sufficient are equivalent.

The concept of sufficiency is also meaningful in the Bayes framework. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a given statistical model. We assume that the condition (A3) in Section 1.2 is fulfilled so that $(X, \Theta)$ has the distribution $\mathrm{P} \otimes \Pi$.
Definition 4.60. $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is called Bayes sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ if for every prior $\Pi$ and every $B \in \mathfrak{B}_{\Delta}$ there is a function $b_{B}: \mathcal{Y} \rightarrow_{m} \mathbb{R}_{+}$such that

$$
\mathbb{P}(\Theta \in B \mid X)=b_{B}(T(X)), \quad \mathbb{P} \text {-a.s. }
$$

The next proposition clarifies how Bayes sufficiency is related to the other types of sufficiency. It is due to Blackwell and Ramamoorthi (1982); see also Schervish (1995), Theorem 2.14.

Proposition 4.61. If $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a Borel space, $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies (A3), and $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is regular sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, then $T$ is Bayes sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$. Conversely, if $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is arbitrary but $\{\theta\} \in \mathfrak{B}_{\Delta}, \theta \in \Delta,\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$, and $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is Bayes sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, then $T$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$.

Proof. If $T$ is regular sufficient, then by the standard extension technique we get from (4.39) that for every $h: \mathcal{X} \times \mathcal{T} \rightarrow m \mathbb{R}_{+}$,

$$
\begin{equation*}
\int\left[\int h(x, T(y)) \mathrm{M}(d x \mid T(y))\right] P_{\theta}(d y)=\int h(x, T(x)) P_{\theta}(d x) \tag{4.42}
\end{equation*}
$$

The family of distributions $Q_{\theta}=P_{\theta} \circ T^{-1}$ is a stochastic kernel, say Q. As $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a Borel space we can find a stochastic kernel L such that

$$
\begin{equation*}
Q_{\theta}(d t) \Pi(d \theta)=\mathrm{L}(d \theta \mid t)(\mathrm{Q} \Pi)(d t) \tag{4.43}
\end{equation*}
$$

It follows from (4.42) that for every $g: \mathcal{X} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$and $h(x, t)=g(x, \theta)$ for fixed $\theta$

$$
\int g(x, \theta) P_{\theta}(d x)=\int\left[\int g(x, \theta) \mathrm{M}(d x \mid T(y))\right] P_{\theta}(d y)
$$

Integration with respect to $\theta$ yields

$$
\begin{aligned}
\int\left[\int g(x, \theta) P_{\theta}(d x)\right] \Pi(d \theta) & =\int\left[\int\left[\int g(x, \theta) \mathrm{M}(d x \mid T(y))\right] P_{\theta}(d y)\right] \Pi(d \theta) \\
& =\int\left[\int\left[\int g(x, \theta) \mathrm{M}(d x \mid t)\right] Q_{\theta}(d t)\right] \Pi(d \theta) \\
& =\int\left[\int\left[\int g(x, \theta) \mathrm{M}(d x \mid t)\right] \mathrm{L}(d \theta \mid t)\right](\mathrm{Q} \Pi)(d t)
\end{aligned}
$$

Hence with $h(x, t)=\int g(x, \theta) \mathrm{L}(d \theta \mid t)$ and (4.42),

$$
\begin{aligned}
& \int\left[\int g(x, \theta) P_{\theta}(d x)\right] \Pi(d \theta)=\int\left[\int\left[\int h(x, T(y)) \mathrm{M}(d x \mid T(y))\right] P_{\widetilde{\theta}}(d y)\right] \Pi(d \widetilde{\theta}) \\
& =\int\left[\int h(x, T(x)) P_{\widetilde{\theta}}(d x)\right] \Pi(d \widetilde{\theta})=\int\left[\int\left[\int g(x, \theta) \mathrm{L}(d \theta \mid T(x))\right] P_{\widetilde{\theta}}(d x)\right] \Pi(d \widetilde{\theta}) \\
& =\int\left[\int g(x, \theta) \mathrm{L}(d \theta \mid T(x))\right](\mathrm{P} \Pi)(d x)
\end{aligned}
$$

This means that $\mathbb{P}(\Theta \in B \mid X=x)=\mathrm{L}(B \mid T(x))$, so that the Bayes sufficiency is established.

Conversely suppose that $T$ is Bayes sufficient. Choose the prior $\Pi=$ $\frac{1}{2}\left(\delta_{\theta_{1}}+\delta_{\theta_{2}}\right)$ and put $f_{\theta_{i}}=2 d P_{\theta_{i}} / d\left(P_{\theta_{1}}+P_{\theta_{2}}\right)$. Then $f_{\theta_{1}}+f_{\theta_{2}}=2$ and

$$
\mathbb{P}\left(\Theta=\theta_{i} \mid X=x\right)=\frac{2 f_{\theta_{i}}(x)}{f_{\theta_{1}}(x)+f_{\theta_{2}}(x)}=f_{\theta_{i}}(x)
$$

is a measurable function of $T$. From the factorization criterion in Theorem 4.50 we get that $T$ is sufficient for $\left\{P_{\theta_{1}}, P_{\theta_{2}}\right\}$. Hence $T$ is pairwise sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$. The rest follows from Problem 4.38.

Now we study the case where $T$ is sufficient, not necessarily regular sufficient, and the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$. We
use the notations in Section 1.2, and take $\mu=\bar{P}$ from Lemma 4.36 as the dominating measure. Then $g_{\theta}(T)=d P_{\theta} / d \bar{P}$ by Theorem 4.50. Suppose that condition (A5) is satisfied for $\boldsymbol{\mu}=\bar{P}$. If $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, then we obtain the marginal and the posterior density, respectively,

$$
\begin{gathered}
\mathrm{m}(x)=\mathrm{n}(T(x)), \quad \mathrm{n}(t)=\int g_{\theta}(t) \pi(\theta) \boldsymbol{\tau}(d \theta), \\
\pi(\theta \mid x)=\xi(\theta \mid T(x)), \quad \xi(\theta \mid t)= \begin{cases}g_{\theta}(t) \pi(\theta) / \mathrm{n}(t) & \text { if } \mathrm{n}(t)>0 \\
\pi(\theta) & \text { if } \mathrm{n}(t)=0\end{cases}
\end{gathered}
$$

with $g_{\theta}$ in (4.41). Thus we have obtained the following result.
Proposition 4.62. If the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated by some $\mu \in$ $\mathcal{M}^{\sigma}(\mathfrak{A}), T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$, and $g_{\theta}(t)$ is a measurable function of $(\theta, t)$, then $T$ is Bayes sufficient for $\left(P_{\theta}\right)_{\theta \in \Delta}$ and

$$
\mathbb{P}(\Theta \in B \mid X=x)=\int_{B} \xi(\theta \mid T(x)) \tau(d \theta), \quad \mathcal{L}(X \mid \mathbb{P}) \text {-a.s. }
$$

Example 4.63. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a natural exponential family with dominating measure $\boldsymbol{\mu}$ and generating statistic $T$. We consider the model $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$, which by Proposition 1.4 is again a natural exponential family, but now with the $\boldsymbol{\mu}^{\otimes n}$-density $\exp \left\{\left\langle\theta, T_{\oplus n}\right\rangle-n K(\theta)\right\}$. For $(a, b) \in \Upsilon$, which was introduced in (1.36), we use the conjugate prior with the $\boldsymbol{\tau}$-density $\pi_{a, b}=\exp \{\langle b, \theta\rangle-a K(\theta)-L(a, b)\}$. From (1.43) in Lemma 1.35 we get that the posterior distribution of $\Theta$, given $X=x$, is

$$
\boldsymbol{\Pi}_{n, a, b}(B \mid x)=\int_{B} \pi_{a+n, b+T_{\oplus n}(x)}(\theta) \boldsymbol{\tau}(d \theta), \quad x \in \mathcal{X}^{n}, \quad B \in \mathfrak{B}_{\Delta} .
$$

Hence the posterior distribution depends on the data $x$ only through the statistic $T_{\oplus n}(x)$. This is in accordance with the fact that $T_{\oplus n}$ is sufficient; see Example 4.51.

The display below gives relations among different types of sufficiency.

## Relations between types of sufficiency



For further relations among different concepts of sufficiency under additional assumptions on the model see Problem 4.38 and Propositions 4.58 and 4.61.

For an i.i.d. sample from a member of a family of distributions that are equivalent to the Lebesgue measure on $\mathbb{R}$ the reduction by a one-dimensional sufficient statistic works only for exponential families. This is a very important
fact, as it clarifies the role of reduction by sufficiency as well as the role of exponential families in statistical analysis. Following up on previous results by Koopman (1936), Pitman (1936), Dynkin (1951), Borges and Pfanzagl (1963), Brown (1964), Denny (1970), and Pfanzagl (1972), the next theorem, due to Hipp (1974), establishes this fact for statistics that satisfy the following condition. A statistic $T: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}$ is called locally Lipschitz if for every $x \in \mathbb{R}^{n}$, there exists a $c \geq 0$ and an open set $U \subseteq \mathbb{R}^{n}$ with $x \in U$ such that $(T(y)-T(z))^{2} \leq c \sum_{i=1}^{n}\left(y_{i}-z_{i}\right)^{2}$ for all $y, z \in U$.

Theorem 4.64. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a family of distributions on the Borel sets of $\mathbb{R}$, where each $P_{\theta}$ is equivalent to the Lebesgue measure on $\mathbb{R}$. If for some $n \geq 2$ there exists a statistic $T: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}$ that is sufficient for $\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}$ and locally Lipschitz, then $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a one-parameter exponential family.

An essential assumption in the last theorem is the equivalence of the distributions in the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ to the Lebesgue measure on $\mathbb{R}$. This means that examples for dominated families which have a one-dimensional sufficient statistic but do not form an exponential family are those for which the supports of the distributions depend on the parameter. An example follows below; see also Problem 2.56.

Example 4.65. The statistic $M_{n}\left(x_{1}, \ldots, x_{n}\right)=\max \left\{x_{1}, \ldots, x_{n}\right\}$ is sufficient for $\left(\mathrm{U}^{\otimes n}(0, \theta)\right)_{\theta>0}$. This follows from the fact that $\mathrm{U}^{\otimes n}(0, \theta)$ has the Lebesgue density $\theta^{-n} I_{[0, \theta]}\left(M_{n}\right)$ so that $M_{n}$ is a sufficient statistic by the Neyman criterion.

Now we study how the different concepts of sufficiency are related to the decision-theoretically motivated concept of equivalence of models. Let the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be given, $(\mathcal{Y}, \mathfrak{B})$ be another measurable space, and $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$. The reduced model $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ with $Q_{\theta}=$ $P_{\theta} \circ T^{-1}, \theta \in \Delta$, is a randomization and thus at most as informative as $\mathcal{M}$, i.e., $\mathcal{N} \preceq \mathcal{M}$. If $T$ is Blackwell sufficient, then we can find a kernel M : $\mathfrak{A} \times \mathcal{Y} \rightarrow_{k}[0,1]$ such that $P_{\theta}=\mathrm{M} Q_{\theta}$ and thus $\mathcal{M}=\mathrm{M} \mathcal{N}$. Consequently, the two models $\mathcal{M}$ and $\mathcal{N}$ are mutual randomizations of each other and thus, by Corollary 4.10, they are equivalent. Beyond this equivalence we have even more. For every decision $D_{\mathcal{M}}$ for the model $\mathcal{M}$ the decision $D_{\mathcal{N}}:=D_{\mathcal{M}} M$ for the model $\mathcal{N}$ has the same risk function,

$$
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right)=\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right), \quad \theta \in \Delta
$$

which follows from the fact that for every $\theta \in \Delta$,

$$
\begin{align*}
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right) & =\int\left[\int L(\theta, a) \mathrm{D}_{\mathcal{M}}(d a \mid x)\right] P_{\theta}(d x) \\
& =\int\left[\int L(\theta, a) \mathrm{D}_{\mathcal{N}}(d a \mid y)\right] Q_{\theta}(d y)=\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{N}}\right) \tag{4.44}
\end{align*}
$$

An analogous statement holds if $T$ is sufficient, the model is dominated, and the decision space is a Borel space. The next theorem extends the results of

Theorem 4.18 and relates the different types of sufficiency to the decisiontheoretically based concept of equivalence of models.

Theorem 4.66. Assume that either $T$ is Blackwell sufficient or that the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated by some $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A}), T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is sufficient, and $(\mathcal{D}, \mathfrak{D})$ is a Borel space. Then for every decision $\mathrm{D}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ there is a decision factorized by $T$ which has the same risk function; i.e., there is a decision $\mathrm{C}: \mathfrak{D} \times \mathcal{Y} \rightarrow_{k}[0,1]$ such that

$$
\begin{equation*}
\mathrm{R}(\theta, \mathrm{D})=\mathrm{R}(\theta, \mathrm{C} \circ T), \quad \theta \in \Delta \tag{4.45}
\end{equation*}
$$

Corollary 4.67. If $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is a statistic, then the following holds. The models $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ with $Q_{\theta}=P_{\theta} \circ T^{-1}$, $\theta \in \Delta$, are equivalent if and only if $T$ is pairwise sufficient.

Proof. In Theorem 4.66 the statement under the first assumption follows from (4.44) by setting $C=D_{\mathcal{N}}$. The statement under the second assumption follows from Theorems 4.18 and 4.50 .

To prove Corollary 4.67 , suppose $\mathcal{M}$ and $\mathcal{N}$ are equivalent. Then for every fixed $\theta_{1}, \theta_{2} \in \Delta$ the models $\left(\mathcal{X}, \mathfrak{A},\left\{P_{\theta_{1}}, P_{\theta_{2}}\right\}\right)$ and $\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{\theta_{1}}, Q_{\theta_{2}}\right\}\right)$ are also equivalent, and thus $\mathrm{H}_{1 / 2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)=\mathrm{H}_{1 / 2}\left(Q_{\theta_{1}}, Q_{\theta_{2}}\right)$ by Theorem 4.25. Theorem 4.45 provides that $T$ is sufficient for $\left\{P_{\theta_{1}}, P_{\theta_{2}}\right\}$ so that $T$ is pairwise sufficient. Conversely, if $T$ is pairwise sufficient, then it is sufficient for every finite submodel $\left(P_{\theta}\right)_{\theta \in \digamma}$, see Problem 4.38. As $\left(P_{\theta}\right)_{\theta \in \digamma}$ is dominated, and every finite decision space is a Borel space, we get the stated equivalence from $\mathrm{R}(\theta, \mathrm{D})=\mathrm{R}\left(\theta, \mathrm{C}_{\digamma} \circ T\right), \theta \in \digamma$, and the definition of equivalence in Definition 4.9 .

From (4.45) we see the decision theoretic difference between dominated and undominated models. If we have a pairwise sufficient statistic $T$, then we can find for every decision D and every finite set $\digamma \subseteq \Delta$ a decision $\mathrm{C}_{\digamma}$ that gives the same risk for $\theta \in \digamma$. In the dominated case we can put all these $C_{\digamma}$ together, i.e., find one universal C that satisfies (4.45).

Remark 4.68. (Reduction by Sufficiency) If either $T$ is Blackwell sufficient or the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated, $T$ is sufficient, and the decision space is a Borel space, then by Theorem 4.66 we may restrict all risk considerations to decisions that are factorized by $T$, i.e., that depend on $x \in \mathcal{X}$ only through $T(x)$. Following such a restriction is called a reduction by sufficiency.

### 4.4 Completeness, Ancillarity, and Minimal Sufficiency

On several occasions we have already been faced with the necessity of the family $\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}$ being sufficiently large. This becomes an important issue later on in Chapter 7 when we characterize uniformly best unbiased estimators. However, we have to deal with it already in this section for studying the interrelation of sufficiency and ancillarity. To give a precise formulation we
introduce the concept of completeness which is due to Lehmann and Scheffé (1947, 1950). Before, it has been used implicitly already in Scheffé (1943) and Halmos (1946).

Definition 4.69. For any model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ a statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is called (boundedly) complete if for every (bounded) $h \in \bigcap_{\theta \in \Delta} \mathbb{L}_{1}\left(P_{\theta} \circ T^{-1}\right)$ with $\int h(T) d P_{\theta}=0$ for every $\theta \in \Delta$ it follows that $h(T)=0, P_{\theta}$-a.s., for every $\theta \in \Delta$. If $T$ is complete, then we also say that the family $\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}$ is complete.
Remark 4.70. If $g: \mathcal{Y} \rightarrow_{m} \mathcal{S}$ is one-to-one and the inverse mapping is also measurable, then $S=g(T)$ is (boundedly) complete if and only if $T$ is (boundedly) complete.

It is clear that completeness implies boundedly completeness. An example which shows that the converse statement is not true in general can be found in Lehmann and Scheffé (1950). For recent results on this topic we refer to Mattner (1993).

Roughly speaking the completeness of a family of distributions means that it is sufficiently large. The next problem illustrates completeness in the dominated case.

Problem 4.71. If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated by $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and the set of finite linear combinations of $\left\{d P_{\theta} / d \mu: \theta \in \Delta\right\}$ is dense in $\mathbb{L}_{1}(\mu)$, then $\left(P_{\theta}\right)_{\theta \in \Delta}$ is complete.

For families of discrete distributions completeness can be often directly verified.

Problem 4.72.* The family of distributions $\mathrm{B}(n, p), p \in(0,1)$, on $\{0,1, \ldots, n\}$ is complete.

The binomial distributions in the last problem are a special exponential family. Now we show that the generating statistic of any exponential family in natural form, in the sense of Definition 1.1, is complete. This fact, which appeared first in Sverdrup (1953), was established explicitly in Lehmann and Scheffé (1955).

Theorem 4.73. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a d-parameter exponential family in natural form, with natural parameter $\theta \in \Delta$ and generating statistic $T: \mathcal{X} \rightarrow_{m}$ $\mathbb{R}^{d}$, that satisfies conditions (A1) and (A2). If $\Delta_{0}$ is a subset of $\Delta$ so that the interior $\Delta_{0}^{0}$ of $\Delta_{0}$ is nonempty, then for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta_{0}}\right)$ the statistic $T$ is complete.

Proof. Suppose that $h: \mathbb{R}^{d} \rightarrow_{m} \mathbb{R}$ satisfies $\mathrm{E}_{\theta}|h(T)|<\infty$, and $\mathrm{E}_{\theta} h(T)=$ $0, \theta \in \Delta_{0}$. Then with $d \mu_{1}=h^{+}(T) d \boldsymbol{\mu}$ and $d \mu_{2}=h^{-}(T) d \boldsymbol{\mu}$ it holds

$$
\int \exp \{\langle\theta, T\rangle-K(\theta)\} d \mu_{1}=\int \exp \{\langle\theta, T\rangle-K(\theta)\} d \mu_{2}
$$

for every $\theta$ in some open rectangle. An application of Proposition 1.25 yields $\mu_{1}=\mu_{2}$, which implies $h^{+}(T)=h^{-}(T)$, $\boldsymbol{\mu}$-a.e., which is equivalent to $h(T)=$ $0, \boldsymbol{\mu}$-a.e., and thus we get $h(T)=0, P_{\theta}$-a.s., as $P_{\theta} \ll \boldsymbol{\mu}$.

Example 4.74. The model $\left(\mathbb{R}^{d}, \mathfrak{B}_{d}, \mathrm{~N}^{\otimes n}\left(\mu, \sigma^{2}\right)_{\mu \in \mathbb{R}, \sigma^{2}>0}\right)$ is, according to Example 1.11, an exponential family with natural parameter $\theta=\left(\mu / \sigma^{2},-1 / \sigma^{2}\right) \in \mathbb{R} \times(-\infty, 0)$ and generating statistic $T_{\oplus n}\left(x_{1}, \ldots, x_{n}\right)=\left(\sum_{i=1}^{n} x_{i}, \sum_{i=1}^{n} x_{i}^{2}\right)$. The latter is complete according to Theorem 4.73. It should be noted that the statistic $\left(\bar{X}_{n}, S_{n}^{2}\right)$ is also complete, which follows from Remark 4.70.

The next problem establishes the completeness of a family that is not an exponential family.

Problem 4.75.* The family of uniform distributions $\mathrm{U}(0, \theta), \theta>0$, is complete.
Now we consider a type of statistic that plays a role opposite to that of a sufficient statistic, in the sense that we cannot get any information about the parameter if we observe only this statistic.

Definition 4.76. Given the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a statistic $V: \mathcal{X} \rightarrow_{m}$ $\mathcal{V}, V$ is called ancillary if $P_{\theta} \circ V^{-1}$ is independent of $\theta$ for every $\theta \in \Delta$.

To discuss jointly the concepts of ancillarity and sufficiency let us consider the following situation where $(\mathcal{X}, \mathfrak{A}),(\mathcal{U}, \mathfrak{U})$, and $(\mathcal{V}, \mathfrak{V})$ are measurable spaces. Suppose that $U: \mathcal{X} \rightarrow_{m} \mathcal{U}$ and $V: \mathcal{X} \rightarrow_{m} \mathcal{V}$ are statistics which carry the complete information in the sense that there exists a mapping

$$
\begin{equation*}
\psi: \mathcal{U} \times \mathcal{V} \rightarrow_{m} \mathcal{X} \quad \text { with } \quad \psi(U(x), V(x))=x, \quad x \in \mathcal{X} \tag{4.46}
\end{equation*}
$$

The next theorem shows that for independent statistics $U$ and $V$, whenever $V$ is ancillary, the ancillary component $V$ can be cancelled and the remaining component $U$ is sufficient.

Theorem 4.77. Assume that there exists a mapping $\psi$ that satisfies (4.46) for two statistics $U: \mathcal{X} \rightarrow_{m} \mathcal{U}$ and $V: \mathcal{X} \rightarrow_{m} \mathcal{V}$ that are independent with respect to $P_{\theta}$ for every $\theta \in \Delta$. If now $V$ is ancillary, then $U$ is regular sufficient.

Proof. Set $Q=P_{\theta} \circ V^{-1}$, which by assumption is independent of $\theta \in \Delta$. Introduce the stochastic kernel M by $\mathrm{M}(A \mid u)=\int I_{A}(\psi(u, v)) Q(d v), A \in \mathfrak{A}$, $u \in \mathcal{U}$. Then for every $A \in \mathfrak{A}$ and $B \in \mathfrak{U}$,

$$
\begin{aligned}
& \int \mathrm{M}(A \mid u) I_{B}(u)\left(P_{\theta} \circ U^{-1}\right)(d u) \\
& =\int I_{B}(u)\left[\int I_{A}(\psi(u, v)) Q(d v)\right]\left(P_{\theta} \circ U^{-1}\right)(d u) \\
& =\int I_{B}(u) I_{A}(\psi(u, v))\left(P_{\theta} \circ(U, V)^{-1}\right)(d u, d v)=\int I_{A}(x) I_{B}(U(x)) P_{\theta}(d x) .
\end{aligned}
$$

Consequently $\mathrm{E}_{\theta}\left(I_{A} \mid U=u\right)=\mathrm{M}(A \mid u)$ is independent of $\theta \in \Delta$ which implies the regular sufficiency.

The concept of ancillarity is somewhat subtle and deserves further explanation. If $P_{\theta} \circ V^{-1}$ is independent of $\theta$, then an observation of $V$ only does not
provide any information about the unknown parameter. However, this does not mean that for any other statistic $W: \mathcal{X} \rightarrow_{m} \mathcal{W}$ the observation $(W, V)$ contains the same information as $W$. Indeed, if $W$ and $V$ are not independent, then $V$ may contribute some information about the unknown parameter via $(W, V)$. To illustrate this issue we use an example from Pfanzagl (1994). First, a problem is given that serves as a preparation.

Problem 4.78.* Let $X_{i} \sim \mathrm{~N}\left(0, \sigma_{i}^{2}\right)$ for $i=1,2$, and $L: \mathbb{R} \rightarrow \mathbb{R}_{+}$be symmetric and strictly increasing on $\mathbb{R}_{+}$. If $\sigma_{1}^{2}<\sigma_{2}^{2}$ and $\mathbb{E} L\left(X_{1}\right)<\infty$, then $\mathbb{E} L\left(X_{1}\right)<\mathbb{E} L\left(X_{2}\right)$.

Example 4.79. We consider the model $\mathcal{M}=\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbf{N}^{\otimes n}\left(\theta, a^{2} \theta^{2}\right)\right)_{\theta \in \mathbb{R}}\right)$, where $a>0$ is fixed, with the statistics $\bar{X}_{n}$ and $S_{n}^{2}$. Obviously, $\bar{X}_{n} / S_{n}$ is ancillary. Let us focus on two types of estimators of $\theta$. The first is $\bar{X}_{n}$, and here we have $\mathcal{L}\left(\sqrt{n}\left(\bar{X}_{n}-\theta\right)\right)=\mathrm{N}\left(0, a^{2} \theta^{2}\right)$. The other is the maximum likelihood estimator (MLE) which is

$$
T_{n}=\frac{1}{2 a^{2}}\left[4 a^{2} S_{n}^{2}+\left(1+4 a^{2}\right)\left(\bar{X}_{n}\right)^{2}\right]^{1 / 2}-\bar{X}_{n} .
$$

Then by Pfanzagl (1994), p. 305, the distribution of $\sqrt{n}\left(T_{n}-\theta\right)$ converges to $\mathrm{N}\left(0, a^{2} \theta^{2} /\left(1+2 a^{2}\right)\right)$ as $n \rightarrow \infty$. Hence by Problem 4.78, for any symmetric function $L$ which is increasing, continuous, and bounded on $\mathbb{R}_{+}$we have for all $\theta \in \mathbb{R}$ and sufficiently large $n$,

$$
\mathrm{E}_{\theta} L\left(\sqrt{n}\left(\bar{X}_{n}-\theta\right)\right)>\mathrm{E}_{\theta} L\left(\sqrt{n}\left(T_{n}-\theta\right)\right)
$$

which implies that $\left(\bar{X}_{n}, \bar{X}_{n} / S_{n}\right)$ contains more information about $\theta$ than $\bar{X}_{n}$ alone. Here, of course, $\bar{X}_{n}$ and $\bar{X}_{n} / S_{n}$ are not independent.

Problem 4.80.* Suppose that $X=\left(X_{1}, \ldots, X_{n}\right) \sim \mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)$. Then $\bar{X}_{n}$ and $V=\left(X_{1}-\bar{X}_{n}, \ldots, X_{n}-\bar{X}_{n}\right)$ are independent.

Example 4.81. For $\mathcal{M}=\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}}\right)$, where $\sigma^{2}$ is known, we set $U\left(x_{1}, \ldots, x_{n}\right)=\bar{x}_{n}$ and $V\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}-\bar{x}_{n}, \ldots, x_{n}-\bar{x}_{n}\right)$. For $\psi\left(u, v_{1}, \ldots, v_{n}\right)=$ $\left(v_{1}+u, \ldots, v_{n}+u\right)$ we have $\psi\left(U, V_{1}, \ldots, V_{n}\right)\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}, \ldots, x_{n}\right)$. Since $V$ is ancillary and independent of $U$ it follows that $U$ is sufficient for $\left(\mathrm{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}}$.

In Theorem 4.77 we have decomposed the observation in two independent components $U$ and $V$ and have shown that ancillarity of $V$ implies that $U$ is sufficient. The next theorem, due to Basu $(1955,1958)$, deals with the converse direction as it shows that independence is necessary under weak additional assumptions.

Theorem 4.82. Let $(\mathcal{U}, \mathfrak{U})$ and $(\mathcal{V}, \mathfrak{V})$ be measurable spaces, $U: \mathcal{X} \rightarrow_{m} \mathcal{U}$ a sufficient statistic, and $V: \mathcal{X} \rightarrow_{m} \mathcal{V}$ another arbitrary statistic. Then the following hold.
(A) If $\left(P_{\theta}\right)_{\theta \in \Delta} \ll P_{\theta_{0}}$ for some $\theta_{0} \in \Delta$ and $U$ and $V$ are independent with respect to $P_{\theta_{0}}$, then $V$ is ancillary.
(B) If $V$ is ancillary and $\left(P_{\theta} \circ U^{-1}\right)_{\theta \in \Delta}$ is boundedly complete, then $U$ and $V$ are independent with respect to $P_{\theta}$ for every $\theta \in \Delta$.

Proof. First we prove $(A)$. Using the function $k_{A}: \mathcal{U} \rightarrow_{m} \mathbb{R}$ that appears in Definition 4.37, where $T$ corresponds to $U$, we get

$$
\begin{equation*}
\int I_{B}(U) I_{C}(V) d P_{\theta}=\int I_{B}(U) k_{V^{-1}(C)}(U) d P_{\theta}, \quad \theta \in \Delta \tag{4.47}
\end{equation*}
$$

for $B \in \mathfrak{U}$ and $C \in \mathfrak{V}$. The independence of $U$ and $V$ under $P_{\theta_{0}}$ yields

$$
0=\int\left[P_{\theta_{0}}(V \in C)-k_{V^{-1}(C)}(U)\right] I_{B}(U) d P_{\theta_{0}}
$$

As $B$ was arbitrary and $P_{\theta} \ll P_{\theta_{0}}$ we get $P_{\theta_{0}}(V \in C)=k_{V^{-1}(C)}(U), P_{\theta}$-a.s., $\theta \in \Delta$. Hence by (4.47) with $B=\mathcal{U}$,

$$
P_{\theta_{0}}(V \in C)=\int k_{V^{-1}(C)}(U) d P_{\theta}=P_{\theta}(V \in C) .
$$

To prove $(B)$, we fix $\theta_{1} \in \Delta$. Then by $P_{\theta_{1}}(V \in C)=P_{\theta}(V \in C)$ and (4.47) with $B=\mathcal{U}$,

$$
\int\left[P_{\theta_{1}}(V \in C)-k_{V^{-1}(C)}(U)\right] d P_{\theta}=0, \quad \theta \in \Delta .
$$

The boundedly completeness of $\left(P_{\theta} \circ U^{-1}\right)_{\theta \in \Delta}$ yields

$$
P_{\theta_{1}}(V \in C)=k_{V^{-1}(C)}(U), \quad P_{\theta} \text {-a.s. }, \theta \in \Delta .
$$

Hence by (4.47)

$$
\begin{aligned}
P_{\theta}(U & \in B, V \in C)=\int I_{B}(U) I_{C}(V) d P_{\theta}=\int I_{B}(U) k_{V^{-1}(C)}(U) d P_{\theta} \\
& =\int I_{B}(U) P_{\theta_{1}}(V \in C) d P_{\theta}=P_{\theta}(U \in B) P_{\theta}(V \in C)
\end{aligned}
$$

Example 4.83. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample from a gamma distribution $\mathrm{Ga}(\lambda, \beta)$ with Lebesgue density $\operatorname{ga}_{\lambda, \beta}(x)=I_{(0, \infty)}(x) \beta^{\lambda} \Gamma(\lambda)^{-1} x^{\lambda-1} \exp \{-\beta x\}$, $\lambda, \beta>0$. We consider the statistics $\bar{X}_{n}$ and

$$
T_{n}\left(X_{1}, \ldots, X_{n}\right)=\bar{X}_{n}\left[\prod_{i=1}^{n} X_{i}\right]^{-n}
$$

Fix $\lambda>0$. As $\left\{(\operatorname{Ga}(\lambda, \beta))^{\otimes n}: \beta>0\right\}$ is an exponential family generated by $\bar{X}_{n}$ we see that the statistic $\bar{X}_{n}$ is sufficient and complete for $\left\{(\mathrm{Ga}(\lambda, \beta))^{\otimes n}: \beta>0\right\}$. The distribution of $T_{n}$ does not depend on $\beta$. Hence $T_{n}$ and $\bar{X}_{n}$ are stochastically independent under $(\mathrm{Ga}(\lambda, \beta))^{\otimes n}$ for every $\lambda, \beta>0$.
Example 4.84. Suppose that $X=\left(X_{1}, \ldots, X_{n}\right) \sim \mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)$. We consider the statistics $\bar{X}_{n}$ and $S_{n}^{2} . S_{n}^{2}$ is a measurable function of $V=\left(X_{1}-\bar{X}_{n}, \ldots, X_{n}-\bar{X}_{n}\right)$ and thus by Problem 4.80 independent of $\bar{X}_{n}$.

If $\sigma^{2}>0$ is fixed, then $\bar{X}_{n}$ is a generating statistic for the exponential family $\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}}$ and therefore complete. As $S_{n}^{2}$ is ancillary, by Theorem $4.82 \bar{X}_{n}$ and $S_{n}^{2}$ are independent, which provides an alternative proof to that in Problem 4.80 .

Obviously, the identical mapping is always a sufficient statistic, but it does not provide any reduction of the data. For a given model there is usually more than one sufficient statistic. The question arises as to whether there are sufficient statistics that reduce the data by mapping multiple points into single points, and if so, how far this reduction can be pushed without losing sufficiency. Clearly, a sufficient statistic $S$ reduces the data more than a sufficient statistic $T$ if $S$ is a function of $T$, but $T$ is not a function of $S$. In this case the range of $S$ is in a way smaller than the range of $T$. This leads to the concept of a minimal sufficient statistic.

Definition 4.85. Given the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a sufficient statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}, T$ is called minimal sufficient if for any other sufficient statistic $S$ that takes values in some $(\mathcal{S}, \mathfrak{S})$ there exists a mapping $h: \mathcal{S} \rightarrow_{m} \mathcal{Y}$ such that $T=h(S), P_{\theta}$-a.s., for every $\theta \in \Delta$.

Example 4.86. Given the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, let $\mathbb{R}^{\Delta}$ be the set of all mappings $\psi: \Delta \rightarrow \mathbb{R}$ and let $Z_{\theta}, \theta \in \Delta$, be the family of evaluation maps, i.e., $Z_{\theta}(\psi)=\psi(\theta)$. Let $\mathfrak{B}^{\otimes \Delta}$ be the $\sigma$-algebra of subsets of $\mathbb{R}^{\Delta}$ generated by the evaluation maps. Assume that the family $\mathcal{P}=\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated and take $\bar{P}$ from Lemma 4.36 as the dominating measure. Set $f_{\theta}=d P_{\theta} / d \bar{P}$ and introduce $T: \mathcal{X} \rightarrow \mathbb{R}^{\Delta}$ by $T: x \mapsto\left(f_{\theta}(x)\right)_{\theta \in \Delta}$. The sufficiency of $T$ follows from Theorem 4.50. However, $T$ is even minimal sufficient. Indeed, if $S: \mathcal{X} \rightarrow_{m} \mathcal{S}$ is a sufficient statistic, then by Theorem 4.50 there are functions $g_{\theta}: \mathcal{S} \rightarrow_{m} \mathbb{R}$ so that $d P_{\theta} / d \bar{P}=g_{\theta}(S), \mathcal{P}$-a.s. Introduce $h: \mathcal{S} \rightarrow_{m} \mathbb{R}^{\Delta}$ by $h(s)=\left(g_{\theta}(s)\right)_{\theta \in \Delta}$. Then $T=h(S)$ and therefore $T$ is minimal sufficient. If $\Delta=\{1, \ldots, m\}$, then $M$ in (4.11) is minimal sufficient.

Next a sufficient condition is given for a statistic to be minimal sufficient.
Theorem 4.87. Assume that the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is dominated and $(\mathcal{Y}, \mathfrak{B})$ is a Borel space. If $T: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ is sufficient and boundedly complete, then $T$ is minimal sufficient.

Proof. We follow Pfanzagl (1994). Suppose $S: \mathcal{X} \rightarrow_{m} \mathcal{S}$ is any sufficient statistic. Let the dominating measure be chosen to be $\bar{P}$ from Lemma 4.36. Sufficiency of $S$ implies that for every $A \in \mathfrak{A}$ there exists a function $k_{A}$ : $\mathcal{S} \rightarrow_{m}[0,1]$ such that $k_{A}(S)=\mathrm{E}_{\theta}\left(I_{A} \mid S\right), P_{\theta}$-a.s. for every $\theta \in \Delta$. Sufficiency of $T$ implies that there is a function $l_{A}$ such that $l_{A}(T)=\mathrm{E}_{\theta}\left(k_{A}(S) \mid T\right), P_{\theta}$-a.s. for every $\theta \in \Delta$. Hence for $A=T^{-1}(B), B \in \mathfrak{B}$, it holds

$$
\int l_{T^{-1}(B)}(T) d P_{\theta}=\int I_{T^{-1}(B)} d P_{\theta}=\int I_{B}(T) d P_{\theta}, \quad P_{\theta^{-} \text {a.s. for every } \theta \in \Delta . . . ~}^{\theta}
$$

Boundedly completeness of $T$ yields $l_{T^{-1}(B)}(T)=I_{B}(T), P_{\theta}$-a.s. for every $\theta \in \Delta$, and by the definition of $k_{T^{-1}(B)}(S)$ and $l_{T^{-1}(B)}(T)$ we have

$$
\begin{aligned}
& \int I_{C}(T)\left(I_{B}(T)-k_{T^{-1}(B)}(S)\right) d P_{\theta} \\
= & \int I_{C}(T)\left(l_{T^{-1}(B)}(T)-k_{T^{-1}(B)}(S)\right) d P_{\theta}=0, \quad C \in \mathfrak{B} .
\end{aligned}
$$

As $\bar{P}$ is a convex linear combination of some distributions $P_{\theta}$ we get

$$
\begin{aligned}
& \int I_{C}(T)\left[I_{B}(T)-k_{T^{-1}(B)}(S)\right] d \bar{P}=0, \quad C \in \mathfrak{B}, \\
& \int I_{B}(T)\left[I_{B}(T)-k_{T^{-1}(B)}(S)\right] d \bar{P}=0, \quad \text { and } \quad \int I_{\bar{B}}(T) k_{T^{-1}(B)}(S) d \bar{P}=0 .
\end{aligned}
$$

Hence by $0 \leq k_{T^{-1}(B)}(S) \leq 1$,

$$
\begin{aligned}
& \int\left|I_{B}(T)-k_{T^{-1}(B)}(S)\right| d \bar{P} \\
\leq & \int I_{B}(T)\left[I_{B}(T)-k_{T^{-1}(B)}(S)\right] d \bar{P}+\int I_{\bar{B}}(T) k_{T^{-1}(B)}(S) d \bar{P}=0,
\end{aligned}
$$

and $I_{B}(T)=k_{T^{-1}(B)}(S), \bar{P}$-a.s. This means that $I_{B}(T)$ is $\bar{P}$-a.s. identical with some $\sigma(S)$-measurable function. It remains to show that there is a $g: \mathcal{Y} \rightarrow_{m} \mathcal{S}$ such that $T=g(S), \bar{P}$-a.s. As the Borel space $\mathcal{Y}$ is Borel isomorphic to a Borel set of $[0,1]$ this statement has to be proved only for a real-valued $T$. But then the statement follows via a pointwise approximation by linear combinations of indicator functions.

An application of the last theorem, in combination with Theorem 4.73, to exponential families gives the following statement.

Proposition 4.88. Under the assumptions of Theorem 4.73 the generating statistic $T$ in an exponential family with natural parameter $\theta \in \Delta$ is minimal sufficient for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta_{0}}\right)$.

### 4.5 Solutions to Selected Problems

Solution to Problem 4.6: The inequality $|Z| \leq|Y|+|X|$ shows that $Z$ has a finite second moment. Hence $\sigma_{2}^{2}=\mathbb{V}(X+Z)=\sigma_{1}^{2}+\mathbb{V}(Z) \geq \sigma_{1}^{2}$. Denote by $\varphi_{X}, \varphi_{X}, \varphi_{Z}$ the characteristic functions of $X, Y, Z$. Then $\exp \left\{i t \mu_{2}-\frac{1}{2} \sigma_{2}^{2} t^{2}\right\}=$ $\exp \left\{i t \mu_{1}-\frac{1}{2} \sigma_{1}^{2} t^{2}\right\} \varphi_{Z}(t)$, which proves $\mathcal{L}(Z)=\mathrm{N}\left(\mu_{2}-\mu_{1}, \sigma_{2}^{2}-\sigma_{1}^{2}\right)$.

Solution to Problem 4.7: If $\Sigma_{1} \preceq \Sigma_{2}$, then $\Sigma_{2}-\Sigma_{1}$ is positive semidefinite and $\mathrm{N}\left(\mu, \Sigma_{2}\right)=\mathrm{N}\left(\mu, \Sigma_{1}\right) * \mathrm{~N}\left(\mu, \Sigma_{2}-\Sigma_{1}\right)$. Conversely, there exists a nonsingular matrix $A$ such that $A^{T} \Sigma_{1} A=\mathbf{I}$ is the unit matrix and $A^{T} \Sigma_{2} A=\Lambda$ is a diagonal matrix with diagonal elements $\lambda_{1} \geq \cdots \geq \lambda_{d} \geq 0$; see Anderson (1984), p. 589. Hence we may assume that $\Sigma_{1}=\mathbf{I}$ and $\Sigma_{2}=\Lambda$. Then $\mathrm{N}\left(\mu, \Sigma_{1}\right)=\bigotimes_{i=1}^{d} \mathrm{~N}\left(\mu_{i}, 1\right)$ and $\mathrm{N}\left(\mu, \Sigma_{2}\right)=\bigotimes_{i=1}^{d} \mathrm{~N}\left(\mu_{i}, \lambda_{i}\right), \mu \in \mathbb{R}^{d}$. Hence

$$
\begin{aligned}
& \mathrm{H}_{s}\left(\mathrm{~N}\left(0, \Sigma_{1}\right), \mathrm{N}\left(\mu, \Sigma_{1}\right)\right.=\exp \left\{-s(1-s) \sum_{i=1}^{d} \mu_{i}^{2}\right\} \\
& \geq \mathrm{H}_{s}\left(\mathrm{~N}\left(0, \Sigma_{2}\right) \mathrm{N}\left(\mu, \Sigma_{2}\right)\right)=\exp \left\{-s(1-s) \sum_{i=1}^{d} \mu_{i}^{2} / \lambda_{i}\right\} .
\end{aligned}
$$

As the $\mu_{i}$ are arbitrary it follows $\lambda_{i} \leq 1, i=1, \ldots, d$.

Solution to Problem 4.11: We have only to show that $\mathcal{M}$ is a randomization of $\mathcal{N}$. We extend $S$ by setting $S(y)=x_{0}$ if $y \notin B$, where $x_{0}$ is any fixed point. Fix $A \in \mathfrak{A}$. Then for $x_{0} \notin A$ it holds $\{y: S(y) \in A\}=\{y: S(y) \in A\} \cap B \in \mathfrak{B}$. If $x_{0} \in A$, then $\{y: S(y) \in A\}=(\{y: S(y) \in A\} \cap B) \cup \bar{B} \in \mathfrak{B}$ so that $S: \mathcal{Y} \rightarrow \mathcal{X}$ is measurable. As $\left(P_{\theta} \circ T^{-1}\right)(\bar{B})=0$ and $T: \mathcal{X} \longleftrightarrow B$ we get $\left(P_{\theta} \circ T^{-1}\right) \circ S^{-1}=P_{\theta}$. Then $P_{\theta}=\mathrm{L}\left(P_{\theta} \circ T^{-1}\right)$ where $\mathrm{L}=\boldsymbol{\delta}_{S}$.

Solution to Problem 4.19: This follows from Lemma A.15.
Solution to Problem 4.24: Let $\mathrm{D}_{\mathcal{M}_{2, \alpha}}$ be a decision for the finite decision space $\mathcal{D}$ and the model $\mathcal{M}_{2, \alpha}$. As $\mathcal{M}_{2}$ has the same sample space it is also a decision for $\mathcal{M}_{2}$. Then by $(C)$ in Theorem 4.14 there is a decision $D_{\mathcal{M}_{1}}$ such that for $j=1, \ldots, m$

$$
\begin{aligned}
\int \mathrm{D}_{\mathcal{M}_{1}}\left(\{a\} \mid x_{1}\right) P_{1, j}\left(d x_{1}\right) & =\int \mathrm{D}_{\mathcal{M}_{2}, \alpha}\left(\{a\} \mid x_{2}\right) P_{2, j}\left(d x_{2}\right), \quad \text { and thus } \\
\int \mathrm{D}_{\mathcal{M}_{1}}\left(\{a\} \mid x_{1}\right) \bar{P}_{1}\left(d x_{1}\right) & =\int \mathrm{D}_{\mathcal{M}_{2}, \alpha}\left(\{a\} \mid x_{2}\right) \bar{P}_{2}\left(d x_{2}\right) .
\end{aligned}
$$

Taking the convex linear combination with weights $1-\alpha$ and $\alpha$ we get for $j=1, \ldots, m$

$$
\int \mathrm{D}_{\mathcal{M}_{1}}\left(\{a\} \mid x_{1}\right) P_{1, j, \alpha}\left(d x_{1}\right)=\int \mathrm{D}_{\mathcal{M}_{2, \alpha}}\left(\{a\} \mid x_{2}\right) P_{2, j, \alpha}\left(d x_{2}\right) .
$$

Putting $\mathrm{D}_{\mathcal{M}_{1, \alpha}}=\mathrm{D}_{\mathcal{M}_{1}}$ we see from $(C)$ in Theorem 4.14 that $\mathcal{M}_{1, \alpha} \succeq \mathcal{M}_{2, \alpha}$. Interchanging the role of $\mathcal{M}_{1, \alpha}$ and $\mathcal{M}_{2, \alpha}$ we get the statement.

Solution to Problem 4.30: The concavity is obvious. If $t_{1}$ and $t_{2}$ are fixed, then

$$
\begin{aligned}
& \inf _{y \in D}\left\langle y, t_{1}\right\rangle \leq \inf _{y \in D}\left\langle y, t_{2}\right\rangle+\sup _{y \in D}\left|\left\langle y, t_{1}-t_{2}\right\rangle\right| \text { and } \\
& \inf _{y \in D}\left\langle y, t_{2}\right\rangle \leq \inf _{y \in D}\left\langle y, t_{1}\right\rangle+\sup _{y \in D}\left|\left\langle y, t_{1}-t_{2}\right\rangle\right| .
\end{aligned}
$$

The proof follows from

$$
\begin{aligned}
\left|\left\langle y, t_{1}-t_{2}\right\rangle\right|=\left|\sum_{i=1}^{m} y_{i}\left(t_{1, i}-t_{2, i}\right)\right| & \leq\|y\|_{u} \sum_{i=1}^{m}\left|t_{1, i}-t_{2, i}\right| \\
& \leq m\|y\|_{u}\left\|t_{2}-t_{1}\right\|_{u}
\end{aligned}
$$

Solution to Problem 4.38: We must show that pairwise sufficiency implies sufficiency. Let $\bar{P}=\sum_{j=1}^{\infty} c_{j} P_{\theta_{j}}$ be from Lemma 4.36. Set $f_{\theta}=d P_{\theta} / d \bar{P}$ and $g_{\theta}=E_{\bar{P}}\left(f_{\theta} \mid T\right)$. As $E_{\bar{P}} I_{A}\left(\sum_{j=1}^{\infty} c_{j} f_{\theta_{j}}\right)=\bar{P}(A)$ for every $A \in \mathfrak{A}$ the function $\sum_{j=1}^{\infty} c_{j} f_{\theta_{j}}$ is a version of the density of $\bar{P}$ with respect to $\bar{P}$. Hence

$$
\begin{equation*}
\sum_{j=1}^{\infty} c_{j} f_{\theta_{j}}=1 \text { and } \sum_{j=1}^{\infty} c_{j} g_{\theta_{j}}=1, \quad \bar{P} \text {-a.s. } \tag{4.48}
\end{equation*}
$$

Denote by $Q_{\theta}$ and $\bar{Q}$ the restrictions of $P_{\theta}$ and $\bar{P}$ on $\sigma(T)$. Then as in Problem 1.74 $Q_{\theta} \ll \bar{Q}$ and $g_{\theta}=d Q_{\theta} / d \bar{Q}$. Hence for every $B \in \sigma(T)$,

$$
\mathrm{E}_{\bar{P}}\left(I_{B} I_{A} f_{\theta}\right)=\mathrm{E}_{\theta}\left(I_{B} \mathrm{E}_{\theta}\left(I_{A} \mid T\right)\right)=\mathrm{E}_{\bar{P}}\left(I_{B} g_{\theta} \mathrm{E}_{\theta}\left(I_{A} \mid T\right)\right)
$$

for every $A \in \mathfrak{A}, B \in \sigma(T)$, which implies

$$
\begin{equation*}
\mathrm{E}_{\bar{P}}\left(I_{A} f_{\theta} \mid T\right)=g_{\theta} \mathrm{E}_{\theta}\left(I_{A} \mid T\right), \quad \bar{P} \text {-a.s. } \tag{4.49}
\end{equation*}
$$

By the pairwise sufficiency, for every $A \in \mathfrak{A}$ there are $\sigma(T)$-measurable functions $k_{A, \theta, j}: \mathcal{X} \rightarrow_{m} \mathbb{R}$ such that

$$
\begin{equation*}
k_{A, \theta, j}=\mathrm{E}_{\theta}\left(I_{A} \mid T\right), \quad P_{\theta} \text {-a.s. } \quad \text { and } \quad k_{A, \theta, j}=\mathrm{E}_{\theta_{j}}\left(I_{A} \mid T\right), \quad P_{\theta_{j}} \text {-a.s. } \tag{4.50}
\end{equation*}
$$

Set $A_{j}=\left\{g_{\theta_{j}}>0\right\}$. Then $\bar{Q}\left(\cdot \cap A_{j}\right) \sim Q_{\theta_{j}}\left(\cdot \cap A_{j}\right)$ and thus $Q_{\theta}\left(\cdot \cap A_{j}\right) \ll$ $Q_{\theta_{j}}\left(\cdot \cap A_{j}\right)$. As the functions that appear in (4.50) are $\sigma(T)$-measurable we may replace $P_{\theta}$ with $Q_{\theta}$ and $P_{\theta_{j}}$ with $Q_{\theta_{j}}$. This together with $Q_{\theta}\left(\cdot \cap A_{j}\right) \ll Q_{\theta_{j}}\left(\cdot \cap A_{j}\right)$ yields

$$
\begin{aligned}
I_{A_{j}} \mathrm{E}_{\theta}\left(I_{A} \mid T\right) & =I_{A_{j}} \mathrm{E}_{\theta_{j}}\left(I_{A} \mid T\right), & Q_{\theta} \text {-a.s., } \quad \text { and } \\
g_{\theta_{j}} \mathrm{E}_{\theta}\left(I_{A} \mid T\right) & =g_{\theta_{j}} \mathrm{E}_{\theta_{j}}\left(I_{A} \mid T\right), & P_{\theta} \text {-a.s. }
\end{aligned}
$$

By (4.48), (4.49), and (4.50),

$$
\begin{aligned}
\mathrm{E}_{\bar{P}}\left(I_{A} \mid T\right) & =\sum_{j=1}^{\infty} c_{j} \mathrm{E}_{\bar{P}}\left(I_{A} f_{\theta_{j}} \mid T\right)=\sum_{j=1}^{\infty} c_{j} g_{\theta_{j}} \mathrm{E}_{\theta_{j}}\left(I_{A} \mid T\right) \\
& =\sum_{j=1}^{\infty} c_{j} g_{\theta_{j}} \mathrm{E}_{\theta}\left(I_{A} \mid T\right)=\mathrm{E}_{\theta}\left(I_{A} \mid T\right), \quad P_{\theta} \text {-a.s. },
\end{aligned}
$$

is a version of the conditional expectation that is independent of $\theta$.

Solution to Problem 4.40: Define $k_{S}(T)=\sum_{i=1}^{n} c_{i} k_{A_{i}}$ for $S=\sum_{i=1}^{n} c_{i} I_{A_{i}}$. Approximate any nonnegative $S$ by an increasing sequence of step functions $S_{n}$ and set for the nondecreasing sequence $k_{S_{n}} k_{S}=\lim _{n \rightarrow \infty} k_{S_{n}}$.

Solution to Problem 4.41: By assumption we find for every $A \in \mathfrak{A}$ a set $B \in \mathfrak{B}$ with $A=T^{-1}(B)$. Then $k_{A}(T)=I_{B}(T)$ is $\sigma(T)$-measurable, and for every $C \in \mathfrak{B}$ it holds that $\mathrm{E}_{\theta} I_{A} I_{C}(T)=P_{\theta}(T \in B \cap C)=\mathrm{E}_{\theta} k_{A}(T) I_{C}(T)$.

Solution to Problem 4.43: Fix $A \in \mathfrak{A}$ and $B \in \mathfrak{A}$. Then

$$
\int I_{A}(x) I_{B}(T(x)) P_{\theta_{j}}(d x)=\int k_{A}(T(x)) I_{B}(T(x)) P_{\theta_{j}}(d x)
$$

by (4.36) for every $j$. Multiplying this equation by $c_{j}$ and taking the sum we see that $k_{A}(T)$ is also a version of $\mathrm{E}_{\bar{P}}\left(I_{A} \mid T\right)$ where $\bar{P}=\sum_{j=1}^{\infty} c_{j} P_{\theta_{j}}$.

Solution to Problem 4.44: By assumption $d P / d Q=g(T)$ for some measurable function $g$ of $T$. Then for any fixed $B \in B$,

$$
\begin{aligned}
& \int I_{B}(T) \mathrm{E}_{Q}(h \mid \sigma(T)) d P \\
= & \int I_{B}(T) \mathrm{E}_{Q}(h \mid \sigma(T)) d P=\int \mathrm{E}_{Q}\left(I_{B}(T) h \mid \sigma(T)\right) g(T) d Q \\
= & \int \mathrm{E}_{Q}\left(I_{B}(T) h g(T) \mid \sigma(T)\right) d Q=\int I_{B}(T) g(T) h d Q \\
= & \int I_{B}(T) h d P .
\end{aligned}
$$

Solution to Problem 4.48: Use Theorem 2.62.
Solution to Problem 4.53: The sufficiency of $\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} X_{i}^{2}\right)$ follows from Example 4.51. To prove the sufficiency of ( $\bar{X}_{n}, S_{n}^{2}$ ) use Problem 4.41.

Solution to Problem 4.54: By the definition of MLR the likelihood ratio $L_{\theta_{0}, \theta_{1}}$ of $P_{\theta_{1}}$ with respect to $P_{\theta_{0}}$ is a function of $T$. Hence $d P_{\theta_{i}} / d\left(\frac{1}{2}\left(P_{\theta_{0}}+P_{\theta_{1}}\right)\right), i=0,1$, are also measurable functions of $T$. The factorization criterion yields the statement.

Solution to Problem 4.56: Combine Problem 4.38 with Theorem 4.45.
Solution to Problem 4.57: Use Problem 4.56 and Lemma 1.106.
Solution to Problem 4.72: Put $p=\eta /(1+\eta)$. Then

$$
0=(1+\eta)^{-n} \sum_{k=0}^{n} h(k)\binom{n}{k} \eta^{k}
$$

for every $0<\eta<\infty$, which implies $h(k)=0$ for $k=0,1, \ldots, n$. $\square$
Solution to Problem 4.75: $\mathrm{E}_{\theta}|h|<\infty$ and $\mathrm{E}_{\theta} h=0$ for every $\theta$ imply that $d \mu^{+}=h^{+} d \lambda$ and $d \mu^{-}=h^{-} d \lambda$ are locally finite measures that are identical on $[0, \theta]$. Hence $\mu^{+}([a, b))=\mu^{-}([a, b))$ for every $0 \leq a<b<\infty$ so that $\mu^{+}=\mu^{-}$ by the uniqueness theorem for $\sigma$-finite measures. As the densities $h^{+}, h^{-}$are $\boldsymbol{\lambda}$-a.e. uniquely determined it follows that $h=0, \boldsymbol{\lambda}$-a.e., and thus $\mathrm{U}(0, \theta)$-a.s.

Solution to Problem 4.78: It holds,

$$
\mathbb{E} L\left(X_{i}\right)=2 \int_{0}^{\infty} L(t) \varphi_{0, \sigma_{i}^{2}}(t) d t=2 \int_{0}^{\infty} L\left(\sigma_{i} s\right) \varphi_{0,1}(s) d s, \quad i=1,2 .
$$

Therefore,

$$
\mathbb{E} L\left(X_{2}\right)-\mathbb{E} L\left(X_{1}\right)=2 \int_{0}^{\infty}\left[L\left(\sigma_{2} s\right)-L\left(\sigma_{1} s\right)\right] \varphi_{0,1}(s) d s>0,
$$

as $L$ is strictly increasing and $\sigma_{2}>\sigma_{1}$.
Solution to Problem 4.80: $\left(X_{1}-\bar{X}_{n}, \ldots, X_{n}-\bar{X}_{n}, \bar{X}_{n}\right)$ is a linear function of $X$ and thus again normal. The independence follows from $\operatorname{cov}\left(X_{1}-\bar{X}_{n}, \bar{X}_{n}\right)=0$.

## Invariant Statistical Decision Models

### 5.1 Invariant Models and Invariant Statistics

In this section we study statistical models and decision problems that have special invariance properties. By adopting the principle of invariance the search for best decisions may then be restricted to the class of invariant decisions. To introduce the concept of invariance, and to get results on optimal invariant decisions, a suitable mathematical framework has to be established.

Given a set $\mathcal{X}$ we denote by $\mathcal{S}_{\mathcal{X}}$ the set of all one-to-one mappings $u: \mathcal{X} \rightarrow$ $\mathcal{X}$ of $\mathcal{X}$ onto $\mathcal{X}$. With the composition $(u \circ v)(x):=u(v(x))$ the set $\mathcal{S}_{\mathcal{X}}$ becomes a group. This group is known as the symmetric group. The identical mapping is the unit element in this group. For a measurable space $(\mathcal{X}, \mathfrak{A})$ we denote by $\mathcal{S}_{m, \mathcal{X}} \subseteq \mathcal{S}_{\mathcal{X}}$ the set of all $u \in \mathcal{S}_{\mathcal{X}}$ for which $u$ and the inverse mapping $u^{-1}$ are measurable with respect to the $\sigma$-algebra $\mathfrak{A}$. Such mappings are called bimeasurable bijections. Instead of $u \in \mathcal{S}_{m, \mathcal{X}}$ we also write $u: \mathcal{X} \leftrightarrow_{m} \mathcal{X}$.

Problem 5.1. If $u \in \mathcal{S}_{\mathcal{X}}$ and $B \subseteq \mathcal{X}$, then the inverse image of a set is the image of the set under the inverse mapping, i.e., $\{x: u(x) \in B\}=\left\{u^{-1}(y): y \in B\right\}$. Moreover, for $u \in \mathcal{S}_{m, \mathcal{X}}$ and $A \in \mathfrak{A}$ it holds $u(A) \in \mathfrak{A}$.

For a given statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ we study subgroups of $\mathcal{S}_{m, \mathcal{X}}$ that act on the sample space and leave the model unchanged. Often such subgroups are parametrized in a natural way by some parameter $\gamma$ that belongs to a multiplicative group $\mathcal{G}$.

Definition 5.2. Let $\mathcal{G}$ be a group that satisfies (5.1) and let $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{G}\right\}$ be a subgroup of $\mathcal{S}_{m, \mathcal{X}}$. We call $\mathcal{U}$ a group of measurable transformations if $\gamma \mapsto u_{\gamma}$ is a homomorphism; that is, $u_{\gamma_{1}}\left(u_{\gamma_{2}}(x)\right)=u_{\gamma_{1} \gamma_{2}}(x)$ for $\gamma_{1}, \gamma_{2} \in \mathcal{G}$ and $x \in \mathcal{X}$.

Often $\mathcal{G}$ is endowed with a $\sigma$-algebra $\mathfrak{G}$ so that the following holds.

$$
\begin{align*}
& \left(\gamma_{1}, \gamma_{2}\right) \mapsto \gamma_{1} \gamma_{2} \quad \text { is }(\mathfrak{G} \otimes \mathfrak{G})-\mathfrak{G} \text { measurable, } \\
& \gamma \mapsto \gamma^{-1} \text { is } \mathfrak{G}-\mathfrak{G} \text { measurable. } \tag{5.1}
\end{align*}
$$

To average over $\gamma$ we need $u_{\gamma}(x)$ to be a measurable function of $(x, \gamma)$, i.e.,

$$
\begin{equation*}
(x, \gamma) \mapsto u_{\gamma}(x), \quad \text { is }(\mathfrak{A} \otimes \mathfrak{G})-\mathfrak{A} \text { measurable. } \tag{5.2}
\end{equation*}
$$

Groups of measurable transformations that act on statistical models are not studied here in full generality. We rather consider only such groups $\mathcal{G}$ that are either finite or Borel subsets of an Euclidean space $\mathbb{R}^{m}$. In the latter case the sample space $\mathcal{X}$ is also an Euclidean space, say $\mathcal{X}=\mathbb{R}^{n}$, and the group of operations as well as $(x, \gamma) \mapsto u_{\gamma}(x)$ are seen to be continuous mappings. The measurability conditions in (5.1) and (5.2) are then fulfilled if we use

$$
\begin{equation*}
\mathfrak{G}:=\mathfrak{B}_{\mathcal{G}}=\left\{B \cap \mathcal{G}: B \in \mathfrak{B}_{m}\right\} \quad \text { and } \quad \mathfrak{A}=\mathfrak{B}_{n} . \tag{5.3}
\end{equation*}
$$

We also need the concept of an invariant measure. Let $A \gamma=\{\tilde{\gamma} \gamma: \tilde{\gamma} \in A\}$, $\gamma \in \mathcal{G}, A \in \mathfrak{G}$. A measure $\mu$ on $\mathfrak{G}$ is called right invariant if $\mu(A \gamma)=\mu(A)$, $\gamma \in \mathcal{G}, A \in \mathfrak{G}$. If the group is at most countable, then the counting measure is, up to a factor, the only invariant measure, and especially there exists an invariant distribution, namely the uniform distribution, if and only if the group is finite. More generally, right invariant measures exist on locally compact groups and are uniquely determined up to a factor; see Nachbin (1976) or Wijsman (1990). Such right invariant measures are called Haar measures. Right invariant distributions exist only if the locally compact group is compact. The special groups that are considered here have right invariant measures that are absolutely continuous with respect to the Lebesgue measure, and the special form of their densities can be verified directly without having recourse to the general theory of Haar measures.

Now we collect some transformation groups that are used systematically in the sequel. In each of the following cases the sample space is $(\mathcal{X}, \mathfrak{A})=\left(\mathbb{R}^{n}, \mathfrak{B}_{n}\right)$ and the set $\mathcal{G}$ can be considered as a Borel set of $\mathbb{R}^{m}$ for a suitable $m$. We use $\mathfrak{G}=\mathfrak{B}_{\mathcal{G}}$ from (5.3) as the $\sigma$-algebra of subsets of $\mathcal{G}$.

| $\mathcal{G}$ | Combina- <br> tion Rule | Group Notation <br> (description) | $u_{\gamma}(x)$ | Right Invariant <br> Measure |
| :--- | :--- | :--- | :--- | :--- |
| $\mathcal{M}_{n \times n}^{r}$ | $B_{1} B_{2}$ | $\mathcal{U}_{g l}$ <br> (general linear) | $B x$ | $\frac{1}{\|\operatorname{det}(B)\|^{n}} \boldsymbol{\lambda}_{n^{2}}(d B)$ |
| $\mathbb{L}_{d}$ | $a_{1}+a_{2}$ | $\mathcal{U}_{t}$ <br> (translation) | $a+x$ | $\boldsymbol{\lambda}_{n}$ |
| $\mathcal{O}_{n \times n}$ | $O_{1} O_{2}$ | $\mathcal{U}_{\text {rot }}$ <br> (rotation) | $O x$ | $R_{n}$ <br> see Problem 5.4 |
| $\mathbb{R}_{\oplus}$ | $a_{1}+a_{2}$ | $\mathcal{U}_{l}$ <br> (location) | $x+a \mathbf{1}$ | $\boldsymbol{\lambda}$ |
| $\mathbb{R}_{\bullet}^{+}$ | $b_{1} b_{2}$ | $\mathcal{U}_{s}$ <br> (scale) | $b x$ | $\frac{1}{b} \boldsymbol{\lambda}(d b)$ |
| $\Pi_{k}$ | $\gamma_{1} \circ \gamma_{2}$ | $\mathcal{U}_{\text {per }}$ <br> (permutation) | $\left(x_{\gamma(1)}, \ldots, x_{\gamma(k)}\right)$ | $\boldsymbol{\lambda}(\gamma)=\frac{1}{k!}, \gamma \in \Pi_{k}$ |

where $\mathbf{1}=(1, \ldots, 1)^{T}$ and the following notations have been used.
$\mathbb{R}_{\oplus n}=\mathbb{R}^{n}$ as additive group, especially $\mathbb{R}_{\oplus}=\mathbb{R}_{\oplus 1}$,
$\mathbb{R}_{\bullet}^{+}=(0, \infty)$ as multiplicative group, $\mathcal{M}_{n \times n}^{r}$ as multiplicative group of nonsingular $n \times n$ matrices, $\mathcal{O}_{n \times n}$ as multiplicative group of orthogonal $n \times n$ matrices, $\mathbb{L}_{d} \subseteq \mathbb{R}^{n}$ linear subspace as group of translations of $\mathbb{R}^{n}$.

That all of these groups are groups of measurable transformations follows from the obvious fact that the mappings that appear in (5.1) and (5.2) are continuous and thus measurable. As to the statement on the right invariant measure for the general linear group $\mathcal{U}_{g l}$ we refer to Wijsman (1990). The statements for $\mathcal{U}_{t}$ and $\mathcal{U}_{l}$ follow directly from the translation invariance of the Lebesgue measure. The statements for $\mathcal{U}_{s}$ and $\mathcal{U}_{\text {rot }}$ are settled with the next two problems.

Problem 5.3. Consider the multiplicative group $\mathbb{R}_{\bullet}^{+}$of the positive numbers. Set $\mu(B):=\int t^{-1} I_{B}(t) \boldsymbol{\lambda}(d t), B \in \mathfrak{B}_{+}$. Then $\mu(B)=\mu(B s), B \in \mathfrak{B}_{+}, s>0$.

Problem 5.4.* Let $Z_{1}, \ldots, Z_{n}$ be i.i.d. random (column) vectors with common distribution $\mathrm{N}(0, \mathbf{I})$. We apply the Gram-Schmidt procedure and arrange the obtained vectors as column vectors in a matrix, say $M$. Then the distribution $R_{n}$ of $M^{T}$ on $(\mathcal{G}, \mathfrak{G})$ is a right invariant distribution on the group of all orthogonal matrices; that is, on the goup of all rotations.

The right invariance of a measure is equivalent to the following invariance of integrals.

Problem 5.5. $\mu$ is right invariant if and only if for every $g: \mathcal{G} \rightarrow_{m} \mathbb{R}_{+}$

$$
\int g\left(\gamma \gamma_{0}^{-1}\right) \mu(d \gamma)=\int g(\gamma) \mu(d \gamma), \quad \gamma_{0} \in \mathcal{G}
$$

Often, two transformations from the above groups have to be applied one after the other. To get again a transformation group one has to set up the rule of combination in a suitable manner. Furthermore, when the product of two groups from (5.4) is formed, where both have invariant measures that are absolutely continuous with respect to the Lebesgue measure, an invariant measure on the product space can be found by applying the transformation rules for the Lebesgue measure.

Problem 5.6.* $\mathcal{G}=\mathbb{R}_{\oplus} \times \mathbb{R}_{\text {。 }}$ with

$$
\left(\alpha_{1}, \beta_{1}\right) \odot\left(\alpha_{2}, \beta_{2}\right)=\left(\alpha_{1}+\beta_{1} \alpha_{2}, \beta_{1} \beta_{2}\right), \quad\left(\alpha_{i}, \beta_{i}\right) \in \mathbb{R}_{\oplus} \times \mathbb{R}_{\bullet}^{+},
$$

where $\odot$ stands for the combination, is a group. Moreover,

$$
\begin{equation*}
\mathcal{U}_{l s}=\left\{u_{\alpha, \beta}: u_{\alpha, \beta}\left(x_{1}, \ldots, x_{n}\right)=\left(\beta x_{1}+\alpha, \ldots, \beta x_{n}+\alpha\right), \quad(\alpha, \beta) \in \mathbb{R}_{\oplus} \times \mathbb{R}_{\bullet}^{+}\right\}, \tag{5.5}
\end{equation*}
$$

is a group of measurable transformations which is called the location-scale group. The measure

$$
\mu_{l s}(C)=\int\left[\int I_{C}(\alpha, \beta) \frac{1}{\beta} \boldsymbol{\lambda}(d \alpha)\right] \boldsymbol{\lambda}(d \beta)
$$

is right invariant.
The following example is relevant for nonparametric statistical models.
Example 5.7. Let $\mathcal{F}_{m}$ be the set of all strictly monotone increasing and continuous functions $\gamma$ that map $\mathbb{R}$ onto $\mathbb{R}$. Equipped with the composition of functions the set $\mathcal{F}_{m}$ is a group. Introduce $u_{\gamma}:\left(\mathbb{R}^{n}, \mathfrak{B}_{n}\right) \leftrightarrow_{m}\left(\mathbb{R}^{n}, \mathfrak{B}_{n}\right)$ by

$$
\begin{equation*}
u_{\gamma}\left(x_{1}, \ldots, x_{n}\right)=\left(\gamma\left(x_{1}\right), \ldots, \gamma\left(x_{n}\right)\right) \tag{5.6}
\end{equation*}
$$

Then $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{F}_{m}\right\}$ is a group of measurable bijections.
The invariance of a statistical model is introduced next.
Definition 5.8. For a group of measurable transformations $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{G}\right\}$ we call the statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, and likewise the family $\left(P_{\theta}\right)_{\theta \in \Delta}$, $\mathcal{U}$-invariant if

$$
\begin{equation*}
P_{\vartheta} \circ u_{\gamma}^{-1} \in\left\{P_{\theta}: \theta \in \Delta\right\}, \quad \vartheta \in \Delta, \gamma \in \mathcal{G} . \tag{5.7}
\end{equation*}
$$

Whenever it is clear which group $\mathcal{U}$ is involved we simply call them invariant.
Establishing invariance becomes a trivial task when the parametrized model is generated by the application of a transformation group on one fixed distribution.

Example 5.9. Let $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{G}\right\} \subseteq \mathcal{S}_{m, \mathcal{X}}$ be given, and a distribution $P$ on $(\mathcal{X}, \mathfrak{A})$ be fixed. Set $\Delta=\mathcal{G}$ and $\left(P_{\gamma}\right)_{\gamma \in \mathcal{G}}=\left(P \circ u_{\gamma}^{-1}\right)_{\gamma \in \mathcal{G}}$. It is obvious that $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is $\mathcal{U}$-invariant. This model is called a group model. For the special subgroups collected in (5.4) we obtain the following models for any fixed $P \in \mathcal{P}\left(\mathfrak{B}_{n}\right)$.

$$
\begin{align*}
\mathcal{P}_{l} & =\left(P \circ u_{\alpha}^{-1}\right)_{u_{\alpha} \in \mathcal{U}_{l}} & & \text { location model. }  \tag{5.8}\\
\mathcal{P}_{s} & =\left(P \circ u_{\beta}^{-1}\right)_{u_{\beta} \in \mathcal{U}_{s}} & & \text { scale model. }  \tag{5.9}\\
\mathcal{P}_{l s} & =\left(P \circ u_{\alpha, \beta}^{-1}\right)_{u_{\alpha, \beta} \in \mathcal{U}_{l s}} & & \text { location-scale model. } \tag{5.10}
\end{align*}
$$

Problem 5.10. Let $\mathcal{G}=\mathbb{R}_{\oplus}^{n} \times \mathcal{M}_{n \times n}^{r}$ be the affine group with the rule of combination $\left(a_{1}, B_{1}\right) \odot\left(a_{2}, B_{2}\right)=\left(a_{1}+B_{1} a_{2}, B_{1} B_{2}\right)$. Then the invariant model that is generated by the standard normal distribution $\mathrm{N}(0, \mathbf{I})$ is the set of all normal distributions with nonsingular covariance matrices $\Sigma$, say $\Sigma \in \mathcal{M}_{s, n \times n}^{r}$.

$$
\left\{\mathrm{N}(0, \mathbf{I}) \circ u_{\gamma}^{-1}: \gamma=(a, B) \in \mathbb{R}_{\oplus}^{n} \times \mathcal{M}_{n \times n}^{r}\right\}=\left\{\mathrm{N}(\mu, \Sigma): \mu \in \mathbb{R}^{n}, \Sigma \in \mathcal{M}_{s, n \times n}^{r}\right\} .
$$

The next example is relevant for the $k$-sample problem.

Example 5.11. Suppose that $k$ experiments are performed where $(\mathcal{X}, \mathfrak{A})$ is the common sample space. Then the sample space for all $k$ observations is $\left(\mathcal{X}^{k}, \mathfrak{A}^{\otimes k}\right)$. Denote by $\Pi_{k}$ the group of all permutations $\gamma$ of $(1, \ldots, k)$ and define $u_{\gamma}: \mathcal{X}^{n} \rightarrow_{m} \mathcal{X}^{n}$ by $u_{\gamma}\left(x_{1}, \ldots, x_{k}\right)=\left(x_{\gamma(1)}, \ldots, x_{\gamma(k)}\right)$. Then

$$
\begin{equation*}
\mathcal{U}_{\text {per }}=\left\{u_{\gamma}: \gamma \in \Pi_{k}\right\} \tag{5.11}
\end{equation*}
$$

is a group of measurable transformations. Moreover, for any family $\left(P_{\theta}\right)_{\theta \in \Delta}$ the model $\left(\mathcal{X}^{k}, \mathfrak{A}^{\otimes k},\left(\bigotimes_{j=1}^{k} P_{\theta_{j}}\right)_{\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}}\right)$ is an $\mathcal{U}_{\text {per }}$-invariant statistical model.

Next we introduce the concept of an invariant statistic.
Definition 5.12. Let $(\mathcal{X}, \mathfrak{A})$ be a sample space, $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{G}\right\}$ a group of measurable transformations of $(\mathcal{X}, \mathfrak{A})$, and $(\mathcal{T}, \mathfrak{T})$ another measurable space. A statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is called $\mathcal{U}$-invariant if

$$
\begin{equation*}
T\left(u_{\gamma}(x)\right)=T(x), \quad x \in \mathcal{X}, \gamma \in \mathcal{G} . \tag{5.12}
\end{equation*}
$$

Whenever it is clear which group $\mathcal{U}$ is involved we simply say that $T$ is invariant. $A$ subset $A \subseteq \mathcal{X}$ is called invariant if the indicator function $I_{A}$ is invariant.

For every $x \in \mathcal{X}$ we call the set $\left\{u_{\gamma}(x): \gamma \in \mathcal{G}\right\}$ the orbit of $x$ in $\mathcal{X}$. Then we can say that a statistic is invariant if and only if it is constant on every orbit in $\mathcal{X}$.

In the class of all $\mathcal{U}$-invariant statistics the so-called maximal invariant statistics are of special importance.

Definition 5.13. An invariant statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is called maximal invariant if for every $x, y \in \mathcal{X}$ the equality $T(x)=T(y)$ implies that there exists some $\gamma \in \mathcal{G}$ with $y=u_{\gamma}(x)$.

Apparently, a maximal invariant statistic separates and thus identifies the orbits in $\mathcal{X}$.

Problem 5.14. A statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is maximal invariant if and only if for every $t \in \mathcal{T}$ the set $\{x: T(x)=t\}$ is either empty or an orbit in $\mathcal{X}$.

Problem 5.15.* The system $\mathfrak{I}$ of all measurable and invariant subsets is a sub- $\sigma$ algebra of $\mathfrak{A}$ and is called the $\sigma$-algebra of invariant sets. Every invariant statistic $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is measurable with respect to $\mathfrak{I}$.

Problem 5.16. If $S: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}$ is equivariant with respect to $\mathcal{U}_{l}$ from (5.8) in the sense that $S\left(x_{1}+\alpha, \ldots, x_{n}+\alpha\right)=\alpha+S\left(x_{1}, \ldots, x_{n}\right), x \in \mathbb{R}^{n}, \alpha \in \mathbb{R}$, then $T_{S}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}-S\left(x_{1}, \ldots, x_{n}\right), \ldots, x_{n}-S\left(x_{1}, \ldots, x_{n}\right)\right)$ is maximal invariant with respect to $\mathcal{U}_{l}$. Especially for the equivariant statistic $S\left(x_{1}, \ldots, x_{n}\right)=x_{1}$ we get

$$
T_{S}\left(x_{1}, \ldots, x_{n}\right)=\left(0, x_{2}-x_{1}, \ldots, x_{n}-x_{1}\right) .
$$

Problem 5.17. If $S:\left(\mathbb{R}_{\neq 0}\right)^{n} \rightarrow_{m} \mathbb{R}_{\neq 0}$ is equivariant with respect to $\mathcal{U}_{s}$ from (5.4) in the sense that $S\left(\beta x_{1}, \ldots, \beta x_{n}\right)=\beta S\left(x_{1}, \ldots, x_{n}\right), x \in\left(\mathbb{R}_{\neq 0}\right)^{n}, \beta>0$, then each of the two statistics,

$$
T_{S}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{S\left(x_{1}, \ldots, x_{n}\right)}\left(x_{1}, \ldots, x_{n}\right), T_{s}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{\left|x_{1}\right|}\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

is maximal invariant with respect to $\mathcal{U}_{s}$ in (5.9). $T_{s}$ is a special version of $T_{S}$.
Problem 5.18.* Set $\mathbb{R}_{\neq 1}^{n}=\left\{x: x_{i} \neq x_{j}\right.$ for $\left.i \neq j, x \in \mathbb{R}^{n}\right\}$. The statistics $T_{l s}: \mathbb{R}_{\neq}^{n} \rightarrow m\{-1,1\} \times \mathbb{R}^{n-1}$, defined by

$$
\begin{equation*}
T_{l s}\left(x_{1}, \ldots, x_{n}\right)=\left(\operatorname{sgn}\left(x_{2}-x_{1}\right), \frac{x_{3}-x_{1}}{x_{2}-x_{1}}, \ldots, \frac{x_{n}-x_{1}}{x_{2}-x_{1}}\right), \tag{5.13}
\end{equation*}
$$

is maximal invariant with respect to $\mathcal{U}_{l s}$ in (5.10).
Example 5.19. We reconsider the group $\mathcal{F}_{m}$ of Example 5.7 along with the transformations $u_{\gamma}: \mathbb{R}_{\neq}^{n} \leftrightarrow_{m} \mathbb{R}_{\neq}^{n}$ from (5.6). Let $\mathcal{P}_{c}=\{P: P \in \mathcal{P}(\mathfrak{B})$, $P(\{x\})=0, x \in \mathbb{R}\}$ be the set of all atomless distributions on the Borel sets $\mathfrak{B}$ of $\mathbb{R}$. Then $P^{\otimes n}\left(\mathbb{R}_{\neq}^{n}\right)=1$ for $P \in \mathcal{P}_{c}$, and the nonparametric model $\mathcal{M}_{n p}=\left(\mathbb{R}_{\neq}^{n}, \mathfrak{B}_{n, \neq},\left(P^{\otimes n}\right)_{P \in \mathcal{P}_{c}}\right)$ is invariant with respect to $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{F}_{m}\right\}$. Let $R=\left(R_{1}, \ldots, R_{n}\right)$ be the vector of ranks (see Example 4.1) which is here a random permutation of $(1, \ldots, n)$. The corresponding inverse permutation $S=\left(S_{1}, \ldots, S_{n}\right)$ is called the vector of antiranks. Both vectors, $R$ and $S$, are obviously $\mathcal{F}_{m}$-invariant. To see that they are even maximal invariant it suffices to consider the antiranks. If $S\left(x_{1}, \ldots, x_{n}\right)=S\left(y_{1}, \ldots, y_{n}\right)=\left(s_{1}, \ldots, s_{n}\right)$, say, then by the definition of the antiranks $x_{s_{1}}<\cdots<x_{s_{n}}$ and $y_{s_{1}}<\cdots<y_{s_{n}}$. Let $\gamma$ be a strictly increasing piecewise linear function with $\gamma\left(x_{s_{i}}\right)=y_{s_{i}}, i=1, \ldots, n$. Then $\left(\gamma\left(x_{1}\right), \ldots, \gamma\left(x_{n}\right)\right)=\left(y_{1}, \ldots, y_{n}\right)$ proves that $S$ is maximal invariant.

It is clear that every function of an invariant statistic is again an invariant statistic. A maximal invariant statistic $T$ is maximal in the sense that every invariant statistic $S$ is a function of $T$.

Proposition 5.20. Let $(\mathcal{T}, \mathfrak{T})$ and $(\mathcal{S}, \mathfrak{S})$ be measurable spaces. If $T: \mathcal{X} \rightarrow_{m}$ $\mathcal{T}$ is maximal invariant and $S: \mathcal{X} \rightarrow_{m} \mathcal{S}$ is invariant, then there exists a function $h: \mathcal{T} \rightarrow \mathcal{S}$ with $S=h(T)$.

Proof. For $t \in T(\mathcal{X})$ we choose any $x \in T^{-1}(\{t\})$ and set $h(t)=S(x)$. Due to the maximal invariance of $T$ and the invariance of $S$ the definition of $h(t)$ is independent of the actual choice of $x$. To complete the proof we have only to fix any $y_{0} \in \mathcal{S}$ and to define $h(t)=y_{0}$ for $t \in \mathcal{T} \backslash T(\mathcal{X})$.

Although Proposition 5.20 clarifies the concept of maximal invariance it leaves the question open as to whether $h$ is measurable. In the subsequent models such a measurable representation is given directly. Therefore we do not formulate general conditions that guarantee that such a measurable choice of $h$ is possible. We only give a simple but useful sufficient condition for the measurability of $h$.

Problem 5.21.* Suppose that $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is maximal invariant and $S: \mathcal{X} \rightarrow_{m} \mathcal{S}$ is invariant. If $(\mathcal{S}, \mathfrak{S})$ is a Borel space and $T$ generates the $\sigma$-algebra $\mathfrak{I}$ of invariant sets, then there exists a function $h: \mathcal{T} \rightarrow_{m} \mathcal{S}$ with $S=h(T)$.

### 5.2 Invariant Decision Problems

From now on we assume that in the statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the parameter $\theta \in \Delta$ is identifiable, which means that

$$
\begin{equation*}
P_{\theta_{1}}=P_{\theta_{2}} \quad \text { implies } \quad \theta_{1}=\theta_{2}, \quad \theta_{1}, \theta_{2} \in \Delta . \tag{5.14}
\end{equation*}
$$

Suppose that the model is invariant under a group of measurable transformations $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{G}\right\} \subseteq \mathcal{S}_{m, \mathcal{X}}$. Then we see that for every $\theta \in \Delta$ and $\gamma \in \mathcal{G}$ there is a uniquely determined, say, $v_{\gamma}(\theta) \in \Delta$, such that

$$
\begin{equation*}
P_{\theta} \circ u_{\gamma}^{-1}=P_{v_{\gamma}(\theta)} . \tag{5.15}
\end{equation*}
$$

Problem 5.22. $\mathcal{V}=\left\{v_{\gamma}: \gamma \in \mathcal{G}\right\}$ is a subgroup of $\mathcal{S}_{\Delta}$, i.e., $v_{\gamma}: \Delta \rightarrow \Delta$ is one-to-one and it holds $v_{\gamma_{1}}\left(v_{\gamma_{2}}(\theta)\right)=v_{\gamma_{1} \gamma_{2}}(\theta)$ for every $\theta \in \Delta$ and every $\gamma_{1}, \gamma_{2} \in \mathcal{G}$.

The group $\mathcal{V}=\left\{v_{\gamma}: \gamma \in \mathcal{G}\right\}$ is called the induced group. A simple consequence is that the distribution of an invariant statistic is also invariant in the following sense.

Problem 5.23.* If (5.12) and (5.15) are satisfied, then $P_{\theta} \circ T^{-1}=P_{v_{\gamma}(\theta)} \circ T^{-1}$ for every $\theta \in \Delta$ and $\gamma \in \mathcal{G}$.

The following transformation rule follows by the standard extension technique via linear combinations of indicator functions and monotone increasing approximating sequences of nonnegative measurable functions.

Problem 5.24. The condition (5.15) is equivalent to

$$
\begin{equation*}
\int g(x) P_{v_{\gamma}(\theta)}(d x)=\int g\left(u_{\gamma}(x)\right) P_{\theta}(d x), \quad g: \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}, \gamma \in \mathcal{G} \tag{5.16}
\end{equation*}
$$

Suppose now that in addition a decision space $(\mathcal{D}, \mathfrak{D})$ and a loss function $L(\theta, \cdot): \mathcal{D} \rightarrow_{m} \mathbb{R}$ are given. The loss function $L$ is called invariant if there is a subgroup $\mathcal{W}=\left\{w_{\gamma}: \gamma \in \mathcal{G}\right\} \subseteq \mathcal{S}_{m, \mathcal{D}}$ such that

$$
\begin{equation*}
L(\theta, a)=L\left(v_{\gamma}(\theta), w_{\gamma}(a)\right), \quad \theta \in \Delta, a \in \mathcal{D}, \gamma \in \mathcal{G} \tag{5.17}
\end{equation*}
$$

Definition 5.25. Given a statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, a decision space $(\mathcal{D}, \mathfrak{D})$, and a loss function $L$, the decision problem is called invariant if the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ of distributions is invariant in the sense of (5.7), the parameter $\theta \in \Delta$ is identifiable (i.e., (5.14) is fulfilled), and the loss function $L$ satisfies (5.17).

For an invariant decision problem the group $\mathcal{W}=\left\{w_{\gamma}: \gamma \in \mathcal{G}\right\} \subseteq \mathcal{S}_{m, \mathcal{D}}$ comes into consideration via the invariant loss function. Sometimes, however, the transformation group $\mathcal{W}$ is given directly. Independently of how the group $\mathcal{W}$ has been constructed we define invariant decisions in the following way.

Definition 5.26. Given an invariant decision problem and a group of measurable transformations $\mathcal{W}=\left\{w_{\gamma}: \gamma \in \mathcal{G}\right\} \subseteq \mathcal{S}_{m, \mathcal{D}}$ we call a decision $\mathrm{D} \in \mathbb{D}$ invariant if

$$
\begin{equation*}
\mathrm{D}(A \mid x)=\mathrm{D}\left(w_{\gamma}(A) \mid u_{\gamma}(x)\right), \quad A \in \mathfrak{D}, x \in \mathcal{X}, \gamma \in \mathcal{G} \tag{5.18}
\end{equation*}
$$

The subclass of all decisions from $\mathbb{D}$ that are invariant is denoted by $\mathbb{D}_{\text {inv }}$. A uniformly best invariant decision is a decision in $\mathbb{D}_{\text {inv }}$ that is uniformly best in $\mathbb{D}_{\text {inv }}$.

If $\mathrm{D} \in \mathbb{D}$ is a nonrandomized decision, then it has the representation $\mathrm{D}(A \mid x)=\delta_{d(x)}(A)$ for some $d: \mathcal{X} \rightarrow_{m} \mathcal{D}$. In this case D is invariant if and only if

$$
\boldsymbol{\delta}_{d(x)}(A)=\boldsymbol{\delta}_{d\left(u_{\gamma}(x)\right)}\left(w_{\gamma}(A)\right)
$$

holds for every $A \in \mathfrak{D}, x \in \mathcal{X}$, and $\gamma \in \mathcal{G}$. If now $\{a\} \in \mathfrak{D}$ for every $a \in \mathcal{D}$, then the invariance of a nonrandomized decision D is equivalent with the fact that the associated $d: \mathcal{X} \rightarrow_{m} \mathcal{D}$ is equivariant in the following sense.

$$
\begin{equation*}
d\left(u_{\gamma}(x)\right)=w_{\gamma}(d(x)), \quad x \in \mathcal{X}, \gamma \in \mathcal{G} . \tag{5.19}
\end{equation*}
$$

The following is a transformation rule for integrals under an application of $\mathcal{G}$.

Lemma 5.27. If (5.15) and (5.18) hold, then for every $\theta \in \Delta, \gamma \in \mathcal{G}$, and $L(\theta, \cdot): \mathcal{D} \rightarrow_{m} \mathbb{R}$,

$$
\int\left[\int L\left(v_{\gamma}(\theta), a\right) \mathrm{D}(d a \mid x)\right] P_{v_{\gamma}(\theta)}(d x)=\int\left[\int L\left(v_{\gamma}(\theta), w_{\gamma}(a)\right) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)
$$

If in addition (5.17) is satisfied, then

$$
\begin{equation*}
\mathrm{R}(\theta, \mathrm{D})=\mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}\right), \quad \theta \in \Delta, \gamma \in \mathcal{G} \tag{5.20}
\end{equation*}
$$

Proof. As $L(\theta, a)$ is lower bounded for fixed $\theta$ we may assume that $L$ is nonnegative. Replace $w_{\gamma}(A)$ in (5.18) with $w_{\gamma}\left(w_{\gamma^{-1}}(B)\right)$ to see that

$$
\mathrm{D}\left(B \mid u_{\gamma}(x)\right)=\mathrm{D}\left(w_{\gamma^{-1}}(B) \mid x\right)=\int I_{B}\left(w_{\gamma}(a)\right) \mathrm{D}(d a \mid x)
$$

Applying the standard extension technique via linear combinations of indicator functions and monotone increasing approximating sequences the invariance of D implies

$$
\int h(a) \mathrm{D}\left(d a \mid u_{\gamma}(x)\right)=\int h\left(w_{\gamma}(a)\right) \mathrm{D}(d a \mid x), \quad h: \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}
$$

Combined with (5.16) this yields

$$
\begin{aligned}
\int\left[\int L\left(v_{\gamma}(\theta), w_{\gamma}(a)\right) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x) & =\int\left[\int L\left(v_{\gamma}(\theta), a\right) \mathrm{D}\left(d a \mid u_{\gamma}(x)\right)\right] P_{\theta}(d x) \\
& \left.=\int\left[\int L\left(v_{\gamma}(\theta), a\right) \mathrm{D}(d a \mid x)\right)\right] P_{v_{\gamma}(\theta)}(d x)
\end{aligned}
$$

The second statement of the lemma is obvious.
For every $\theta \in \Delta$ we call the set $\left\{v_{\gamma}(\theta): \gamma \in \mathcal{G}\right\}$ the orbit of $\theta$ in $\Delta$. Then we can say that for an invariant decision problem the risk function of any invariant decision is constant on every orbit of $\Delta$.

Let us consider invariant tests for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and the testing problem $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$ from (2.12). The decision space is $(\mathcal{D}, \mathfrak{D})=(\{0,1\}, \mathfrak{P}(\{0,1\}))$. Only the identical mapping of the decision space makes sense here and thus the transformation group $\mathcal{W}$ becomes trivial. Let $L$ be the zero-one loss function $L(\theta, a)=a I_{\Delta_{0}}(\theta)+(1-a) I_{\Delta_{A}}(\theta)$, $\theta \in \Delta, a=0,1$. The invariance requirement (5.17) imposed on $L$ means $L(\theta, a)=L\left(v_{\gamma}(\theta), a\right), \theta \in \Delta, a \in\{0,1\}, \gamma \in \mathcal{G}$, which implies that

$$
\begin{equation*}
v_{\gamma}\left(\Delta_{0}\right)=\Delta_{0}, \quad v_{\gamma}\left(\Delta_{A}\right)=\Delta_{A}, \quad \gamma \in \mathcal{G} \tag{5.21}
\end{equation*}
$$

For an invariant model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ we call the testing problem $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$ under the zero-one loss function invariant if (5.21) holds. Because of $w_{\gamma}(0)=0$ and $w_{\gamma}(1)=1$ a decision

$$
\mathrm{D}(A \mid x)=\varphi(x) \boldsymbol{\delta}_{1}(A)+(1-\varphi(x)) \boldsymbol{\delta}_{0}(A), \quad x \in \mathcal{X}, A \in \mathfrak{D},
$$

is invariant, i.e., satisfies (5.18), if and only if the test $\varphi(x)=\mathrm{D}(\{1\} \mid x)$ is invariant in the sense that

$$
\begin{equation*}
\varphi\left(u_{\gamma}(x)\right)=\varphi(x), \quad x \in \mathcal{X}, \gamma \in \mathcal{G} . \tag{5.22}
\end{equation*}
$$

Such tests are called invariant tests. Some examples for invariant models and invariant decision problems follow.

Example 5.28. Consider the model

$$
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(P \circ u_{\theta}^{-1}\right)_{\theta \in \mathbb{R}}\right),
$$

where $x=\left(x_{1}, \ldots, x_{n}\right), \mathbf{1}=(1, \ldots, 1)$, and $u_{\theta}(x)=x+\theta \mathbf{1}$, which is the location model with the family $\mathcal{P}_{l}$ in (5.8) that has the parent distribution $P \in \mathcal{P}\left(\mathfrak{B}_{n}\right)$. Denote by $\left(X_{1}, \ldots, X_{n}\right)$ the projections on the coordinates. The parameter $\theta$ is identifiable and the associated group $\mathcal{V}=\left\{v_{\gamma}: \gamma \in \mathbb{R}_{\oplus}\right\}$ from (5.15) is given by $v_{\gamma}(\theta)=\theta+\gamma$. If we want to estimate the unknown location parameter $\theta$ the decision space is $(\mathcal{D}, \mathfrak{D})=(\mathbb{R}, \mathfrak{B})$. For $l: \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$we introduce the loss function by $L(\theta, a)=$ $l(a-\theta)$. Taking $\mathcal{W}=\mathcal{V}$ we see that the decision problem of estimating $\theta \in \mathbb{R}$ is invariant. For any estimator $T: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}$ the equivariance (5.19) means that $T\left(x_{1}+\alpha, \ldots, x_{n}+\alpha\right)=\alpha+T\left(x_{1}, \ldots, x_{n}\right)$. Every such estimator provides an invariant decision in the sense of Definition 5.26. Examples of equivariant estimators are $\bar{X}_{n}=(1 / n) \sum_{i=1}^{n} X_{i}, \wedge_{i=1}^{n} X_{i}$, and $\vee_{i=1}^{n} X_{i}$.

Problem 5.29. $(1 / n) \sum_{i=1}^{n} X_{i}, \wedge_{i=1}^{n} X_{i}$, and $\vee_{i=1}^{n} X_{i}$ are equivariant in the scale model (5.9).

The next example is a combination of the last two cases.
Example 5.30. Consider the model

$$
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(P \circ u_{\theta}^{-1}\right)_{\theta \in \mathbb{R}}\right),
$$

where $x=\left(x_{1}, \ldots, x_{n}\right), \mathbf{1}=(1, \ldots, 1)$, and $u_{\theta}(x)=\beta x+\alpha \mathbf{1}$, which is the multivariate location-scale model that has the parent distribution $P \in \mathcal{P}\left(\mathfrak{B}_{n}\right)$. The parameter $\theta=(\alpha, \beta)$ is identifiable unless $P=\delta_{0}$ a.s., which we assume to be excluded. An example for an equivariant estimator of $\theta=(\alpha, \beta)$ is $\left(\bar{X}_{n}, S_{n}\right)$.

Example 5.31. Consider the group of measurable transformations $\mathcal{U}_{\text {rot }}$ in (5.4) such that $u_{O}: \mathbb{R}^{n} \leftrightarrow_{m} \mathbb{R}^{n}$ is defined by $u_{O}(x)=O x, O \in \mathcal{O}_{n \times n}$. As the normal distribution $\mathrm{N}(\mu, \mathbf{I}), \mu \in \mathbb{R}$, satisfies $\mathrm{N}(\mu, \mathbf{I}) \circ u_{O}^{-1}=\mathrm{N}(O \mu, \mathbf{I})$ we see that the model

$$
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},(\mathbf{N}(\mu, \mathbf{I}))_{\mu \in \mathbb{R}^{n}}\right)
$$

is $\mathcal{O}_{n \times n}$-invariant. The testing problem $\mathrm{H}_{0}: \mu=0$ versus $\mathrm{H}_{A}: \mu \neq 0$ is invariant in the sense of (5.21). An intuitively appealing test is based on the $\mathcal{U}_{\text {rot }}$-invariant statistic $\chi^{2}(x)=\sum_{i=1}^{n} x_{i}^{2}$ and given by $\varphi(x)=I_{(c, \infty)}\left(\chi^{2}(x)\right), x \in \mathbb{R}^{n}$. This test is obviously invariant in the sense of (5.22). Later on in Theorem 5.33 we show that for a proper choice of $c$ this test is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}: \mu=0$ versus $\mathrm{H}_{A}: \mu \neq 0$ in the class of all rotation invariant level $\alpha$ tests.

Now we look at a typical selection problem.
Example 5.32. According to Definition 3.8 for the model

$$
\left(\mathcal{X}^{k}, \mathfrak{A}^{\otimes k},\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}\right)_{\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}}\right)
$$

every $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right): \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbf{S}_{k}^{c}$ is called a point selection rule, and the associated decision is given by

$$
\mathrm{D}(A \mid x)=\sum_{i=1}^{k} \varphi_{i}(x) \boldsymbol{\delta}_{i}(A), \quad A \subseteq \mathcal{D}=\{1, \ldots, k\}
$$

This is a special case of the model in (3.10). It is permutation invariant, i.e., $\mathcal{U}_{\text {per }}{ }^{-}$ invariant, where $\mathcal{U}_{\text {per }}$ is defined in (5.11). By assumption the parameter $\theta$ is identifiable in the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ and thus the transformation group $\mathcal{V}$ is given by $v_{\gamma}\left(\theta_{1}, \ldots, \theta_{k}\right)=\left(\theta_{\gamma(1)}, \ldots, \theta_{\gamma(k)}\right), \gamma \in \Pi_{k}$. Let $\kappa: \Delta \rightarrow \mathbb{R}$ be a functional and suppose that we want to select a population which is associated with the largest value of $\kappa\left(\theta_{1}\right), \ldots, \kappa\left(\theta_{k}\right)$. Denote by $\gamma^{-1}$ the inverse of permutation $\gamma \in \Pi_{k}$ and introduce the group $\mathcal{W}=\left\{w_{\gamma}: \gamma \in \Pi_{k}\right\}$ by $w_{\gamma}(a)=\gamma^{-1}(a), a \in \mathcal{D}$. As

$$
\mathrm{D}\left(w_{\gamma}(A) \mid u_{\gamma}(x)\right)=\sum_{i=1}^{k} \varphi_{i}\left(u_{\gamma}(x)\right) \delta_{i}\left(\gamma^{-1}(A)\right),
$$

a decision $\mathbf{D}$ is invariant in the sense of (5.18) if and only if

$$
\varphi_{i}\left(x_{\gamma(1)}, \ldots, x_{\gamma(k)}\right)=\varphi_{\gamma(i)}\left(x_{1}, \ldots, x_{k}\right), \quad x \in \mathcal{X}^{k}, \gamma \in \Pi_{k}, i=1, \ldots, k
$$

After a permutation $\gamma$ of the $k$ populations any particular population $i$ now appears in $\left(P_{\theta_{\gamma(1)}}, \ldots, P_{\theta_{\gamma(k)}}\right)$ at position $\gamma^{-1}(i)$. Let now $S: \mathcal{X}^{k} \rightarrow_{m} \mathbb{R}^{k}$ be an estimator of $\left(\kappa\left(\theta_{1}\right), \ldots, \kappa\left(\theta_{k}\right)\right)$. We call

$$
\varphi_{S}^{n a t}=\left(\varphi_{S, 1}^{n a t}, \ldots, \varphi_{S, k}^{n a t}\right) \quad \text { with } \varphi_{S, i}^{n a t}(x)=\frac{1}{|\mathrm{M}(S(x))|} I_{\mathrm{M}(S(x))}(i), i=1, \ldots, k,
$$

and $\mathrm{M}(S(x))=\left\{i: S_{i}(x)=\max _{1 \leq j \leq k} S_{j}(x)\right\}$, the natural selection rule based on $S$. Obviously, $\varphi_{S}^{\text {nat }}$ is invariant in the sense of Definition 5.25. Especially, if the components $S_{1}, \ldots, S_{k}$ are all different, then $\varphi_{S}^{n a t}$ selects the population which is associated with the largest value of $S_{1}, \ldots, S_{k}$.

We return to the topic of invariant tests. Let $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$, be an invariant statistic that generates the $\sigma$-algebra $\mathfrak{I}$. Then every invariant test is a function of $T$, see Problem 5.21. This means that in the search for an optimal invariant test we may switch to the reduced model

$$
\begin{equation*}
\left(\mathcal{T}, \mathfrak{T},\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}\right) \tag{5.23}
\end{equation*}
$$

Quite often this model has additional useful properties, such as monotone likelihood ratio, which facilitates the search for optimal tests. A switch to the model (5.23), which may also be made in any other invariant decision problem, is called reduction by invariance. Often one can find an optimal decision for the smaller model (5.23). By representing any invariant decision for the original model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ as a function of the maximal invariant statistic $T$ we can find an optimal invariant decision for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$. The following testing problem illustrates this approach.

Suppose we want to test $\mathrm{H}_{0}: \mu=0$ versus $\mathrm{H}_{A}: \mu \neq 0$ in the statistical model

$$
\begin{equation*}
\mathcal{M}=\left(\mathbb{R}^{n}, \mathfrak{B}_{n},(\mathbb{N}(\mu, \mathbf{I}))_{\mu \in \mathbb{R}^{n}}\right) \tag{5.24}
\end{equation*}
$$

which obviously is rotation invariant. Using the invariant statistic $\chi^{2}(x)=$ $\|x\|^{2}$ we switch to the reduced model

$$
\begin{equation*}
\left(\mathbb{R}_{+}, \mathfrak{B}_{+},\left(\mathbb{N}(\mu, \mathbf{I}) \circ\left(\chi^{2}\right)^{-1}\right)_{\mu \in \mathbb{R}^{n}}\right), \tag{5.25}
\end{equation*}
$$

where $\mathbf{N}(\mu, \mathbf{I}) \circ\left(\chi^{2}\right)^{-1}=\mathbf{H}\left(n, \delta^{2}(\mu)\right)$, the $\chi^{2}$-distribution with $n$ degrees of freedom and noncentrality parameter $\delta^{2}(\mu)=\sum_{i=1}^{n} \mu_{i}^{2}$. Denote by $S_{r}=\{x$ : $\|x\|=r\}$ the sphere with radius $r \geq 0$ and fix a unit vector $e_{0}$. If the test $\varphi$ is rotation invariant, then $\varphi$ is constant on $S_{r}$. Hence

$$
\begin{equation*}
\varphi(x)=h(\|x\|), \quad \text { where } \quad h(r)=\varphi\left(r e_{0}\right), \quad x \neq 0 \tag{5.26}
\end{equation*}
$$

Theorem 5.33. For the model $\mathcal{M}$ in (5.24) and $\delta_{0}^{2} \geq 0$ the $\chi^{2}$-test

$$
\varphi_{\chi^{2}, \alpha}(x)=I_{\left(\chi_{1-\alpha, n}^{2}, \infty\right)}\left(\chi^{2}(x)\right)
$$

is a uniformly best invariant level $\alpha$ test for $\mathrm{H}_{0}: \delta^{2}(\mu)=0$ versus $\mathrm{H}_{A}$ : $\delta^{2}(\mu)>\delta_{0}^{2}$; that is,

$$
\mathrm{E}_{\mu} \varphi_{\chi^{2}, \alpha} \geq \mathrm{E}_{\mu} \varphi, \quad \delta^{2}(\mu)>\delta_{0}^{2}
$$

holds for every test $\varphi$ that satisfies $\mathrm{E}_{0} \varphi \leq \alpha$ and $\varphi(O x)=\varphi(x), x \in \mathbb{R}^{n}$, for every orthogonal matrix $O$.

Proof. We know from Theorem 2.27 that the family $\left(\mathrm{H}\left(n, \delta^{2}\right)\right)_{\delta^{2}>0}$ has a nondecreasing likelihood ratio in the identity. Hence we get from Theorem 2.49 that $\psi_{\alpha}(t)=I_{\left(\chi_{1-\alpha, n}^{2}, \infty\right)}(t)$ is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}: \delta^{2}=0$ versus $\mathrm{H}_{A}: \delta^{2}>0$ in the reduced model (5.25). Hence $\psi_{\alpha}$ is also a uniformly best level $\alpha$ test for $\mathrm{H}_{0}: \delta^{2}=0$ versus $\mathrm{H}_{A}: \delta^{2}>\delta_{0}^{2}$. As any rotation invariant test $\varphi$ can in view of $(5.26)$ be represented as a measurable function of $\chi^{2}(x)$ we get the statement.

That the $\chi^{2}$-test in the last theorem is also a maximin test for $\mathrm{H}_{0}: \delta^{2}(\mu)=$ 0 versus $\mathrm{H}_{A, \delta_{0}^{2}}: \delta^{2}(\mu)>\delta_{0}^{2}$ for every fixed $\delta_{0}^{2}>0$ is shown in Theorem 5.43.

Now we consider a decision problem where permutation, reflection, and location invariance are natural requirements. Suppose we have independent samples of common size $n$ from three normal populations $\mathrm{N}\left(\mu_{1}, \sigma^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma^{2}\right)$, $\mathrm{N}\left(\mu, \sigma^{2}\right)$, where $\mu_{1}, \mu_{2}, \mu \in \mathbb{R}$ are unknown and $\sigma^{2}>0$ is known. By a reduction by sufficiency (see Remark 4.68) we may assume that $n=1$. Let $X_{1}, X_{2}, X$ be the respective observations. We consider the following classification problem. Let it be known that $\mu \in\left\{\mu_{1}, \mu_{2}\right\}$ holds, and suppose we want to decide whether $\mu=\mu_{1}$ or $\mu=\mu_{2}$ is true. The statistical model is a special case of (3.16),

$$
\begin{align*}
& \left(\mathbb{R}^{3}, \mathfrak{B}_{3},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \quad \text { where }  \tag{5.27}\\
& P_{\theta}=\mathrm{N}\left(\mu_{1}, \sigma^{2}\right) \otimes \mathrm{N}\left(\mu_{2}, \sigma^{2}\right) \otimes \mathrm{N}\left(\mu, \sigma^{2}\right) \\
& \Delta=\left\{\theta: \theta=\left(\mu_{1}, \mu_{2}, \mu\right), \quad\left(\mu_{1}, \mu_{2}\right) \in \mathbb{R}^{2}, \mu \in\left\{\mu_{1}, \mu_{2}\right\}\right\}
\end{align*}
$$

and the decision space is $\mathcal{D}=\{1,2\}$. It is clear that every decision $D$, called a classification rule here, may be written as

$$
\mathrm{D}\left(A \mid x_{1}, x_{2}, y\right)=\varphi\left(x_{1}, x_{2}, y\right) \boldsymbol{\delta}_{1}(A)+\left[1-\varphi\left(x_{1}, x_{2}, y\right)\right] \boldsymbol{\delta}_{2}(A), \quad A \subseteq \mathcal{D}
$$

where $\varphi: \mathbb{R}^{3} \rightarrow_{m}[0,1]$ is a test and $\varphi\left(x_{1}, x_{2}, y\right)$ is the probability of deciding in favor of $\mu=\mu_{1}$ after $\left(x_{1}, x_{2}, y\right) \in \mathbb{R}^{3}$ has been observed. We adopt the zero-one loss function

$$
\begin{equation*}
L\left(\left(\mu_{1}, \mu_{2}, \mu\right), a\right)=I_{\left\{\left(\mu_{1}, 2\right)\right\}}(\mu, a)+I_{\left\{\left(\mu_{2}, 1\right)\right\}}(\mu, a) \tag{5.28}
\end{equation*}
$$

The risk $\mathrm{R}(\theta, \varphi):=\mathrm{R}(\theta, \mathrm{D}), \theta=\left(\mu_{1}, \mu_{2}, \mu\right) \in \Delta$, is given by

$$
\begin{align*}
& \mathrm{R}\left(\left(\mu_{1}, \mu_{2}, \mu\right), \varphi\right)  \tag{5.29}\\
= & \int\left(\varphi\left(x_{1}, x_{2}, y\right) I_{\left\{\mu_{2}\right\}}(\mu)+\left[1-\varphi\left(x_{1}, x_{2}, y\right)\right] I_{\left\{\mu_{1}\right\}}(\mu)\right) P_{\theta}\left(d x_{1}, d x_{2}, d y\right) .
\end{align*}
$$

Set $\mathcal{G}=\{1,2,3,4\} \times \mathbb{R}$ and consider the set of transformations $u_{(i, b)}: \rightarrow \mathbb{R}^{3}$, $(i, b) \in \mathcal{G}$, defined by

$$
\begin{align*}
& u_{(1, b)}\left(x_{1}, x_{2}, y\right)=\left(x_{1}+b, x_{2}+b, y+b\right), \\
& u_{(2, b)}\left(x_{1}, x_{2}, y\right)=\left(-x_{1}+b,-x_{2}+b,-y+b\right),  \tag{5.30}\\
& u_{(3, b)}\left(x_{1}, x_{2}, y\right)=\left(x_{2}+b, x_{1}+b, y+b\right), \\
& u_{(4, b)}\left(x_{1}, x_{2}, y\right)=\left(-x_{2}+b,-x_{1}+b,-y+b\right) .
\end{align*}
$$

It is clear that a suitable multiplication can be introduced in $\mathcal{G}$ so that $u_{\gamma_{1}} \circ$ $u_{\gamma_{2}}=u_{\gamma_{1} \gamma_{2}}$ holds. For example, $\left(1, b_{1}\right)\left(2, b_{2}\right)=\left(2, b_{2}-b_{1}\right)$. We do not need the explicit structure of the multiplication in the sequel. The induced group on the parameter set then consists of the four families of transformations $v_{(i, b)}\left(\mu_{1}, \mu_{2}, \mu\right)=u_{(i, b)}\left(\mu_{1}, \mu_{2}, \mu\right), i=1, \ldots, 4$, with common parameter $b \in \mathbb{R}$. Finally we introduce the family of transformations on the decision space by $w_{(1, b)}(1)=w_{(2, b)}(1)=1, w_{(1, b)}(2)=w_{(2, b)}(2)=2, w_{(3, b)}(1)=w_{(4, b)}(1)=2$, $w_{(3, b)}(2)=w_{(4, b)}(2)=1$. Then with the loss function from (5.28) we get an invariant decision problem.

Problem 5.34. A classification rule $\varphi\left(x_{1}, x_{2}, y\right)$ is invariant if and only there is some $\psi: \mathbb{R}^{2} \rightarrow_{m}[0,1]$ such that

$$
\begin{align*}
\varphi\left(x_{1}, x_{2}, y\right) & =\psi\left(x_{1}-y, x_{2}-y\right),  \tag{5.31}\\
\psi\left(t_{1}, t_{2}\right) & =\psi\left(-t_{1},-t_{2}\right), \text { and } \psi\left(t_{1}, t_{2}\right)=1-\psi\left(t_{2}, t_{1}\right) .
\end{align*}
$$

The following theorem is due to Kudo (1959).
Theorem 5.35. In the above invariant decision problem for model (5.27) and loss function (5.28) the classification rule

$$
\varphi_{0}\left(x_{1}, x_{2}, y\right)=\left\{\begin{array}{lll}
1 & \text { if } \quad\left|x_{1}-y\right| \leq\left|x_{2}-y\right|, \\
0 & \text { if } \quad\left|x_{1}-y\right|>\left|x_{2}-y\right|,
\end{array}\right.
$$

is a uniformly best rule in the class of all classification rules that are invariant under the group of transformations given by (5.30).

Proof. We use (5.29) to get

$$
\begin{aligned}
& \mathrm{R}\left(\left(\mu_{1}, \mu_{2}, \mu_{2}\right), \varphi\right)=\mathbb{E} \varphi\left(X_{1}, X_{2}, X\right), \quad \text { if } X \sim \mathrm{~N}\left(\mu_{2}, \sigma^{2}\right), \\
& \mathrm{R}\left(\left(\mu_{1}, \mu_{2}, \mu_{1}\right), \varphi\right)=\mathbb{E}\left(1-\varphi\left(X_{1}, X_{2}, X\right)\right), \quad \text { if } X \sim \mathrm{~N}\left(\mu_{1}, \sigma^{2}\right) .
\end{aligned}
$$

We know from (5.20) that the risk of an invariant classification rule $\varphi$ is constant on orbits $\theta \mapsto v_{\gamma}(\theta), \gamma=(i, b) \in \mathcal{G}, \theta=\left(\mu_{1}, \mu_{2}, \mu\right) \in \Delta$. This means that

$$
\begin{aligned}
\mathrm{R}\left(\left(\mu_{1}, \mu_{2}, \mu_{1}\right), \varphi\right) & =\mathrm{R}\left(\left(0, \mu_{2}-\mu_{1}, 0\right), \varphi\right)=\mathrm{R}\left(\left(\mu_{2}-\mu_{1}, 0,0\right), \varphi\right) \\
& =\mathrm{R}\left(\left(\mu_{1}-\mu_{2}, 0,0\right), \varphi\right)=\mathrm{R}\left(\left(\mu_{1}, \mu_{2}, \mu_{2}\right), \varphi\right) .
\end{aligned}
$$

Hence for any invariant classification rule $\varphi$, the test $\psi$ in (5.31), and $X \sim$ $\mathrm{N}\left(\mu_{2}, \sigma^{2}\right)$,

$$
\begin{aligned}
\mathrm{R}(\theta, \varphi)= & \frac{1}{4} \mathbb{E}\left[\psi\left(X_{1}-X, X_{2}-X\right)+\psi\left(X-X_{1}, X-X_{2}\right)\right. \\
& \left.+\left(1-\psi\left(X_{2}-X, X_{1}-X\right)\right)+\left(1-\psi\left(X-X_{2}, X-X_{1}\right)\right)\right]
\end{aligned}
$$

where $\theta=\left(\mu_{1}, \mu_{2}, \mu\right) \in \Delta$. Therefore we have to minimize

$$
\begin{align*}
& \mathbb{E} \psi\left(X_{1}-X, X_{2}-X\right)-\mathbb{E} \psi\left(X_{2}-X, X_{1}-X\right)  \tag{5.32}\\
& +\mathbb{E} \psi\left(X-X_{1}, X-X_{2}\right)-\mathbb{E} \psi\left(X-X_{2}, X-X_{1}\right)
\end{align*}
$$

as a function of $\psi$. The vector $\left(X_{1}-X, X_{2}-X\right)$ has a normal distribution with mean vector $(\delta, 0)=\left(\mu_{1}-\mu_{2}, 0\right)$ and covariance matrix

$$
\Sigma=\sigma^{2}\left(\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right)
$$

so that the Lebesgue density of $\left(X_{1}-X, X_{2}-X\right)$ is given by

$$
\varphi_{(\delta, 0), \Sigma}\left(t_{1}, t_{2}\right)=\frac{1}{\sqrt{3} 2 \pi \sigma^{2}} \exp \left\{-\frac{1}{3 \sigma^{2}}\left[\left(t_{1}-\delta\right)^{2}-\left(t_{1}-\delta\right) t_{2}+t_{2}^{2}\right]\right\}
$$

The expectation in (5.32) is given by

$$
\begin{aligned}
& \frac{1}{\sqrt{3} 2 \pi \sigma^{2}} \int\left[\int \psi ( t _ { 1 } , t _ { 2 } ) \left(\exp \left\{-\frac{1}{3 \sigma^{2}}\left[\left(t_{1}-\delta\right)^{2}-\left(t_{1}-\delta\right) t_{2}+t_{2}^{2}\right]\right\}\right.\right. \\
& -\exp \left\{-\frac{1}{3 \sigma^{2}}\left[t_{1}^{2}-t_{1}\left(t_{2}-\delta\right)+\left(t_{2}-\delta\right)^{2}\right]\right\} \\
& +\exp \left\{-\frac{1}{3 \sigma^{2}}\left[\left(t_{1}+\delta\right)^{2}-\left(t_{1}+\delta\right) t_{2}+t_{2}^{2}\right]\right\} \\
& \left.\left.-\exp \left\{-\frac{1}{3 \sigma^{2}}\left[t_{1}^{2}-t_{1}\left(t_{2}+\delta\right)+\left(t_{2}+\delta\right)^{2}\right]\right\}\right) d t_{1}\right] d t_{2} \\
& =\int\left[\int \psi\left(t_{1}, t_{2}\right) g\left(t_{1}, t_{2}\right) h\left(t_{1}, t_{2}\right) d t_{1}\right] d t_{2},
\end{aligned}
$$

where for $\tilde{\delta}=\delta /\left(3 \sigma^{2}\right)$,

$$
\begin{aligned}
g\left(t_{1}, t_{2}\right)= & \frac{1}{\sqrt{3} 2 \pi \sigma^{2}} \exp \left\{-\frac{\delta^{2}}{3 \sigma^{2}}\right\} \exp \left\{-\frac{1}{3 \sigma^{2}}\left(t_{1}^{2}-t_{1} t_{2}+t_{2}^{2}\right)\right\}, \\
h\left(t_{1}, t_{2}\right)= & \exp \left\{2 \tilde{\delta} t_{1}-\tilde{\delta} t_{2}\right\}-\exp \left\{2 \tilde{\delta} t_{2}-\tilde{\delta} t_{1}\right\}+\exp \left\{\tilde{\delta} t_{2}-2 \tilde{\delta} t_{1}\right\} \\
& -\exp \left\{\tilde{\delta} t_{1}-2 \tilde{\delta} t_{2}\right\} \\
= & {\left[\exp \left\{\frac{\tilde{\delta}}{2}\left(t_{1}+t_{2}\right)\right\}-\exp \left\{-\frac{\tilde{\delta}}{2}\left(t_{1}+t_{2}\right)\right\}\right] } \\
& \times\left[\exp \left\{\frac{3 \tilde{\delta}}{2}\left(t_{1}-t_{2}\right)\right\}-\exp \left\{-\frac{3 \tilde{\delta}}{2}\left(t_{1}-t_{2}\right)\right\}\right] .
\end{aligned}
$$

Now, $h\left(t_{1}, t_{2}\right) \leq 0$ holds if and only if

$$
\begin{array}{rll}
\text { either } & \delta\left(t_{1}+t_{2}\right) \geq 0 & \text { and }
\end{array} \quad \delta\left(t_{1}-t_{2}\right) \leq 0, ~ 子, ~ o r ~ \quad \delta\left(t_{1}+t_{2}\right) \leq 0 \quad \text { and } \quad \delta\left(t_{1}-t_{2}\right) \geq 0, ~ \$
$$

which is equivalent to

$$
\delta^{2}\left(t_{1}+t_{2}\right)\left(t_{1}-t_{2}\right)=\delta^{2}\left(t_{1}^{2}-t_{2}^{2}\right) \leq 0
$$

This means that $\left.\psi\left(t_{1}, t_{2}\right)=I_{\left[0,\left|t_{2}\right|\right]}| | t_{1} \mid\right)$ provides a classification rule that minimizes the expression in (5.32), and the proof is thus completed.

Because $\varphi_{0}$ does not depend on $\sigma^{2}$, Theorem 5.35 holds also in the case where $\sigma^{2}$ is unknown. It should be noted that in Kudo (1959) the case of unequal sample sizes has also been considered. In that case the invariance conditions on the decisions have to be changed and depend now on the sample sizes. Because the main ideas in Kudo (1959) have become clear already with a common sample size we omit the general case for brevity.

We conclude this section with some remarks on the relation between the concepts of sufficiency and invariance. The concept of sufficiency is closely related to possible invariance properties of a model under consideration. Below we look at the simple situation where the group $\mathcal{G}$ is finite and not only the model, but all distributions in the model, are invariant.

Proposition 5.36. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model and $\mathcal{U}=\left\{u_{\gamma}: \gamma \in \mathcal{G}\right\} \subseteq$ $\mathcal{S}_{m, \mathcal{X}}$ a finite group. If $P_{\theta} \circ u_{\gamma}^{-1}=P_{\theta}$ for every $\gamma \in \mathcal{G}$ and $\theta \in \Delta$, then the $\sigma$-algebra of invariant sets is sufficient.

Proof. Denote by $|\mathcal{G}|$ the cardinality of $\mathcal{G}$. Let $A \in \mathfrak{A}$. The measurable function $H(x)=|\mathcal{G}|^{-1} \sum_{\gamma \in \mathcal{G}} I_{A}\left(u_{\gamma}(x)\right)$ is invariant and thus $\mathfrak{I}$-measurable. For $C \in \mathfrak{I}$ it holds $I_{C}(x)=I_{C}\left(u_{\gamma}(x)\right), \gamma \in \mathcal{G}$. This yields

$$
\begin{aligned}
& \int I_{C}(x) H(x) P_{\theta}(d x)=|\mathcal{G}|^{-1} \sum_{\gamma \in \mathcal{G}} \int I_{C}\left(u_{\gamma}(x)\right) I_{A}\left(u_{\gamma}(x)\right) P_{\theta}(d x) \\
& =|\mathcal{G}|^{-1} \sum_{\gamma \in \mathcal{G}} \int I_{C}(y) I_{A}(y)\left(P_{\theta} \circ u_{\gamma}^{-1}\right)(d y) \\
& =|\mathcal{G}|^{-1} \sum_{\gamma \in \mathcal{G}} \int I_{C}(y) I_{A}(y) P_{\theta}(d y)=\int I_{C}(y) I_{A}(y) P_{\theta}(d y) .
\end{aligned}
$$

Consequently, $\mathrm{E}_{\theta}\left(I_{A} \mid \Im\right)=H, P_{\theta^{-}}$a.s., so that $H$ is a version of the conditional probability that is independent of $\theta \in \Delta$.

Example 5.37. Assume $X_{1}, \ldots, X_{n}$ are i.i.d. real-valued random variables with a common distribution $P$. We consider the full nonparametric model

$$
\begin{equation*}
\mathcal{M}=\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(P^{\otimes n}\right)_{P \in \mathcal{P}(\mathfrak{B})}\right) . \tag{5.33}
\end{equation*}
$$

Let $T_{\uparrow}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be the order statistic $T_{\uparrow}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{[1]}, \ldots, x_{[n]}\right)$ that was introduced in Example 4.1. $T_{\uparrow}$ is obviously continuous and thus $\mathfrak{B}_{n}-\mathfrak{B}_{n}$ measurable. Let $\mathcal{G}$ be the transformation group induced by the permutations of the coordinates, i.e., for a permutation $\gamma$ the mapping $u_{\gamma}$ is defined by $u_{\gamma}(x)=\left(x_{\gamma(1)}, \ldots, x_{\gamma(n)}\right)$.

The mapping $u_{\gamma}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is continuous and consequently $\mathfrak{B}_{n}-\mathfrak{B}_{n}$ measurable. As $\sigma\left(T_{\uparrow}\right)=\mathfrak{I}$ we obtain from Proposition 5.36 that the order statistic $T_{\uparrow}$ is sufficient for the model (5.33).

In conclusion, we remark that the requirement of a statistic to be sufficient as well as equivariant is restrictive and can be fulfilled only in certain situations. The following has been shown in Dynkin (1951). For a statistical model on the real line with a continuous, sufficient, and equivariant statistic the family of distributions must either be a location family with a normal parent distribution, or a scale family with a gamma parent distribution. For more details and further references we refer to Pfanzagl $(1972,1994)$.

### 5.3 Hunt-Stein Theorem

In the examples of the previous sections we have constructed invariant decisions mainly by using suitably constructed invariant or equivariant statistics. However, if there exists an invariant distribution on the group $\mathcal{G}$, then we may construct invariant decisions also by averaging. To this end we suppose that that the conditions (5.1) and (5.2) are satisfied and that $L: \Delta \times \mathcal{D} \rightarrow_{m} \mathbb{R}_{+}$ is a measurable function of $(\theta, a)$. Let $Q$ be any distribution on $(\mathcal{G}, \mathfrak{G})$. Given any decision D we denote by $\mathrm{D}_{Q}$ the decision

$$
\begin{equation*}
\mathrm{D}_{Q}(A \mid x)=\int \mathrm{D}\left(w_{\gamma}(A) \mid u_{\gamma}(x)\right) Q(d \gamma) \tag{5.34}
\end{equation*}
$$

By the standard extension technique we get for any $g: \mathcal{D} \rightarrow_{m} \mathbb{R}_{+}$,

$$
\begin{equation*}
\int g(a) \mathrm{D}_{Q}(d a \mid x)=\int\left[\int g\left(w_{\gamma^{-1}}(a)\right) \mathrm{D}\left(d a \mid u_{\gamma}(x)\right)\right] Q(d \gamma) \tag{5.35}
\end{equation*}
$$

For any $Q \in \mathcal{P}(\mathfrak{G})$ we set $Q_{\gamma_{0}}(G)=Q\left(G \gamma_{0}^{-1}\right), G \in \mathfrak{G}, \gamma_{0} \in \mathcal{G}$. Then

$$
\begin{equation*}
\int h(\gamma) Q_{\gamma_{0}}(d \gamma)=\int h\left(\gamma \gamma_{0}\right) Q(d \gamma), \quad h: \mathcal{G} \rightarrow_{m} \mathbb{R}_{+} \tag{5.36}
\end{equation*}
$$

Recall that $Q$ is right invariant if $Q(G)=Q(G \gamma), G \in \mathfrak{G}, \gamma \in \mathcal{G}$.
Lemma 5.38. If $Q$ is right invariant, then $\mathrm{D}_{Q}$ is invariant in the sense of Definition 5.26, and for every invariant loss function $L: \Delta \times \mathcal{D} \rightarrow{ }_{m} \mathbb{R}_{+}$,

$$
\begin{equation*}
\mathrm{R}\left(\theta, \mathrm{D}_{Q}\right)=\int \mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}\right) Q(d \gamma), \quad \theta \in \Delta \tag{5.37}
\end{equation*}
$$

Proof. The relation (5.36) and $Q=Q_{\gamma_{0}}$ yield

$$
\begin{aligned}
& \mathrm{D}_{Q}\left(w_{\gamma_{0}}(A) \mid u_{\gamma_{0}}(x)\right)=\int \mathrm{D}\left(w_{\gamma \gamma_{0}}(A) \mid u_{\gamma \gamma_{0}}(x)\right) Q(d \gamma) \\
& =\int \mathrm{D}\left(w_{\gamma}(A) \mid u_{\gamma}(x)\right) Q_{\gamma_{0}}(d \gamma)=\mathrm{D}_{Q}(A \mid x)
\end{aligned}
$$

Using (5.35) and the invariance of $L$ (see (5.17)) we get for $\theta \in \Delta$,

$$
\begin{aligned}
\int L(\theta, a) \mathrm{D}_{Q}(d a \mid x) & =\int\left[\int L\left(\theta, w_{\gamma^{-1}}(a)\right) \mathrm{D}\left(d a \mid u_{\gamma}(x)\right)\right] Q(d \gamma) \\
& =\int\left[\int L\left(v_{\gamma}(\theta), a\right) \mathrm{D}\left(d a \mid u_{\gamma}(x)\right)\right] Q(d \gamma)
\end{aligned}
$$

Hence by (5.16),

$$
\begin{aligned}
\mathrm{R}\left(\theta, \mathrm{D}_{Q}\right) & =\int\left[\int L(\theta, a) \mathrm{D}_{Q}(d a \mid x)\right] P_{\theta}(d x) \\
& =\int\left[\int\left[\int L\left(v_{\gamma}(\theta), a\right) \mathrm{D}\left(d a \mid u_{\gamma}(x)\right)\right] P_{\theta}(d x)\right] Q(d \gamma) \\
& =\int\left[\int\left[\int L\left(v_{\gamma}(\theta), a\right) \mathrm{D}(d a \mid x)\right] P_{v_{\gamma}(\theta)}(d x)\right] Q(d \gamma) \\
& =\int \mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}\right) Q(d \gamma), \quad \theta \in \Delta
\end{aligned}
$$

Now we study the relation between the concept of invariance and the Bayes approach. Despite the fact that more general results can be achieved we restrict ourselves here to results on finite groups $\mathcal{G}$ that are used later on. A prior $\Pi$ is called invariant if $\Pi \circ v_{\gamma}^{-1}=\Pi$. If $\Pi$ is any prior, then it is obvious that

$$
\bar{\Pi}(B):=\frac{1}{|\mathcal{G}|} \sum_{\gamma \in \mathcal{G}}\left(\Pi \circ v_{\gamma}^{-1}\right)(B)
$$

is an invariant prior.
Proposition 5.39. Assume that $\mathcal{G}$ is finite. Given an invariant decision problem specified by the invariant model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, the invariant loss function $L$, and the decision space $(\mathcal{D}, \mathfrak{D})$, an invariant decision $\mathrm{D}_{0}$ is a uniformly best invariant decision if and only if it is a Bayes decision with respect to every discrete invariant prior.

Proof. For every $\theta \in \Delta$ we denote by $\Pi_{\theta}=|\mathcal{G}|^{-1} \sum_{\gamma \in \mathcal{G}} \boldsymbol{\delta}_{v_{\gamma}(\theta)}$ the uniform distribution on the finite orbit $\left\{v_{\gamma}(\theta): \gamma \in \mathcal{G}\right\}$. Every invariant discrete prior $\Pi$ satisfies $\Pi\left(\left\{v_{\gamma_{1}}(\theta)\right\}\right)=\Pi\left(\left\{v_{\gamma_{2}}(\theta)\right\}\right), \gamma_{1}, \gamma_{2} \in \mathcal{G}$. Hence $\Pi$ is the mixture of some $\Pi_{\theta_{i}}$, i.e., $\Pi=\sum_{i=1}^{m} \alpha_{i} \Pi_{\theta_{i}}$.

From here we see that a decision is a Bayes decision with respect to every discrete invariant prior if and only if it is a Bayes decision with respect to every $\Pi_{\theta}$. Suppose that $\mathrm{D}_{0}$ is a uniformly best invariant decision and D is any decision. Let $Q$ be the uniform distribution on $\mathcal{G}$. As $\mathrm{D}_{Q}$ is invariant we have $R\left(\theta, D_{0}\right) \leq R\left(\theta, D_{Q}\right)$, and in view of (5.37), we get

$$
\begin{aligned}
& \frac{1}{|\mathcal{G}|} \sum_{\gamma \in \mathcal{G}} \mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}_{0}\right) \leq \frac{1}{|\mathcal{G}|} \sum_{\gamma \in \mathcal{G}} \mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}_{Q}\right) \\
& =\frac{1}{|\mathcal{G}|} \sum_{\gamma \in \mathcal{G}} \frac{1}{|\mathcal{G}|} \sum_{\tilde{\gamma} \in \mathcal{G}} \mathrm{R}\left(v_{\tilde{\gamma}}\left(v_{\gamma}(\theta)\right), \mathrm{D}\right)=\frac{1}{|\mathcal{G}|} \sum_{\gamma \in \mathcal{G}} \mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}\right)
\end{aligned}
$$

which shows that $D_{0}$ is Bayes with respect to the prior $\Pi_{\theta}$. Conversely, if $D_{0}$ and D are invariant, then by (5.20) for any fixed $\theta_{0} \in \Delta$,

$$
\mathrm{R}\left(\theta_{0}, \mathrm{D}_{0}\right)=\mathrm{R}\left(v_{\gamma}\left(\theta_{0}\right), \mathrm{D}_{0}\right) \quad \text { and } \quad \mathrm{R}\left(\theta_{0}, \mathrm{D}\right)=\mathrm{R}\left(v_{\gamma}\left(\theta_{0}\right), \mathrm{D}\right), \quad \gamma \in \mathcal{G}
$$

Averaging over $\gamma \in \mathcal{G}$ by using the uniform distribution on the orbit $\left\{v_{\gamma}(\theta)\right.$ : $\gamma \in \mathcal{G}\}$ we get

$$
\begin{aligned}
\mathrm{R}\left(\theta, \mathrm{D}_{0}\right) & =\frac{1}{|\mathcal{G}|} \sum_{\gamma \in \mathcal{G}} \mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}_{0}\right)=\mathrm{r}\left(\Pi_{\theta}, \mathrm{D}_{0}\right), \\
\mathrm{R}(\theta, \mathrm{D}) & =\frac{1}{|\mathcal{G}|} \sum_{\gamma \in \mathcal{G}} \mathrm{R}\left(v_{\gamma}(\theta), \mathrm{D}\right)=\mathrm{r}\left(\Pi_{\theta}, \mathrm{D}\right)
\end{aligned}
$$

If now $D_{0}$ is a Bayes decision with respect to $\Pi_{\theta}$, then $R\left(\theta, D_{0}\right) \leq R(\theta, D)$.
Another relation exists between admissibility and the property of a decision to be uniformly best invariant.

Proposition 5.40. Assume that $\mathcal{G}$ is finite. Then every uniformly best invariant decision $\mathrm{D}_{0}$ is admissible.

Proof. Assume $\mathrm{D}_{0}$ is not admissible. Then there is some D with $\mathrm{R}(\theta, \mathrm{D}) \leq$ $\mathrm{R}\left(\theta, \mathrm{D}_{0}\right), \theta \in \Delta$, and $\mathrm{R}\left(\theta_{0}, \mathrm{D}\right)<\mathrm{R}\left(\theta_{0}, \mathrm{D}_{0}\right)$ for some $\theta_{0} \in \Delta$. If $\Pi_{\theta_{0}}$ is the uniform distribution on the orbit $\left\{v_{\gamma}\left(\theta_{0}\right): \gamma \in \mathcal{G}\right\}$, then by the invariance of D and $\mathrm{D}_{0}$ it follows $\mathrm{r}\left(\Pi_{\theta_{0}}, \mathrm{D}\right)<\mathrm{r}\left(\Pi_{\theta_{0}}, \mathrm{D}_{0}\right)$. Hence $\mathrm{D}_{0}$ is not Bayes with respect to $\Pi_{\theta_{0}}$ and thus not uniformly best invariant by Proposition 5.39.

Next we consider the relation between invariant decisions and minimax decisions. The main idea here is the following. If there exists an invariant distribution $Q$ on the group $\mathcal{G}$, then for any given decision D the decision $\mathrm{D}_{Q}$ is invariant, and its maximum risk satisfies in view of (5.37)

$$
\sup _{\theta} \mathrm{R}\left(\theta, \mathrm{D}_{Q}\right) \leq \sup _{\theta} \mathrm{R}(\theta, \mathrm{D}) .
$$

This gives the following statement.
Proposition 5.41. Assume that there exists an invariant distribution $Q$ on $(\mathcal{G}, \mathfrak{G})$. Suppose that $\mathbb{D}_{0}$ is a subset of decisions for a decision problem that is invariant in the sense of Definition 5.25. If $\mathbb{D}_{0}$ is closed under averaging with $Q$ (i.e., if for every $\mathrm{D} \in \mathbb{D}_{0}$ the decision $\mathrm{D}_{Q}$ belongs to $\mathbb{D}_{0}$ ), then

$$
\inf _{D \in \mathbb{D}_{0}} \sup _{\theta} R(\theta, D)=\inf _{D \in \mathbb{D}_{0} \cap \mathbb{D}_{\text {inv }}} \sup _{\theta} R(\theta, D)=\inf _{D \in \mathbb{D}_{0}} \sup _{\theta} R\left(\theta, D_{Q}\right),
$$

where $\mathbb{D}_{\text {inv }}$ is the set of all invariant decisions.

Remark 5.42. In an invariant testing problem all transformations $w_{\gamma}, \gamma \in \mathcal{G}$, coincide with the identical mapping. Moreover, the group $\mathcal{V}=\left\{v_{\gamma}: \gamma \in \mathcal{G}\right\}$ leaves $\Delta_{0}$ and $\Delta_{A}$ invariant, see (5.21). Suppose $\varphi$ is a test that defines the decision $\mathrm{D}=$ $\varphi \boldsymbol{\delta}_{1}+(1-\varphi) \boldsymbol{\delta}_{0}$. Then

$$
\begin{aligned}
\mathrm{D}_{Q} & =\varphi_{Q} \boldsymbol{\delta}_{1}+\left(1-\varphi_{Q}\right) \boldsymbol{\delta}_{0}, \quad \text { where } \\
\varphi_{Q}(x) & =\int \varphi\left(u_{\gamma}(x)\right) Q(d \gamma) .
\end{aligned}
$$

If $\varphi$ is a level $\alpha$ test for $\mathrm{H}_{0}: \theta \in \Delta_{0}$, then $\varphi_{Q}$ is also a level $\alpha$ test for $\mathrm{H}_{0}$.
Now we consider again the $\chi^{2}$-test for the testing problem that was treated in Theorem 5.33. From there we know already that this test is a uniformly best invariant level $\alpha$ test for $\mathrm{H}_{0}: \delta^{2}(\mu)=0$ versus $\mathrm{H}_{A}: \delta^{2}(\mu)>0$, where $\delta^{2}(\mu)=\sum_{i=1}^{n} \mu_{i}^{2}$. Now we establish the maximin property. For $\delta_{0}^{2} \geq 0$ we set $\widetilde{\Delta}=\{0\} \cup\left\{\mu: \delta^{2}(\mu)>\delta_{0}^{2}\right\}$ and consider the restricted model and the restricted testing problem given by

$$
\begin{align*}
& \left(\mathbb{R}^{n}, \mathfrak{B}_{n},(\mathbf{N}(\mu, \mathbf{I}))_{\mu \in \tilde{\Delta}}\right)  \tag{5.38}\\
& \mathrm{H}_{0}: \delta^{2}(\mu)=0 \quad \text { versus } \quad \mathrm{H}_{A, \delta_{0}^{2}}: \delta^{2}(\mu)>\delta_{0}^{2}
\end{align*}
$$

Theorem 5.43. For the statistical model and the testing problem in (5.38) the $\chi^{2}$-test $\varphi_{\chi^{2}, \alpha}(x)=I_{\left(\chi_{1-\alpha, n}^{2}, \infty\right)}\left(\chi^{2}(x)\right)$ is a maximin level $\alpha$ test; that is, it holds

$$
\begin{equation*}
\inf _{\delta^{2}(\mu)>\delta_{0}^{2}} \mathrm{E}_{\mu} \varphi \leq \inf _{\delta^{2}(\mu)>\delta_{0}^{2}} \mathrm{E}_{\mu} \varphi_{\chi^{2}, \alpha} \tag{5.39}
\end{equation*}
$$

for every test $\varphi$ that satisfies $\mathrm{E}_{0} \varphi \leq \alpha$.
Proof. The restricted model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},(\mathbb{N}(\mu, \mathbf{I}))_{\mu \in \tilde{\Delta}}\right)$ is rotation invariant. Let $(\mathcal{G}, \mathfrak{G})=\left(\mathcal{O}_{n \times n}, \mathfrak{B}_{\mathcal{O}_{n \times n}}\right)$ be the group of orthogonal matrices equipped with the Borel sets. Then $R_{n}$ in Problem 5.4 is a right invariant distribution on $(\mathcal{G}, \mathfrak{G})$. If we use the zero-one loss function so that $\mathrm{R}(\theta, \mathrm{D})=1-\mathrm{E}_{\mu} \varphi$, and $\Delta=\left\{\mu: \delta^{2}(\mu)>\delta_{0}^{2}\right\}$, we get from Proposition 5.41 and Remark 5.42 that it holds

$$
\sup _{\varphi \in \mathcal{T}_{\alpha}} \inf _{\delta^{2}(\mu)>\delta_{0}^{2}} \mathrm{E}_{\mu} \varphi=\sup _{\varphi \in \mathcal{T}_{\alpha, \text { inv }}} \inf _{\delta^{2}(\mu)>\delta_{0}^{2}} \mathrm{E}_{\mu} \varphi,
$$

where $\mathcal{T}_{\alpha}$ is the class of all level $\alpha$ tests and $\mathcal{T}_{\alpha, \text { inv }}$ is the class of all rotation invariant level $\alpha$ tests. It remains to prove that inequality (5.39) holds for every rotation invariant level $\alpha$ test $\varphi$. This, however, follows from Theorem 5.33.

The crucial point in Proposition 5.41 and in Theorem 5.43 has been that there exists a right invariant distribution on the group $\mathcal{G}$. For compact topological groups such a distribution always exists and is called the Haar measure; see Nachbin (1965).

For noncompact groups that are at least locally compact there exist only right invariant measures, also called Haar measures, which have infinite total mass; see Nachbin (1965). Examples of such measures are $|\operatorname{det}(B)|^{-n} \boldsymbol{\lambda}_{n^{2}}(d B)$ for the general linear group, $b^{-1} \boldsymbol{\lambda}(d b)$ for the scale group, and $\boldsymbol{\lambda}_{d}$ for the translation group; see (5.4). Although for noncompact groups, such as $\mathbb{R}^{d}$ and $\mathbb{R}_{\bullet}^{+}$, right invariant distributions fail to exist there are often sequences of distributions available that behave as uniform distributions. For a measurable group $(\mathcal{G}, \mathfrak{G})$ we call a sequence $Q_{n} \in \mathcal{P}(\mathfrak{G}), n=1,2, \ldots$, asymptotically right invariant if

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|Q_{n}(B)-Q_{n}\left(B \gamma_{0}\right)\right|=0, \quad B \in \mathfrak{G}, \gamma_{0} \in \mathcal{G} \tag{5.40}
\end{equation*}
$$

As every bounded measurable function $h: \mathcal{G} \rightarrow_{m} \mathbb{R}$ can be approximated uniformly by finite linear combinations of indicator functions we get for such a function $h$ and an asymptotically right invariant sequence $Q_{n}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int\left(h(\gamma)-h\left(\gamma \gamma_{0}\right)\right) Q_{n}(d \gamma)=0, \quad \gamma_{0} \in \mathcal{G} \tag{5.41}
\end{equation*}
$$

Due to this property such a sequence $Q_{n}$ is also called an invariant mean. Groups that have invariant means are called amenable. Such groups have been studied in many papers. A classical reference is Bondar and Milnes (1981). Often one can construct sequences $Q_{n}$ that satisfy (5.40) by using an invariant $\sigma$-finite measure $\lambda$, a suitably chosen sequence $A_{n}$ with $0<\lambda\left(A_{n}\right)<\infty$, and setting

$$
\begin{equation*}
Q_{n}(\cdot)=\frac{1}{\lambda\left(A_{n}\right)} \lambda\left(\cdot \cap A_{n}\right) . \tag{5.42}
\end{equation*}
$$

This technique of constructing sequences $Q_{n}$ can be applied to locally compact groups under weak additional assumptions. If $\mathcal{G}$ is a locally compact and $\sigma$ compact Abelian group, $\mathfrak{G}$ the $\sigma$-algebra of Borel sets, and $\lambda$ a Haar measure, then there exists a sequence $A_{1} \subseteq A_{2} \subseteq \cdots$ of elements in $\mathfrak{G}$ such that $Q_{n}$ from (5.42) satisfies (5.40). For a proof we refer to Kerstan and Matthes (1969). Here we consider only some special cases where the sets $A_{n}$ can be constructed in a straightforward manner.

Problem 5.44. Set $A_{n}=[-n, n]$. Then the uniform distribution $Q_{n}$ on $A_{n}$ satisfies $\lim _{n \rightarrow \infty}\left|Q_{n}(A)-Q_{n}(A+t)\right|=0$ for every $A \in \mathfrak{B}$ and $t \in \mathbb{R}$. Similarly, for the multiplicative measurable group ( $\mathbb{R}_{\bullet}^{+}, \mathfrak{B}_{+}$) we introduce the sequence $B_{n}=\left[n^{-1}, n\right]$ and set $Q_{n}(B)=\mu\left(B_{n}\right)^{-1} \mu\left(B \cap B_{n}\right), B \in \mathfrak{B}_{+}$, with $\mu$ from Example 5.3. Then $\left|Q_{n}(B)-Q_{n}(B s)\right| \rightarrow 0$ for every $B \in \mathfrak{B}_{+}$and $s>0$.

In the remainder of this section we consider only testing problems. Lemma 5.38 provides an averaging technique, based on a right invariant distribution $Q$ on $(\mathcal{G}, \mathfrak{G})$, to get an invariant decision from a decision, and thus also an invariant test from a test. If, instead of such a $Q$, we have only a sequence $Q_{n}$ that satisfies (5.40), then we may consider the sequence of tests $\int \varphi\left(u_{\gamma}(x)\right) Q_{n}(d \gamma)$ with the idea that perhaps the limit, if such exists, or at least an accumulation
point is invariant. However, as we show in the course of the proof of the next lemma, a limiting test is only almost invariant in the sense of the subsequent lemma. This leads to the question of whether for an almost invariant statistic there exists an invariant statistic that differs from it only on a set of probability zero. A precise formulation of this question and conditions that lead to a positive answer are given below.

Lemma 5.45. Suppose that the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is invariant. Let $T$ : $\mathcal{X} \rightarrow_{m} \mathbb{R}$ be a statistic such that for every $\gamma \in \mathcal{G}$ there exists an $N(\gamma) \in \mathfrak{A}$ with $\left\{x: T\left(u_{\gamma}(x)\right) \neq T(x)\right\} \subseteq N(\gamma)$ and $P_{\theta}(N(\gamma))=0$ for every $\theta \in \Delta$. Suppose that there exists a $\sigma$-finite measure $\mu$ on $(\mathcal{G}, \mathfrak{G})$ that satisfies the following condition.

$$
\begin{equation*}
\mu(A)=0 \Rightarrow \mu(A \gamma)=0, \quad \gamma \in \mathcal{G}, \quad A \in \mathfrak{G} \tag{5.43}
\end{equation*}
$$

Then there exists an invariant statistic $\bar{T}: \mathcal{X} \rightarrow_{m} \mathbb{R}$ and an $N \in \mathfrak{A}$ with $P_{\theta}(N)=0, \theta \in \Delta$, such that $T(x)=\bar{T}(x)$ for every $x \notin N$.

For a proof we refer to Pfanzagl (1994), Theorem 1.9.8. It should be noted that the condition (5.43) is satisfied if there exists a $\sigma$-finite invariant measure, which then can be taken for $\mu$. In (5.34) we have constructed an invariant decision by averaging with an invariant distribution on $(\mathcal{G}, \mathfrak{G})$. The next lemma provides a similar technique for cases where only sequences of distributions on $(\mathcal{G}, \mathfrak{G})$ exist that satisfy (5.40).

Lemma 5.46. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be an invariant and dominated model. Suppose there exists a $\sigma$-finite measure $\mu$ on $(\mathcal{G}, \mathfrak{G})$ that satisfies (5.43). If there exists a sequence of distributions $Q_{n}$ on $(\mathcal{G}, \mathfrak{G})$ that satisfies (5.40), then for each test $\varphi$ there exists an invariant test $\bar{\varphi}$ and a subsequence $\int \varphi\left(u_{\gamma}(x)\right) Q_{n_{k}}(d \gamma)$ such that

$$
\lim _{k \rightarrow \infty} \int\left[\int \varphi\left(u_{\gamma}(x)\right) Q_{n_{k}}(d \gamma)\right] P_{\theta}(d x)=\int \bar{\varphi}(x) P_{\theta}(d x), \quad \theta \in \Delta
$$

Proof. As the decision space $\{0,1\}$ is finite, and the model is dominated, from Theorem 3.21 it follows that there exists a subsequence and a test, say $\psi$, such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int\left[\int \varphi\left(u_{\gamma}(x)\right) Q_{n_{k}}(d \gamma)\right] g(x) \bar{P}(d x)=\int \psi(x) g(x) \bar{P}(d x) \tag{5.44}
\end{equation*}
$$

for every $g: \mathcal{X} \rightarrow_{m} \mathbb{R}$ with $\int|g| d \bar{P}<\infty$, where $\bar{P}=\sum_{i=0}^{\infty} c_{i} P_{\theta_{i}}$ is taken from Lemma 4.36.

Let $h$ be any bounded and measurable function and set $g=h\left(d P_{\theta} / d \bar{P}\right)$. Then by (5.16), for any $\gamma_{0} \in \mathcal{G}$,

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int\left[\int \varphi\left(u_{\gamma \gamma_{0}}(x)\right) Q_{n_{k}}(d \gamma)\right] h(x) P_{\theta_{i}}(d x) \\
= & \lim _{k \rightarrow \infty} \int\left[\int \varphi\left(u_{\gamma}\left(u_{\gamma_{0}}(x)\right)\right) Q_{n_{k}}(d \gamma)\right] h\left(u_{\gamma_{0}^{-1}}\left(u_{\gamma_{0}}(x)\right)\right) P_{\theta_{i}}(d x) \\
= & \lim _{k \rightarrow \infty} \int\left[\int \varphi\left(u_{\gamma}(x)\right) Q_{n_{k}}(d \gamma)\right] h\left(u_{\gamma_{0}^{-1}}(x)\right) P_{v_{\gamma_{0}}\left(\theta_{i}\right)}(d x) \\
= & \int \psi(x) h\left(u_{\gamma_{0}^{-1}}(x)\right) P_{v_{\gamma_{0}}\left(\theta_{i}\right)}(d x)=\int \psi\left(u_{\gamma_{0}}(x)\right) h(x) P_{\theta_{i}}(d x) .
\end{aligned}
$$

For every fixed $\gamma_{0} \in \mathcal{G}$ the sequence

$$
\int\left[\varphi\left(u_{\gamma}(x)\right)-\varphi\left(u_{\gamma \gamma_{0}}(x)\right)\right] Q_{n_{k}}(d \gamma)
$$

is bounded by 2 and tends, in view of (5.41), to zero for every fixed $x \in \mathcal{X}$. Hence by Lebesgue's theorem for every bounded and measurable function $h$,

$$
\int\left[\psi(x)-\psi\left(u_{\gamma_{0}}(x)\right)\right] h(x) P_{\theta_{i}}(d x)=0
$$

which implies

$$
P_{\theta_{i}}\left(\left\{x: \psi(x)=\psi\left(u_{\gamma_{0}}(x)\right)\right\}\right)=1 \text { and } \bar{P}\left(\left\{x: \psi(x)=\psi\left(u_{\gamma_{0}}(x)\right)\right\}\right)=1 .
$$

Hence $P_{\theta}\left(\left\{x: \psi(x)=\psi\left(u_{\gamma_{0}}(x)\right)\right\}\right)=1, \theta \in \Delta$, so that $T=\psi$ satisfies the condition in Lemma 5.45. Thus there exists an invariant test $\bar{\varphi}$ with $P_{\theta}(\{x$ : $\psi(x)=\bar{\varphi}(x)\})=1$.

The next statement is a version of a famous theorem by Hunt and Stein who did not publish it. Lehmann (1986), p. 536, refers to an unpublished paper of Hunt and Stein (1946). We establish here only the classical version for testing hypotheses, which says that under weak assumptions in the search for a maximin test we may restrict ourselves, without loss in terms of the risk, to considering only the invariant tests. A more general Hunt-Stein type theorem can be found in Strasser (1985) and LeCam (1986). For references to general results of the Hunt-Stein type we refer to Lehmann (1998), pp. 421-422.

Theorem 5.47. (Hunt-Stein) Suppose that $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is an invariant and dominated model, that there exists a $\sigma$-finite measure $\mu$ that satisfies (5.43), and that there exist distributions $Q_{n}$ on $(\mathcal{G}, \mathfrak{G})$ that satisfy (5.40). If the testing problem for $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$ is invariant, then for every test $\varphi$ there exists an invariant test $\bar{\varphi}$ such that

$$
\sup _{\theta \in \Delta_{0}} \mathrm{E}_{\theta} \bar{\varphi} \leq \sup _{\theta \in \Delta_{0}} \mathrm{E}_{\theta} \varphi \quad \text { and } \quad \inf _{\theta \in \Delta_{A}} \mathrm{E}_{\theta} \varphi \leq \inf _{\theta \in \Delta_{A}} \mathrm{E}_{\theta} \bar{\varphi}
$$

Corollary 5.48. Under the assumptions of the last theorem for every level $\alpha$ test $\varphi$ for $\mathrm{H}_{0}$ there exists an invariant level $\alpha$ test $\bar{\varphi}$ such that $\inf _{\theta \in \Delta_{A}} \mathrm{E}_{\theta} \varphi \leq$ $\inf _{\theta \in \Delta_{A}} \mathrm{E}_{\theta} \bar{\varphi}$.

Proof. By Lemma 5.46, (5.16), (5.21), and Fubini's theorem,

$$
\begin{aligned}
\sup _{\theta \in \Delta_{0}} \int \bar{\varphi}(x) P_{\theta}(d x) & =\sup _{\theta \in \Delta_{0}} \lim _{k \rightarrow \infty} \int\left[\int \varphi\left(u_{\gamma}(x)\right) Q_{n_{k}}(d \gamma)\right] P_{\theta}(d x) \\
& =\sup _{\theta \in \Delta_{0}} \lim _{k \rightarrow \infty} \int\left[\int \varphi(x) P_{v_{\gamma}(\theta)}(d x)\right] Q_{n_{k}}(d \gamma) \leq \sup _{\theta \in \Delta_{0}} \mathrm{E}_{\theta} \varphi .
\end{aligned}
$$

Analogously, $\inf _{\theta \in \Delta_{A}} \int \bar{\varphi}(x) P_{\theta}(d x) \geq \inf _{\theta \in \Delta_{A}} \mathrm{E}_{\theta} \varphi$.
Now we consider again the model $\left(\mathbb{R}^{k}, \mathfrak{B}_{k},(\mathrm{~N}(\mu, \mathbf{I}))_{\mu \in \mathbb{R}^{k}}\right)$ and set

$$
\chi_{*}^{2}(x)=\sum_{i=1}^{k}\left(x_{i}-\bar{x}_{k}\right)^{2} \text { and } \delta_{*}^{2}(\mu)=\sum_{i=1}^{k}\left(\mu_{i}-\bar{\mu}_{k}\right)^{2},
$$

where $\bar{x}_{k}=k^{-1} \sum_{i=1}^{k} x_{i}$ and $\bar{\mu}_{k}=k^{-1} \sum_{i=1}^{k} \mu_{i}$. Here we want to test if all components of $\mu$ are equal. This testing problem can be formulated as

$$
\begin{equation*}
\mathrm{H}_{0}^{*}: \delta_{*}^{2}(\mu)=0 \quad \text { versus } \quad \mathrm{H}_{A}^{*}: \delta_{*}^{2}(\mu)>0 \tag{5.45}
\end{equation*}
$$

Let $\mathbb{L}_{1}$ be the one-dimensional subspace of $\mathbb{R}^{k}$ that consists of vectors $x=$ $(a, \ldots, a)=a \mathbf{1}, a \in \mathbb{R}$. Then we have

$$
\mathrm{H}_{0}^{*}: \mu \in \mathbb{L}_{1} \quad \text { versus } \quad \mathrm{H}_{A}^{*}: \mu \notin \mathbb{L}_{1} .
$$

Let $\mathcal{O}$ be the set of all orthogonal matrices $O$ that leave $\mathbb{L}_{1}$ invariant, and thus also leave the orthogonal complement $\mathbb{L}_{1}^{\perp}$ invariant. We introduce the group $\mathcal{G}=\mathbb{L}_{1} \times \mathcal{O}$ by setting

$$
\begin{aligned}
\left(a_{1}, O_{1}\right) \circ\left(a_{2}, O_{2}\right) & =\left(a_{1}+a_{2}, O_{1} O_{2}\right), \\
u_{\gamma}(x) & =O(x+a), \quad \gamma=(a, O) \in \mathbb{L}_{1} \times \mathcal{O}
\end{aligned}
$$

Then $u_{\gamma_{1}}\left(u_{\gamma_{2}}(x)\right)=u_{\gamma_{1} \gamma_{2}}(x)$. We consider $\mathcal{G}$ as a subset of $\mathbb{R} \times \mathbb{R}^{(k-1)^{2}}$ and use the Borel subsets as the $\sigma$-algebra $\mathfrak{G}$.

Problem 5.49.* For the group $(\mathcal{G}, \mathfrak{G})=\left(\mathbb{L}_{1} \times \mathcal{O}, \mathfrak{B}_{\mathbb{L}_{1} \times \mathcal{O}}\right)$ there exists a $\sigma$-finite right invariant measure $\mu$ and a sequence of distributions $Q_{n}$ that satisfies (5.40).

The next proposition establishes the maximin property of the $\chi^{2}$-test for comparing the means of $k$ independent normal distributions with a common known variance. The latter, without loss of generality, is put to 1 .

Proposition 5.50. For the model $\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\mathbb{N}(\mu, \mathbf{I})_{\mu \in \mathbb{R}^{k}}\right)\right.$ the $\chi^{2}$-test

$$
\varphi_{\chi_{*}^{2}, \alpha}(x)=I_{\left(\chi_{1-\alpha, k-1}^{2}, \infty\right)}\left(\chi_{*}^{2}(x)\right)
$$

is a uniformly best $\left(\mathbb{L}_{1} \times \mathcal{O}\right)$-invariant level $\alpha$ test for the testing problem (5.45). Furthermore, for every fixed $\delta_{0}^{2} \geq 0$ it holds

$$
\inf _{\delta_{*}^{2}(\mu)>\delta_{0}^{2}} \mathrm{E}_{\mu} \varphi_{\chi_{*}^{2}, \alpha} \geq \inf _{\delta_{*}^{2}(\mu)>\delta_{0}^{2}} \mathrm{E}_{\mu} \varphi
$$

for every test $\varphi$ that satisfies $\mathrm{E}_{0} \varphi \leq \alpha$, so that the test $\varphi_{\chi_{*}^{2}, \alpha}$ is a maximin level $\alpha$ test for

$$
\mathrm{H}_{0}^{*}: \delta_{*}^{2}(\mu)=0 \quad \text { versus } \quad \mathrm{H}_{A, \delta_{0}^{2}}^{*}: \delta_{*}^{2}(\mu)>\delta_{0}^{2}
$$

Proof. The proof of the first statement is similar to the proof of Theorem 5.33. First of all we note that for $\delta_{*}^{2}(\mu)=0$ the distribution $\mathrm{N}(\mu, \mathbf{I}) \circ\left(\chi_{*}^{2}\right)^{-1}$ is a $\chi^{2}$-distribution with $k-1$ degrees of freedom. Next we show that every $\left(\mathbb{L}_{1} \times \mathcal{O}\right)$-invariant test $\varphi$ can be represented as a measurable function of $\chi_{*}^{2}(x)$. To this end we fix a unit vector $e_{0}$ and note that

$$
\begin{aligned}
& \varphi(x)=h\left(\left\|x-\bar{x}_{k} \mathbf{1}\right\|\right), \quad x-\bar{x}_{k} \mathbf{1} \neq 0, \quad \text { where } \quad h(r)=\varphi\left(r e_{0}\right) \\
& \varphi(x)=h\left(\left\|x-\bar{x}_{k} \mathbf{1}\right\|\right) I_{(0, \infty)}\left(\left\|x-\bar{x}_{k} \mathbf{1}\right\|\right)+\varphi(0) I_{\{0\}}\left(\left\|x-\bar{x}_{k} \mathbf{1}\right\|\right) .
\end{aligned}
$$

As in the proof of Theorem 5.33 it suffices to find a uniformly best level $\alpha$ test for the reduced model

$$
\left(\mathbb{R}_{+}, \mathfrak{B}_{+},\left(\mathbb{N}(\mu, \mathbf{I}) \circ\left(\chi_{*}^{2}\right)^{-1}\right)_{\mu \in \mathbb{R}^{k}} .\right.
$$

But Theorem 2.49 yields that $\psi_{\alpha}(t)=I_{\left(\chi_{1-\alpha, k-1}^{2}, \infty\right)}(t)$ is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}: \delta^{2}=0$ versus $\mathrm{H}_{A}: \delta^{2}>0$ in the reduced model. Hence

$$
\psi_{\alpha}\left(\chi_{*}^{2}(x)\right)=\varphi_{\chi_{*}^{2}, \alpha}(x)
$$

is a uniformly best invariant level $\alpha$ test. To prove the second statement we note that also the reduced model with $\mathrm{N}(\mu, \mathbf{I}), \mu \in \Delta_{0}^{*} \cup \Delta_{A}^{*}=\mathbb{L}_{1} \cup(\{\mu$ : $\left.\left.\delta_{*}^{2}(\mu)>\delta_{0}^{2}\right\}\right)$, as well as the hypotheses are invariant.

In view of Problem 5.49 there is a $\sigma$-finite invariant measure $\mu$ that satisfies (5.43) and a sequence $Q_{n}$ that satisfies (5.40). As $\varphi_{\chi_{*}^{2}, \alpha}$ is a test of size $\alpha$ we get the statement from Corollary 5.48.

It is known that asymptotically right invariant sequences of distributions exist for every Abelian locally compact group; see Bondar and Milnes (1981). If a group is not Abelian, then in relatively simple situations already condition (5.40) may not be satisfied. The following example, due to Stein, is taken from Lehmann (1986), Example 9 in Chapter 9.

Example 5.51. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ and $Y=\left(Y_{1}, \ldots, Y_{n}\right)$ be independent and normally distributed random vectors with expectation zero and covariance matrices $\Sigma$ and $\sigma \Sigma$, respectively, where $\Sigma$ is nonsingular, $\sigma>0$, and $\sigma$ and $\Sigma$ are both unknown. Suppose we want to test $\mathrm{H}_{0}: \sigma \leq 1$ versus $\mathrm{H}_{A}: \sigma>1+\delta$, where $\delta>0$ is fixed given. The statistical model is

$$
\begin{aligned}
& \left(\mathbb{R}^{2 n}, \mathfrak{B}_{2 n}, \mathrm{~N}(0, \Sigma) \otimes \mathrm{N}(0, \sigma \Sigma)\right), \quad \text { where } \\
\theta= & (\sigma, \Sigma) \in \Delta=\{(\sigma, \Sigma): \sigma \in(0,1] \cup(1+\delta, \infty], \Sigma \text { symmetric positive definite }\} .
\end{aligned}
$$

We use the general linear group $\mathcal{M}_{n \times n}^{r}$ from (5.4) and equip $\mathcal{M}_{n \times n}^{r}$ with the $\sigma$-algebra of Borel sets. For $\gamma=B \in \mathcal{M}_{n \times n}^{r}$ we set $u_{\gamma}(x, y)=(B x, B y)$ and
$v_{\gamma}(\theta)=\left(\sigma, B \Sigma B^{T}\right)$. This shows that the model and the testing problem are invariant. According to (5.4) the measure $|\operatorname{det}(B)|^{-n} \boldsymbol{\lambda}_{n^{2}}(d B)$ is $\sigma$-finite and invariant, so that (5.43) is fulfilled. Now we show that for $n \geq 2$ the statement of the Hunt-Stein theorem is not true, i.e., that the group $\mathcal{M}_{n \times n}^{r}$ is not amenable. Indeed, if a test $\varphi$ is invariant, then $\varphi(x)=\varphi(B x)$ for every $B \in \mathcal{M}_{n \times n}^{r}$. As for $n \geq 2$ and any $x_{1}, x_{2} \in \mathbb{R}^{n}$ there exists some $B \in \mathcal{M}_{n \times n}^{r}$ with $x_{2}=B x_{1}$, we see that every invariant test is constant. Thus every best invariant level $\alpha$ test is constant and takes on the value $\alpha$. But this test cannot be a maximin test. Note that $F=\sigma^{2} X_{1}^{2} / Y_{1}^{2}$ has a $F$ distribution with $(1,1)$ degrees of freedom. If $f_{1-\alpha, 1,1}$ denotes the $1-a$ quantile and we reject $\mathrm{H}_{0}$ whenever $X_{1}^{2} / Y_{1}^{2}>f_{1-\alpha, 1,1}$, then we get a level $\alpha$ test with a strictly increasing power function. This means that the constant test cannot be a maximin level $\alpha$ test.

### 5.4 Equivariant Estimators, Girshick-Savage Theorem

In this section we study equivariant estimators in an invariant location model, establish a minimax theorem, and prove the minimax property of the Pitman estimator. In Chapter 7 we continue the study of the Pitman estimator. There we emphasize more the fact that the Pitman estimator is a generalized Bayes estimator, and establish conditions under which the Pitman estimator is admissible.

The results on the minimaxity of the Pitman estimator go back to Girshick and Savage (1951). These results have been generalized by other authors to more general models that are generated by a fixed distribution and the application of a transformation group. Here in this section we concentrate on the location model and mainly use the quadratic loss function. The presentation below follows Witting (1985). Results related to general transformation groups can be found in Strasser (1985).

We use the additive group $\mathbb{R}_{\oplus}$ and the corresponding transformation group $\mathcal{U}_{l}$ from (5.4). Hence

$$
\begin{equation*}
u_{\theta}(x)=x+\theta \mathbf{1}, \quad x \in \mathbb{R}^{n}, \theta \in \mathbb{R} \tag{5.46}
\end{equation*}
$$

where $\mathbf{1}=(1, \ldots, 1)^{T} \in \mathbb{R}^{n}$. We denote by $\mathfrak{I} \subseteq \mathfrak{B}_{n}$ the sub- $\sigma$-algebra of invariant Borel sets, which are the sets $B \in \mathfrak{B}_{n}$ with $I_{B}(x+\theta \mathbf{1})=I_{B}(x)$ for every $x \in \mathbb{R}^{n}$ and $\theta \in \mathbb{R}$. According to Definition 5.13 an invariant statistic $T: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}^{n}$ is maximal invariant if $T(x)=T(y)$ implies $x=y+\theta \mathbf{1}$ for some $\theta \in \mathbb{R}$. A statistic $\mathcal{E}: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}$ is called equivariant if $\mathcal{E}(x+\alpha \mathbf{1})=\mathcal{E}(x)+\alpha$ holds for every $x \in \mathbb{R}^{n}$ and $\alpha \in \mathbb{R}$. By $\mathfrak{E}$ we denote the set of all equivariant statistics.

Example 5.52. The following statistics are equivariant.

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto \bar{x}_{n}, \quad\left(x_{1}, \ldots, x_{n}\right) \mapsto \min _{1 \leq i \leq n} x_{i}, \quad\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{1}
$$

If $\mathcal{E} \in \mathfrak{E}$, then $T_{\mathcal{E}}(x):=x-\mathcal{E}(x) \mathbf{1}$ is invariant. If $T_{\mathcal{E}}(x)=T_{\mathcal{E}}(y)$, then $x-y=(\mathcal{E}(x)-\mathcal{E}(y)) \mathbf{1}$ so that $T_{\mathcal{E}}$ is maximal invariant. Moreover, if $S:$ $\mathbb{R}^{n} \rightarrow_{m} \mathbb{R}^{n}$ is any invariant statistic, then $S(x-\mathcal{E}(x) \mathbf{1})=S(x)$. Hence every invariant statistic $S: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}^{n}$ satisfies $S=S\left(T_{\mathcal{E}}\right)$ and can therefore be written as a measurable function of the equivariant statistic $T_{\mathcal{E}}$.

We study the location model

$$
\begin{equation*}
\mathcal{M}_{l o}=\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(P \circ u_{\theta}^{-1}\right)_{\theta \in \mathbb{R}}\right) \tag{5.47}
\end{equation*}
$$

where by the definition of $u_{\theta}$ in (5.46) $P_{\theta}:=P \circ u_{\theta}^{-1}$ is given by

$$
P_{\theta}(B)=\int I_{B}(x+\theta \mathbf{1}) P(d x)
$$

and especially $P=P_{0}$. We use the loss function $L(\theta, \alpha)=l(\theta-\alpha)$, where $l: \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$. Defining $\mathcal{V}=\mathcal{W}$ as in Example 5.28 we get a decision problem that is invariant in the sense of Definition 5.25. According to (5.19) a nonrandomized decision D is invariant if and only if the associated statistic $d$ is equivariant.

Under the loss function $L(\theta, a)=l(\theta-a)$ the risk of any estimator $S$ is given by $R(\theta, S)=\mathrm{E}_{\theta} l(S-\theta), \theta \in \mathbb{R}$. If now $S$ is equivariant, then

$$
\begin{aligned}
\mathrm{R}(\theta, S) & =\int l(S(x)-\theta)\left(P \circ u_{\theta}^{-1}\right)(d x) \\
& =\int l(S(x+\theta \mathbf{1})-\theta) P_{0}(d x)=\mathrm{R}(0, S)=\mathrm{E}_{0} l(S), \quad \theta \in \mathbb{R}
\end{aligned}
$$

It should be noted that this is a special case of (5.20).
Definition 5.53. Let $L(\theta, a)=l(\theta-a), \theta, a \in \mathbb{R}$. An equivariant estimator $\mathcal{P}$ that satisfies $\mathrm{E}_{0} l(\mathcal{P})<\infty$ and $\mathrm{E}_{0} l(\mathcal{P}) \leq \mathrm{E}_{0} l(S), S \in \mathfrak{E}$, is called a Pitman estimator under the loss function $L$. In the special case of $l(t)=t^{2}, t \in \mathbb{R}$, it is simply called a Pitman estimator.

For a strictly convex $l$ the Pitman estimator under the loss $L$ is unique.
Problem 5.54.* Let $\mathfrak{C}$ be a convex subset of estimators and $l$ be strictly convex and nonnegative. Then for $S_{0}, S_{1} \in \mathfrak{C}$ the condition

$$
\mathrm{E}_{0} l\left(S_{0}\right)=\mathrm{E}_{0} l\left(S_{1}\right)=\inf _{S \in \mathscr{C}} \mathrm{E}_{0} l(S)<\infty
$$

implies that $S_{0}=S_{1}, P_{0}$-a.s.
Problem 5.55.* Given the probability space $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}, P\right)$ and the sub- $\sigma$-algebra of invariant Borel sets, we fix a regular conditional distribution given $\mathfrak{I}$, i.e., some $\mathrm{K}: \mathfrak{B}_{n} \times \mathbb{R}^{n} \rightarrow_{k}[0,1]$ for which $x \mapsto \mathrm{~K}(A \mid x)$ is $\mathfrak{I}$-measurable for every $A \in \mathfrak{B}_{n}$ and that satisfies

$$
P(A \cap B)=\int_{B} \mathrm{~K}(A \mid x) P(d x), \quad A \in \mathfrak{B}_{n}, B \in \mathfrak{I} .
$$

Such a stochastic kernel exists; see Theorem A.37. Then for every $T: \mathbb{R}^{n} \rightarrow \mathbb{R}$ that is $\mathfrak{I}$ - $\mathfrak{B}_{n}$ measurable, and every $h: \mathbb{R}^{n} \times \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$, it holds

$$
\begin{equation*}
\int h(x, T(x)) P(d x)=\int\left[\int h(y, T(x)) \mathrm{K}(d y \mid x)\right] P(d x) . \tag{5.48}
\end{equation*}
$$

For $S=\mathcal{E}_{0}-T$ with $\mathcal{E}_{0} \in \mathfrak{E}$ it follows from (5.48) that

$$
\begin{align*}
\mathrm{E}_{0} l(S) & =\mathrm{E}_{0}\left(\mathrm{E}_{0}\left(l\left(\mathcal{E}_{0}-T\right) \mid \mathfrak{I}\right)\right)  \tag{5.49}\\
& =\int\left[\int l\left(\mathcal{E}_{0}(y)-T(x)\right) \mathrm{K}(d y \mid x)\right] P(d x)
\end{align*}
$$

If K is known, then we may fix any $\mathcal{E}_{0} \in \mathfrak{E}$ and find a $T$ that minimizes $\mathrm{E}_{0} l(S)$ by minimizing $t \mapsto \int l\left(\mathcal{E}_{0}(y)-t\right) \mathrm{K}(d y \mid x)$ for every fixed $x$. Then $T$ becomes automatically equivariant, provided the minimization point is unique. If $l(t)=t^{2}$ and $\mathrm{E}_{0} \mathcal{E}_{0}^{2}<\infty$, then $\int \mathcal{E}_{0}^{2}(y) \mathrm{K}(d y \mid x)<\infty, P$-a.s., and

$$
\begin{equation*}
\underset{t \in \mathbb{R}}{\arg \min } \int\left(\mathcal{E}_{0}(y)-t\right)^{2} \mathrm{~K}(d y \mid x)=\left\{\int \mathcal{E}_{0}(y) \mathrm{K}(d y \mid x)\right\}, \quad P \text {-a.s. } \tag{5.50}
\end{equation*}
$$

Theorem 5.56. If $\mathcal{E}_{0}$ is equivariant and satisfies $\mathrm{E}_{0} \mathcal{E}_{0}^{2}<\infty$, then the Pitman estimator exists, is $P$-a.s. uniquely determined, and it holds

$$
\begin{equation*}
\mathcal{P}(x)=\mathcal{E}_{0}(x)-\int \mathcal{E}_{0}(y) \mathrm{K}(d y \mid x), \quad P \text {-a.s. } \tag{5.51}
\end{equation*}
$$

where K is a regular conditional distribution given the $\sigma$-algebra of invariant Borel sets $\mathfrak{I}$.

Proof. Combine (5.50) and Problem 5.54.
To calculate the Pitman estimator we need the distribution $\mathrm{K}_{\mathcal{E}_{0}}(\cdot \mid x):=$ $\mathrm{K}\left(\mathcal{E}_{0}^{-1}(\cdot) \mid x\right)$ for only one $\mathcal{E}_{0}$. This means that we have to find a stochastic kernel $\mathrm{K}_{\mathcal{E}_{0}}$ that satisfies

$$
\begin{align*}
& \mathrm{K}_{\mathcal{E}_{0}}(A \mid x+a \mathbf{1})=\mathrm{K}_{\mathcal{E}_{0}}(A \mid x), \quad A \in \mathfrak{B}_{n}, x \in \mathbb{R}^{n}, a \in \mathbb{R}  \tag{5.52}\\
& \int I_{B}(x) \mathrm{K}_{\mathcal{E}_{0}}(A \mid x) P(d x)=P\left(\mathcal{E}_{0}^{-1}(A) \cap B\right), \quad B \in \mathfrak{I} .
\end{align*}
$$

We use $\mathcal{E}_{0}\left(x_{1}, \ldots, x_{n}\right)=x_{1}$. The conditional distribution $\mathrm{K}_{\mathcal{E}_{0}}(\cdot \mid x)$ can be represented by means of the conditional density if $P$ has a Lebesgue density.
Lemma 5.57. If $P$ has the Lebesgue density $f$, then $\int f(x+s \mathbf{1}) d s>0, P$ a.s. Let $\mathcal{E}_{0}\left(y_{1}, \ldots, y_{n}\right)=y_{1}, y \in \mathbb{R}^{n}$, and

$$
f\left(y_{1} \mid x\right)=\frac{f\left(y_{1}, x_{2}-x_{1}+y_{1}, \ldots, x_{n}-x_{1}+y_{1}\right)}{\int f\left(s, x_{2}-x_{1}+s, \ldots, x_{n}-x_{1}+s\right) d s}
$$

if $\int f\left(s, x_{2}-x_{1}+s, \ldots, x_{n}-x_{1}+s\right) d s>0$, and $f\left(y_{1} \mid x\right)=g\left(y_{1}\right)$ otherwise, where $g$ is any Lebesgue density. Then

$$
\mathrm{K}_{\mathcal{E}_{0}}(C \mid x)=\int_{C} f\left(y_{1} \mid x\right) d y_{1}
$$

is a stochastic kernel that satisfies the conditions in (5.52).

Proof. The set $A_{0}=\left\{x: \int f(x+s \mathbf{1}) d s=0\right\}$ is invariant; that is, $I_{A_{0}}(x)$ $=I_{A_{0}}(x+t \mathbf{1})$ for every $t \in \mathbb{R}$. Hence by Fubini's theorem and the definition of $A_{0}$,

$$
\begin{aligned}
0 & =\int\left[\int I_{A_{0}}(x) f(x+s \mathbf{1}) d s\right] \boldsymbol{\lambda}_{n}(d x)=\int\left[\int I_{A_{0}}(x-s \mathbf{1}) f(x) \boldsymbol{\lambda}_{n}(d x)\right] d s \\
& =\int\left(\int I_{A_{0}}(x) P(d x)\right) d s
\end{aligned}
$$

which implies $P\left(A_{0}\right)=0$. For every $D \in \mathfrak{B}_{n-1}$ and $\widetilde{T}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{2}-\right.$ $\left.x_{1}, \ldots, x_{n}-x_{1}\right)$ it holds

$$
\begin{aligned}
P(\widetilde{T} \in B) & =\int I_{D}\left(y_{2}-y_{1}, \ldots, y_{n}-y_{1}\right) P(d y) \\
& =\int I_{D}(s)\left[\int f\left(y_{1}, s_{2}+y_{1}, \ldots, s_{n}+y_{1}\right) d y_{1}\right] \boldsymbol{\lambda}_{n-1}(d s)
\end{aligned}
$$

where $s=\left(s_{2}, \ldots, s_{n}\right)$. Hence

$$
\begin{equation*}
\frac{d\left(P \circ \widetilde{T}^{-1}\right)}{d \boldsymbol{\lambda}_{n-1}}(s)=\int f\left(y_{1}, s_{2}+y_{1}, \ldots, s_{n}+y_{1}\right) d y_{1}, \quad \boldsymbol{\lambda}_{n-1} \text {-a.e. } \tag{5.53}
\end{equation*}
$$

Suppose that $A \in \mathfrak{B}$ and $B \in \mathfrak{I}$. Put $D=\left\{\left(s_{2}, \ldots, s_{n}\right): I_{B}\left(0, s_{2}, \ldots, s_{n}\right)=1\right\}$. Then $D \in \mathfrak{B}_{n-1}$ and by the invariance of $B$ it holds $I_{B}\left(x_{1}, \ldots, x_{n}\right)=I_{D}\left(x_{2}-\right.$ $\left.x_{1}, \ldots, x_{n}-x_{1}\right)$.

$$
\begin{aligned}
& \int_{B}\left[\int_{A} f\left(y_{1} \mid x\right) d y_{1}\right] P(d x) \\
&= \int\left[\int I_{A}\left(y_{1}\right) I_{D}\left(x_{2}-x_{1}, \ldots, x_{n}-x_{1}\right)\right. \\
&\left.\times \frac{f\left(y_{1}, x_{2}-x_{1}+y_{1}, \ldots, x_{n}-x_{1}+y_{1}\right)}{\int f\left(t, x_{2}-x_{1}+t, \ldots, x_{n}-x_{1}+t\right) d t} d y_{1}\right] P(d x) \\
&=\int\left[\int I_{A}\left(y_{1}\right) I_{D}\left(s_{2}, \ldots, s_{n}\right)\right. \\
&\left.\times \frac{f\left(y_{1}, s_{2}+y_{1}, \ldots, s_{n}+y_{1}\right)}{\int f\left(t, s_{2}+t, \ldots, s_{n}+t\right) d t} d y_{1}\right]\left(P \circ \widetilde{T}^{-1}\right)\left(d s_{2}, \ldots, d s_{n}\right) .
\end{aligned}
$$

Using (5.53) we get

$$
\begin{aligned}
& \int_{B}\left[\int_{A} f\left(y_{1} \mid x\right) d y_{1}\right] P(d x) \\
= & \int\left[\int I_{A}\left(y_{1}\right) I_{D}\left(s_{2}, \ldots, s_{n}\right) f\left(y_{1}, s_{2}+y_{1}, \ldots, s_{n}+y_{1}\right) d y_{1}\right] \boldsymbol{\lambda}_{n-1}\left(d s_{2}, \ldots, d s_{n}\right) \\
= & \int\left[\int I_{A}\left(y_{1}\right) I_{D}\left(y_{2}-y_{1}, \ldots, y_{n}-y_{1}\right) f\left(y_{1}, \ldots, y_{n}\right) d y_{1}\right] \boldsymbol{\lambda}_{n-1}\left(d y_{2}, \ldots, d y_{n}\right) \\
= & \int I_{A}\left(y_{1}\right) I_{B}\left(y_{1}, \ldots, y_{n}\right) P\left(d y_{1}, \ldots, d y_{n}\right)=P\left(\mathcal{E}_{0}^{-1}(A) \cap B\right) .
\end{aligned}
$$

Using the conditional density in Lemma 5.57 we find an explicit representation of the Pitman estimator.

Proposition 5.58. If $l(t)=t^{2}, t \in \mathbb{R}, \int x_{1}^{2} P\left(d x_{1}, \ldots, d x_{n}\right)<\infty$, and $P$ has the Lebesgue density $f$, then the Pitman estimator $\mathcal{P}$ in (5.51) is given by

$$
\begin{equation*}
\mathcal{P}\left(x_{1}, \ldots, x_{n}\right)=\frac{\int s f\left(x_{1}-s, \ldots, x_{n}-s\right) d s}{\int f\left(x_{1}-s, \ldots, x_{n}-s\right) d s}, \quad P \text {-a.s. } \tag{5.54}
\end{equation*}
$$

Proof. We use $\mathcal{E}_{0}\left(x_{1}, \ldots, x_{n}\right)=x_{1}$ in Theorem 5.56. Then by Lemma 5.57,

$$
\begin{aligned}
& \mathcal{P}(x)=\mathcal{E}_{0}(x)-\int \mathcal{E}_{0}(y) \mathrm{K}(d y \mid x) \\
& =x_{1}-\frac{\int y_{1} f\left(y_{1}, x_{2}-x_{1}+y_{1}, \ldots, x_{n}-x_{1}+y_{1}\right) d y_{1}}{\int f\left(s, x_{2}-x_{1}+s, \ldots, x_{n}-x_{1}+s\right) d s} \\
& =\frac{\int s f\left(x_{1}-s, \ldots, x_{n}-s\right) d s}{\int f\left(x_{1}-s, \ldots, x_{n}-s\right) d s}, \quad P \text {-a.s. }
\end{aligned}
$$

Example 5.59. Assume that we have observed $n$ independent random variables with a common normal distribution $\mathrm{N}_{\theta, \sigma^{2}}$. Then $P$ in (5.47) is given by $P=\mathrm{N}_{0, \sigma^{2}}^{\otimes n}$. Hence $f(x)=(2 \pi)^{-n / 2} \sigma^{-n} \exp \left\{-\left(2 \sigma^{2}\right)^{-1}\|x\|^{2}\right\}, x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, and by (5.54),

$$
\begin{aligned}
\mathcal{P}(x) & =\left[\int \prod_{i=1}^{n} \varphi_{s, \sigma^{2}}\left(x_{i}\right) d s\right]^{-1}\left[\int s \prod_{i=1}^{n} \varphi_{s, \sigma^{2}}\left(x_{i}\right) d s\right] \\
& =\frac{\exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2}\right\} \int s \exp \left\{-\frac{n}{2 \sigma^{2}}\left(s-\bar{x}_{n}\right)^{2}\right\} d s}{\exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2}\right\} \int \exp \left\{-\frac{n}{2 \sigma^{2}}\left(s-\bar{x}_{n}\right)^{2}\right\} d s}=\bar{x}_{n} .
\end{aligned}
$$

Example 5.60. Assume that we have observed $n$ independent random variables with a common exponential distribution $\operatorname{Ex}(1)$. Then the Lebesgue density of $P$ in (5.47) is given by $f(x)=I_{(0, \infty)}\left(x_{[1]}\right) \exp \left\{-\sum_{i=1}^{n} x_{i}\right\}$, where $x_{[1]}=\min \left\{x_{1}, \ldots, x_{n}\right\}$, $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. Then by (5.54),

$$
\begin{aligned}
\mathcal{P}(x) & =\frac{\int s I_{(0, \infty)}\left(x_{[1]}-s\right) \exp \left\{-\sum_{i=1}^{n}\left(x_{i}-s\right)\right\} d s}{\int I_{(0, \infty)}\left(x_{[1]}-s\right) \exp \left\{-\sum_{i=1}^{n}\left(x_{i}-s\right)\right\} d s} \\
& =\frac{\int s I_{\left(-\infty, x_{[1]}\right)}(s) \exp \{n s\} d s}{\left.\int I_{\left(-\infty, x_{[1]}\right)}\right)(s) \exp \{n s\} d s}=x_{[1]}-\frac{1}{n} .
\end{aligned}
$$

Pitman estimators can also be considered for more general models where the family of distributions is generated by any group of measurable transformations. We do not go into more detail but refer to Strasser (1985) and Witting (1985).

Now we study the problem of whether optimal equivariant estimators are also optimal in the minimax sense in the class of all estimators. The answer
is given by a theorem due to Girshick and Savage (1951). We prove, in a first step, a minimax result that is similar to Theorem 3.57 and corresponds to the Hunt-Stein theorem 5.47 for testing problems. In contrast to Theorem 3.57 we have here a special model, but the decision space is not compact. For any $l: \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$and an estimator $S$ for $\theta$ in the location model (5.47) we set

$$
\begin{align*}
\mathrm{R}(\theta, S) & =\int l(S(x)-\theta) P_{\theta}(d x)  \tag{5.55}\\
& =\int l(S(x+\theta \mathbf{1})-\theta) P_{0}(d x), \quad \theta \in \mathbb{R} \\
\mathrm{r}(\Pi, S) & =\int \mathrm{R}(\theta, S) \Pi(d \theta)
\end{align*}
$$

where $\Pi \in \mathcal{P}(\mathfrak{B})$ is any prior. For an equivariant estimator $S$ it holds

$$
\mathrm{R}(\theta, S)=\mathrm{R}(0, S)=\int l(S(x)) P_{0}(d x), \quad \theta \in \mathbb{R}
$$

Theorem 5.61. (Girshick-Savage) If $l: \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$is bounded, then it holds in the location model (5.47),

$$
\sup _{\Pi} \inf _{S} \mathrm{r}(\Pi, S)=\inf _{S} \sup _{\theta} \mathrm{R}(\theta, S)=\inf _{S \in \mathfrak{E}} \mathrm{R}(0, S)
$$

where $\inf _{S}$ is the infimum over all estimators $S$.
Proof. It holds,

$$
\begin{equation*}
\sup _{\Pi} \inf _{S} \mathrm{r}(\Pi, S) \leq \inf _{S} \sup _{\theta} \mathrm{R}(\theta, S) \leq \inf _{S \in \mathfrak{E}} \sup _{\theta} \mathrm{R}(\theta, S)=\inf _{S \in \mathfrak{E}} \mathrm{R}(0, S) . \tag{5.56}
\end{equation*}
$$

Therefore we have to show that $\inf _{T \in \mathfrak{E}} \mathrm{R}(0, T) \leq \sup _{\Pi} \inf _{S} \mathrm{r}(\Pi, S)$. We use the prior $\mathrm{N}\left(0, \sigma^{2}\right)$ and fix an estimator $S: \mathbb{R}^{n} \rightarrow_{m} \mathbb{R}$. Let $\mathcal{E}$ be equivariant; e.g., $\mathcal{E}\left(x_{1}, \ldots, x_{n}\right)=x_{1}$. It follows from (5.55) and Fubini's theorem that

$$
\begin{aligned}
& \mathrm{r}\left(\mathrm{~N}\left(0, \sigma^{2}\right), S\right)=\int\left[\int l(S(x+\theta \mathbf{1})-\theta) \varphi_{0, \sigma^{2}}(\theta) d \theta\right] P_{0}(d x) \\
& =\int\left[\int l(S(x+\theta \mathbf{1})-\mathcal{E}(x+\theta \mathbf{1})+\mathcal{E}(x)) \varphi_{0, \sigma^{2}}(\theta) d \theta\right] P_{0}(d x) \\
& =\int\left[\int l\left(S_{\eta}(x)\right) \varphi_{\mathcal{E}(x), \sigma^{2}}(\eta) d \eta\right] P_{0}(d x),
\end{aligned}
$$

where

$$
S_{\eta}(x)=S(x+(\eta-\mathcal{E}(x)) \mathbf{1})-\mathcal{E}(x+(\eta-\mathcal{E}(x)) \mathbf{1})+\mathcal{E}(x)
$$

is an equivariant estimator for every $\eta$. The risk of $S_{\eta}$ under $P_{0}$ satisfies

$$
\begin{aligned}
\int\left[\int l\left(S_{\eta}(x)\right) \varphi_{0, \sigma^{2}}(\eta) d \eta\right] P_{0}(d x) & =\int\left[\int l\left(S_{\eta}(x)\right) P_{0}(d x)\right] \varphi_{0, \sigma^{2}}(\eta) d \eta \\
& \geq \inf _{T \in \mathbb{E}} \int l(T(x)) P_{0}(d x)
\end{aligned}
$$

Because $l$ is bounded, say by $C$, then by the inequality in Problem 5.64,

$$
\begin{aligned}
& \mathrm{r}\left(\mathrm{~N}\left(0, \sigma^{2}\right), S\right)=\int\left[\int l\left(S_{\eta}(x)\right) \varphi_{\mathcal{E}(x), \sigma^{2}}(\eta) d \eta\right] P_{0}(d x) \\
& \geq \int\left[\int l\left(S_{\eta}(x)\right) \varphi_{0, \sigma^{2}}(\eta) d \eta\right] P_{0}(d x) \\
& \quad-2 \sqrt{2} C \int\left[1-\exp \left\{-\mathcal{E}^{2}(x) /\left(8 \sigma^{2}\right)\right\}\right]^{1 / 2} P_{0}(d x) \\
& \geq \inf _{T \in \mathbb{E}} \int l(T(x)) P_{0}(d x)-2 \sqrt{2} C \int\left[1-\exp \left\{-\mathcal{E}^{2}(x) /\left(8 \sigma^{2}\right)\right\}\right]^{1 / 2} P_{0}(d x)
\end{aligned}
$$

Taking the infimum over all estimators $S$ on the the left-hand side and letting $\sigma^{2} \rightarrow \infty$ we get from Lebesgue's theorem that

$$
\begin{aligned}
\sup _{\Pi} \inf _{S} r(\Pi, S) & \geq \limsup _{\sigma^{2} \rightarrow \infty} \inf _{S} \mathrm{r}\left(\mathrm{~N}\left(0, \sigma^{2}\right), S\right) \\
& \geq \inf _{T \in \mathfrak{E}} \int l(T(x)) P_{0}(d x)=\inf _{T \in \mathfrak{E}} \mathrm{R}(0, T) .
\end{aligned}
$$

Now we consider the important case of a quadratic loss function.
Theorem 5.62. (Girshick-Savage) If for the location model (5.47) there exists an equivariant statistic $\mathcal{E}_{0}$ with $\mathrm{E}_{0} \mathcal{E}_{0}^{2}<\infty$, then

$$
\sup _{\Pi} \inf _{S} \int \mathrm{E}_{\theta}(S-\theta)^{2} \Pi(d \theta)=\inf _{S} \sup _{\theta} \mathrm{E}_{\theta}(S-\theta)^{2}=\inf _{S \in \mathbb{E}} \mathrm{E}_{0} S^{2}=\mathrm{E}_{0} \mathcal{P}^{2},
$$

where $\mathcal{P}$ is the Pitman estimator in (5.51).
Proof. As the last equality in the statement follows from Theorem 5.56 we have in view of (5.56) only to show

$$
\begin{equation*}
\mathrm{E}_{0} \mathcal{P}^{2} \leq \sup _{\Pi} \inf _{S} \int \mathrm{E}_{\theta}(S-\theta)^{2} \Pi(d \theta) \tag{5.57}
\end{equation*}
$$

To this end we set $A_{N}=\left\{x:\left|\mathcal{E}_{0}(x)\right| \leq N\right\}, P_{N}(B)=P_{0}\left(B \mid A_{N}\right)$, and note that $P_{0}\left(A_{N}\right) \rightarrow 1$ as $N \rightarrow \infty$. Furthermore, we put $\mathfrak{E}_{N}=\left\{\mathcal{E}: P_{N}(|\mathcal{E}| \leq\right.$ $2 N)=1\}$ and $l_{N}(t)=\min \left(t^{2}, 4 N^{2}\right)$. Let $\mathcal{P}_{N}$ be the Pitman estimator for the model (5.47) according to Theorem 5.61 when $P$ is replaced by $P_{N}$. The application of Theorem 5.61 to the loss function $l_{N}$ yields

$$
\begin{align*}
& \inf _{S \in \mathscr{E}} \int \min \left(S^{2}, 4 N^{2}\right) d P_{N}  \tag{5.58}\\
& =\sup _{\Pi} \inf _{S} \int\left[\int \min \left((S(x-\theta \mathbf{1}))^{2}, 4 N^{2}\right) P_{N}(d x)\right] \Pi(d \theta) \\
& \leq \frac{1}{P\left(A_{N}\right)} \sup _{\Pi} \inf _{S} \int \mathrm{E}_{\theta}(S-\theta)^{2} \Pi(d \theta)
\end{align*}
$$

For $\varepsilon>0$ we find $S_{N, 0} \in \mathfrak{E}$ with

$$
\begin{equation*}
\int \min \left(S_{N, 0}^{2}, 4 N^{2}\right) d P_{N} \leq \inf _{S \in \mathfrak{E}} \int \min \left(S^{2}, 4 N^{2}\right) d P_{N}+\varepsilon \tag{5.59}
\end{equation*}
$$

Note that the set $B_{N}=\left\{\left|S_{N, 0}-\mathcal{E}_{0}\right| \leq N\right\}$ is invariant. Hence $\widetilde{S}_{N, 0}=$ $S_{N, 0} I_{B_{N}}+\mathcal{E}_{0} I_{\bar{B}_{N}}$ is equivariant. It holds

$$
\begin{aligned}
\left\{\widetilde{S}_{N, 0}^{2}\right. & \left.>\min \left(S_{N, 0}^{2}, 4 N^{2}\right)\right\} \cap B_{N} \\
& =\left(\left\{\widetilde{S}_{N, 0}^{2}>S_{N, 0}^{2}\right\} \cap B_{N}\right) \cup\left(\left\{\widetilde{S}_{N, 0}^{2}>4 N^{2}\right\} \cap B_{N}\right) \\
& =\left\{\left|S_{N, 0}\right|>2 N\right\} \cap\left\{\left|S_{N, 0}-\mathcal{E}_{0}\right| \leq N\right\} \subseteq\left\{\left|\mathcal{E}_{0}\right|>N\right\} \\
\left\{\widetilde{S}_{N, 0}^{2}\right. & >\min \left(S_{N, 0}^{2}, 4 N^{2}\right\} \cap \bar{B}_{N}=\left(\left\{\mathcal{E}_{0}^{2}>S_{N, 0}^{2}\right\} \cap \bar{B}_{N}\right) \cup\left(\left\{\mathcal{E}_{0}^{2}>4 N^{2}\right\} \cap \bar{B}_{N}\right) \\
& \subseteq\left\{\mathcal{E}_{0}^{2}>S_{N, 0}^{2}\right\} \cap\left\{\left|S_{N, 0}\right|+\left|\mathcal{E}_{0}\right|>N\right\} \cup\left\{\left|\mathcal{E}_{0}\right|>2 N\right\} \subseteq\left\{\left|\mathcal{E}_{0}\right|>N / 2\right\} .
\end{aligned}
$$

Hence $\left\{\widetilde{S}_{N, 0}^{2}>\min \left(S_{N, 0}^{2}, 4 N^{2}\right)\right\} \subseteq\left\{\left|\mathcal{E}_{0}\right|>N / 2\right\}$, and by $\left|\mathcal{E}_{0}\right| \leq N P_{N}$-a.s.,

$$
\int \widetilde{S}_{N, 0}^{2} d P_{N} \leq \int \min \left(S_{N, 0}^{2}, 4 N^{2}\right) d P_{N}+\int I_{[N / 2, \infty)}\left(\left|\mathcal{E}_{0}\right|\right) \mathcal{E}_{0}^{2} d P_{N}
$$

From $\mathcal{P}_{N}=\mathcal{E}_{0}-\mathrm{E}_{P_{N}}\left(\mathcal{E}_{0} \mid \mathfrak{I}\right), P_{N}$-a.s., we get

$$
\begin{aligned}
& \mathrm{E}_{P_{N}}\left(\mathcal{E}_{0}-\mathrm{E}_{P_{N}}\left(\mathcal{E}_{0} \mid \mathfrak{I}\right)\right)^{2}=\int \mathcal{P}_{N}^{2} d P_{N}=\inf _{S \in \mathfrak{E}} \int \min S^{2} d P_{N} \leq \int \widetilde{S}_{N, 0}^{2} d P_{N} \\
& \leq \int \min \left(S_{N, 0}^{2}, 4 N^{2}\right) d P_{N}+\int I_{[N / 2, \infty)}\left(\left|\mathcal{E}_{0}\right|\right) \mathcal{E}_{0}^{2} d P_{N} \\
& \leq \inf _{S \in \mathfrak{E}} \int \min \left(S^{2}, 4 N^{2}\right) d P_{N}+\varepsilon+\int I_{[N / 2, \infty)}\left(\left|\mathcal{E}_{0}\right|\right) \mathcal{E}_{0}^{2} d P_{N} \\
& \leq \frac{1}{P\left(A_{N}\right)} \sup _{\Pi} \inf _{S} \int \mathrm{E}_{\theta}(S-\theta)^{2} \Pi(d \theta)+\varepsilon+\int I_{[N / 2, \infty)}\left(\left|\mathcal{E}_{0}\right|\right) \mathcal{E}_{0}^{2} d P_{N}
\end{aligned}
$$

where the last two inequalities follow from (5.59) and (5.58). Taking $N \rightarrow \infty$, by Problem 5.66 with $P=P_{0}, P\left(A_{N}\right) \rightarrow 1$, and $\int I_{[N / 2, \infty)}\left(\left|\mathcal{E}_{0}\right|\right) \mathcal{E}_{0}^{2} d P_{N} \rightarrow 0$, we get that

$$
\mathrm{E}_{0} \mathcal{P}^{2}=\mathrm{E}_{0}\left(\mathcal{E}_{0}-\mathrm{E}_{0}\left(\mathcal{E}_{0} \mid \Im\right)\right)^{2} \leq \sup _{\Pi} \inf _{S} \int \mathrm{E}_{\theta}(S-\theta)^{2} \Pi(d \theta)+\varepsilon .
$$

Letting $\varepsilon \rightarrow 0$ we get (5.57).
We conclude this section with some remarks on Pitman estimators in the scale model. To this end we assume that $P$ is a distribution on $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}\right)$ and consider the scale model given by (5.9). For some function $l:(0, \infty) \rightarrow_{m} \mathbb{R}_{+}$we introduce the loss function by $L(\theta, a)=l(a / \theta)$, where $\theta>0$ is the unknown parameter in the model

$$
\begin{equation*}
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(P_{\theta}\right)_{\theta \in(0, \infty)}\right), \quad P_{\theta}=P \circ u_{\theta}^{-1}, u_{\theta}(x)=\theta x, x \in \mathbb{R}^{n} \tag{5.60}
\end{equation*}
$$

Hence $P_{\theta}(B)=\int I_{B}(\theta x) P(d x)$. By construction the problem of estimating the parameter $\theta$, under the loss function $L(\theta, a)=l(a / \theta)$, is an invariant decision problem. An estimator $T: \mathbb{R}^{n} \rightarrow_{m}(0, \infty)$ is equivariant if $T(\theta x)=\theta T(x)$, $\theta>0, x \in \mathbb{R}^{n}$. Denote by $\mathfrak{I}$ the $\sigma$-algebra of Borel sets that are invariant under the group of measurable transformations $\mathcal{U}_{s}=\left\{u_{\theta}: \theta>0\right\}$. Then for every equivariant estimator $T$

$$
\begin{equation*}
\mathrm{E}_{\theta} L(\theta, T)=\mathrm{E}_{\theta} l\left(\frac{T}{\theta}\right)=\mathrm{E}_{1} l(T) \tag{5.61}
\end{equation*}
$$

and for any equivariant estimator $\mathcal{E}_{1}$, similarly as in (5.49),

$$
\mathrm{E}_{1} l(S)=\mathrm{E}_{1}\left(\mathrm{E}_{1}\left(\left.l\left(\mathcal{E}_{1} \frac{S}{\mathcal{E}_{1}}\right) \right\rvert\, \mathfrak{I}\right)\right)=\int\left[\int l\left(\frac{\mathcal{E}_{1}(y)}{T(x)}\right) \mathrm{K}(d y \mid x)\right] P(d x)
$$

where $T=\mathcal{E}_{1} / S$ is invariant, and K is a regular conditional distribution, given the $\sigma$-algebra of scale invariant Borel sets. We may fix any $\mathcal{E}_{1}$ and find the equivariant estimator with minimum risk, $T(x)$ say, by minimizing $t \mapsto$ $\int l\left(\mathcal{E}_{1}(y) / t\right) \mathrm{K}(d y \mid x)$. If $l(t)=(t-1)^{2}$, then the Pitman estimator $\mathcal{P}$ is defined to be that equivariant estimator $\mathcal{P}$ which minimizes the risk $\mathrm{E}_{1}(S-1)^{2}$. To find $\mathcal{P}$ we start with an equivariant estimator $\mathcal{E}_{1}$ with $\mathrm{E}_{1}\left(\mathcal{E}_{1}-1\right)^{2}<\infty$. Then $\int \mathcal{E}_{1}^{2}(y) \mathrm{K}(d y \mid x)<\infty, P$-a.s. The function $\int\left(\mathcal{E}_{1}(y) / t-1\right)^{2} \mathrm{~K}(d y \mid x)$ attains the minimum at

$$
T(x)=\left[\int \mathcal{E}_{1}(y) \mathrm{K}(d y \mid x)\right]^{-1} \int \mathcal{E}_{1}^{2}(y) \mathrm{K}(d y \mid x)
$$

Hence

$$
\mathcal{P}(x)=\frac{\mathcal{E}_{1}(x) \int \mathcal{E}_{1}(y) \mathrm{K}(d y \mid x)}{\int \mathcal{E}_{1}^{2}(y) \mathrm{K}(d y \mid x)}
$$

Again we denote by $\mathfrak{E}$ the set of all equivariant estimators.
Proposition 5.63. If $l:(0, \infty) \rightarrow_{m} \mathbb{R}_{+}$is bounded, then it holds in the model (5.60),

$$
\sup _{\Pi} \inf _{S} \mathrm{r}(\Pi, S)=\inf _{S} \sup _{\theta} \mathrm{R}(\theta, S)=\inf _{S \in \mathfrak{E}} \mathrm{R}(1, S) .
$$

Proof. Similarly as in the proof of Theorem 5.61 we have to show that $\inf _{S \in \mathfrak{E}} \mathrm{R}(1, S) \leq \sup _{\Pi} \inf _{S} \mathrm{r}(\Pi, S)$. We use the prior $\mathrm{Ga}(\alpha, 1)$ and fix an estimator $S: \mathbb{R}^{n} \rightarrow_{m}(0, \infty)$. It follows from (5.61) and Fubini's theorem with $\eta=\theta \mathcal{E}(x)$,

$$
\begin{aligned}
& \mathrm{r}(\operatorname{Ga}(\alpha, 1), S)=\int\left[\int l(S(x) / \theta) P_{\theta}(d x)\right] \mathrm{ga}_{\alpha, 1}(\theta) d \theta \\
& =\int\left[\int l(S(\theta x) / \theta) \mathrm{ga}_{\alpha, 1}(\theta) d \theta\right] P_{1}(d x) \\
& =\int\left[\int l\left(S\left(\frac{\eta x}{\mathcal{E}(x)}\right) \frac{\mathcal{E}(x)}{\eta}\right) \mathrm{ga}_{\alpha, 1 / \mathcal{E}(x)}(\eta) d \eta\right] P_{1}(d x) .
\end{aligned}
$$

Note that $S_{\eta}(x)=S(\eta x / \mathcal{E}(x)) \mathcal{E}(x) / \eta$ is an equivariant estimator. Hence

$$
\mathrm{r}(\mathrm{Ga}(\alpha, \beta), S) \geq \inf _{T \in \mathfrak{E}} \int l(T(x)) P_{1}(d x)
$$

By assumption $l$ is bounded, say by $C$. Then by the inequality in Problem 5.67 with $\beta_{1}=1$ and $\beta_{2}=1 / \mathcal{E}(x)$,

$$
\begin{aligned}
& \mathrm{r}(\mathrm{Ga}(\alpha, 1), S)=\int\left[\int l\left(S_{\eta}(x)\right) \mathrm{ga}_{\alpha, 1 / \mathcal{E}(x)}(\eta) d \eta\right] P_{1}(d x) \\
& \geq \int\left[\int l\left(S_{\eta}(x)\right) \mathrm{ga}_{\alpha, 1}(\eta) d \eta\right] P_{1}(d x) \\
& \quad-2 \sqrt{2} C \int\left(1-2^{\alpha}[\sqrt{\mathcal{E}(x)}+1 / \sqrt{\mathcal{E}(x)}]^{-\alpha}\right)^{1 / 2} P_{1}(d x) \\
& \geq \inf _{T \in \mathbb{E}} \int l(T(x)) P_{1}(d x) \\
& \quad-2 \sqrt{2} C \int\left(1-2^{\alpha}[\sqrt{\mathcal{E}(x)}+1 / \sqrt{\mathcal{E}(x)}]^{-\alpha}\right)^{1 / 2} P_{0}(d x)
\end{aligned}
$$

Taking the infimum over all estimators $S$ on the the left-hand side and letting $\alpha \rightarrow 0$ we get from Lebesgue's theorem that

$$
\begin{aligned}
\sup _{\Pi} \inf _{S} r(\Pi, S) & \geq \lim _{\sup _{\alpha \rightarrow 0} \inf _{S} r(\operatorname{Ga}(\alpha, 1), S)} \\
& \geq \inf _{T \in \mathfrak{E}} \int l(T(x)) P_{1}(d x)=\inf _{T \in \mathbb{E}} \mathrm{R}(1, T)
\end{aligned}
$$

Subsequently we collect some problems that have been used in the previous proofs.
Problem 5.64.* If $g: \mathbb{R} \rightarrow_{m} \mathbb{R}$ is bounded, say $|g| \leq C$, then

$$
\left|\int g(t) \mathbf{N}\left(0, \sigma^{2}\right)(d t)-\int g(t) \mathbf{N}\left(\mu, \sigma^{2}\right)(d t)\right| \leq 2 \sqrt{2} C\left[1-\exp \left\{-\mu^{2} /\left(8 \sigma^{2}\right)\right\}\right]^{1 / 2}
$$

Problem 5.65.* Let $P$ and $Q$ be distributions on $(\mathcal{X}, \mathfrak{A})$ with $Q \ll P$. Let $\mathfrak{G} \subseteq \mathfrak{A}$ be a sub- $\sigma$-algebra of $\mathfrak{A}$. If $T: \mathcal{X} \rightarrow_{m} \mathbb{R}$ is a statistic with $\mathrm{E}_{P}|T|<\infty$ and $\mathrm{E}_{Q}|T|<$ $\infty$, then

$$
\begin{align*}
& \mathrm{E}_{P}\left(\left.T \frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right)=\mathrm{E}_{P}\left(\left.\frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right) \mathrm{E}_{Q}(T \mid \mathfrak{G}), \quad P \text {-a.s. } \\
& \mathrm{E}_{Q}(T \mid \mathfrak{G})=\left[\mathrm{E}_{P}\left(\left.\frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right)\right]^{-1} \mathrm{E}_{P}\left(\left.T \frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right), \quad Q \text {-a.s. } \tag{5.62}
\end{align*}
$$

Problem 5.66.* Let $A_{n} \in \mathfrak{A}$ with $\lim _{n \rightarrow \infty} P\left(A_{n}\right)=1$ and set $P_{n}(B)=P\left(B \mid A_{n}\right)$, $B \in \mathfrak{A}$. Let $\mathfrak{G} \subseteq \mathfrak{A}$ be a sub- $\sigma$-algebra and $T: \mathcal{X} \rightarrow_{m} \mathbb{R}$ with $\mathrm{E}_{P} T^{2}<\infty$. Then

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{P_{n}}\left(T-\mathrm{E}_{P_{n}}(T \mid \mathfrak{G})\right)^{2}=\mathrm{E}_{P}\left(T-\mathrm{E}_{P}(T \mid \mathfrak{G})\right)^{2}
$$

Problem 5.67.* If $g: \mathbb{R} \rightarrow_{m} \mathbb{R}$ is bounded, say $|g| \leq C$, then

$$
\left|\int g(t) \mathrm{Ga}\left(\alpha, \beta_{1}\right)(d t)-\int g(t) \mathrm{Ga}\left(\alpha, \beta_{2}\right)(d t)\right| \leq 2 \sqrt{2} C\left(1-\left(\frac{2 \sqrt{\beta_{1} \beta_{2}}}{\beta_{1}+\beta_{2}}\right)^{\alpha}\right)^{1 / 2}
$$

### 5.5 Solutions to Selected Problems

Solution to Problem 5.4: For column vectors $x_{1}, \ldots, x_{n}$ we use the Gram-Schmidt orthogonalization procedure by setting $y_{1}=x_{1} /\left\|x_{1}\right\|$ and

$$
y_{i}=\left(x_{i}-\sum_{j=1}^{i-1}\left(x_{i}^{T} y_{j}\right) y_{j}\right)\left\|x_{i}-\sum_{j=1}^{i-1}\left(x_{i}^{T} y_{j}\right) y_{j}\right\|^{-1}, \quad i=2, \ldots, n,
$$

to define the continuous mapping $M: \mathcal{D}(M) \rightarrow \mathcal{G}$ by $M\left(\left(x_{1}, \ldots, x_{n}\right)\right)=\left(y_{1}, \ldots, y_{n}\right)^{T}$, where $\mathcal{D}(M) \subseteq \mathbb{R}^{n^{2}}$ is the set of all nonsingular matrices $\left(x_{1}, \ldots, x_{n}\right)$. Let $O$ be an orthogonal matrix. We replace $x_{i}$ with $\widetilde{x}_{i}=O x_{i}$ and denote the resulting vectors after the mapping $M$ by $\widetilde{y}_{i}$. Then $\widetilde{y}_{1}=\left(\left\|\widetilde{x}_{1}\right\|\right)^{-1} \widetilde{x}_{1}=O y_{1}$ and

$$
\begin{aligned}
\widetilde{y}_{i} & \left.\left.=\left(O x_{i}-\sum_{j=1}^{i-1}\left(O x_{i}\right)^{T}\left(O y_{j}\right) O y_{j}\right)\right) \| O x_{i}-\sum_{j=1}^{i-1}\left(O x_{i}\right)^{T}\left(O y_{j}\right) O y_{j}\right) \|^{-1} \\
& \left.=O\left(x_{i}-\sum_{j=1}^{i-1}\left(x_{i}^{T} y_{j}\right) y_{j}\right) \| x_{i}-\sum_{j=1}^{i-1}\left(x_{i}^{T} y_{j}\right) y_{j}\right) \|^{-1}, \quad i=2, \ldots, n .
\end{aligned}
$$

Hence $O M\left(\left(x_{1}, \ldots, x_{n}\right)\right)=M\left(O\left(x_{1}, \ldots, x_{n}\right)\right)$ for every orthogonal matrix $O$. If $X_{i, j}, 1 \leq i, j \leq n$, are i.i.d. $\mathrm{N}(0,1)$, then $\left(X_{1}, \ldots, X_{n}\right)=\left(X_{i, j}\right)_{1 \leq i, j \leq n} \in \mathcal{D}(M)$ a.s. As $\mathcal{L}\left(O M\left(X_{1}, \ldots, X_{n}\right)\right)=\mathcal{L}\left(M\left(X_{1}, \ldots, X_{n}\right)\right)$ it follows that the distribution of $M^{T}\left(X_{1}, \ldots, X_{n}\right)$ is a right invariant distribution.

Solution to Problem 5.6: The first statement is clear. For the second apply the transformation rule for the Lebesgue measure; see Theorem A.23.

Solution to Problem 5.15: $A$ is invariant if and only if $u_{\gamma}^{-1}(A)=A$ for every $\gamma$. As the intersection, the union, and the complement can be interchanged with the inverse image operation $\mathfrak{I}$ is a sub- $\sigma$-algebra of $\mathfrak{A}$. If $T$ is invariant, then $T \circ u_{\gamma}=T$. Therefore $u_{\gamma}^{-1}\left(T^{-1}(B)\right)=T^{-1}(B)$. As $u_{\gamma}^{-1}\left(T^{-1}(B)=u_{\gamma^{-1}}\left(T^{-1}(B)\right)\right.$ and $\gamma$ is arbitrary the invariance follows.

Solution to Problem 5.18: If

$$
\left(\operatorname{sgn}\left(x_{2}-x_{1}\right), \frac{x_{3}-x_{1}}{x_{2}-x_{1}}, \ldots, \frac{x_{n}-x_{1}}{x_{2}-x_{1}}\right)=\left(\operatorname{sgn}\left(y_{2}-y_{1}\right), \frac{y_{3}-y_{1}}{y_{2}-y_{1}}, \ldots, \frac{y_{n}-y_{1}}{y_{2}-y_{1}}\right),
$$

then for $\alpha=x_{1}-\beta y_{1}$, and $\beta=\left(x_{2}-x_{1}\right) /\left(y_{2}-y_{1}\right)>0$ it holds $x_{i}=\beta y_{i}+\alpha$.
Solution to Problem 5.21: Apply the factorization lemma; see Lemma A.9.

## Solution to Problem 5.23:

$$
\begin{aligned}
\left(P_{v_{\gamma}(\theta)} \circ T^{-1}\right)(B) & =P_{v_{\gamma}(\theta)}\left(T^{-1}(B)\right)=P_{\theta}\left(u_{\gamma}^{-1}\left(T^{-1}(B)\right)\right. \\
& =P_{\theta}\left(T\left(u_{\gamma}\right) \in B\right)=P_{\theta}(T \in B) .
\end{aligned}
$$

Solution to Problem 5.49: If $(\mathcal{G}, \mathfrak{G})$ and $(\widetilde{\mathcal{G}}, \widetilde{\mathfrak{G}})$ are two measurable groups, where between them there is a bimeasurable isomorphism, then for one group there is a $\sigma$ finite invariant measure if and only if the same holds for the other group. The same statement holds true for the existence of distributions $Q_{n}$ that have the property
(5.40). Consider now the group $(\widetilde{\mathcal{G}}, \widetilde{\mathfrak{G}})=\left(R \times O_{(k-1) \times(k-1)}, \mathfrak{B}_{\left.\mathbb{R} \times \mathcal{O}_{(k-1) \times(k-1)}\right)}\right)$. There is bimeasurable isomorphism between $(\mathcal{G}, \mathfrak{G})$ and $(\widetilde{\mathcal{G}}, \widetilde{\mathfrak{G}})$. Hence we have only to consider $(\widetilde{\mathcal{G}}, \widetilde{\mathfrak{G}})$. Using the invariant distribution $R_{k-1}$ on the group $O_{(k-1) \times(k-1)}$ of all rotations of $R^{k-1}$, whose existence has been proved in Problem 5.4, we set $\mu=$ $\boldsymbol{\lambda} \otimes R_{k-1}$ to get a $\sigma$-finite invariant measure. If $\mathrm{U}(-n, n)$ is the uniform distribution, then $Q_{n}=\mathrm{U}(-n, n) \otimes R_{k-1}$ satisfies (5.40).

Solution to Problem 5.54: The inequalities $l\left(\frac{1}{2}\left(S_{0}+S_{1}\right)\right) \leq \frac{1}{2} l\left(S_{0}\right)+\frac{1}{2} l\left(S_{1}\right)$ and $\mathrm{E}_{0} l\left(S_{0}\right)=\mathrm{E}_{0} l\left(S_{1}\right) \leq \mathrm{E}_{0} l\left(\frac{1}{2}\left(S_{0}+S_{1}\right)\right)$ imply

$$
\mathrm{E}_{0}\left[\frac{1}{2} l\left(S_{0}\right)+\frac{1}{2} l\left(S_{1}\right)-l\left(\frac{1}{2}\left(S_{0}+S_{1}\right)\right)\right]=0
$$

As the bracket is nonnegative it must vanish $P_{0}$-a.s. The strict convexity of $l$ yields $S_{0}=S_{1}, P_{0}$-a.s.

Solution to Problem 5.55: If $h(y, t)=I_{A}(y) I_{C}(t), A \in \mathfrak{B}_{n}, C \in \mathfrak{B}$, then $B=$ $T^{-1}(C) \in \mathfrak{I}$ and $\int h(x, T(x)) P(d x)=\int\left[\int h(y, T(x)) \mathrm{K}(d y \mid x)\right] P(d x)$ by the definition of K. To complete the proof one has only to apply the standard extension technique.

Solution to Problem 5.64: The first inequality in Problem 1.80 yields

$$
\left|\int g(t) \mathrm{N}\left(0, \sigma^{2}\right)(d t)-\int g(t) \mathrm{N}\left(\mu, \sigma^{2}\right)(d t)\right| \leq C\left\|\mathrm{~N}\left(0, \sigma^{2}\right)-\mathrm{N}\left(\mu, \sigma^{2}\right)\right\| .
$$

As to the variational distance, we combine $\left\|P_{0}-P_{1}\right\| \leq 2 \mathrm{D}\left(P_{0}, P_{1}\right)$ from Proposition $1.84, \mathrm{D}^{2}\left(P_{0}, P_{1}\right)=2\left(1-\mathrm{H}_{1 / 2}\left(P_{0}, P_{1}\right)\right)$ from (1.110), and $\mathrm{H}_{1 / 2}\left(\mathrm{~N}\left(0, \sigma^{2}\right), \mathrm{N}\left(\mu, \sigma^{2}\right)\right)=$ $\exp \left\{-\mu^{2} /\left(8 \sigma^{2}\right)\right\}$ from (1.79).

Solution to Problem 5.65: Denote by $P^{\mathfrak{G}}$ and $Q^{\mathfrak{G}}$ the restrictions of $P$ and $Q$, respectively, to $\mathfrak{G}$. It follows from

$$
\int_{B} \mathrm{E}_{P}\left(\left.\frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right) d P=\int_{B} \frac{d Q}{d P} d P=Q(B), \quad B \in \mathfrak{G}
$$

that

$$
\mathrm{E}_{P}\left(\left.\frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right)=\frac{d Q^{\mathfrak{G}}}{d P^{\mathfrak{G}}} .
$$

Hence for $B \in \mathfrak{G}$,

$$
\int_{B} \mathrm{E}_{P}\left(\left.\frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right) \mathrm{E}_{Q}(T \mid \mathfrak{G}) d P=\int_{B} \frac{d Q^{\mathfrak{G}}}{d P^{\mathfrak{G}}} \mathrm{E}_{Q}(T \mid \mathfrak{G}) d P^{\mathfrak{G}} .
$$

The $\mathfrak{G}$-measurability of $\mathrm{E}_{Q}(T \mid \mathfrak{G})$ yields

$$
\int_{B} \frac{d Q^{\mathfrak{G}}}{d P^{\mathfrak{G}}} \mathrm{E}_{Q}(T \mid \mathfrak{G}) d P^{\mathfrak{G}}=\int_{B} \mathrm{E}_{Q}(T \mid \mathfrak{G}) d Q^{\mathfrak{G}}=\int_{B} T d Q=\int_{B} T \frac{d Q}{d P} d P .
$$

To prove the second statement we set $A=\left\{\mathrm{E}_{P}(d Q / d P \mid \mathfrak{G})=0\right\}$. Then $A \in \mathfrak{G}$ and

$$
Q(A)=\int_{A} \frac{d Q}{d P} d P=\int_{A} \mathrm{E}_{P}\left(\left.\frac{d Q}{d P} \right\rvert\, \mathfrak{G}\right) d P=0
$$

Solution to Problem 5.66: Set $Q=P_{n}$. Then $P_{n} \ll P$ and $d Q / d P=L_{n}:=$ $P\left(A_{n}\right)^{-1} I_{A_{n}}$. Then by (5.62)

$$
\begin{equation*}
\mathrm{E}_{P}\left(L_{n} \mid \mathfrak{G}\right) \mathrm{E}_{P_{n}}(T \mid \mathfrak{G})=\mathrm{E}_{P}\left(T L_{n} \mid \mathfrak{G}\right) . \tag{5.63}
\end{equation*}
$$

By Lemma A. 33 and $P\left(A_{n}\right) \rightarrow 1$

$$
\begin{aligned}
& \mathrm{E}_{P}\left(\mathrm{E}_{P}\left(L_{n} \mid \mathfrak{G}\right)-1\right)^{2} \leq \mathrm{E}_{P}\left(\mathrm{E}_{P}\left(L_{n} \mid \mathfrak{G}\right)-1\right)^{2} \leq \mathrm{E}_{P}\left(L_{n}-1\right)^{2} \rightarrow 0, \\
& \mathrm{E}_{P}\left(\mathrm{E}_{P}\left(T L_{n}-T \mid \mathfrak{G}\right)\right)^{2} \leq \mathrm{E}_{P}\left(T L_{n}-T\right)^{2} \rightarrow 0,
\end{aligned}
$$

where the last statement follows from Lebesgue's theorem. Hence $\mathrm{E}_{P_{n}}(T \mid \mathfrak{G}) \rightarrow^{P}$ $\mathrm{E}_{P}(T \mid \mathfrak{G})$. Then by Proposition A. 12 for every subsequence $n_{k}$ there is a new subsequence, say $n_{k_{l}}$, so that $T I_{A_{n_{k_{l}}}}-\mathrm{E}_{P_{n_{k_{l}}}}(T \mid \mathfrak{G}) I_{A_{n_{k_{l}}}} \rightarrow T-\mathrm{E}_{P}(T \mid \mathfrak{G}), P$-a.s. Hence by Fatou's lemma,

$$
\begin{aligned}
\liminf _{l \rightarrow \infty} \mathrm{E}_{P_{n_{k_{l}}}}\left(T-\mathrm{E}_{P_{n_{k_{l}}}}(T \mid \mathfrak{G})\right)^{2} & =\underset{l \rightarrow \infty}{ } \liminf \mathrm{E}_{P}\left(T-\mathrm{E}_{P_{n_{k_{l}}}}(T \mid \mathfrak{G})\right)^{2} I_{A_{n_{k_{l}}}} \\
& \geq \mathrm{E}_{P}\left(T-\mathrm{E}_{P}(T \mid \mathfrak{G})\right)^{2} .
\end{aligned}
$$

As the subsequence $n_{k}$ was arbitrary we get

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathrm{E}_{P_{n}}\left(T-\mathrm{E}_{P_{n}}(T \mid \mathfrak{G})\right)^{2} \geq \mathrm{E}_{P}\left(T-\mathrm{E}_{P}(T \mid \mathfrak{G})\right)^{2} \tag{5.64}
\end{equation*}
$$

The assumption $P\left(A_{n}\right) \rightarrow 1$ implies $\mathrm{E}_{P_{n}}(T \mid \mathfrak{G}) I_{A_{n}} \rightarrow{ }^{P} \mathrm{E}_{P}(T \mid \mathfrak{G})$ and $T I_{A_{n}} \rightarrow{ }^{P} T$. As

$$
\mathrm{E}_{P_{n}}\left(\mathrm{E}_{P}(T \mid \mathfrak{G})\right)^{2} \leq \frac{1}{P\left(A_{n}\right)} \mathrm{E}_{P}\left(\mathrm{E}_{P}(T \mid \mathfrak{G})\right)^{2} \leq \frac{1}{P\left(A_{n}\right)} \mathrm{E}_{P} T^{2}<\infty
$$

and the conditional expectation provides the best approximation in mean square it holds

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathrm{E}_{P_{n}}\left(T-\mathrm{E}_{P_{n}}(T \mid \mathfrak{G})\right)^{2}=\underset{n \rightarrow \infty}{\limsup } \mathrm{E}_{P}\left(T-\mathrm{E}_{P_{n}}(T \mid \mathfrak{G})\right)^{2} \frac{1}{P\left(A_{n}\right)} I_{A_{n}} \\
& \leq \limsup _{n \rightarrow \infty} \mathrm{E}_{P}\left(T-\mathrm{E}_{P}(T \mid \mathfrak{G})\right)^{2} \frac{1}{P\left(A_{n}\right)}=\mathrm{E}_{P}\left(T-\mathrm{E}_{P}(T \mid \mathfrak{G})\right)^{2},
\end{aligned}
$$

where the last equality follows from $P\left(A_{n}\right) \rightarrow 1$. In view of (5.64) the proof is completed.

Solution to Problem 5.67: The solution is similar to that of Problem 5.64 if one uses

$$
\mathrm{H}_{1 / 2}\left(\mathrm{Ga}\left(\alpha, \beta_{1}\right), \mathrm{Ga}\left(\alpha, \beta_{2}\right)\right)=\left(\frac{\sqrt{\beta_{1} \beta_{2}}}{\frac{1}{2}\left(\beta_{1}+\beta_{2}\right)}\right)^{\alpha} .
$$

## Large Sample Approximations of Models and Decisions

### 6.1 Distances of Statistical Models

Let us be given two models $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left(P_{i, \theta}\right)_{\theta \in \Delta}\right), i=1,2$. According to Definition 4.9, for every $\varepsilon \geq 0$ the model $\mathcal{M}_{1}$ is $\varepsilon$-deficient with respect to model $\mathcal{M}_{2}$, denoted by $\mathcal{M}_{1} \succeq^{\varepsilon} \mathcal{M}_{2}$, if the following holds. For every finite subset $\digamma \subseteq \Delta$, every finite decision space $\mathcal{D}$, every real-valued loss function $L$ with $\|L\|_{u} \leq 1$, and every decision $\mathrm{D}_{\mathcal{M}_{2}}: \mathfrak{D} \times \mathcal{X}_{2} \rightarrow_{k}[0,1]$, there exists a decision $\mathrm{D}_{\mathcal{M}_{1}}: \mathfrak{D} \times \mathcal{X}_{1} \rightarrow_{k}[0,1]$ with

$$
\begin{equation*}
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{1}}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{2}}\right)+\varepsilon, \quad \theta \in \digamma \tag{6.1}
\end{equation*}
$$

We set

$$
\begin{align*}
& d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\inf \left\{\varepsilon: \mathcal{M}_{1} \succeq^{\varepsilon} \mathcal{M}_{2}, \varepsilon \geq 0\right\}  \tag{6.2}\\
& \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\max \left\{d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right), d\left(\mathcal{M}_{2}, \mathcal{M}_{1}\right)\right\}
\end{align*}
$$

and call $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ the deficiency of the models $\mathcal{M}_{1}$ and $\mathcal{M}_{2} . \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ is nonnegative and symmetric. Moreover, if $\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}$ are any models with the same parameter set, then

$$
d\left(\mathcal{M}_{1}, \mathcal{M}_{3}\right) \leq d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)+d\left(\mathcal{M}_{2}, \mathcal{M}_{3}\right)
$$

and thus $\delta$ satisfies the triangular inequality

$$
\delta\left(\mathcal{M}_{1}, \mathcal{M}_{3}\right) \leq \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)+\delta\left(\mathcal{M}_{2}, \mathcal{M}_{3}\right)
$$

This means that $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ is a pseudometric in the space $\mathfrak{M}(\Delta)$, say, of all models with parameter set $\Delta$. If $\digamma$ is any subset of $\Delta$ and $\mathcal{M}_{i, \digamma}$ is the model extracted from $\mathcal{M}_{i}$ with the restricted parameter set $\digamma$, then by the definition of $d$ and $\delta$ it holds

$$
\begin{equation*}
\delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right) \leq \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \tag{6.3}
\end{equation*}
$$

Problem 6.1.* For any models $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ with the same parameter set $\Delta$ it holds

$$
\begin{equation*}
\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\sup _{\digamma \subseteq \Delta,|\digamma|<\infty} \delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right) \tag{6.4}
\end{equation*}
$$

The pseudometric $\delta$ is consistent with the equivalence of models in the sense of Definition 4.9.

Lemma 6.2. For two models $\mathcal{M}_{1} \mathcal{M}_{2}$ the condition $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=0$ holds if and only if $\mathcal{M}_{1} \sim \mathcal{M}_{2}$; that is, $\mathcal{M}_{1} \succeq \mathcal{M}_{2}$ and $\mathcal{M}_{2} \succeq \mathcal{M}_{1}$.

Proof. As $\mathcal{M}_{1} \sim \mathcal{M}_{2}$ if and only if $\mathcal{M}_{1, \digamma} \sim \mathcal{M}_{2, \digamma}$ for every finite subset $\digamma \subseteq \Delta$, and in view of (6.4) $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=0$ holds if and only if $\delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right)=0$ for every finite subset $\digamma \subseteq \Delta$, we may restrict ourselves to the finite models $\mathcal{M}_{1, \digamma}$ and $\mathcal{M}_{2, \digamma}$. If $\delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right)=0$, then there is a sequence $\varepsilon_{n} \geq 0$ with $\varepsilon_{n} \rightarrow 0$ such that $\mathcal{M}_{1, \digamma} \succeq^{\varepsilon_{n}} \mathcal{M}_{2, \digamma}$. We have to show that this implies $\mathcal{M}_{1, \digamma} \succeq^{0} \mathcal{M}_{2, \digamma}$. For any finite decision space $\mathcal{D}$, any loss function $L$ with $\|L\|_{u} \leq 1$, and every decision $\mathrm{D}_{\mathcal{M}_{2}}: \mathfrak{D} \times \mathcal{X}_{2} \rightarrow_{k}[0,1]$, there exist decisions $\mathrm{D}_{\mathcal{M}_{1}, n}: \mathfrak{D} \times \mathcal{X}_{1} \rightarrow_{k}[0,1]$ with

$$
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{1}, n}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{2}}\right)+\varepsilon_{n}, \quad \theta \in \digamma
$$

As the finite model $\mathcal{M}_{1, \digamma}$ is dominated and the decision space is finite, and therefore compact, Theorem 3.17 provides the existence of a subsequence $n_{k}$ and a decision $\mathrm{D}_{\mathcal{M}_{1}, 0}$ such that

$$
\lim _{k \rightarrow \infty} \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{1}, n_{k}}\right)=\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{1}, 0}\right), \quad \theta \in \digamma
$$

Hence $\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{1}, 0}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{2}}\right), \theta \in \digamma$, which yields $\mathcal{M}_{1, \digamma} \succeq^{0} \mathcal{M}_{2, \digamma}$. Interchanging the roles of $\mathcal{M}_{1, \digamma}$ and $\mathcal{M}_{2, \digamma}$ completes the proof.

There is another way of expressing that one model is up to $\varepsilon$ as informative as another model. If $\mathcal{M}_{2}$ is a randomization of $\mathcal{M}_{1}$ up to $\varepsilon$, then we have shown already in Corollary 4.10 that $\mathcal{M}_{2}$ is $\varepsilon$-deficient with respect to $\mathcal{M}_{1}$. For any finite models $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left\{P_{i, 1}, \ldots, P_{i, m}\right\}\right), i=1,2$, we set

$$
\begin{align*}
D\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) & =\inf _{\mathrm{K}} \max _{j=1, \ldots, m}\left\|P_{2, j}-\mathrm{K} P_{1, j}\right\| \\
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) & =\max \left\{D\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right), D\left(\mathcal{M}_{2}, \mathcal{M}_{1}\right)\right\} \tag{6.5}
\end{align*}
$$

where the infimum is taken over all stochastic kernels $\mathrm{K}: \mathfrak{A}_{2} \times \mathcal{X}_{1} \rightarrow_{k}[0,1]$. The definition of $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ gives

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \geq 0 \quad \text { and } \quad \Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\Delta\left(\mathcal{M}_{2}, \mathcal{M}_{1}\right) \tag{6.6}
\end{equation*}
$$

Let $\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}$ be finite models with the same parameter set $\{1, \ldots, m\}$. Suppose there are kernels K : $\mathfrak{A}_{2} \times \mathcal{X}_{1} \rightarrow_{k}[0,1]$ and $\mathrm{L}: \mathfrak{A}_{3} \times \mathcal{X}_{2} \rightarrow_{k}[0,1]$ such that for some $\varepsilon_{1}, \varepsilon_{2}>0$,

$$
\left\|P_{2, j}-\mathrm{K} P_{1, j}\right\|<\varepsilon_{1} \quad \text { and } \quad\left\|P_{3, j}-\mathrm{L} P_{2, j}\right\|<\varepsilon_{2}, \quad j=1, \ldots, m
$$

Then the kernel $(\mathrm{LK})\left(d x_{3} \mid x_{1}\right):=\int \mathrm{L}\left(d x_{3} \mid x_{2}\right) \mathrm{K}\left(d x_{2} \mid x_{1}\right)$ satisfies

$$
\begin{aligned}
\left\|P_{3, j}-\operatorname{LK} P_{1, j}\right\| & \leq\left\|P_{3, j}-\mathrm{L} P_{2, j}\right\|+\left\|\mathrm{L} P_{2, j}-\mathrm{LK} P_{1, j}\right\| \\
& \leq\left\|P_{3, j}-\mathrm{L} P_{2, j}\right\|+\left\|P_{2, j}-\mathrm{K} P_{1, j}\right\| \leq \varepsilon_{1}+\varepsilon_{2}
\end{aligned}
$$

where the second inequality follows from (1.94). Hence we get $D\left(\mathcal{M}_{1}, \mathcal{M}_{3}\right) \leq$ $D\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)+D\left(\mathcal{M}_{2}, \mathcal{M}_{3}\right)$, which together with (6.5) gives the triangular inequality

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{3}\right) \leq \Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)+\Delta\left(\mathcal{M}_{2}, \mathcal{M}_{3}\right) \tag{6.7}
\end{equation*}
$$

Remark 6.3. The definition of $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ is soon extended to all models $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ with a common, but not necessarily finite, parameter set. It follows then from (6.6) and (6.7) that $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ is also a pseudometric on $\mathfrak{M}(\Delta)$. The relations between the two pseudometrics $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ and $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ are fundamental to decision theory.

For $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left\{P_{i, 1}, \ldots, P_{i, m}\right\}\right), i=1,2$, with $\left(\mathcal{X}_{1}, \mathfrak{A}_{1}\right)=\left(\mathcal{X}_{2}, \mathfrak{A}_{2}\right)$, we may use the kernel generated by the identical mapping to get an upper bound for $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$.

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq \max _{j=1, \ldots, m}\left\|P_{1, j}-P_{2, j}\right\| . \tag{6.8}
\end{equation*}
$$

Another conclusion of Corollary 4.10 is the following statement.
Lemma 6.4. For any finite models $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left\{P_{i, 1}, \ldots, P_{i, m}\right\}\right), i=1,2$, it holds

$$
\begin{equation*}
\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq \Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \tag{6.9}
\end{equation*}
$$

Proof. For every $\alpha>\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ there is a kernel K : $\mathfrak{A}_{2} \times \mathcal{X}_{1} \rightarrow_{k}[0,1]$ such that $\max _{j=1, \ldots, m}\left\|P_{2, j}-\mathrm{K} P_{1, j}\right\|<\alpha$. For any decision $\mathrm{D}_{\mathcal{M}_{2}}$ we set

$$
\left(\mathrm{D}_{\mathcal{M}_{2}} \mathrm{~K}\right)\left(d a \mid x_{1}\right)=\int \mathrm{D}_{\mathcal{M}_{2}}\left(d a \mid x_{2}\right) \mathrm{K}\left(d x_{2} \mid x_{1}\right)
$$

Hence

$$
\begin{aligned}
& \mathrm{R}\left(j, \mathrm{D}_{\mathcal{M}_{2}}\right)-\mathrm{R}\left(j, \mathrm{D}_{\mathcal{M}_{2}} \mathrm{~K}\right) \\
= & \int\left[\int L(j, a) \mathrm{D}_{\mathcal{M}_{2}}\left(d a \mid x_{2}\right)\right] P_{2, j}\left(d x_{2}\right)-\int\left[\int L(j, a)\left(\mathrm{D}_{\mathcal{M}_{2}} \mathrm{~K}\right)\left(d a \mid x_{1}\right)\right] P_{1, j}\left(d x_{1}\right) \\
= & \int g_{j}\left(x_{2}\right)\left[P_{2, j}\left(d x_{2}\right)-\left(\mathrm{K} P_{1, j}\right)\left(d x_{2}\right)\right], \text { where } \\
& g_{j}\left(x_{2}\right)=\int L(j, a) \mathrm{D}_{\mathcal{M}_{2}}\left(d a \mid x_{2}\right) .
\end{aligned}
$$

As $\left|g_{j}\right| \leq 1$ we obtain $\left|\mathrm{R}\left(j, \mathrm{D}_{\mathcal{M}_{2}}\right)-\mathrm{R}\left(j, \mathrm{D}_{\mathcal{M}_{2}} \mathrm{~K}\right)\right| \leq\left\|P_{2, j}-\mathrm{K} P_{1, j}\right\|$ and $\mathrm{R}\left(j, \mathrm{D}_{\mathcal{M}_{1}}\right) \leq \mathrm{R}\left(j, \mathrm{D}_{\mathcal{M}_{2}}\right)+\alpha$ with the decision $\mathrm{D}_{\mathcal{M}_{1}}:=\mathrm{D}_{\mathcal{M}_{2}} \mathrm{~K}$ for the model $\mathcal{M}_{1}$. Hence $\mathcal{M}_{1} \succeq^{\alpha} \mathcal{M}_{2}$. Similarly $\mathcal{M}_{2} \succeq^{\alpha} \mathcal{M}_{1}$ and therefore $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq \alpha$. Taking $\alpha \downarrow \Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ we get the statement.

Our goal is now to show that equality holds in (6.9), and that it can be generalized to any, not necessarily finite, models $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$. A first step in this direction concerns models $\mathcal{N}_{i}=\left(\mathcal{Y}_{i}, \mathfrak{B}_{i},\left(Q_{i, \theta}\right)_{\theta \in \digamma}\right)$ with finite sample spaces $\mathcal{Y}_{i}$. Then the randomization criterion Theorem 4.16 applies and we get

$$
\begin{equation*}
\delta\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)=\Delta\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right), \quad \text { for }\left|\mathcal{Y}_{i}\right|<\infty \tag{6.10}
\end{equation*}
$$

The technique used in the following is to approximate any model by models with a finite sample space. Here we often use the simple fact that

$$
\delta(\mathcal{M}, \mathcal{N})=\Delta(\mathcal{M}, \mathcal{N})=0 \quad \text { if } \mathcal{M} \text { and } \mathcal{N} \text { are mutual randomizations. }
$$

The crucial point for the subsequent considerations is that models with a finite parameter set can be approximated by models with a finite sample space. For a model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$ we set

$$
\begin{align*}
& \bar{P}=\frac{1}{m} \sum_{j=1}^{m} P_{j}, \quad M_{j}=\frac{d P_{j}}{d \bar{P}}, \quad j=1, \ldots, m \\
& L_{j}=\frac{M_{j}}{M_{1}} I_{(0, \infty)}\left(M_{1}\right)+\infty I_{\{0\}}\left(M_{1}\right), \quad j=2, \ldots, m . \tag{6.12}
\end{align*}
$$

Lemma 6.5. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$ be a finite model. Then for every $\varepsilon>0$ there exists a model $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{1}, \ldots, Q_{m}\right\}\right)$ with $|\mathcal{Y}|<\infty$ and

$$
\Delta(\mathcal{M}, \mathcal{N}) \leq \varepsilon
$$

Proof. Approximating $M_{j}$ by nonnegative step functions in the sense of $\mathbb{L}_{1}(\bar{P})$ we see that there is a partition $A_{1}, \ldots, A_{N}$ of $\mathcal{X}$ with $A_{i} \in \mathfrak{A}$ and probability densities $\widetilde{M}_{j}=\sum_{i=1}^{N} c_{i, j} I_{A_{i}}(x)$ such that the distributions

$$
\widetilde{P}_{j}(A)=\int I_{A}(x) \widetilde{M}_{j}(x) \bar{P}(d x), \quad A \in \mathfrak{A}, j \in \digamma
$$

satisfy $\left\|\widetilde{P}_{j}-P_{j}\right\| \leq \varepsilon$. Set $\widetilde{\mathcal{M}}=\left(\mathcal{X}, \mathfrak{A},\left\{\widetilde{P}_{1}, \ldots, \widetilde{P}_{m}\right\}\right)$. The inequality (6.8) implies $\Delta(\widetilde{\mathcal{M}}, \mathcal{M}) \leq \varepsilon$. From each $A_{i}$ we select a point $x_{i} \in A_{i}$ and set $\mathcal{Y}=\left\{x_{1}, \ldots, x_{N}\right\}, \mathfrak{B}=\mathfrak{P}(\mathcal{Y}), B \in \mathfrak{B}$,

$$
Q_{j}(B)=\sum_{i=1}^{N} \widetilde{P}_{j}\left(A_{i}\right) \boldsymbol{\delta}_{x_{i}}(B), \quad \text { and } \quad \mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{1}, \ldots, Q_{m}\right\}\right)
$$

Then obviously $Q_{j}=\widetilde{P}_{j} \circ T^{-1}$, where $T: \mathcal{X} \rightarrow \mathcal{Y}$ is the mapping defined by $T(x)=x_{i}$ for $x \in A_{i}$. Hence $\mathcal{N}$ is a randomization of $\widetilde{\mathcal{M}}$. To show that $\widetilde{\mathcal{M}}$ is also a randomization of $\mathcal{N}$ we introduce the kernel $\mathrm{K}: \mathfrak{A} \times \mathcal{Y} \rightarrow_{k}[0,1]$ by

$$
\mathrm{K}(A \mid y)=\sum_{i=1}^{N} \frac{\bar{P}\left(A \cap A_{i}\right)}{\bar{P}\left(A_{i}\right)} \delta_{y}\left(A_{i}\right)
$$

Then with $c_{i, j}=\widetilde{P}_{j}\left(A_{i}\right) / \bar{P}\left(A_{i}\right)$,

$$
\begin{aligned}
\left(\mathrm{K} Q_{j}\right)(A) & =\sum_{i=1}^{N} \frac{\bar{P}\left(A \cap A_{i}\right)}{\bar{P}\left(A_{i}\right)} Q_{j}\left(\left\{x_{i}\right\}\right) \\
& =\sum_{i=1}^{N} \frac{\bar{P}\left(A \cap A_{i}\right)}{\bar{P}\left(A_{i}\right)} \widetilde{P}_{j}\left(A_{i}\right)=\int I_{A} \sum_{i=1}^{N} I_{A_{i}} c_{i, j} d \bar{P} \\
& =\int I_{A} \widetilde{M}_{j} d \bar{P}=\widetilde{P}_{j}(A)
\end{aligned}
$$

Hence $\widetilde{\mathcal{M}}$ is a randomization of $\mathcal{N}$ and the proof is completed in view of (6.11).

Let $\digamma_{*} \subseteq \digamma \subseteq \Delta$ be finite subsets of $\Delta$. If $\mathcal{M}_{i, \digamma_{*}}$ and $\mathcal{M}_{i, \digamma}$ are the models with the restricted parameter sets $\digamma_{*}$ and $\digamma$, respectively, $i=1,2$, then by (6.5)

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{1, \digamma_{*}}, \mathcal{M}_{2, \digamma_{*}}\right) \leq \Delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right) \tag{6.13}
\end{equation*}
$$

Suppose now that that $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left(P_{i, \theta}\right)_{\theta \in \Lambda}\right), i=1,2$ are two models with any parameter set $\Lambda$, say. Then we set

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\sup _{\digamma \subseteq \Lambda,|\digamma|<\infty} \Delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right) \tag{6.14}
\end{equation*}
$$

and call $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ the $\Delta$-distance of $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$. For every finite subset $\digamma \subseteq \Lambda$ with $\digamma=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ we introduce the standard distribution $\mu_{i, \digamma}$ as in (4.13), the standard model as in (4.15), and denote the latter by

$$
\mathcal{N}_{i, \digamma}=\left(\mathcal{S}_{|\digamma|}, \mathfrak{S}_{|\digamma|},\left\{Q_{i, 1}, \ldots, Q_{i,|\digamma|}\right\}\right), \quad i=1,2
$$

The next result, in a different formulation, is due to LeCam (1964); see also Torgersen (1991) and Strasser (1985).

Theorem 6.6. For any models $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left(P_{i, \theta}\right)_{\theta \in \Lambda}\right), i=1,2$, it holds

$$
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)
$$

Moreover, $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=0$ holds if and only if for every finite subset $\digamma \subseteq \Lambda$ the standard distributions $\mu_{i, \digamma}, i=1,2$, are identical.

Proof. In view of (6.4) and (6.14) it suffices to deal with finite models. By (6.9) we have only to show that

$$
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)
$$

By Lemma 6.5 and (6.10), for $\varepsilon>0$ there are models $\mathcal{N}_{i}$ with finite samples spaces such that

$$
\Delta\left(\mathcal{M}_{i}, \mathcal{N}_{i}\right) \leq \varepsilon, \quad i=1,2, \quad \text { and } \quad \Delta\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)=\delta\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)
$$

Hence by the triangular inequalities for $\delta$ and $\Delta$, together with (6.9),

$$
\begin{aligned}
& \Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq \Delta\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)+2 \varepsilon=\delta\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)+2 \varepsilon \\
& \leq \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)+2 \varepsilon+\delta\left(\mathcal{M}_{1}, \mathcal{N}_{1}\right)+\delta\left(\mathcal{M}_{2}, \mathcal{N}_{2}\right) \\
& \leq \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)+2 \varepsilon+\Delta\left(\mathcal{M}_{1}, \mathcal{N}_{1}\right)+\Delta\left(\mathcal{M}_{2}, \mathcal{N}_{2}\right) \leq \delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)+4 \varepsilon
\end{aligned}
$$

which completes the proof of the first statement. As to the second, we note that by (6.14), the first statement, and Lemma 6.2 it holds $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=0$ if $\mathcal{M}_{1, \digamma} \sim \mathcal{M}_{2, \digamma}$ for every finite $\digamma$. By Proposition 4.22 this is equivalent to $\mathcal{N}_{1, \digamma} \sim \mathcal{N}_{2, \digamma}$. An application of Theorem 4.25 completes the proof.

For the next section, which deals with the convergence of models, it is important to have an upper bound for $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ in terms of the Dudley metric (see (A.6)) of the associated standard distributions. The bridge is the equality of $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ and $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$, which has been established in Theorem 6.6, and the relation of $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ to the Bayes risks in $\mathcal{M}_{1}, \mathcal{M}_{2}$.
Theorem 6.7. For any finite models $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left\{P_{i, 1}, \ldots, P_{i, m}\right\}\right), i=1,2$,

$$
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\sup _{\Pi, L:\|L\|_{u} \leq 1, \mathcal{D}}\left|\inf _{\mathrm{D}_{\mathcal{M}_{1}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}_{1}}\right)-\inf _{\mathrm{D}_{\mathcal{M}_{2}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}_{2}}\right)\right|
$$

where the supremum is taken over all priors $\Pi$, all loss functions $L$ with $\|L\|_{u} \leq 1$, and all finite decision spaces $\mathcal{D}$. Furthermore,

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq m\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{D}} \tag{6.15}
\end{equation*}
$$

where $\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{D}}$ is the Dudley distance of the standard distributions $\mu_{1}$ and $\mu_{2}$ that belong to the models $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$, respectively.

Proof. The expression $\inf _{\mathrm{D}_{\mathcal{M}_{i}}} \mathrm{r}\left(\Pi, \mathrm{D}_{\mathcal{M}_{i}}\right)$ is a function of $\Pi, L$, and $\mathcal{D}$, say $\psi_{i}(\Pi, L, \mathcal{D}), i=1,2$. Corollary 4.15 implies that $\mathcal{M}_{1} \succeq^{\varepsilon} \mathcal{M}_{2}$ if and only if $\psi_{1}(\Pi, L, \mathcal{D})-\psi_{2}(\Pi, L, \mathcal{D}) \leq \varepsilon$ for every prior $\Pi$, every loss function $L$ with $\|L\|_{u} \leq 1$, and every finite decision space $\mathcal{D}$. This yields

$$
\inf \left\{\varepsilon: \mathcal{M}_{1} \succeq^{\varepsilon} \mathcal{M}_{2}\right\}=\sup _{\Pi, L, \mathcal{D}}\left\{\psi_{1}(\Pi, L, \mathcal{D})-\psi_{2}(\Pi, L, \mathcal{D})\right\}
$$

By switching the roles of $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ and using the fact that

$$
\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\max \left(\inf \left\{\varepsilon: \mathcal{M}_{1} \succeq^{\varepsilon} \mathcal{M}_{2}\right\}, \inf \left\{\varepsilon: \mathcal{M}_{2} \succeq^{\varepsilon} \mathcal{M}_{1}\right\}\right)
$$

we get the first statement. To prove the stated inequality we note that $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ by Theorem 6.6. To complete the proof we apply Corollary 4.33.

We conclude this section with the remark that the explicit evaluation of $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ is a challenging problem that can be completed only in special cases. The deficiency of binary models was obtained by Torgersen (1970); see also LeCam (1986) and Strasser (1985). We also refer to Luschgy (1992b), Lehmann (1988), and Torgersen (1991), where the deficiency of two linear models is evaluated. Finally we remark that in many cases one needs only tractable upper bounds for $\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ for two models with the same sample space. Then the inequality (6.8) can be used as long as the variational distance, or a suitable bound for it, can be evaluated. Results in this direction can be found, for example, in Shiryaev and Spokoiny (2000).

### 6.2 Convergence of Models

In this section we introduce and study convergence concepts for statistical models by using the deficiency of models. As weak convergence is concerned with the finite submodels, we first consider relations among standard distributions, Hellinger transforms, and deficiencies of the finite submodels to prepare for the results on the convergence of models.

When dealing with the convergence of not necessarily homogeneous models it proves useful to turn to a smoothed model which is homogenous. More precisely, given $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$, we set $\bar{P}=(1 / m) \sum_{i=1}^{m} P_{i}$ and

$$
\begin{align*}
& \mathcal{M}_{\alpha}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1, \alpha}, \ldots, P_{m, \alpha}\right\}\right), \quad 0 \leq \alpha \leq 1, \quad \text { where } \\
& P_{i, \alpha}=(1-\alpha) P_{i}+\alpha \bar{P}, \quad 0 \leq \alpha \leq 1, \quad i=1, \ldots, m \tag{6.16}
\end{align*}
$$

If $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{1}, \ldots, Q_{m}\right\}\right)$ is another finite model and $\mathcal{N}_{\alpha}$ is introduced in the same way as $\mathcal{M}_{\alpha}$, then for kernels $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ and $\mathrm{L}: \mathfrak{A} \times \mathcal{Y} \rightarrow_{k}$ $[0,1]$ it holds

$$
\begin{aligned}
& \left\|(1-\alpha) Q_{i}+\alpha \bar{Q}-\mathrm{K}\left((1-\alpha) P_{i}+\alpha \bar{P}\right)\right\| \\
\leq & (1-\alpha)\left\|Q_{i}-\mathrm{K} P_{i}\right\|+\alpha \frac{1}{m} \sum_{i=1}^{m}\left\|Q_{i}-\mathrm{K} P_{i}\right\| \leq \max _{1 \leq i \leq m}\left\|Q_{i}-\mathrm{K} P_{i}\right\|
\end{aligned}
$$

Similarly,

$$
\left\|(1-\alpha) P_{i}+\alpha \bar{P}-\mathrm{L}\left((1-\alpha) Q_{i}+\alpha \bar{Q}\right)\right\| \leq \max _{1 \leq i \leq m}\left\|P_{i}-\mathrm{L} Q_{i}\right\|
$$

Hence by the definition of the $\Delta$-distance in (6.5),

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{\alpha}, \mathcal{N}_{\alpha}\right) \leq \Delta(\mathcal{M}, \mathcal{N}), \quad 0 \leq \alpha \leq 1 \tag{6.17}
\end{equation*}
$$

Problem 6.8.* If $P_{1}, \ldots, P_{m}, Q_{1}, \ldots, Q_{m}$ are distributions on ( $\mathcal{X}, \mathfrak{A}$ ), then

$$
\begin{aligned}
& \left|\mathbf{H}_{s}\left(P_{1}, \ldots, P_{m}\right)-\mathbf{H}_{s}\left(Q_{1}, \ldots, Q_{m}\right)\right| \leq 2 \sum_{i=1}^{m}\left\|P_{i}-Q_{i}\right\|^{m(s)} \\
& s \in \mathbf{S}_{m}^{o}=\left\{s: s=\left(s_{1}, \ldots, s_{m}\right), s_{i}>0, \sum_{i=1}^{m} s_{i}=1\right\}, m(s)=\min \left\{s_{1}, \ldots, s_{m}\right\}
\end{aligned}
$$

The distance $\Delta(\mathcal{M}, \mathcal{N})$ gives upper bounds for the differences of the Hellinger transforms.

Proposition 6.9. For any statistical models $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$ and $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left\{Q_{1}, \ldots, Q_{m}\right\}\right)$ and $0 \leq \alpha \leq 1$ it holds

$$
\left|\mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right)-\mathrm{H}_{s}\left(Q_{1, \alpha}, \ldots, Q_{m, \alpha}\right)\right| \leq 2 m(\Delta(\mathcal{M}, \mathcal{N}))^{m(s)}, \quad s \in \mathbf{S}_{m}^{o}
$$

Proof. Inequality 1.123 yields for any stochastic kernels $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}$ $[0,1]$ and $\mathrm{L}: \mathfrak{A} \times \mathcal{Y} \rightarrow_{k}[0,1]$,

$$
\begin{aligned}
\mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right) & \leq \mathrm{H}_{s}\left(\mathrm{~K} P_{1, \alpha}, \ldots, \mathrm{~K} P_{m, \alpha}\right), \\
\mathrm{H}_{s}\left(Q_{1, \alpha}, \ldots, Q_{m, \alpha}\right) & \leq \mathrm{H}_{s}\left(\mathrm{~L} Q_{1, \alpha}, \ldots, \mathrm{~L} Q_{m, \alpha}\right) .
\end{aligned}
$$

Hence by Problem 6.8, applied to $P_{i, \alpha}, Q_{i, \alpha}$ instead of $P_{i}, Q_{i}$,

$$
\begin{aligned}
& \mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right) \leq \mathrm{H}_{s}\left(\mathrm{~K} P_{1, \alpha}, \ldots, \mathrm{~K} P_{m, \alpha}\right) \\
& \leq 2 \sum_{i=1}^{m}\left\|\mathrm{~K} P_{i, \alpha}-Q_{i, \alpha}\right\|^{m(s)}+\mathrm{H}_{s}\left(Q_{1, \alpha}, \ldots, Q_{m, \alpha}\right), \\
& \mathrm{H}_{s}\left(Q_{1, \alpha}, \ldots, Q_{m, \alpha}\right) \leq \mathrm{H}_{s}\left(\mathrm{~L} Q_{1, \alpha}, \ldots, \mathrm{~L} Q_{m, \alpha}\right) \\
& \leq 2 \sum_{i=1}^{m}\left\|\mathrm{~L} Q_{i, \alpha}-P_{i, \alpha}\right\|^{m(s)}+\mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right), \\
& \left|\mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right)-\mathrm{H}_{s}\left(Q_{1, \alpha}, \ldots, Q_{m, \alpha}\right)\right| \\
& \leq 2 m \max _{1 \leq i \leq m} \max \left\{\left\|\mathrm{~K}_{i, \alpha}-Q_{i, \alpha}\right\|^{m(s)},\left\|\mathrm{L} Q_{i, \alpha}-P_{i, \alpha}\right\|^{m(s)}\right\} .
\end{aligned}
$$

Taking the infimum over $K$ and $L$ we get

$$
\left|\mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right)-\mathrm{H}_{s}\left(Q_{1, \alpha}, \ldots, Q_{m, \alpha}\right)\right| \leq 2 m\left(\Delta\left(\mathcal{M}_{\alpha}, \mathcal{N}_{a}\right)\right)^{m(s)}
$$

To complete the proof we apply inequality (6.17).
Now we use the concept of deficiency to introduce convergence concepts for any, not necessarily finite, statistical models. We recall that for two models the $\Delta$-distance has been defined by (6.14).

Definition 6.10. If $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Lambda}\right)$ and $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Lambda}\right)$ are models with the same parameter set $\Lambda$, then the sequence of models $\mathcal{M}_{n}$ is said to be convergent to the model $\mathcal{M}$ if $\lim _{n \rightarrow \infty} \Delta\left(\mathcal{M}_{n}, \mathcal{M}\right)=0$. If $\Lambda_{n} \uparrow \Lambda$, then the sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Lambda_{n}}\right)$ is called weakly convergent to the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Lambda}\right)$ if for every finite subset $\digamma \subseteq \Lambda$ it holds $\lim _{n \rightarrow \infty} \Delta\left(\mathcal{M}_{n, \digamma}, \mathcal{M}_{\digamma}\right)=0$. In this case we write $\mathcal{M}_{n} \Rightarrow \mathcal{M}$. We call $\mathcal{M}_{0}$ an accumulation point of the sequence $\mathcal{M}_{n}$ if there exists a subsequence $\mathcal{M}_{n_{k}}$ with $\mathcal{M}_{n_{k}} \Rightarrow \mathcal{M}_{0}$.

Remark 6.11. If the parameter set $\Lambda$ is finite, then it follows from the previous definition and (6.13) that the convergence and the weak convergence are identical.

Remark 6.12. It should be noted that the limiting model is not uniquely determined as $\Delta$ is only a pseudometric. Indeed, Lemma 6.2 and Theorem 6.6 imply that

$$
\begin{equation*}
\Delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=0 \text { if and only if } \mathcal{M}_{1} \sim \mathcal{M}_{2} \tag{6.18}
\end{equation*}
$$

This means that the convergence of models is, more precisely, a convergence of classes of equivalent models to an equivalence class of models.

The relation between the convergence and the weak convergence becomes clear if we take into account (6.14). The distance $\Delta\left(\mathcal{M}_{n, \digamma}, \mathcal{M}_{\digamma}\right)$ is small if there are kernels $\mathrm{K}_{\digamma}$ and $\mathrm{L}_{\digamma}$ depending on $\digamma$ such that $\max _{\theta \in \digamma}\left\|\mathrm{K}_{\digamma} P_{n, \theta}-P_{\theta}\right\|$ and $\max _{\theta \in \digamma}\left\|P_{n, \theta}-\mathrm{L}_{\digamma} P_{\theta}\right\|$ are small. On the other hand, $\Delta\left(\mathcal{M}_{n}, \mathcal{M}\right)$ is small if and only if the supremum over all such maxima is small.

As it turns out, the concept of weak convergence is flexible enough to cover typical situations in both parametric and nonparametric statistics, and strong
enough to create a rich and fruitful asymptotic theory of statistical models. A key role in this regard is played by manageable criteria for weak convergence which are criteria for the convergence of finite models. Let

$$
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n, 1}, \ldots, P_{n, m}\right\}\right), \quad \mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right),
$$

$n=1,2, \ldots$, be models. We set

$$
\begin{aligned}
\bar{P}_{n} & =\frac{1}{m} \sum_{i=1}^{m} P_{n, i}, \quad \bar{P}=\frac{1}{m} \sum_{i=1}^{m} P_{i}, \quad M_{n, i}=\frac{d P_{n, i}}{d \bar{P}_{n}}, \quad M_{i}=\frac{d P_{i}}{d \bar{P}} \\
L_{n, j} & =\frac{M_{n, j}}{M_{n, 1}} I_{(0, \infty)}\left(M_{n, 1}\right)+\infty I_{\{0\}}\left(M_{n, 1}\right), \\
L_{j} & =\frac{M_{j}}{M_{1}} I_{(0, \infty)}\left(M_{1}\right)+\infty I_{\{0\}}\left(M_{1}\right), \quad j=2, \ldots, m .
\end{aligned}
$$

We recall that $L_{n, j}$ and $\ln L_{n, j}$ are random variables with values in $\overline{\mathbb{R}}=$ $[-\infty, \infty]$ which, together with the metric $\bar{\rho}(x, y)$, form the compact metric space $(\overline{\mathbb{R}}, \bar{\rho})$; see Remark A.1. The weak convergence of distributions refers to this metric. Furthermore, we denote by

$$
\begin{equation*}
\mu_{n}=\mathcal{L}\left(\left(M_{n, 1}, \ldots, M_{n, m}\right) \mid \bar{P}_{n}\right) \quad \text { and } \quad \mu=\mathcal{L}\left(\left(M_{1}, \ldots, M_{m}\right) \mid \bar{P}\right) \tag{6.19}
\end{equation*}
$$

the standard distributions of the models $\mathcal{M}_{n}$ and $\mathcal{M}$, respectively. Note that $\mu_{n}$ and $\mu$ are defined on the Borel sets of the simplex

$$
\mathcal{S}_{m}=\left\{\left(t_{1}, \ldots, t_{m}\right): t_{i} \geq 0, \frac{1}{m} \sum_{i=1}^{m} t_{i}=1\right\}
$$

Introduce $P_{n, i, \alpha}$ and $P_{i, \alpha}$ as in (6.16). Then by the definition of the Hellinger transforms (see Definition 1.87),

$$
\begin{aligned}
\mathrm{H}_{s}\left(P_{n, 1, \alpha}, \ldots, P_{n, m, \alpha}\right) & =\int \prod_{i=1}^{m}\left((1-\alpha) t_{i}+\alpha\right)^{s_{i}} \mu_{n}(d t), \\
\mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right) & =\int \prod_{i=1}^{m}\left((1-\alpha) t_{i}+\alpha\right)^{s_{i}} \mu(d t)
\end{aligned}
$$

Theorem 6.13. For any models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n, 1}, \ldots, P_{n, m}\right\}\right)$ and $\mathcal{M}=$ $\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$, the following statements are equivalent.
(A) $\lim _{n \rightarrow \infty} \Delta\left(\mathcal{M}_{n}, \mathcal{M}\right)=0$.
(B) $\mu_{n} \Rightarrow \mu$.
(C) $\lim _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n, 1, \alpha}, \ldots, P_{n, m, \alpha}\right)=\mathrm{H}_{s}\left(P_{1, \alpha}, \ldots, P_{m, \alpha}\right), \quad \alpha \in[0,1], s \in \mathbf{S}_{m}^{0}$.

Corollary 6.14. If the model $\mathcal{M}$ is homogeneous, then condition $(C)$ can be replaced by the weaker condition
(D) $\lim _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n, 1}, \ldots, P_{n, m}\right)=\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right), \quad s \in \mathbf{S}_{m}^{0}$.

Corollary 6.15. If the model $\mathcal{M}$ is homogeneous, then each of the conditions (A) through $(D)$ is equivalent to
(E) $\quad \mathcal{L}\left(\left(\ln L_{n, 2}, \ldots, \ln L_{n, m}\right) \mid P_{n, 1}\right) \Rightarrow \mathcal{L}\left(\left(\ln L_{2}, \ldots, \ln L_{m}\right) \mid P_{1}\right)$.

Proof. $(A) \rightarrow(C)$ : the stated convergence follows from Proposition 6.9. $(C) \rightarrow(B)$ : as the simplex $\mathcal{S}_{m}$ is a compact metric space according to Prohorov's theorem (see Theorem A.48), every subsequence of $\left\{\mu_{n}\right\}$ contains a weakly convergent subsequence. It remains to show that all accumulation points are identical. But this follows from the fact that

$$
t \mapsto \prod_{i=1}^{m}\left((1-\alpha) t_{i}+\alpha\right)^{s_{i}}
$$

is a continuous and bounded function on $\mathcal{S}_{m}$ and the uniqueness theorem 4.25. $(B) \rightarrow(A)$ : as the Dudley metric metricizes the weak convergence (see Theorem A.50) condition ( $B$ ) implies $\left\|\mu_{n}-\mu\right\|_{\mathrm{D}} \rightarrow 0$. Inequality (6.15) implies $(A)$. The first corollary follows from Corollary 4.26. To prove the second corollary we note that, as $\ln x$ is a homeomorphism between $\overline{\mathbb{R}}_{+}$and $\overline{\mathbb{R}}$, the statement $(E)$ is equivalent to

$$
\begin{equation*}
\mathcal{L}\left(\left(L_{n, 2}, \ldots, L_{n, m}\right) \mid P_{n, 1}\right) \Rightarrow \mathcal{L}\left(\left(L_{2}, \ldots, L_{m}\right) \mid P_{1}\right) \tag{6.20}
\end{equation*}
$$

It follows from the definition of the Hellinger transform in Definition 1.87 and the definition of the likelihood ratios $L_{n, i}$ and $L_{i}$, respectively,

$$
\begin{aligned}
\mathrm{H}_{s}\left(P_{n, 1}, \ldots, P_{n, m}\right) & =\int M_{n, 1}^{s_{1}} \cdots M_{n, m}^{s_{m}} d \bar{P}_{n}=\int L_{n, 2}^{s_{2}} \cdots L_{n, m}^{s_{m}} d P_{n, 1} \\
\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right) & =\int L_{2}^{s_{2}} \cdots L_{m}^{s_{m}} d P_{1}
\end{aligned}
$$

Set $f_{n}=L_{n, 2}^{s_{2}} \cdots L_{n, m}^{s_{m}}$. Then

$$
\begin{aligned}
\int f_{n}^{1 /\left(1-s_{1}\right)} d P_{n, 1} & =\int L_{n, 2}^{s_{2} /\left(1-s_{1}\right)} \cdots L_{n, m}^{s_{m} /\left(1-s_{1}\right)} d P_{n, 1} \\
& \leq \prod_{i=2}^{m}\left(\int L_{n, 2} d P_{n, 1}\right)^{s_{i} /\left(1-s_{1}\right)} \leq 1
\end{aligned}
$$

Hence,

$$
\limsup _{c \rightarrow \infty} \limsup _{n \rightarrow \infty} \int f_{n} I_{[c, \infty)}\left(f_{n}\right) d P_{n, 1} \leq \limsup _{c \rightarrow \infty} c^{-1 /\left(1-s_{1}\right)}=0
$$

and we get from (6.20) and Proposition A. 44 that $\mathrm{H}_{s}\left(P_{n, 1}, \ldots, P_{n, m}\right) \rightarrow$ $\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$. The statement follows from the previous corollary.

The next proposition shows that every sequence of finite models is relatively compact, so that the convergence of the sequence of models depends only on whether there is just one or perhaps several accumulation points.

Proposition 6.16. Every sequence $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n, 1}, \ldots, P_{n, m}\right\}\right), n=$ $1,2, \ldots$, of finite models is relatively sequentially compact in the sense that for every subsequence $n_{k}$ there is a subsequence $n_{k_{l}}$ and a model $\mathcal{M}=$ $\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)$ such that

$$
\lim _{l \rightarrow \infty} \Delta\left(\mathcal{M}_{n_{k_{l}}}, \mathcal{M}\right)=0
$$

Proof. We recall that by Theorem 4.25 every finite model $\mathcal{M}$ and the associated standard model $\mathcal{N}$ are equivalent and therefore $\Delta(\mathcal{M}, \mathcal{N})=0$ by (6.18). Hence it suffices to consider standard models

$$
\begin{aligned}
\mathcal{N}_{n} & =\left(\mathcal{S}_{m}, \mathfrak{S}_{m},\left\{P_{n, 1}, \ldots, P_{n, m}\right\}\right), \quad \text { where } \\
P_{n, i}(B) & =\int I_{B}\left(x_{1}, \ldots, x_{m}\right) x_{i} \mu_{n}\left(d x_{1}, \ldots, d x_{m}\right), \quad B \in \mathfrak{S}_{m}
\end{aligned}
$$

$\mathcal{S}_{m}$ is compact, and by Prohorov's theorem (see Theorem A.48) the sequence $\mu_{n_{k}}$ contains a subsequence $n_{k_{l}}$ that converges weakly to some distribution $\mu$. The latter is again a standard distribution as the mapping $\left(x_{1}, \ldots, x_{m}\right) \rightarrow x_{i}$ is a bounded and continuous function on $\mathcal{S}_{m}$. Put $\mathcal{N}=\left(\mathcal{S}_{m}, \mathfrak{S}_{m},\left\{P_{1}, \ldots, P_{m}\right\}\right)$, where $d P_{i}=x_{i} \mu\left(d x_{1}, \ldots, d x_{m}\right)$. Then $\lim _{l \rightarrow \infty} \Delta\left(\mathcal{N}_{n_{k_{l}}}, \mathcal{N}\right)=0$ by Theorem 6.13. To complete the proof we set $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left\{P_{1}, \ldots, P_{m}\right\}\right)=$ $\left(\mathcal{S}_{m}, \mathfrak{S}_{m},\left\{P_{1}, \ldots, P_{m}\right\}\right)$.

Example 6.17. A model $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$ is called totally informative if

$$
Q_{\theta_{1}} \perp Q_{\theta_{2}}, \quad \theta_{1} \neq \theta_{2}, \quad \theta_{1}, \theta_{2} \in \Delta
$$

If $\Delta$ is finite, say $\Delta=\{1, \ldots, m\}$, then one may decompose $\mathcal{Y}$ into $m$ disjoint sets $A_{i}$ with $Q_{i}\left(A_{i}\right)=1$. This means that the true distribution can be identified without any error by a sample of size $n=1$. Consider now a sequence of models

$$
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta_{n}}\right) .
$$

If $\mathcal{N}$ is totally informative, then for every finite set $\digamma \subseteq \Delta$ the model $\mathcal{N}_{\digamma}$ is totally informative as well. By Problem 1.81 it holds $Q_{\theta_{1}} \perp Q_{\theta_{2}}$ if and only if $\mathrm{H}_{1 / 2}\left(Q_{\theta_{1}}, Q_{\theta_{2}}\right)=0$. If $\mathcal{M}_{n} \Rightarrow \mathcal{N}$, then by $(C)$ in Theorem 6.13

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{H}_{1 / 2}\left(P_{n, \theta_{1}}, P_{n, \theta_{2}}\right)=\mathrm{H}_{1 / 2}\left(Q_{\theta_{1}}, Q_{\theta_{2}}\right)=0, \quad \theta_{1} \neq \theta_{2} . \tag{6.21}
\end{equation*}
$$

But this condition is also sufficient for $\mathcal{M}_{n} \Rightarrow \mathcal{N}$. To see this we have, in view of the sequential compactness in Proposition 6.16, only to show that every accumulation point $\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \digamma}\right)$ of $\mathcal{M}_{n, \digamma}$ is totally informative. But this follows from

$$
\mathrm{H}_{1 / 2}\left(Q_{\theta_{1}}, Q_{\theta_{2}}\right)=\lim _{n \rightarrow \infty} \mathrm{H}_{1 / 2}\left(P_{n, \theta_{1}}, P_{n, \theta_{2}}\right)=0
$$

and the fact that $\mathrm{H}_{1 / 2}\left(Q_{\theta_{1}}, Q_{\theta_{2}}\right)=0$ implies $Q_{\theta_{1}} \perp Q_{\theta_{2}}$. Hence we have obtained that (6.21) is necessary and sufficient for the weak convergence of $\mathcal{M}_{n}$ to the totally informative model $\mathcal{N}=\left(\mathcal{Y}, \mathfrak{B},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$.

Suppose we are given i.i.d. observations $X_{1}, \ldots, X_{n}$ with common distribution $P_{\theta}$. Then we have the sequence of models

$$
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right) .
$$

If the parameter $\theta$ is identifiable, then $\theta_{1} \neq \theta_{2}$ implies $P_{\theta_{1}} \neq P_{\theta_{2}}$ and thus $\mathrm{H}_{1 / 2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)<1$; see Problem 1.81. Then by Problem 1.86,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathrm{H}_{1 / 2}\left(P_{\theta_{1}}^{\otimes n}, P_{\theta_{2}}^{\otimes n}\right) & =0, \\
\lim _{n \rightarrow \infty} \mathrm{H}_{1 / 2}\left(P_{\theta_{1}}^{\otimes n}, P_{\theta_{2}}^{\otimes n}\right) & =\mathrm{H}_{1 / 2}\left(P_{\theta_{1}}^{\otimes \infty}, P_{\theta_{2}}^{\otimes \infty}\right) .
\end{aligned}
$$

Hence we get that the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$ tends weakly to the totally informative model $\left(\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty},\left(P_{\theta}^{\otimes \infty}\right)_{\theta \in \Delta}\right)$.

The exponential families constitute another class of models for which the weak convergence of models can be reduced to the weak convergence of all binary submodels. Suppose we are given the following exponential models.

$$
\begin{array}{ll}
\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), & \frac{d P_{\theta}}{d \boldsymbol{\mu}}(x)=\exp \{\langle\theta, T(x)\rangle-K(\theta)\} \\
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta_{n}}\right), & \frac{d P_{n, \theta}}{d \boldsymbol{\mu}_{n}}\left(x_{n}\right)=\exp \left\{\left\langle\theta, T_{n}\left(x_{n}\right)\right\rangle-K_{n}(\theta)\right\}
\end{array}
$$

Proposition 6.18. Let $\mathcal{M}_{n}$ and $\mathcal{M}$ be exponential models where the parameter sets satisfy $\Delta_{n} \subseteq \Delta \subseteq \mathbb{R}^{d}$ with $\Delta_{n} \uparrow \Delta$, and $\mathcal{M}$ satisfies the conditions (A1) and (A2). Then $\mathcal{M}_{n} \Rightarrow \mathcal{M}$ if and only if for every $\theta_{1}, \theta_{2} \in \Delta$, and every $0<s<1$,

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left[s K_{n}\left(\theta_{1}\right)+(1-s) K_{n}\left(\theta_{2}\right)-K_{n}\left(s \theta_{1}+(1-s) \theta_{2}\right)\right] \\
=s K\left(\theta_{1}\right)+(1-s) K\left(\theta_{2}\right)-K\left(s \theta_{1}+(1-s) \theta_{2}\right) \tag{6.22}
\end{gather*}
$$

The latter condition is equivalent to

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n, \theta_{1}}, P_{n, \theta_{2}}\right)=\mathrm{H}_{s}\left(P_{\theta_{1}}, P_{\theta_{2}}\right), \quad \theta_{1}, \theta_{2} \in \Delta, \quad s \in(0,1) . \tag{6.23}
\end{equation*}
$$

Proof. As $\mathcal{M}$ is homogeneous Theorem 6.13 and Example 1.88 show that $\mathcal{M}_{n} \Rightarrow \mathcal{M}$ holds if and only if

$$
\begin{equation*}
K_{n}\left(\sum_{i=1}^{m} s_{i} \theta_{i}\right)-\sum_{i=1}^{m} s_{i} K_{n}\left(\theta_{i}\right) \rightarrow K\left(\sum_{i=1}^{m} s_{i} \theta_{i}\right)-\sum_{i=1}^{m} s_{i} K\left(\theta_{i}\right) \tag{6.24}
\end{equation*}
$$

for every $s_{i}>0, \sum_{i=1}^{m} s_{i}=1$, every $\theta_{i}$ and every $m$, so that (6.22) is necessary. Set

$$
\tilde{\theta}_{1}=\theta_{m}, \quad \tilde{\theta}_{2}=\sum_{i=1}^{m-1} \frac{s_{i}}{1-s_{m}} \theta_{i}, \quad s=s_{m} .
$$

Then

$$
\begin{aligned}
& K_{n}\left(\sum_{i=1}^{m} s_{i} \theta_{i}\right)-\sum_{i=1}^{m} s_{i} K_{n}\left(\theta_{i}\right) \\
&=K_{n}\left(\widetilde{\theta}_{1}+(1-s) \widetilde{\theta}_{2}\right)-s K_{n}\left(\widetilde{\theta}_{1}\right)-(1-s) K_{n}\left(\widetilde{\theta}_{2}\right) \\
&+(1-s)\left(K_{n}\left(\sum_{i=1}^{m-1} \frac{s_{i}}{1-s} \theta_{i}\right)-\sum_{i=1}^{m-1} \frac{s_{i}}{1-s} K\left(\theta_{i}\right)\right)
\end{aligned}
$$

This relation and mathematical induction show that (6.22) and (6.23) are equivalent.

The question arises of how we can model situations for i.i.d. samples if nontrivial limit models are desired. The idea is to turn to a double array $X_{n, i}$ with $\mathcal{L}\left(X_{n, i}\right)=P_{n, \theta}, i=1, \ldots, n, n=1,2, \ldots$. If for large $n$ one more observation $X_{n, i}$ provides little additional information (i.e., if the distributions $P_{n, \theta_{1}}$ and $P_{n, \theta_{2}}$ get closer and closer for large $n$ ), then we may expect to get a nontrivial limit model for $\left(P_{n, \theta}^{\otimes n}\right)_{\theta \in \Delta}$. One way to achieve this goal is the localization of the parameter. We fix some $\theta_{0} \in \Delta$, introduce a local parameter $h$ by setting $\theta=\theta_{0}+h / \sqrt{n}$, and study the sequence of models

$$
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right), \quad \Delta_{n}=\left\{h: \theta_{0}+h / \sqrt{n} \in \Delta\right\} .
$$

Example 6.19. Suppose $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \Delta \subseteq \mathbb{R}$, is a one-parameter exponential family with density $d P_{\theta} / d \boldsymbol{\mu}=\exp \{\theta T-K(\theta)\}$. Then

$$
P_{n, h}=P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}
$$

leads again to an exponential family, but now with the parameter $h$. It follows from Example 1.88 and Problem 1.86 that

$$
\begin{aligned}
& \mathrm{H}_{s}\left(P_{n, h_{1}}, P_{n, h_{2}}\right)=\left(\mathrm{H}_{s}\left(P_{\theta_{0}+h_{1} / \sqrt{n}}, P_{\theta_{0}+h_{2} / \sqrt{n}}\right)\right)^{n} \\
& =\exp \left\{-n\left[s K\left(\theta_{0}+\frac{h_{1}}{\sqrt{n}}\right)+(1-s) K\left(\theta_{0}+\frac{h_{2}}{\sqrt{n}}\right)-K\left(\theta_{0}+\frac{s h_{1}+(1-s) h_{2}}{\sqrt{n}}\right)\right]\right\} .
\end{aligned}
$$

Consider the function

$$
f(t)=s K\left(\theta_{0}+t h_{1}\right)+(1-s) K\left(\theta_{0}+t h_{2}\right)-K\left(\theta_{0}+t\left(s h_{1}+(1-s) h_{2}\right)\right) .
$$

It holds $f(0)=0, f^{\prime}(0)=0$, and

$$
\begin{aligned}
f^{\prime \prime}(0) & =K^{\prime \prime}\left(\theta_{0}\right)\left(s h_{1}^{2}+(1-s) h_{2}^{2}-\left(s h_{1}+(1-s) h_{2}\right)^{2}\right) \\
& =-s(1-s)\left(h_{1}-h_{2}\right)^{2} K^{\prime \prime}\left(\theta_{0}\right) .
\end{aligned}
$$

We know from Example 1.120 that $K^{\prime \prime}\left(\theta_{0}\right)$ is the Fisher information $\mathbf{I}\left(\theta_{0}\right)$. Hence

$$
\mathbf{H}_{s}\left(P_{n, h_{1}}, P_{n, h_{2}}\right) \rightarrow \exp \left\{-\frac{1}{2} s(1-s)\left(h_{2}-h_{1}\right)^{2} \mathbf{I}\left(\theta_{0}\right)\right\} .
$$

The relation 1.79 yields

$$
\mathbf{H}_{s}\left(\mathbf{N}\left(\mathbf{I}\left(\theta_{0}\right) h_{1}, \mathbf{l}\left(\theta_{0}\right)\right), \mathbf{N}\left(\mathbf{l}\left(\theta_{0}\right) h_{2}, \mathbf{l}\left(\theta_{0}\right)\right)\right)=\exp \left\{-\frac{1}{2} s(1-s) \mathbf{I}\left(\theta_{0}\right)\left(h_{2}-h_{1}\right)^{2}\right\} .
$$

Using the criterion for the weak convergence of models given by exponential families, which has been established in Proposition 6.18, we arrive at

$$
\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right) \Rightarrow \mathcal{G}=\left(\mathbb{R}, \mathfrak{B},\left(\mathrm{N}\left(\mathrm{I}\left(\theta_{0}\right) h, \mathrm{I}\left(\theta_{0}\right)\right)\right)_{h \in \mathbb{R}}\right) .
$$

Later we show that such a convergence to the Gaussian model $\mathcal{G}$ holds for any $\mathbb{L}_{2}$-differentiable family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$.

Another example of a situation where for large $n$ one more observation provides little additional information is met in the Poisson limit theorem considered below.

Example 6.20. For every fixed $n$ let $\varepsilon_{n, 1}, \ldots, \varepsilon_{n, n}$ be i.i.d. Bernoulli variables with success probability $p_{n}=\lambda / n$. Set $P_{n, \lambda}=\left((1-(\lambda / n)) \boldsymbol{\delta}_{0}+(\lambda / n) \boldsymbol{\delta}_{1}\right)^{\otimes n}, \lambda \in \Delta_{n}=$ $(0, n)$. We consider the sequence of models

$$
\begin{aligned}
\mathcal{M}_{n} & =\left(\{0,1\}^{n}, \mathfrak{P}\left(\{0,1\}^{n}\right),\left(\left(1-\frac{\lambda}{n}\right) \boldsymbol{\delta}_{0}+\frac{\lambda}{n} \boldsymbol{\delta}_{1}\right)_{\lambda \in \Delta_{n}}^{\otimes n}\right), \\
\mathcal{M} & =\left(\mathbb{N}, \mathfrak{P}(\mathbb{N}),(\operatorname{Po}(\lambda))_{\lambda \in \Lambda}\right), \quad \Lambda=(0, \infty) .
\end{aligned}
$$

Both families of distributions are exponential families. Using

$$
\mathrm{H}_{s}\left(\left(1-p_{1}\right) \boldsymbol{\delta}_{0}+p_{1} \boldsymbol{\delta}_{1},\left(1-p_{2}\right) \boldsymbol{\delta}_{0}+p_{2} \boldsymbol{\delta}_{1}\right)=\left(1-p_{1}\right)^{s}\left(1-p_{2}\right)^{1-s}+p_{1}^{s} p_{2}^{1-s}
$$

we get

$$
\begin{aligned}
& \left.\left.\mathrm{H}_{s}\left(\left(1-\frac{\lambda_{1}}{n}\right) \boldsymbol{\delta}_{0}+\frac{\lambda_{1}}{n} \boldsymbol{\delta}_{1}\right)^{\otimes n},\left(1-\frac{\lambda_{2}}{n}\right) \boldsymbol{\delta}_{0}+\frac{\lambda_{2}}{n} \boldsymbol{\delta}_{1}\right)^{\otimes n}\right) \\
= & \left(\left(1-\frac{\lambda_{1}}{n}\right)^{s}\left(1-\frac{\lambda_{2}}{n}\right)^{1-s}+\frac{1}{n} \lambda_{1}^{s} \lambda_{2}^{1-s}\right)^{n} \rightarrow \exp \left\{-s \lambda_{1}-(1-s) \lambda_{2}+\lambda_{1}^{s} \lambda_{2}^{1-s}\right\} .
\end{aligned}
$$

As $\mathrm{H}_{s}\left(\operatorname{Po}\left(\lambda_{1}\right), \operatorname{Po}\left(\lambda_{2}\right)\right)=\exp \left\{-s \lambda_{1}-(1-s) \lambda_{2}+\lambda_{1}^{s} \lambda_{2}^{1-s}\right\}$ we get from Proposition 6.18 that the sequence of Bernoulli models $\mathcal{M}_{n}$ converges weakly to the Poisson model $\mathcal{M}$. This is, roughly speaking, the Poisson limit theorem in the language of convergence of models.

### 6.3 Weak Convergence of Binary Models

To prepare the criteria for the convergence of products of models we study binary models in this section. Compared with multivariate limit theorems, one could say here that the binary models are comparable with the onedimensional marginal distributions, whose convergence provides already important properties of the sequence of multivariate distributions. For example, one may conclude the tightness of a sequence of multivariate distributions from the tightness of all marginal distributions. We start with a binary model $\mathcal{M}$ and set

$$
\begin{array}{ll}
\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\}), & R=\frac{1}{2}(P+Q), \quad M=\frac{d P}{d R}  \tag{6.25}\\
L=\frac{2-M}{M} I_{(0,2)}(M)+\infty I_{\{0\}}(M), & \mu=\mathcal{L}((M, 2-M) \mid R)
\end{array}
$$

It holds that $d Q / d R=2-M$, and $L$ is the likelihood ratio of $Q$ with respect to $P$. We note that $L$ is a random variable with values in $\overline{\mathbb{R}}_{+}=[0, \infty]$. The latter is a compact metric space with the metric that is induced by the one-to-one mapping $\psi(x)=x /(1+|x|)$ of $\overline{\mathbb{R}}_{+}$on $[0,1]$; see Remark A.1. Let $\overline{\mathfrak{B}}_{+}$ denote the $\sigma$-algebra of Borel sets of $\overline{\mathbb{R}}_{+}$. Then $L$ is a measurable mapping with values in $\overline{\mathbb{R}}_{+}$, and by the distribution of $L$ we mean $\mathcal{L}(L \mid P)=P \circ L^{-1}$. We
also consider the log-likelihood and note that the extension of the logarithm, by setting $\ln 0=-\infty$ and $\ln \infty=\infty$, is a homeomorphism of the compact metric spaces $\overline{\mathbb{R}}_{+}$and $\overline{\mathbb{R}}$. If $\overline{\mathfrak{B}}$ is the $\sigma$-algebra of Borel sets of $\overline{\mathbb{R}}$, then $\ln L$ is a random variable with value in $(\overline{\mathbb{R}}, \overline{\mathfrak{B}})$. Finally, $\chi(x)=(2 x /(1+x), 2 /(1+x))$ is a homeomorphism of the compact metric spaces $\overline{\mathbb{R}}_{+}=[0, \infty]$ and

$$
\mathcal{S}_{2}=\left\{\left(t_{1}, t_{2}\right): t_{1}, t_{2} \geq 0, t_{1}+t_{2}=2\right\} .
$$

We have already characterized the weak convergence of models in terms of the standard measures. For binary models we show that this is equivalent to the convergence of the distributions of likelihood ratios. Suppose we are given a sequence of binary models $\mathcal{M}_{n}$. We set

$$
\begin{align*}
& \mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathscr{A}_{n},\left\{P_{n}, Q_{n}\right\}\right), \quad M_{n}=\frac{d P_{n}}{d R_{n}}, \quad R_{n}=\frac{1}{2}\left(P_{n}+Q_{n}\right),  \tag{6.26}\\
& L_{n}=\frac{2-M_{n}}{M_{n}} I_{(0, \infty)}\left(M_{n}\right)+\infty I_{\{0\}}\left(M_{n}\right), \quad \mu_{n}=\mathcal{L}\left(\left(M_{n}, 2-M_{n}\right) \mid R_{n}\right)
\end{align*}
$$

Theorem 6.21. For binary models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right), n=1,2, \ldots$, and $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$ with the standard distributions $\mu_{n}$ and $\mu$, respectively, the following statements are equivalent.
(A) $\lim _{n \rightarrow \infty} \Delta\left(\mathcal{M}_{n}, \mathcal{M}\right)=0$.
(B) $\mu_{n} \Rightarrow \mu$.
(C) $\lim _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n}, Q_{n}\right)=\mathrm{H}_{s}(P, Q), \quad 0<s<1$.
(D) $\mathcal{L}\left(L_{n} \mid P_{n}\right) \Rightarrow \mathcal{L}(L \mid P)$.

Proof. Theorem 6.13 implies the equivalence of $(A)$ and $(B)$ and the necessity of $(C)$. If $(C)$ is fulfilled and $\widetilde{\mu}$ is an accumulation point of the sequence $\mu_{n}$, then the fact that $x_{1}^{s} x_{2}^{1-s}$ is a continuous function on $\mathcal{S}_{2}$ implies

$$
\int x_{1}^{s} x_{2}^{1-s} \widetilde{\mu}\left(d x_{1}, d x_{2}\right)=\mathrm{H}_{s}(P, Q)=\int x_{1}^{s} x_{2}^{1-s} \mu\left(d x_{1}, d x_{2}\right), \quad 0<s<1
$$

so that by Corollary 4.27 all accumulation points of the sequence $\mu_{n}$ are identical with $\mu$. As $\mathcal{S}_{2}$ is compact the sequence $\mu_{n}$ is sequentially compact with respect to the weak convergence by Prohorov's theorem (see Theorem A.48). Hence we have the weak convergence of $\mu_{n}$ to $\mu$ which is $(B)$. Now we show $(D) \rightarrow(C)$. It holds for $0<s<1$,

$$
\lim _{N \rightarrow \infty} \sup _{n} \int I_{[N, \infty)}\left(L_{n}\right) L_{n}^{1-s} d P_{n} \leq \lim _{N \rightarrow \infty} \sup _{n} \frac{1}{N^{s}} \int L_{n} d P_{n} \leq \lim _{N \rightarrow \infty} \frac{1}{N^{s}}=0
$$

Then $(D)$ and Proposition A. 44 give

$$
\mathrm{H}_{s}\left(P_{n}, Q_{n}\right)=\int M_{n}^{s}\left(2-M_{n}\right)^{1-s} d R_{n}=\int L_{n}^{1-s} d P_{n} \rightarrow \int L^{1-s} d P=\mathrm{H}_{s}(P, Q)
$$

Finally we show $(B) \rightarrow(D)$. Suppose $\varphi:[0, \infty] \rightarrow \mathbb{R}$ is continuous. Then $\psi\left(x_{1}, x_{2}\right)=\varphi\left(x_{2} / x_{1}\right) x_{1}, 0<x_{1} \leq 2, x_{2}=2-x_{1}$, with $\psi(0,2-0)=0$, is continuous on $\mathcal{S}_{2}$. Hence

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int \varphi\left(L_{n}\right) d P_{n} & =\lim _{n \rightarrow \infty} \int \varphi\left(\frac{2-M_{n}}{M_{n}}\right) M_{n} d R_{n}=\lim _{n \rightarrow \infty} \int \psi d \mu_{n} \\
& =\int \psi d \mu=\int \varphi(L) d P
\end{aligned}
$$

If $\mu$ is the standard distribution of $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$, then the properties of $P$ and $Q$ to be absolutely continuous, or to be mutually singular, can be expressed with the help of the standard distribution. Indeed,

$$
\begin{align*}
& Q \ll P \quad \Leftrightarrow \quad R(M=0)=\mu(\{(0,2)\})=0  \tag{6.27}\\
& P \ll Q \quad \Leftrightarrow \quad R(M=2)=\mu(\{(2,0)\})=0 \\
& P \perp Q
\end{align*} \quad \Leftrightarrow \quad\left\{\begin{array}{l}
R(M=2)=\mu(\{(2,0)\})=1 / 2 \\
R(M=0)=\mu(\{(0,2)\})=1 / 2
\end{array},\right.
$$

Now we study sequences $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right)$ for which each accumulation point $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$ has the property $Q \ll P$, which is equivalent to $\mu(\{(0,2)\})=0$.
Definition 6.22. For a sequence of binary models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right)$ we call the sequence $\left\{Q_{n}\right\}$ contiguous with respect to the sequence $\left\{P_{n}\right\}$ if $Q \ll P$ for each accumulation point $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$. In this case we write $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$. If $\left\{P_{n}\right\} \triangleleft\left\{Q_{n}\right\}$ holds as well, then we write $\left\{P_{n}\right\} \triangleleft \triangleright\left\{Q_{n}\right\}$.

The definition can be reformulated by saying that $\left\{Q_{n}\right\}$ is contiguous with respect to $\left\{P_{n}\right\}$ if and only if each accumulation point $\nu$ of the sequence of standard distributions satisfies $Q(L=\infty)=\nu(\{(0,2)\})=0$. It is clear from its definition that contiguity is in a way an asymptotic version of the concept of absolute continuity. Indeed, if $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right)=(\mathcal{X}, \mathfrak{A},\{P, Q\})$, then $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$ if and only if $Q \ll P$. However, if we have only $\mathcal{M}_{n} \Rightarrow \mathcal{M}$, then from $Q_{n} \ll P_{n}$ for every $n$ one cannot conclude that the limit model satisfies $Q \ll P$. This is due to the simple fact that for a convergent sequence of standard measures $\mu_{n}$ with $\mu_{n}(\{(0,2)\})=0$ the limit $\mu$ does not necessarily satisfy $\mu(\{(0,2)\})=0$.
Example 6.23. This is a special case of Example 6.17. Let $P_{0}$ and $P_{1}$ be two different distributions on $(\mathcal{X}, \mathfrak{A})$ that are mutually absolutely continuous. The relation $P_{0} \neq P_{1}$ yields $\mathrm{H}_{s}\left(P_{0}, P_{1}\right)<1$. We consider the sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left\{P_{0}^{\otimes n}, P_{1}^{\otimes n}\right\}\right)$. It follows from Problem 1.86 that

$$
\mathrm{H}_{s}\left(P_{0}^{\otimes n}, P_{1}^{\otimes n}\right)=\left(\mathrm{H}_{s}\left(P_{0}, P_{1}\right)\right)^{n} \rightarrow 0, \quad s \in(0,1)
$$

Hence by Theorem $6.21 \Delta\left(\mathcal{M}_{n}, \mathcal{M}\right) \rightarrow 0$, where $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$ is the total informative model that consists of two mutually singular distributions $P$ and $Q$. Hence the associated standard distributions satisfy $\mu_{n}(\{(0,2),(2,0)\})=0$ and $\mu(\{(0,2),(2,0)\})=1$.

We see from the previous example that absolute continuity in the limit model will occur only if the absolute continuity is uniform along the sequence. This is reflected in the next theorem by the condition that the likelihood ratios are uniformly integrable. Sometimes it is not advisable to try to verify this condition directly. Then it may be better to deal with Hellinger integrals that are often directly available and reflect uniform integrability by their behavior under $s \rightarrow 0$. This conjecture is based on the fact that

$$
\begin{equation*}
Q \ll P \quad \Leftrightarrow \quad Q(L=\infty)=\lim _{s \downarrow 0}\left(1-\mathrm{H}_{s}(P, Q)\right)=0 \tag{6.28}
\end{equation*}
$$

which has been established in Problem 1.82.
To study $\mathrm{H}_{s}\left(P_{n}, Q_{n}\right)$ as a function of both variables $s$ and $n$ we need suitable inequalities for the family of functions

$$
\mathbf{u}_{s}(x)=s x+(1-s)(2-x)-x^{s}(2-x)^{1-s}, \quad 0 \leq x \leq 2,0<s<1
$$

Note in particular that $\mathrm{u}_{1 / 2}(x)=\frac{1}{2}(\sqrt{x}-\sqrt{2-x})^{2}$. The importance of this family originates from the relations

$$
\begin{aligned}
1-\mathrm{H}_{s}(P, Q) & =\int \mathrm{u}_{s}(M) d R \\
2\left[1-\mathrm{H}_{1 / 2}(P, Q)\right] & =2 \int \mathrm{u}_{1 / 2}(M) d R=\mathrm{D}^{2}(P, Q)
\end{aligned}
$$

Problem 6.24.* For every $0<s<1$ there are positive constants $c_{s}$ and $d_{s}$ such that for $0 \leq x \leq 2$,

$$
\begin{equation*}
c_{s} \mathbf{u}_{s}(x) \leq \mathbf{u}_{1 / 2}(x) \leq d_{s} \mathbf{u}_{s}(x) . \tag{6.29}
\end{equation*}
$$

It holds for every $0<\varepsilon<1$,

$$
\begin{equation*}
\alpha(\varepsilon):=\sup _{0<s<1,|x-1| \leq \varepsilon}\left|\frac{\mathbf{u}_{s}(x)-4 s(1-s) \mathbf{u}_{1 / 2}(x)}{\mathbf{u}_{1 / 2}(x)}\right| \rightarrow 0, \quad \text { as } \varepsilon \downarrow 0, \tag{6.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(\varepsilon):=\sup _{0<s \leq 1 / 2} \sup _{\varepsilon \leq x \leq 2} \frac{\mathrm{u}_{s}(x)}{4 s(1-s) \mathrm{u}_{1 / 2}(x)}<\infty, \quad \varepsilon>0 . \tag{6.31}
\end{equation*}
$$

It holds for every $0 \leq x, y \leq 1$ with $y \geq c x, c>0$, and $0<s<1$,

$$
\begin{equation*}
1-x^{s} y^{1-s}-(1-x)^{s}(1-y)^{1-s} \geq\left((1-s)-s / c-c^{-s}\right) y \tag{6.32}
\end{equation*}
$$

Lemma 6.25. It holds, in the settings of Problem 6.24, for every $c>1$,

$$
\begin{align*}
& 1-\mathrm{H}_{s}(P, Q) \geq\left[(1-s)-s / c-c^{-s}\right] Q(L \geq c)  \tag{6.33}\\
& 1-\mathrm{H}_{s}(P, Q) \leq 4 \beta(2 /(1+c)) s(1-s) \mathrm{D}^{2}(P, Q)+Q(L>c) \tag{6.34}
\end{align*}
$$

Proof. Set $A=\{2-M \geq c M\}$ for $c>0$. An application of Hölder's inequality yields

$$
\begin{align*}
\mathrm{H}_{s}(P, Q) & =\mathrm{E}_{R} I_{A} M^{s}(2-M)^{1-s}+\mathrm{E}_{R} I_{\bar{A}} M^{s}(2-M)^{1-s} \\
& \leq P^{s}(A) Q^{1-s}(A)+P^{s}(\bar{A}) Q^{1-s}(\bar{A}) . \tag{6.35}
\end{align*}
$$

Hence by $Q(2-M \geq c M) \geq c P(2-M \geq c M)$ and inequality (6.32),

$$
1-\mathrm{H}_{s}(P, Q) \geq\left[(1-s)-s / c-c^{-s}\right] Q(2-M \geq c M)
$$

We have for $0<\varepsilon<1$

$$
\begin{aligned}
& 1-\mathrm{H}_{s}(P, Q)=\int \mathrm{u}_{s}(M) d R=\int \mathrm{u}_{s}(M) I_{[0, \varepsilon)}(M) d R+\int \mathrm{u}_{s}(M) I_{[\varepsilon, 2]}(M) d R \\
& \leq \beta(\varepsilon) 4 s(1-s) \int \mathrm{u}_{1 / 2}(M) I_{[\varepsilon, 2]}(M) d R \\
& +\int\left[s M+(1-s)(2-M)-M^{s}(2-M)^{1-s}\right] I_{[0, \varepsilon)}(M) d R \\
& \leq \beta(\varepsilon) 4 s(1-s) \int \mathrm{u}_{1 / 2}(M) d R+\int(2-M)\left(s \frac{\varepsilon}{2-\varepsilon}+(1-s)\right) I_{[0, \varepsilon)}(M) d R \\
& \leq \beta(\varepsilon) 4 s(1-s) \mathrm{D}^{2}(P, Q)+Q(M<\varepsilon) .
\end{aligned}
$$

It remains to set $\varepsilon=2 /(1+c)$ and to use the definition of $L$ in (6.25).
The next theorem presents necessary and sufficient conditions for contiguity. One condition is the uniform integrability of the likelihood ratios, whereas the other is an asymptotic version of (6.28).

Theorem 6.26. For a sequence of binary models $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right), n=$ $1,2, \ldots$, the condition $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$ is equivalent to any one of the following conditions.
(A) For any $A_{n} \in \mathfrak{A}_{n}, \lim _{n \rightarrow \infty} P_{n}\left(A_{n}\right)=0$ implies $\lim _{n \rightarrow \infty} Q_{n}\left(A_{n}\right)=0$.
(B) It holds $\lim _{n \rightarrow \infty} Q_{n}\left(L_{n}=\infty\right)=0$
and $\lim _{c \rightarrow \infty} \lim \sup _{n \rightarrow \infty} \int I_{(c, \infty)}\left(L_{n}\right) L_{n} d P_{n}=0$.
(C) $\lim _{c \rightarrow \infty} \limsup \sup _{n \rightarrow \infty} Q_{n}\left(L_{n}>c\right)=0$.
(D) $\liminf _{s \downarrow 0} \liminf _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n}, Q_{n}\right)=1$.

Corollary 6.27. If $(\mathcal{X}, \mathfrak{A},\{P, Q\})$ is a model, and $L$ in (6.25) and $L_{n}$ in (6.26) satisfy $\mathcal{L}\left(L_{n} \mid P_{n}\right) \Rightarrow \mathcal{L}(L \mid P)$, then $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$ holds if and only if $Q \ll P$.

Proof. Conditions $(B)$ and $(C)$ are equivalent by the definition of the likelihood ratio. $(A) \rightarrow(C)$ : if $(C)$ is not valid, then there is a sequence $c_{n} \rightarrow \infty$ with $\lim \sup _{n \rightarrow \infty} Q_{n}\left(L_{n}>c_{n}\right)>0$. Put $A_{n}=\left\{L_{n}>c_{n}\right\}$. Then

$$
\limsup _{n \rightarrow \infty} P_{n}\left(L_{n}>c_{n}\right) \leq \limsup _{n \rightarrow \infty} \frac{1}{c_{n}} \int L_{n} d P_{n} \leq \limsup _{n \rightarrow \infty} \frac{1}{c_{n}}=0
$$

which contradicts $(A) .(C) \rightarrow(D)$ : it follows from (6.34), $\mathrm{D}^{2}\left(P_{n}, Q_{n}\right) \leq 2$, and the second condition in $(B)$ that

$$
\begin{aligned}
& \limsup _{s \downarrow 0} \underset{n \rightarrow \infty}{\limsup }\left(1-\mathrm{H}_{s}\left(P_{n}, Q_{n}\right)\right) \\
\leq & \limsup _{c \rightarrow \infty} \underset{s \downarrow 0}{\lim \sup } 8 \beta(2 /(1+c)) s(1-s)+\limsup _{c \rightarrow \infty} \limsup _{n \rightarrow \infty} Q_{n}\left(L_{n}>c\right)=0 .
\end{aligned}
$$

$(D) \rightarrow(A)$ : an application of Hölder's inequality yields, as in (6.35),

$$
\mathrm{H}_{s}\left(P_{n}, Q_{n}\right) \leq P_{n}^{s}\left(A_{n}\right) Q_{n}^{1-s}\left(A_{n}\right)+P_{n}^{s}\left(\bar{A}_{n}\right) Q_{n}^{1-s}\left(\bar{A}_{n}\right)
$$

If $(A)$ is not fulfilled, then there is a sequence $A_{n_{k}}$ with $\lim _{k \rightarrow \infty} P_{n_{k}}\left(A_{n_{k}}\right)=0$, where $\alpha=\lim _{k \rightarrow \infty} Q_{n_{k}}\left(A_{n_{k}}\right)>0$. Then

$$
\begin{align*}
& \underset{s \downarrow 0}{\liminf } \liminf _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n}, Q_{n}\right)  \tag{6.36}\\
& \leq \liminf _{s \downarrow 0}^{\limsup }\left[P_{n \rightarrow \infty}^{s}\left(A_{n_{k}}\right) Q_{n}^{1-s}\left(A_{n_{k}}\right)+P_{n}^{s}\left(\bar{A}_{n_{k}}\right) Q_{n}^{1-s}\left(\bar{A}_{n_{k}}\right)\right] \\
& =\underset{s \downarrow 0}{\liminf } \limsup _{k \rightarrow \infty} P_{n}^{s}\left(\bar{A}_{n_{k}}\right) Q_{n_{k}}^{1-s}\left(\bar{A}_{n_{k}}\right)=\liminf _{s \downarrow 0}^{\inf }(1-\alpha)^{1-s}=1-\alpha<1,
\end{align*}
$$

which contradicts $(D)$.
It remains to show that the conditions $(A)$ through $(D)$ are equivalent to $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$. Suppose $m_{n}$ is a subsequence with $\mathcal{M}_{m_{n}} \Rightarrow \mathcal{M}=$ $(\mathcal{X}, \mathfrak{A},\{P, Q\})$. Then by Theorem $6.13 \lim _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{m_{n}}, Q_{m_{n}}\right)=\mathrm{H}_{s}(P, Q)$. If $(D)$ is satisfied, then

$$
\lim _{s \downarrow 0} \mathrm{H}_{s}(P, Q)=\lim _{s \downarrow 0} \lim _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{m_{n}}, Q_{m_{n}}\right) \geq \lim _{s \downarrow 0} \liminf _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n}, Q_{n}\right)=1,
$$

which together with (6.28) gives $Q \ll P$ and thus $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$.
If $(C)$ is not fulfilled, then there is a subsequence $n_{k}$ and $c_{k} \rightarrow \infty$ such that $\alpha=\liminf _{k \rightarrow \infty} Q_{n_{k}}\left(L_{n_{k}}>c_{k}\right)>0$. Set $A_{n_{k}}=\left\{L_{n_{k}}>c_{k}\right\}$. Then

$$
P_{n_{k}}\left(A_{n_{k}}\right)=\int \frac{1}{L_{n_{k}}} I_{A_{n_{k}}} d Q_{n_{k}} \leq \frac{1}{c_{k}} \rightarrow 0
$$

which, as in (6.36), implies

$$
\limsup _{k \rightarrow \infty} \mathrm{H}_{s}\left(P_{n_{k}}, Q_{n_{k}}\right) \leq(1-\alpha)^{1-s} .
$$

If $\mathcal{M}_{n_{k_{l}}} \Rightarrow \mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$, then

$$
\mathrm{H}_{s}(P, Q)=\lim _{l \rightarrow \infty} \mathrm{H}_{s}\left(P_{n_{k_{l}}}, Q_{n_{k l}}\right) \leq(1-\alpha)^{1-s}
$$

by Theorem 6.13. Hence $\lim _{s \downarrow 0} \mathrm{H}_{s}(P, Q)<1$ and we have an accumulation point $\mathcal{M}$ for which $Q \ll P$ is not satisfied, so that $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$ is not true.

To prove the corollary we remark that the assumption and Theorem 6.21 yield that $\mathcal{M}_{n} \Rightarrow \mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$, so that all accumulation points of $\mathcal{M}_{n}$ are identical with $\mathcal{M}$. The statement then follows directly by the definition of the contiguity.

A simple sufficient condition for contiguity is given in the next problem.

Problem 6.28.* If $\mathrm{v}:(0, \infty) \rightarrow \mathbb{R}$ is a convex function with $\lim _{x \downarrow 0} \mathrm{v}(x)=\infty$, then

$$
\sup _{n} \mathrm{I}_{\mathrm{v}}\left(P_{n}, Q_{n}\right)<\infty \text { implies }\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\} .
$$

In the sequel we often make use of the fact that stochastic convergence is preserved under switching from a sequence of distributions to a contiguous sequence. A precise formulation of this fact is as follows.

Problem 6.29.* Let $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right), n=1,2, \ldots$, be a sequence of binary models and $X_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}, n=1,2, \ldots$. If $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$, then $X_{n} \rightarrow^{P_{n}} 0$ implies that $X_{n} \rightarrow{ }^{Q_{n}} 0$.

Problem 6.30.* If $T_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{d}$ satisfies $T_{n}=O_{P_{n}}(1)$ and $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$, then $T_{n}=O_{Q_{n}}(1)$.

Remark 6.31. The concept of contiguity was introduced by LeCam (1960); see LeCam and Yang (1990), p. 29. If $Q_{n} \ll P_{n}$, then condition ( $B$ ) in Theorem 6.26 means that the likelihood ratios are uniformly integrable. Condition $(D)$ is due to Jacod and Shiryaev (1987) and Liese (1986, 1987a,b) and has been used to study the contiguity of sequences of stochastic processes. A comprehensive discussion of topics related to the concept of contiguity can be found in Roussas (1972).

Now we consider situations where the log-likelihood is asymptotically normal.

Proposition 6.32. (First Lemma of LeCam) For any sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right)$ the following statements are equivalent.
(A) $\mathcal{L}\left(\ln L_{n} \mid P_{n}\right) \Rightarrow \mathrm{N}\left(-\sigma^{2} / 2, \sigma^{2}\right)$.
(B) $\mathcal{L}\left(\ln L_{n} \mid Q_{n}\right) \Rightarrow \mathrm{N}\left(\sigma^{2} / 2, \sigma^{2}\right)$.
(C) $\mathcal{M}_{n} \Rightarrow(\mathbb{R}, \mathfrak{B},\{\mathrm{~N}(0,1), \mathrm{N}(\sigma, 1)\})$.

Proof. We set $P=\mathrm{N}(0,1), Q=\mathrm{N}(\sigma, 1)$, and $L=d Q / d P$. Then $\ln L(x)=\sigma x-\sigma^{2} / 2$. As $\ln x$ is a homeomorphism between $\overline{\mathbb{R}}$ and $\mathbb{R}_{+}$the weak convergence of $\mathcal{L}\left(\ln L_{n} \mid Q_{n}\right)$ to $\mathcal{L}(\ln L \mid Q)$ is equivalent to the weak convergence of $\mathcal{L}\left(L_{n} \mid Q_{n}\right)$ to $\mathcal{L}(L \mid Q)$. To prove the equivalence of $(A)$ and $(C)$ we apply Theorem 6.21 and note that

$$
\mathcal{L}(\ln L \mid P)=\mathrm{N}\left(-\sigma^{2} / 2, \sigma^{2}\right) .
$$

The proof of the equivalence of $(B)$ and $(C)$ is similar if we exchange the roles of $P_{n}$ and $Q_{n}$, note that $-\ln L_{n}$ is the $\log$-likelihood of $P_{n}$ with respect to $Q_{n}$, and do that analogously with $P$ and $Q$.

The following situation is typically met in the area of testing hypotheses for large sample sizes. Given a sequence of models $\mathcal{M}_{n}$ and a sequence of statistics $S_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathcal{S}$, where we know the limit distribution of the $S_{n}$ under the null hypothesis, the question of what can be said about the distributions under the alternative is answered by the so-called third lemma of LeCam. We remark at
this point that the notation of the first, second, and third lemma of LeCam is due to Hájek (1962).

Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right), n=1,2, \ldots$, and $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$ be models, $\mathcal{S}$ a metric space with the $\sigma$-algebra of Borel sets $\mathfrak{B}$, and $S_{n}: \mathcal{X}_{n} \rightarrow_{m}$ $\mathcal{S}$ and $S: \mathcal{X} \rightarrow_{m} \mathcal{S}$ statistics. With $L_{n}$ and $L$ from (6.26) and (6.25), respectively, we set

$$
\begin{array}{ll}
P^{*}=\mathcal{L}((S, L) \mid P), & Q^{*}=\mathcal{L}((S, L) \mid Q) \\
P_{n}^{*}=\mathcal{L}\left(\left(S_{n}, L_{n}\right) \mid P_{n}\right), & Q_{n}^{*}=\mathcal{L}\left(\left(S_{n}, L_{n}\right) \mid Q_{n}\right) \tag{6.37}
\end{array}
$$

If $Q \ll P$, then for any $h: \mathcal{S} \times \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$,

$$
\begin{aligned}
\int h(s, t) Q^{*}(d s, d t) & =\int h(S(x), L(x)) Q(d x) \\
& =\int h(S(x), L(x)) L(x) P(d x)=\int h(s, t) t P^{*}(d s, d t)
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\frac{d Q^{*}}{d P^{*}}(s, t)=t, \quad P^{*} \text {-a.s. } \tag{6.38}
\end{equation*}
$$

Theorem 6.33. If $P_{n}^{*}$ and $Q_{n}^{*}$ are defined by (6.37), then $P_{n}^{*} \Rightarrow P^{*}$ and $Q \ll P$ imply $Q_{n}^{*} \Rightarrow Q^{*}$.

Proof. As the weak convergence of distributions of random vectors implies the weak convergence of the marginal distributions we get $\mathcal{L}\left(L_{n} \mid P_{n}\right) \Rightarrow$ $\mathcal{L}(L \mid P)$ and thus $\mathcal{M}_{n} \Rightarrow \mathcal{M}$ from Theorem 6.21. Then $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$ by Corollary 6.27, and the weight of the part of $Q_{n}$ which is singular to $P_{n}$ tends to zero. Hence we may assume that $Q_{n} \ll P_{n}$. Let $\varphi: \mathcal{S} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$be a continuous and bounded function, say $|\varphi| \leq b$. Similarly as in (6.38) it holds $Q_{n}^{*}(d s, d t)=t P_{n}^{*}(d s, d t)$. Set $f(s, t)=\varphi(s, t) t$. Then
$\int I_{[c, \infty)}(|f(s, t)|) P_{n}^{*}(d s, d t) \leq \int I_{[c / b, \infty)}(t) P_{n}^{*}(d s, d t) \leq \int I_{[c / b, \infty)}\left(\frac{d Q_{n}}{d P_{n}}\right) d P_{n}$.
Hence $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$ and condition $(B)$ in Theorem 6.26 yield

$$
\limsup _{c \rightarrow \infty} \limsup _{n \rightarrow \infty} \int I_{[c, \infty)}(|f(s, t)|) P_{n}^{*}(d s, d t)=0
$$

Hence by Proposition A.44,

$$
\lim _{n \rightarrow \infty} \int \varphi d Q_{n}^{*}=\lim _{n \rightarrow \infty} \int \varphi(s, t) t P_{n}^{*}(d s, d t)=\int \varphi(s, t) t P^{*}(d s, d t)=\int \varphi d Q^{*}
$$

which yields the statement.
We consider now the situation where the joint distribution of the loglikelihood $\ln L_{n}$ and a statistic $S_{n}$ is asymptotically normal.

Proposition 6.34. (Third Lemma of LeCam for Binary Models) Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right), n=1,2, \ldots$, be any sequence of models and $S_{n}:$ $\mathcal{X}_{n} \rightarrow_{m} \mathbb{R}$. Then for any fixed $\mu \in \mathbb{R}, \sigma^{2} \geq 0$, and $\tau \geq 0$,

$$
\mathcal{L}\left(\left(S_{n}, \ln L_{n}\right)^{T} \mid P_{n}\right) \Rightarrow \mathrm{N}\left(\binom{\mu}{-\sigma^{2} / 2},\left(\begin{array}{cc}
\tau^{2} & \rho \sigma \tau  \tag{6.39}\\
\rho \sigma \tau & \sigma^{2}
\end{array}\right)\right)
$$

implies

$$
\mathcal{L}\left(\left(S_{n}, \ln L_{n}\right)^{T} \mid Q_{n}\right) \Rightarrow \mathrm{N}\left(\binom{\mu+\rho \sigma \tau}{\sigma^{2} / 2},\left(\begin{array}{ll}
\tau^{2} & \rho \sigma \tau  \tag{6.40}\\
\rho \sigma \tau & \sigma^{2}
\end{array}\right)\right) .
$$

Proof. As $\ln x$ is a homeomorphism between $\overline{\mathbb{R}}_{+}$and $\overline{\mathbb{R}}$ we see that under the assumptions of Theorem 6.33 the relation $\mathcal{L}\left(\left(S_{n}, \ln L_{n}\right) \mid P_{n}\right) \Rightarrow$ $\mathcal{L}((S, \ln L) \mid P)$ implies $\mathcal{L}\left(\left(S_{n}, L_{n}\right) \mid Q_{n}\right) \Rightarrow \mathcal{L}((S, L) \mid Q)$. We introduce the model $\mathcal{M}$ and $S$ such that $\mathcal{L}((S, \ln L) \mid P)$ becomes the normal distribution on the right-hand side of (6.39). Put

$$
\begin{aligned}
\mathcal{M} & =\left(\mathbb{R}_{2}, \mathfrak{B}_{2},\{P, Q\}\right), \quad \text { where } \\
P & =\mathrm{N}(\mu, 1) \otimes \mathrm{N}(0,1) \quad \text { and } \quad Q=\mathrm{N}(\mu, 1) \otimes \mathrm{N}(\sigma, 1)
\end{aligned}
$$

Denote by $X$ and $Y$ the projections $\mathbb{R}_{2} \rightarrow \mathbb{R}$ onto the coordinates. Then

$$
\ln L=\ln \frac{d Q}{d P}=\sigma Y-\frac{\sigma^{2}}{2}
$$

Define $S: \mathbb{R}_{2} \rightarrow \mathbb{R}$ for $\sigma^{2}=0$ by $S=X$ and for $\sigma^{2}>0$ by

$$
S=a(X-\mu)+\frac{\rho \tau}{\sigma}\left(\ln L+\frac{\sigma^{2}}{2}\right)+\mu, \quad \text { where } \quad a=\tau\left(1-\rho^{2}\right)^{1 / 2}
$$

Then the vector $(S, \ln L)$ is a linear image of $(X, Y)$ and has thus a normal distribution under both, $P$ and $Q$. It holds

$$
\begin{aligned}
& \mathrm{E}_{P} \ln L=-\sigma^{2} / 2, \quad \mathrm{E}_{P} S=\mu, \quad \mathrm{V}_{P}(S)=\left(1-\rho^{2}\right) \tau^{2}+\left(\frac{\rho \tau}{\sigma}\right)^{2} \sigma^{2}=\tau^{2} \\
& \mathrm{~V}_{P}(\ln L)=\sigma^{2}, \quad \operatorname{cov}_{P}(S, \ln L)=\frac{\rho \tau}{\sigma} \mathrm{V}_{P}(\ln L)=\rho \sigma \tau
\end{aligned}
$$

Hence $\mathcal{L}((S, \ln L) \mid P)$ is the normal distribution on the right-hand side of (6.39). To apply Theorem 6.33 we have to calculate $\mathcal{L}((S, \ln L) \mid Q)$. As $(S, \ln L)$ is a linear image of $(X, Y)$ the distribution $\mathcal{L}((S, \ln L) \mid Q)$ is normal, and it holds

$$
\begin{aligned}
\mathrm{E}_{Q} \ln L & =\sigma^{2} / 2, \quad \mathrm{E}_{Q} S=\mu+\frac{\rho \tau}{\sigma} \sigma^{2}=\mu+\rho \sigma \tau \\
\mathrm{V}_{Q}(S) & =\left(1-\rho^{2}\right) \tau^{2}+\left(\frac{\rho \tau}{\sigma}\right)^{2} \sigma^{2}=\tau^{2} \\
\mathrm{~V}_{Q}(\ln L) & =\sigma^{2}, \quad \operatorname{cov}_{Q}(S, \ln L)=\frac{\rho \tau}{\sigma} \mathrm{V}_{Q}(\ln L)=\rho \sigma \tau
\end{aligned}
$$

The third lemma of LeCam can be used to calculate the asymptotic power of tests under the alternative.

Example 6.35. Consider the sequence of testing problems $\mathrm{H}_{0}: P_{n}$ versus $\mathrm{H}_{A}: Q_{n}$, $n=1,2, \ldots$. Let $\mu \in \mathbb{R}, \tau^{2}>0$, and $\alpha \in(0,1)$ be fixed. For a sequence of test statistics $S_{n}: \mathcal{X} \rightarrow_{m} \mathbb{R}$ that satisfies $\mathcal{L}\left(S_{n} \mid P_{n}\right) \Rightarrow \mathrm{N}\left(\mu, \tau^{2}\right)$ we set

$$
\varphi_{n}=I_{\left[\mu+\tau u_{1-\alpha}, \infty\right)}\left(S_{n}\right),
$$

where $u_{1-\alpha}=\Phi^{-1}(1-\alpha)$. Then $\mathrm{E}_{P_{n}} \varphi_{n} \rightarrow \alpha$, so that the sequence is an asymptotic level $\alpha$ test. To study its power under the alternatives let us assume that (6.39) holds. Then by (6.40),

$$
\begin{aligned}
\mathcal{L}\left(S_{n} \mid Q_{n}\right) & \Rightarrow \mathrm{N}\left(\mu+\rho \sigma \tau, \tau^{2}\right) \\
\lim _{n \rightarrow \infty} \mathrm{E}_{Q_{n}} \varphi_{n} & =1-\Phi\left(u_{1-\alpha}-\rho \sigma\right)
\end{aligned}
$$

This means that the limiting power of the tests $\varphi_{n}$ based on the test statistics $S_{n}$ depends on the asymptotic correlation $\rho$, so that test statistics that have a high positive correlation with the log-likelihood provide a large asymptotic power. The maximum asymptotic power is attained with $S_{n}=\ln L_{n}$ because in this case $\rho=1$. Later on in Chapter 8 we make systematic use of the third lemma of LeCam to find the asymptotic power of given tests, and to characterize best tests under local alternatives.

Above we studied sequences of models for which the limiting model $(\mathcal{X}, \mathfrak{A},\{P, Q\})$ satisfies the condition $Q \ll P$. Now we consider the case of $P \perp Q$.

Definition 6.36. For a sequence of binary models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right)$, $n=1,2, \ldots$, the sequences $\left\{P_{n}\right\}$ and $\left\{Q_{n}\right\}$ are called entirely separated if there exists at least one accumulation point $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$ for which $P \perp Q$. In this case we write $\left\{P_{n}\right\} \triangle\left\{Q_{n}\right\}$.

Entire separation is closely related to sequences of models for which sequences of tests exist with their error probabilities of the first and second kind tending to zero.

Theorem 6.37. For a sequence of binary models $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n}, Q_{n}\right\}\right), n=$ $1,2, .$. , the following statements are equivalent.
(A) $\left\{P_{n}\right\} \triangle\left\{Q_{n}\right\}$.
(B) $\liminf _{n \rightarrow \infty} \mathrm{H}_{s}\left(P_{n}, Q_{n}\right)=0, \quad 0<s<1$.
(C) $\liminf _{n \rightarrow \infty} \mathrm{~b}_{\pi}\left(P_{n}, Q_{n}\right)=0, \quad 0<\pi<1$.

Corollary 6.38. Condition $(B)$ is satisfied if and only if there exists an $s_{0} \in$ $(0,1)$ with $\liminf _{n \rightarrow \infty} \mathrm{H}_{s_{0}}\left(P_{n}, Q_{n}\right)=0$. Condition $(C)$ is satisfied if and only if there exists a $\pi_{0} \in(0,1)$ with $\liminf _{n \rightarrow \infty} \mathrm{~b}_{\pi_{0}}\left(P_{n}, Q_{n}\right)=0$.

Corollary 6.39. $\left\{P_{n}\right\} \triangle\left\{Q_{n}\right\}$ holds if and only if there exists a sequence $A_{n_{k}} \in \mathfrak{A}_{n_{k}}$ with

$$
\begin{equation*}
\lim _{k \rightarrow \infty} P_{n_{k}}\left(A_{n_{k}}\right)=0 \quad \text { and } \quad \lim _{k \rightarrow \infty} Q_{n_{k}}\left(A_{n_{k}}\right)=1 \tag{6.41}
\end{equation*}
$$

Proof. $(B) \rightarrow(C)$ follows from inequality (2.44). As $\mathrm{b}_{\pi}\left(P_{n}, Q_{n}\right) \leq$ $\pi \wedge(1-\pi)$ we may carry out the limit in the integral representation of $\mathrm{H}_{s}\left(P_{n}, Q_{n}\right)$ in Corollary 1.69 and obtain that $(C)$ implies $(B)$. The equivalence of $(A)$ and $(B)$ follows from the relative compactness of the sequence $\mathcal{M}_{n}$ and Theorem 6.21. The sufficiency of the first condition of Corollary 6.38 follows from inequality (2.44) for $s=s_{0}$ and the equivalence of $(C)$ and $(B)$. The sufficiency of the second condition can be obtained from the inequalities

$$
\mathrm{b}_{\pi}(P, Q) \leq 2 \mathrm{~b}_{1 / 2}\left(P_{n}, Q_{n}\right), \quad 2(\pi \wedge(1-\pi)) \mathrm{b}_{1 / 2}\left(P_{n}, Q_{n}\right) \leq \mathrm{b}_{\pi}(P, Q)
$$

If (6.41) holds, then the tests $\varphi_{n_{k}}=I_{A_{n_{k}}}$ satisfy $\mathrm{b}_{\pi}\left(P_{n_{k}}, Q_{n_{k}}\right) \leq \pi P_{n_{k}}\left(A_{n_{k}}\right)+$ $(1-\pi) Q_{n_{k}}\left(\bar{A}_{n_{k}}\right) \rightarrow 0$. Conversely, if $\mathrm{b}_{\pi}\left(P_{n_{k}}, Q_{n_{k}}\right) \rightarrow 0$, then let $\psi_{n_{k}}$ be a nonrandomized Bayes test. Putting $A_{n_{k}}=\left\{\psi_{n_{k}}=1\right\}$ we get (6.41).

Subsequently we need an elementary inequality for the Hellinger distance.
Problem 6.40.* It holds

$$
\mathrm{D}^{2}(P, Q) \leq 2 \mathrm{D}^{2}\left(P, \frac{1}{2}(P+Q)\right)+2 \mathrm{D}^{2}\left(Q, \frac{1}{2}(P+Q)\right) \leq 2 \mathrm{D}^{2}(P, Q)
$$

In preparation for the next theorem we collect some properties of Hellinger integrals of product measures. We set $\mathrm{G}_{s}(P, Q)=-\ln \mathrm{H}_{s}(P, Q)$, where $\mathrm{G}_{s}(P, Q):=\infty$ if $\mathrm{H}_{s}(P, Q)=0$. Then by (1.109),

$$
\begin{align*}
& 0 \leq \mathrm{G}_{s}(P, Q) \leq \infty \\
& \frac{1}{1-s_{1}} \mathrm{G}_{s_{1}}(P, Q) \leq \frac{1}{1-s_{2}} \mathrm{G}_{s_{2}}(P, Q), \quad 0<s_{1}<s_{2}<1  \tag{6.42}\\
& \mathrm{G}_{s}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right)=\sum_{i=1}^{n} \mathrm{G}_{s}\left(P_{i}, Q_{i}\right)
\end{align*}
$$

Lemma 6.41. It holds for $0<s<1$,

$$
\begin{gather*}
\sum_{i=1}^{n}\left(1-\mathrm{H}_{s}\left(P_{i}, Q_{i}\right)\right) \leq \sum_{i=1}^{n} \mathrm{G}_{s}\left(P_{i}, Q_{i}\right)  \tag{6.43}\\
\leq \frac{3}{2}\left(\min _{1 \leq i \leq n} \mathrm{H}_{s}\left(P_{i}, Q_{i}\right)\right)^{-2} \sum_{i=1}^{n}\left(1-\mathrm{H}_{s}\left(P_{i}, Q_{i}\right)\right)
\end{gather*}
$$

and

$$
\begin{array}{r}
1-\exp \left\{-3\left[2-\max _{1 \leq i \leq n} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)\right]^{-2} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)\right\} \\
\leq \frac{1}{2} \mathrm{D}^{2}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right) \leq 1-\exp \left\{-\frac{1}{2} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)\right\} \tag{6.44}
\end{array}
$$

Proof. The Taylor expansion up to the second order gives for $0<x<1$,

$$
x \leq x+\frac{1}{2} x^{2} \leq-\ln (1-x) \leq x+\frac{x^{2}}{2(1-x)^{2}} \leq \frac{3}{2} \frac{x}{(1-x)^{2}}
$$

Putting $x=1-\mathrm{H}_{s}\left(P_{i}, Q_{i}\right)$ and taking the sum we get (6.43) from the third statement in (6.42). Furthermore, with $x=1-\mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right)=\frac{1}{2} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)$,

$$
\begin{aligned}
\exp \left\{-\sum_{i=1}^{n} \mathrm{G}_{1 / 2}\left(P_{i}, Q_{i}\right)\right\} & =\prod_{i=1}^{n} \mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right)=1-\frac{1}{2} \mathrm{D}^{2}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right), \\
\mathrm{D}^{2}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right) & =2\left[1-\exp \left\{-\sum_{i=1}^{n} \mathrm{G}_{1 / 2}\left(P_{i}, Q_{i}\right)\right\}\right] \\
& \leq 2\left[1-\exp \left\{-\frac{1}{2} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)\right\}\right] \\
\mathrm{D}^{2}\left(\bigotimes_{i=1}^{n} P_{i}, \bigotimes_{i=1}^{n} Q_{i}\right) & \geq 2\left[1-\exp \left\{-\frac{3}{2} \sum_{i=1}^{n} \frac{\mathrm{D}^{2}\left(P_{i}, Q_{i}\right) / 2}{\left(1-\mathrm{D}^{2}\left(P_{i}, Q_{i}\right) / 2\right)^{2}}\right\}\right] .
\end{aligned}
$$

Now we look at sequences of statistical models that correspond to independent observations and establish conditions for the contiguity and the entire separation. For $n=1,2, \ldots$ let

$$
\begin{align*}
& \mathcal{M}_{n}=\left(\mathrm{X}_{i=1}^{n} \mathcal{X}_{n, i}, \bigotimes_{i=1}^{n} \mathfrak{A}_{n, i},\left\{P_{n}, Q_{n}\right\}\right), \\
& P_{n}=\bigotimes_{i=1}^{n} P_{n, i}, \quad Q_{n}=\bigotimes_{i=1}^{n} Q_{n, i}, \quad \text { and } \quad R_{n}=\bigotimes_{i=1}^{n} R_{n, i}, \\
& R_{n, i}=\frac{1}{2}\left(P_{n, i}+Q_{n, i}\right),  \tag{6.45}\\
& M_{n, i}=\frac{d P_{n, i}}{d R_{n, i}} \quad \text { and } \quad L_{n, i}=\frac{2-M_{n, i}}{M_{n, i}} I_{(0, \infty)}\left(M_{n, i}\right)+\infty I_{\{0\}}\left(M_{n, i}\right),
\end{align*}
$$

where $M_{n, i}$ and $L_{n, i}$ are considered to be random variables on $X_{i=1}^{n} \mathcal{X}_{n, i}$.
Theorem 6.42. For the models $\mathcal{M}_{n}$ in (6.45) the following statements are equivalent.
(A) $\left\{\bigotimes_{i=1}^{n} Q_{n, i}\right\} \triangleleft\left\{\bigotimes_{i=1}^{n} P_{n, i}\right\}$.
(B) $\quad \lim _{s \downarrow 0} \lim \sup _{n \rightarrow \infty} \sum_{i=1}^{n} \mathrm{G}_{s}\left(P_{n, i}, Q_{n, i}\right)=0$.
(C) $\lim _{s \downarrow 0} \lim \sup _{n \rightarrow \infty} \sum_{i=1}^{n}\left(1-\mathrm{H}_{s}\left(P_{n, i}, Q_{n, i}\right)\right)=0$.
(D) $\left\{\begin{array}{l}(D 1) \limsup _{n \rightarrow \infty} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)<\infty, \text { and } \\ (D 2) \lim _{c \rightarrow \infty}{\lim \sup _{n \rightarrow \infty}} \sum_{i=1}^{n} Q_{n}\left(L_{n, i}>c\right)=0 .\end{array}\right.$

Proof. The equivalence of $(A)$ and $(B)$ follows from Theorem 6.26. The equivalence of $(B)$ and $(C)$ follows from (6.43). Hence $(A),(B)$, and $(C)$ are equivalent. If condition $(C)$ is satisfied, then the inequality (6.29) and

$$
1-\mathrm{H}_{s}\left(P_{n, i}, Q_{n, i}\right)=\int \mathrm{u}_{s}\left(M_{n, i}\right) d R_{n}
$$

provide ( $D 1$ ). The inequality (6.33) gives

$$
\sum_{i=1}^{n}\left(1-\mathrm{H}_{s}\left(P_{n, i}, Q_{n, i}\right)\right) \geq\left[(1-s)-s / c-c^{-s}\right] \sum_{i=1}^{n} Q_{n}\left(L_{n, i} \geq c\right)
$$

Taking first $n \rightarrow \infty$, then $c \rightarrow \infty$, and finally $s \downarrow 0$, we get (D2). Similarly, if $(D)$ is satisfied, then

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(1-\mathrm{H}_{s}\left(P_{n, i}, Q_{n, i}\right)\right) \\
\leq & \sum_{i=1}^{n} 4 \beta(2 /(1+c)) s(1-s) \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)+Q_{n}\left(L_{n, i}>c\right)
\end{aligned}
$$

by (6.33). Taking first $n \rightarrow \infty$, then $c \rightarrow \infty$, and finally $s \downarrow 0$, we get $(C)$.
Remark 6.43. The equivalence of $(A)$ and $(D)$ in Theorem 6.42 is a well-known result by Oosterhoff and van Zwet (1979). Our proof is taken from Liese and Vajda (1987).

We apply Theorem 6.42 to the special case where the double array of distributions in (6.45) is in fact a sequence. Then the question of contiguity reduces to that of the absolute continuity of the corresponding product measures. The next theorem is due to Kakutani (1948). The subsequent proof is taken from Kühn and Liese (1978).

Theorem 6.44. It holds $\bigotimes_{i=1}^{\infty} Q_{i} \ll \bigotimes_{i=1}^{\infty} P_{i}$ if and only if

$$
\begin{align*}
& Q_{i} \ll P_{i}, \quad i=1,2, \ldots \quad \text { and }  \tag{6.46}\\
& \sum_{i=1}^{\infty} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)<\infty \tag{6.47}
\end{align*}
$$

Under the condition (6.46) $\bigotimes_{i=1}^{\infty} Q_{i} \ll \bigotimes_{i=1}^{\infty} P_{i}$ or $\bigotimes_{i=1}^{\infty} Q_{i} \perp \bigotimes_{i=1}^{\infty} P_{i}$ holds, depending on whether (6.47) is satisfied.

Proof. The necessity of (6.46) is clear, and the necessity of (6.47) follows from condition ( $D 1$ ) in Theorem 6.42. Conversely, (1.117) and the inequality (6.42) imply for $0<s<1 / 2$ that

$$
\begin{aligned}
- & \ln \mathrm{H}_{s}\left(\bigotimes_{i=1}^{\infty} P_{i}, \bigotimes_{i=1}^{\infty} Q_{i}\right)=\sum_{i=1}^{\infty} \mathrm{G}_{s}\left(P_{i}, Q_{i}\right) \\
& \leq \sum_{i=1}^{N} \mathrm{G}_{s}\left(P_{i}, Q_{i}\right)+2(1-s) \sum_{i=N+1}^{\infty} \mathrm{G}_{1 / 2}\left(P_{i}, Q_{i}\right)
\end{aligned}
$$

If (6.46) is fulfilled, then by $(6.28)$ and $\mathrm{G}_{s}\left(P_{i}, Q_{i}\right)=-\ln \left(1-\mathrm{H}_{s}\left(P_{i}, Q_{i}\right)\right)$,

$$
\begin{equation*}
\lim _{s \downarrow 0}\left(-\ln \mathrm{H}_{s}\left(\bigotimes_{i=1}^{\infty} P_{i}, \bigotimes_{i=1}^{\infty} Q_{i}\right)\right) \leq 2 \sum_{i=N+1}^{\infty} \mathrm{G}_{1 / 2}\left(P_{i}, Q_{i}\right) \tag{6.48}
\end{equation*}
$$

That inequality $\mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right)>0$ holds for every $i$ follows from (6.46), because $\mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right)=0$ would imply $P_{i} \perp Q_{i}$. If in addition (6.47) holds, then $\inf _{1 \leq i<\infty} \mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right)>0$ by

$$
\sum_{i=1}^{\infty} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)=\sum_{i=1}^{\infty} 2\left(1-\mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right)\right)<\infty
$$

Hence $\sum_{i=1}^{\infty} \mathrm{G}_{1 / 2}\left(P_{i}, Q_{i}\right)<\infty$ by inequality (6.43). To complete the proof we let $N \rightarrow \infty$ in (6.48) and apply (6.28) to $P=\bigotimes_{i=1}^{\infty} P_{i}$ and $Q=\bigotimes_{i=1}^{\infty} Q_{i}$.

To prove the second statement it is enough to note that by $\ln (1-x) \leq x$,

$$
\begin{aligned}
& \mathrm{H}_{1 / 2}\left(\bigotimes_{i=1}^{\infty} P_{i}, \bigotimes_{i=1}^{\infty} Q_{i}\right)=\prod_{i=1}^{\infty} \mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right) \\
& \leq \exp \left\{-\sum_{i=1}^{\infty}\left(1-\mathrm{H}_{1 / 2}\left(P_{i}, Q_{i}\right)\right)\right\}=\exp \left\{-\frac{1}{2} \sum_{i=1}^{\infty} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)\right\}
\end{aligned}
$$

so that $\sum_{i=1}^{\infty} \mathrm{D}^{2}\left(P_{i}, Q_{i}\right)=\infty$ implies $\bigotimes_{i=1}^{\infty} P_{i} \perp \bigotimes_{i=1}^{\infty} Q_{i}$.
The second statement of Theorem 6.44 is referred to as a dichotomy as only two extreme situations are possible.

Example 6.45. For normal distributions the Hellinger integral can be explicitly calculated. Indeed, (1.79) yields

$$
\begin{aligned}
\mathrm{H}_{1 / 2}\left(\mathrm{~N}\left(\mu_{1}, \sigma^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma^{2}\right)\right) & =\exp \left\{-\frac{1}{8} \frac{\left(\mu_{1}-\mu_{2}\right)^{2}}{\sigma^{2}}\right\} \\
\mathrm{D}^{2}\left(\mathrm{~N}\left(\mu_{1}, \sigma^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma^{2}\right)\right) & =2\left(1-\mathrm{H}_{1 / 2}\left(\mathrm{~N}\left(\mu_{1}, \sigma^{2}\right), \mathrm{N}\left(\mu_{2}, \sigma^{2}\right)\right)\right) .
\end{aligned}
$$

Using the inequality $x-x^{2} / 2 \leq 1-\exp \{-x\} \leq x, x \geq 0$ it follows that

$$
\sum_{i=1}^{\infty}\left(1-\mathrm{D}^{2}\left(\mathrm{~N}\left(\mu_{i}, \sigma^{2}\right), \mathrm{N}\left(0, \sigma^{2}\right)\right)\right)<\infty \quad \Leftrightarrow \quad \sum_{i=1}^{\infty} \mu_{i}^{2}<\infty .
$$

Hence by Theorem 6.44 it holds

$$
\bigotimes_{i=1}^{\infty} \mathrm{N}\left(\mu_{i}, 1\right) \ll>\bigotimes_{i=1}^{\infty} \mathrm{N}(0,1) \quad \text { or } \quad \bigotimes_{i=1}^{\infty} \mathrm{N}\left(\mu_{i}, 1\right) \perp \bigotimes_{i=1}^{\infty} \mathrm{N}(0,1),
$$

depending on whether $\sum_{i=1}^{\infty} \mu_{i}^{2}$ is finite or infinite. A more general situation for exponential families is studied in Problem 6.54.

In order to establish limit theorems for the log-likelihood of independent observations we use concepts from the classical field of limit theorems of sums of independent random variables. We recall the notations in (6.45) and set $Y_{n, i}=L_{n, i}^{1 / 2}-1$. The first two moments of $Y_{n, i}$ are closely related to the Hellinger distance, and also to each other. Indeed, the following statements are direct consequences of (1.110).

$$
\begin{align*}
& \mathrm{H}_{1 / 2}\left(P_{n, i}, Q_{n, i}\right)=\mathrm{E}_{P_{n}} L_{n, i}^{1 / 2}, \quad \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)=2\left[1-\mathrm{H}_{1 / 2}\left(P_{n, i}, Q_{n, i}\right)\right], \\
& \mathrm{E}_{P_{n}} Y_{n, i}=-\frac{1}{2} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right), \quad \mathrm{E}_{P_{n}} Y_{n, i}^{2}+Q_{n}\left(Y_{n, i}=\infty\right)=\mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right), \\
& \mathrm{V}_{P_{n}}\left(Y_{n, i}\right)=\mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)-\frac{1}{4}\left(\mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)\right)^{2}-Q_{n}\left(Y_{n, i}=\infty\right) \tag{6.49}
\end{align*}
$$

Definition 6.46. $A$ double array of models $\left(\mathcal{X}_{n, i}, \mathfrak{A}_{n, i},\left\{P_{n, i}, Q_{n, i}\right\}\right), i=$ $1, \ldots, n, n=1,2, \ldots$, is called bounded if

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathrm{D}^{2}\left(\bigotimes_{i=1}^{n} P_{n, i}, \bigotimes_{i=1}^{n} Q_{n, i}\right)<2 \tag{6.50}
\end{equation*}
$$

It is called infinitesimal if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max _{1 \leq i \leq n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)=0 \tag{6.51}
\end{equation*}
$$

It is called to satisfy the Lindeberg condition if for every $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{n}\left(\mathrm{E}_{P_{n, i}} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2}+Q_{n}\left(Y_{n, i}=\infty\right)\right)=0 \tag{6.52}
\end{equation*}
$$

Condition (6.50) means that the models $\mathcal{M}_{n}$ in (6.45) stay away from each totally informative model $\mathcal{M}=(\mathcal{X}, \mathfrak{A},\{P, Q\})$ which is characterized by $\mathrm{D}^{2}(P, Q)=2$, or equivalently by $P \perp Q$. Condition (6.51) says that the individual models ( $\left.\mathcal{X}_{n, i}, \mathfrak{A}_{n, i},\left\{P_{n, i}, Q_{n, i}\right\}\right)$ contribute very little information to $\mathcal{M}_{n}$ as the Hellinger distance $\mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)$ is, uniformly in $i=1, \ldots, n$, small for large $n$.

Proposition 6.47. Condition (6.52) implies (6.51). If (6.51) holds, then (6.50) is satisfied if and only if

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)<\infty \tag{6.53}
\end{equation*}
$$

Proof. The relation (6.52) yields

$$
\begin{aligned}
& \max _{1 \leq i \leq n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)=\max _{1 \leq i \leq n}\left[\mathrm{E}_{P_{n}} Y_{n, i}^{2}+Q_{n}\left(Y_{n, i}=\infty\right)\right] \\
& \leq \varepsilon^{2}+\max _{1 \leq i \leq n}\left[\mathrm{E}_{P_{n}} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2}+Q_{n}\left(Y_{n, i}=\infty\right)\right] \\
& \leq \varepsilon^{2}+\sum_{i=1}^{n}\left[\mathrm{E}_{P_{n}} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2}+Q_{n}\left(Y_{n, i}=\infty\right)\right] .
\end{aligned}
$$

Taking first $n \rightarrow \infty$, and then $\varepsilon \rightarrow 0$, we get the first statement. The second statement follows from inequality (6.44).

The Lindeberg condition (6.52) implies that the likelihood ratios $L_{n, i}$ are uniformly close to 1 , so that $\ln L_{n, i}$ is uniformly small. The Problems 6.55 and 6.56 formulate other conditions to express this property in terms of the $Y_{n, i}$.

Lemma 6.48. If the conditions (6.53) and (6.52) are satisfied and $Y_{n, i}=$ $L_{n, i}^{1 / 2}-1$, then

$$
\begin{equation*}
\sum_{i=1}^{n} Y_{n, i}^{2}-\sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)=o_{P_{n}}(1) \tag{6.54}
\end{equation*}
$$

Proof. We set $C_{n, i}=\left\{\left|Y_{n, i}\right| \leq \frac{1}{2}\right\}$. Then

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(Y_{n, i}^{2}-\mathrm{E}_{P_{n}} Y_{n, i}^{2}\right)=\sum_{i=1}^{n} W_{n, i}+S_{n}, \quad \text { where } \\
& W_{n, i}=I_{C_{n, i}} Y_{n, i}^{2}-\mathrm{E}_{P_{n}} I_{C_{n, i}} Y_{n, i}^{2} \quad \text { and } \quad \mathrm{E}_{P_{n}}\left|S_{n}\right| \leq 2 \sum_{i=1}^{n} \mathrm{E}_{P_{n}} I_{\bar{C}_{n, i}} Y_{n, i}^{2} .
\end{aligned}
$$

The Lindeberg condition yields $\mathrm{E}_{P_{n}}\left|S_{n}\right| \rightarrow 0$. The independence of the $W_{n, i}$ and $\mathrm{E}_{P_{n}} W_{n, i}=0$ give

$$
\begin{aligned}
& \mathrm{E}_{P_{n}}\left(\sum_{i=1}^{n} W_{n, i}\right)^{2}=\sum_{i=1}^{n} \mathrm{E}_{P_{n}} W_{n, i}^{2} \\
& \leq \sum_{i=1}^{n} \mathrm{E}_{P_{n}} I_{C_{n, i}} Y_{n, i}^{4} \leq \sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(Y_{n, i}^{2} \wedge\left|Y_{n, i}\right|^{3}\right) \rightarrow 0
\end{aligned}
$$

where the last statement follows from Problem 6.55. To complete the proof we use (6.49).

Now we prove the asymptotic normality of a double array of models that correspond to a double array of independent observations. More precisely, we consider the models $\mathcal{M}_{n}$ in (6.45). Let $L_{n}$ be the likelihood ratio of $Q_{n}=$ $\bigotimes_{i=1}^{n} Q_{n, i}$ with respect to $P_{n}=\bigotimes_{i=1}^{n} P_{n, i}$. With the likelihood ratios $L_{n, i}$ of $Q_{n, i}$ with respect to $P_{n, i}$ that have been introduced in (6.45) we have

$$
L_{n}=\prod_{i=1}^{n} L_{n, i}, \quad P_{n} \text {-a.s. }
$$

where we use the convention $0 \cdot \infty=0$. The next theorem is similar to Theorem 6.3 in Janssen, Milbrodt, and Strasser (1985), and closely related to Proposition 3 in LeCam and Yang (1990).

Theorem 6.49. Suppose that the sequence of binary models $\mathcal{M}_{n}$ in (6.45) satisfies (6.52). If

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)=\sigma^{2} / 4>0 \tag{6.55}
\end{equation*}
$$

then

$$
\begin{align*}
\ln L_{n} & =2 \sum_{i=1}^{n} Y_{n, i}-\sum_{i=1}^{n} Y_{n, i}^{2}+o_{P_{n}}(1)  \tag{6.56}\\
& =2 \sum_{i=1}^{n} Y_{n, i}-\sigma^{2} / 4+o_{P_{n}}(1), \tag{6.57}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{n} \Rightarrow \mathcal{M}=(\mathbb{R}, \mathfrak{B},\{\mathrm{N}(0,1), \mathrm{N}(\sigma, 1)\}) . \tag{6.58}
\end{equation*}
$$

Corollary 6.50. Under the assumptions of the above theorem it holds that $\left\{\bigotimes_{i=1}^{n} P_{n, i}\right\} \triangleleft \triangleright\left\{\bigotimes_{i=1}^{n} Q_{n, i}\right\}$.

Proof. The Taylor expansion of $\ln (1+x)$ up to the third order gives

$$
\left|\ln (1+x)-x+\frac{1}{2} x^{2}\right| \leq \frac{1}{3} \frac{|x|^{3}}{(1+x)^{3}} \leq \frac{8}{3}\left(|x|^{3} \wedge x^{2}\right), \quad|x| \leq \frac{1}{2}
$$

To establish the expansion of $\ln L_{n}$ we note that, by the definition of $Y_{n, i}$,

$$
\ln L_{n}=\sum_{i=1}^{n} \ln L_{n, i}=\sum_{i=1}^{n} 2 \ln \left(1+Y_{n, i}\right), \quad P_{n} \text {-a.s. }
$$

Set $A_{n}=\left\{\max _{1 \leq i \leq n}\left|Y_{n, i}\right| \leq 1 / 2\right\}$. As the double array $\left\{Y_{n, i}\right\}$ satisfies the Lindeberg condition (6.52) it follows from (6.60) that $P_{n}\left(A_{n}\right) \rightarrow 1$. Hence

$$
\begin{aligned}
\ln L_{n}= & \sum_{i=1}^{n}\left(2 Y_{n, i}-Y_{n, i}^{2}\right)+\sum_{i=1}^{n}\left[2 \ln \left(1+Y_{n, i}\right)-\left(2 Y_{n, i}-Y_{n, i}^{2}\right)\right] I_{A_{n}} \\
& \quad+\sum_{i=1}^{n}\left[2 \ln \left(1+Y_{n, i}\right)-\left(2 Y_{n, i}-Y_{n, i}^{2}\right)\right] I_{\bar{A}_{n}} \\
= & \sum_{i=1}^{n}\left(2 Y_{n, i}-Y_{n, i}^{2}\right)+T_{n}+o_{P_{n}}(1),
\end{aligned}
$$

where we used $Z_{n} I_{\bar{A}_{n}}=o_{P_{n}}(1)$ for any sequence $Z_{n}$. As

$$
\mathrm{E}_{P_{n}}\left|T_{n}\right| \leq \frac{16}{3} \sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(\left|Y_{n, i}\right|^{3} \wedge Y_{n, i}^{2}\right) \rightarrow 0
$$

by Problem 6.55 the proof of (6.56) is completed. The statement (6.57) follows from (6.54). Set $\widetilde{X}_{n, i}=Y_{n, i}-\mathrm{E}_{P_{n}} Y_{n, i}$. Then by (6.49)

$$
\sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(Y_{n, i}-\widetilde{X}_{n, i}\right)^{2}=\sum_{i=1}^{n}\left(\mathrm{E}_{P_{n}} Y_{n, i}\right)^{2}=\frac{1}{4} \sum_{i=1}^{n}\left(\mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)\right)^{2}
$$

As $\max _{1 \leq i \leq n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right) \rightarrow 0$ by Proposition 6.47 , and $\sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)$ is bounded by assumption (6.55), we get from Problem 6.59 that the double array $\widetilde{X}_{n, i}$ satisfies the Lindeberg condition (6.52). We know from Problem 6.57 and (6.55) that $\lim _{n \rightarrow \infty} \sigma_{n}^{2}=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)=\sigma^{2} / 4$. Hence the double array $X_{n, i}=\left(1 / \sigma_{n}\right) \widetilde{X}_{n, i}$ satisfies the Lindeberg condition in Theorem A.54, which implies that

$$
\begin{aligned}
\mathcal{L}\left(\sum_{i=1}^{n} X_{n, i} \mid P_{n}\right) & \Rightarrow \mathrm{N}(0,1), \\
\lim _{n \rightarrow \infty} \mu_{n} & =-\frac{\sigma^{2}}{8}, \quad \lim _{n \rightarrow \infty} \sigma_{n}=\frac{\sigma}{2}, \quad \text { and } \\
\mathcal{L}\left(\left.\sum_{i=1}^{n} 2 Y_{n, i}-\frac{\sigma^{2}}{4} \right\rvert\, P_{n}\right) & \Rightarrow \mathrm{N}\left(-\frac{1}{2} \sigma^{2}, \sigma^{2}\right),
\end{aligned}
$$

in view of Problem 6.57. Hence (6.58) follows from (6.57) and Proposition 6.32.

Remark 6.51. Theorem 6.49 can be found, for example, in LeCam and Yang (1990), Witting and Müller-Funk (1995), Rieder (1994), and Bickel, Klaassen, Ritov, and Wellner (1993). A general theory for double arrays of binary models can be found in Janssen, Milbrodt, and Strasser (1985) and LeCam and Yang (1990). In both books a general theory of infinitely divisible models is created. The possible limit models are then not necessarily Gaussian models.

Subsequently we collect additional and some technical problems.
Problem 6.52.* If the condition ( $D 1$ ) in Theorem 6.42 is not satisfied, then $\left\{\bigotimes_{i=1}^{n} Q_{n, i}\right\} \triangle\left\{\bigotimes_{i=1}^{n} P_{n, i}\right\}$.

Problem 6.53. Let $\mathrm{K}(Q, P)$ be the Kullback-Leibler distance introduced in (1.81); that is, $\mathrm{K}(Q, P)=\int(\ln (d Q / d P)) d Q$ if $Q \ll P$, and $\mathrm{K}(Q, P)=\infty$ otherwise. Then $\lim \sup _{n \rightarrow \infty} \sum_{i=1}^{n} \mathrm{~K}\left(Q_{n, i}, P_{n, i}\right)<\infty$ implies $\left\{\bigotimes_{i=1}^{n} Q_{n, i}\right\} \triangleleft\left\{\bigotimes_{i=1}^{n} P_{n, i}\right\}$.

Problem 6.54. Let $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}$, be a one-parameter exponential family, and $\theta_{0} \in \Delta^{0}$ be fixed. By Example 1.88

$$
\mathbf{H}_{s}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)=\exp \left\{K\left(s \theta_{1}+(1-s) \theta_{2}\right)-s K\left(\theta_{1}\right)-(1-s) K\left(\theta_{2}\right)\right\} .
$$

If $C:=\lim \sup _{n \rightarrow \infty} \max _{1 \leq i \leq n}\left|c_{n, i}\right|<\infty$ and $\left[\theta_{0}-C, \theta_{0}+C\right] \subseteq \Delta^{0}$, then it holds either $\left\{\bigotimes_{i=1}^{n} P_{\theta_{0}+c_{n, i}}\right\} \triangleleft\left\{\bar{P}_{\theta_{0}}^{\otimes} n\right\}$ or $\left\{\bigotimes_{i=1}^{n} P_{\theta_{0}+c_{n, i}}\right\} \triangle\left\{P_{\theta_{0}}^{\otimes n}\right\}$, depending on whether $\limsup \operatorname{sum}_{n \rightarrow \infty} \sum_{i=1}^{n} c_{n, i}^{2}<\infty$ or $\lim \sup _{n \rightarrow \infty} \sum_{i=1}^{n} c_{n, i}^{2}=\infty$.

Problem 6.55.* If the condition (6.53) holds, then (6.52) is equivalent to

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{n}\left[\mathrm{E}_{P_{n}}\left(Y_{n, i}^{2} \wedge\left|Y_{n, i}\right|^{3}\right)+Q_{n}\left(Y_{n, i}=\infty\right)\right]=0
$$

Problem 6.56.* The condition (6.52) implies

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \max _{1 \leq i \leq n} \mathrm{E}_{P_{n}} Y_{n, i}^{2}=0 \tag{6.59}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{n}\left(\max _{1 \leq i \leq n}\left|Y_{n, i}\right|>\varepsilon\right)=0, \quad \varepsilon>0 \tag{6.60}
\end{equation*}
$$

Problem 6.57.* If the conditions (6.53) and (6.52) are satisfied, then $\mu_{n}:=$ $\sum_{i=1}^{n} \mathrm{E}_{P_{n}} Y_{n, i}$ and $\sigma_{n}^{2}:=\sum_{i=1}^{n} \mathrm{~V}_{P_{n}}\left(Y_{n, i}\right)$ satisfy for $n \rightarrow \infty$,

$$
\mu_{n}=\sum_{i=1}^{n}\left(-\frac{1}{2} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)\right) \quad \text { and } \quad \sigma_{n}^{2}-\sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right) \rightarrow 0
$$

Problem 6.58. The Lindeberg condition (6.52) holds if and only if for every $\varepsilon>0$, $\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \int g_{\varepsilon}\left(M_{n, i}\right) d R_{n}=0$, where $g_{\varepsilon}(x)=I_{(\varepsilon, \infty)}(|x-1|)(\sqrt{2-x}-\sqrt{x})^{2}$.

Problem 6.59.* Suppose $Y_{n, i}$ and $Z_{n, i}$ are random variables. Then the following holds. $\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mathrm{E}_{\theta_{0}}\left(Y_{n, i}-Z_{n, i}\right)^{2}=0$ and $\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mathbb{E} Z_{n, i}^{2} I_{(\varepsilon, \infty)}\left(\left|Z_{n, i}\right|\right)=0$ for every $\varepsilon>0$ implies

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mathbb{E} Y_{n, i}^{2} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right)=0 \quad \text { for every } \varepsilon>0
$$

### 6.4 Asymptotically Normal Models

In this section we study the convergence to a Gaussian shift model and establish conditions under which this convergence holds. In particular we investigate models that are associated with independent observations and a localized parameter. This leads to the concept of local asymptotic normality of models which has been introduced by LeCam (1960). It isolates the central idea of proving optimality of sequences of decisions that were obtained in Wald (1943) and LeCam (1953) by exponential approximation. The concept of convergence of models allows us to break up the proof of asymptotic optimality of decisions into three subproblems which can be treated separately. The first is to establish the convergence of the models. The second is to find optimal solutions in the limit model. Once optimal decisions have been found in the limit model, the third is to determine whether these decisions, applied to the sequence of models, provide asymptotically optimal solutions of the decision problem under consideration. To establish a relation between the members in sequences of decisions for the sequence of models it is not enough to have convergence of the models. Moreover, one has to relate the risks of the sequence of decisions to the risk of the optimal decision in the limit model. This is the topic of the next section. Here in this section we prove the convergence to a Gaussian model, a property that is called the asymptotic normality of
a sequence of models. This concept, with all of its consequences, is of similar fundamental importance as the central limit theorem is to probability theory and classical areas of mathematical statistics. The reason is that for Gaussian shift models explicit optimal solutions for large classes of decisions are known. This covers estimation problems under a wide class of loss functions, one- and two-sided testing problems, and selection problems. The results of this section have been taken from Strasser (1985), LeCam and Yang (1990), Rieder (1994), and Witting and Müller-Funk (1995).

### 6.4.1 Gaussian Models

To start with we collect some well-known facts on the multivariate normal distribution and introduce Gaussian models that appear as limit models in subsequent chapters. For the following considerations we use moment generating functions. If $X$ is any random vector with values in $\mathbb{R}^{d}$, then

$$
\varphi_{X}(t)=\mathbb{E} \exp \left\{t^{T} X\right\}, \quad t \in \mathbb{R}^{d}
$$

is the moment generating function which, according to Theorem A.51, determines the distribution $\mathcal{L}(X)$ of $X$ uniquely, provided that $\left\{t: \varphi_{X}(t)<\infty\right\}$ contains an open neighborhood of 0 , see also Proposition 1.25. A random vector $Z=\left(Z_{1}, \ldots, Z_{d}\right)^{T}$ that consists of i.i.d. standard normally distributed components $Z_{i}$ is called a standard normal vector. Its moment generating function is given by

$$
\varphi_{Z}(t)=\mathbb{E} \exp \left\{t^{T} Z\right\}=\exp \left\{\|t\|^{2} / 2\right\}
$$

Recall that any random (column) vector $X$ with values in $\mathbb{R}^{d}$ has a multivariate normal distribution if it can be written as $X=A Z+b$, where $A$ is a possibly singular $d \times d$ matrix and $b \in \mathbb{R}^{d}$. It is easy to see that

$$
\begin{align*}
\mu & :=\mathbb{E} X=b \quad \text { and } \quad \Sigma:=\mathrm{C}(X)=A A^{T} \\
\varphi_{X}(t) & =\mathbb{E} \exp \left\{t^{T}(A Z+b)\right\}=\exp \left\{t^{T} b\right\} \varphi_{Z}\left(A^{T} t\right) \\
& =\exp \left\{t^{T} \mu+\frac{1}{2} t^{T} \Sigma t\right\}, \quad t \in \mathbb{R}^{d} \tag{6.61}
\end{align*}
$$

This representation, in conjunction with the uniqueness statement in Proposition 1.25 , shows that the distribution of $X=A Z+b$ depends only on $\mu$ and $\Sigma$ and is independent of the concrete representation of $X$, and the following well-known transformation rule holds. If $\mathcal{L}(X)=\mathrm{N}(\mu, \Sigma)$ then for a matrix $A$ and a vector $b$

$$
\begin{equation*}
\mathcal{L}(A X+b)=\mathrm{N}\left(A \mu+b, A \Sigma A^{T}\right) \tag{6.62}
\end{equation*}
$$

It is well known that $\mathcal{L}(X)=\mathrm{N}(\mu, \Sigma)$ is absolutely continuous with respect to the Lebesgue measure if and only if $\operatorname{det}(\Sigma) \neq 0$. If $\Sigma$ is nonsingular, then the Lebesgue density is

$$
\begin{align*}
& \varphi_{\mu, \Sigma}(x)  \tag{6.63}\\
= & (2 \pi)^{-n / 2}(\operatorname{det}(\Sigma))^{-1 / 2} \exp \left\{-\frac{1}{2}(x-\mu)^{T} \Sigma^{-1}(x-\mu)\right\}, \quad x \in \mathbb{R}^{d},
\end{align*}
$$

and as $\varphi_{\mu, \Sigma}$ is positive all distributions $\mathrm{N}(\mu, \Sigma), \mu \in \mathbb{R}^{d}$, are equivalent (i.e., mutually absolutely continuous). This equivalence is no longer true if $\Sigma$ is singular. To study this case in more detail we use a suitable rotation. As $\Sigma$ is symmetric and positive semidefinite there are nonnegative numbers $\lambda_{i}$, the eigenvalues, and orthonormal column vectors $e_{i}$ such that $\Sigma e_{i}=\lambda_{i} e_{i}$, $i=1, \ldots, d$. Let $r$ be the rank of $\Sigma$, and assume without loss of generality that $\lambda_{i}>0,1 \leq i \leq r$, and $\lambda_{i}=0, r+1 \leq i \leq d$. It follows from $x=\sum_{i=1}^{d}\left(x^{T} e_{i}\right) e_{i}$ that

$$
\begin{equation*}
\mathbb{L}:=\left\{\Sigma x: x \in \mathbb{R}^{d}\right\}=\left\{\sum_{i=1}^{r} t_{i} e_{i}: t_{1}, \ldots, t_{r} \in \mathbb{R}\right\} \tag{6.64}
\end{equation*}
$$

Let $\Lambda$ be the diagonal matrix with entries $\lambda_{1}, \ldots, \lambda_{d}$, and $O$ the orthogonal matrix with columns $e_{1}, \ldots, e_{d}$. The rotation to principal axes and the inverse transformation are given by

$$
\begin{aligned}
O^{T} \Sigma O & =\Lambda \quad \text { and } \quad \Sigma=O \Lambda O^{T} \\
O^{T} \mathbb{L} & =\left\{x: x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}, x_{i}=0, i=r+1, \ldots, d\right\}
\end{aligned}
$$

Lemma 6.60. If $X$ has a normal distribution with expectation zero and covariance matrix $\Sigma$, then $X \in \mathbb{L}, \mathbb{P}$-a.s. For every $\theta \in \mathbb{R}^{d}$ it holds either $\mathrm{N}(\theta, \Sigma) \ll>\mathrm{N}(0, \Sigma)$ or $\mathrm{N}(\theta, \Sigma) \perp \mathrm{N}(0, \Sigma)$, where the latter case holds if and only if $\theta \notin \mathbb{L}$. If $\theta \in \mathbb{L}, \theta=\Sigma h$, then $\mathrm{N}(\theta, \Sigma) \ll>\mathrm{N}(0, \Sigma)$ and

$$
\frac{d \mathrm{~N}(\Sigma h, \Sigma)}{d \mathrm{~N}(0, \Sigma)}(x)=\exp \left\{h^{T} x-\frac{1}{2} h^{T} \Sigma h\right\}, \quad \mathrm{N}(0, \Sigma)-a . s
$$

Proof. Put $X_{i}=e_{i}^{T} X$. Then $\mathbb{E} X_{i}^{2}=e_{i}^{T} \Sigma e_{i}=\lambda_{i}$. Hence $\mathbb{E} X_{i}^{2}=0$, $i=r+1, \ldots, d$,

$$
X=\sum_{i=1}^{d} X_{i} e_{i}=\sum_{i=1}^{r} X_{i} e_{i}, \quad \mathbb{P} \text {-a.s. }
$$

and thus $X \in \mathbb{L}, \mathbb{P}$-a.s., by (6.64). If $\theta \notin \mathbb{L}$, then $\mathrm{N}(0, \Sigma)(\mathbb{L})=1$ and $\mathrm{N}(\theta, \Sigma)(\mathbb{L}+\theta)=1$. As $\theta \notin \mathbb{L}$ implies $\mathbb{L} \cap(\mathbb{L}+\theta)=\emptyset$ we get $\mathrm{N}(\theta, \Sigma) \perp$ $\mathrm{N}(0, \Sigma)$. If $\theta \in \mathbb{L}$ then by 6.64 it holds $\theta=\Sigma h$ for some $h \in \mathbb{R}^{d}$. It remains to show $\mathrm{N}(\Sigma h, \Sigma) \ll>\mathrm{N}(0, \Sigma)$ and to establish the density formula. To this end we consider the measure

$$
Q(B)=\int I_{B}(x) \exp \left\{h^{T} x-\frac{1}{2} h^{T} \Sigma h\right\} \mathrm{N}(0, \Sigma)(d x), \quad B \in \mathfrak{B}_{d}
$$

and calculate the moment generating function. If $X$ has the distribution $\mathrm{N}(0, \Sigma)$, then by (6.61) with $\mu=0$ it follows

$$
\begin{aligned}
& \int \exp \left\{t^{T} x\right\} Q(d x)=\mathbb{E} \exp \left\{t^{T} X+h^{T} X-\frac{1}{2} h^{T} \Sigma h\right\} \\
& =\exp \left\{-\frac{1}{2} h^{T} \Sigma h\right\} \exp \left\{\frac{1}{2}(t+h) \Sigma(t+h)\right\}=\exp \left\{\frac{1}{2} t^{T} \Sigma t+t^{T} \Sigma h\right\} \\
& =\int \exp \left\{t^{T} x\right\} \mathrm{N}(\Sigma h, \Sigma)(d x)
\end{aligned}
$$

where the last equation follows from (6.61) with $\mu=\Sigma h$. The uniqueness statement for the moment generating function (see Proposition 1.25) gives $Q=\mathrm{N}(\Sigma h, \Sigma)$ and the proof is completed.

For a known symmetric and positive semidefinite matrix $\mathrm{I}_{0}$ we consider the Gaussian model

$$
\begin{equation*}
\mathcal{G}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)\right)_{h \in \mathbb{R}^{d}}\right) \tag{6.65}
\end{equation*}
$$

Regardless of whether $\mathrm{I}_{0}$ is invertible, Lemma 6.60 implies that $\mathcal{G}$ is homogeneous and it holds

$$
\begin{gather*}
\frac{d \mathrm{~N}\left(\mathbf{I}_{0} h, \mathrm{I}_{0}\right)}{d \mathbf{N}\left(0, \mathrm{I}_{0}\right)}=\exp \left\{h^{T} Z-\frac{1}{2} h^{T} \mathbf{I}_{0} h\right\}, \\
\ln \left(\frac{d \mathrm{~N}\left(\mathbf{I}_{0} h, \mathrm{I}_{0}\right)}{d \mathbf{N}\left(0, \mathbf{I}_{0}\right)}\right)=h^{T} Z-\frac{1}{2} h^{T} \mathbf{I}_{0} h, \quad Z(x)=x . \tag{6.66}
\end{gather*}
$$

Hence $\left(N\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)\right)_{h \in \mathbb{R}^{d}}$ is an exponential family. The generating statistic is $Z(x)=x$ and is called the central variable of $\mathcal{G}$. Note that the exponential family $\left(\mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)\right)_{h \in \mathbb{R}^{d}}$ does not satisfy the condition (A1) unless $\mathrm{I}_{0}$ is invertible.

For a known covariance matrix $\Sigma_{0}$ we consider the Gaussian model

$$
\mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathbb{N}\left(h, \Sigma_{0}\right)\right)_{h \in \mathbb{R}^{d}}\right) .
$$

We get from Lemma 6.60 that this model is homogenous, i.e. $\mathrm{N}\left(h_{1}, \Sigma_{0}\right) \ll \gg$ $\mathrm{N}\left(h_{2}, \Sigma_{0}\right)$ for every $h_{1}, h_{2} \in \mathbb{R}^{d}$ if and only if $\Sigma_{0}$ is nonsingular. In this case

$$
\begin{equation*}
\frac{d \mathrm{~N}\left(h, \Sigma_{0}\right)}{d \mathrm{~N}\left(0, \Sigma_{0}\right)}(x)=\exp \left\{h^{T} \Sigma_{0}^{-1} x-\frac{1}{2} h^{T} \Sigma_{0}^{-1} h\right\} \tag{6.67}
\end{equation*}
$$

and $\left(\mathrm{N}\left(h, \Sigma_{0}\right)\right)_{h \in \mathbb{R}^{d}}$ is an exponential family with generating statistic $T=$ $\Sigma_{0}^{-1} Z$. If $\mathrm{I}_{0}$ is nonsingular then for $\Sigma_{0}:=\mathrm{I}_{0}^{-1}, S(x)=\Sigma_{0} x$, and $T(x)=\mathrm{I}_{0} x$ it holds

$$
\begin{align*}
\mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right) & =\mathrm{N}\left(h, \Sigma_{0}\right) \circ T^{-1}  \tag{6.68}\\
\mathrm{~N}\left(h, \Sigma_{0}\right) & =\mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right) \circ S^{-1}
\end{align*}
$$

Thus the two models $\mathcal{G}_{0}$ and $\mathcal{G}$ are mutual randomizations and we get

$$
\begin{equation*}
\Delta\left(\mathcal{G}_{0}, \mathcal{G}\right)=0 \tag{6.69}
\end{equation*}
$$

which implies that $\mathcal{G}_{0}$ and $\mathcal{G}$ belong to the same equivalence class of models. This is also reflected by the Hellinger transforms.

Problem 6.61. For every $s \in \mathbf{S}_{m}^{o}$ and $h_{1}, \ldots, h_{m} \in \mathbb{R}^{d}$ it holds

$$
\begin{aligned}
& \mathbf{H}_{s}\left(\mathbb{N}\left(\mathbf{I}_{0} h_{1}, \mathbf{I}_{0}\right), \ldots, \mathrm{N}\left(\mathbf{I}_{0} h_{m}, \mathrm{I}_{0}\right)\right) \\
= & \exp \left\{\frac{1}{2}\left(\sum_{i=1}^{m} s_{i} h_{i}\right)^{T} \mathbf{I}_{0}\left(\sum_{i=1}^{m} s_{i} h_{i}\right)-\frac{1}{2} \sum_{i=1}^{m} s_{i} h_{i}^{T} \mathbf{I}_{0} h_{i}\right\} .
\end{aligned}
$$

If $\mathrm{I}_{0}$ is invertible, then we may replace $\mathrm{I}_{0}$ with $\mathrm{I}_{0}^{-1}$ and $h_{i}$ with $\mathrm{I}_{0}^{-1} h_{i}$. As the right-hand term remains unchanged after this transformation we get

$$
\begin{equation*}
\mathrm{H}_{s}\left(\mathrm{~N}\left(\mathrm{I}_{0} h_{1}, \mathrm{I}_{0}\right), \ldots, \mathrm{N}\left(\mathrm{I}_{0} h_{m}, \mathrm{I}_{0}\right)\right)=\mathrm{H}_{s}\left(\mathrm{~N}\left(h_{1}, \mathrm{I}_{0}^{-1}\right), \ldots, \mathrm{N}\left(h_{m}, \mathrm{I}_{0}^{-1}\right)\right) \tag{6.70}
\end{equation*}
$$

Problem 6.62.* It holds for every $h_{1}, h_{2} \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\mathrm{H}_{1 / 2}\left(\mathrm{~N}\left(\mathrm{I}_{0} h_{1}, \mathrm{I}_{0}\right), \mathrm{N}\left(\mathrm{I}_{0} h_{2}, \mathrm{I}_{0}\right)\right) & =\exp \left\{-\frac{1}{8}\left(h_{1}-h_{2}\right)^{T} \mathbf{I}_{0}\left(h_{1}-h_{2}\right)\right\}, \\
\mathrm{D}^{2}\left(\mathrm{~N}\left(\mathrm{I}_{0} h_{1}, \mathrm{I}_{0}\right), \mathrm{N}\left(\mathrm{I}_{0} h_{2}, \mathrm{I}_{0}\right)\right) & =2\left[1-\exp \left\{-\frac{1}{8}\left(h_{1}-h_{2}\right)^{T} \mathbf{I}_{0}\left(h_{1}-h_{2}\right)\right\}\right], \\
\left\|\mathrm{N}\left(\mathrm{I}_{0} h_{1}, \mathrm{I}_{0}\right)-\mathrm{N}\left(\mathrm{I}_{0} h_{2}, \mathrm{I}_{0}\right)\right\|^{2} & \leq\left(h_{1}-h_{2}\right)^{T} \mathbf{I}_{0}\left(h_{1}-h_{2}\right) .
\end{aligned}
$$

If $\operatorname{det}\left(\mathrm{I}_{0}\right) \neq 0$ and $\Sigma_{0}=\mathrm{I}_{0}^{-1}$, then $\mathrm{N}\left(\mathrm{I}_{0} h_{i}, \mathrm{I}_{0}\right)$ can be replaced with $\mathrm{N}\left(h_{i}, \Sigma_{0}\right), i=1,2$.
The models $\mathcal{G}_{0}$ and $\mathcal{G}$ are special cases of a more general concept, the concept of a Gaussian shift model. Let $\mathbb{H}$ be a Hilbert space with scalar product $\langle\cdot, \cdot\rangle . \mathbb{H}$ serves as the parameter space. A statistical model $\mathcal{G}=\left(\mathcal{X}, \mathfrak{A},\left(P_{h}\right)_{h \in \mathbb{H}}\right)$ is called a Gaussian shift model on $\mathbb{H}$ if $P_{h} \ll P_{0}, h \in \mathbb{H}$, and there is a family $\mathrm{L}(h): \mathcal{X} \rightarrow_{m} \mathbb{R}, h \in \mathbb{H}$, called the central process, such that

$$
\begin{aligned}
\mathrm{L}(a h+b g) & =a \mathrm{~L}(h)+b \mathrm{~L}(g) \quad h, g \in \mathbb{H}, a, b \in \mathbb{R}, \\
\frac{d P_{h}}{d P_{0}} & =\exp \left\{\mathrm{L}(h)-\frac{1}{2}\|h\|^{2}\right\}, \quad \text { and } \\
\mathcal{L}\left(\mathrm{L}(h) \mid P_{0}\right) & =\mathrm{N}\left(0,\|h\|^{2}\right), \quad h \in \mathbb{H} .
\end{aligned}
$$

It is not hard to show (see, e.g., Strasser (1985)) that for a finite-dimensional Hilbert space $\mathbb{H}$ there is a random variable $T$, called the central variable, such that $\mathrm{L}(h)=\langle T, h\rangle$. If we use the Euclidean scalar product, then we see from (6.66) that $\mathcal{G}$ in (6.65) is a Gaussian shift with central variable $Z(x)=x$. For $\mathcal{G}_{0}$ we introduce the new scalar product $\langle a, b\rangle=a^{T} \Sigma_{0}^{-1} b$. Then $\mathcal{G}_{0}$ is a Gaussian shift with central variable $Z$. As we deal mainly with parametric models the general theory of Gaussian shift models is not needed. We refer to Strasser (1985) for details on general Gaussian shift models.

### 6.4.2 The LAN and ULAN Property

The concept of asymptotic normality of models means, roughly speaking, that for a sequence of models the log-likelihood admits asymptotically a linearization as in (6.66). This leads to an asymptotic linearization of the log-likelihood with the help of a central sequence that plays the role of the central variable $Z$ in (6.66). This property, called the LAN property, is the backbone of modern asymptotic statistics.

Definition 6.63. A sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$ with $\Delta_{n} \uparrow \mathbb{R}^{d}$ is called locally asymptotically normal (LAN) if there exist a sequence $Z_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{d}$, called the central sequence, a positive semidefinite and symmetric $d \times d$ matrix $\mathrm{I}_{0}$, called the Fisher information matrix, and $r_{n}(h): \mathcal{X}_{n} \rightarrow_{m} \overline{\mathbb{R}}$ such that the log-likelihood $\ln L_{n, h}$ of $P_{n, h}$ with respect to $P_{n, 0}$ admits the expansion

$$
\begin{align*}
& \ln L_{n, h}=h^{T} Z_{n}-\frac{1}{2} h^{T} \mathrm{I}_{0} h+r_{n}(h),  \tag{6.71}\\
& r_{n}(h) \rightarrow^{P_{n, 0}} 0, \quad h \in \mathbb{R}^{d}  \tag{6.72}\\
& \mathcal{L}\left(Z_{n} \mid P_{n, 0}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}_{0}\right) \tag{6.73}
\end{align*}
$$

The sequence $\mathcal{M}_{n}$ is called uniformly locally asymptotically normal (ULAN) if instead of (6.72) the stronger condition

$$
\lim _{n \rightarrow \infty} \sup _{h \in C} P_{n, 0}\left(\left|r_{n}(h)\right|>\varepsilon\right)=0, \quad \varepsilon>0
$$

holds for every compact subset $C \subseteq \mathbb{R}^{d}$.
Remark 6.64. Local means in the LAN and ULAN conditions an approximation of the log-likelihood in (6.71) if a localized parameter is used and the sample size is large. For example, we show later that the sequence of localized models with $P_{n, h}=$ $P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}$ satisfies the ULAN condition, provided that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$. As a short notation we also use $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ and $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ to indicate the central sequence and the information matrix.

The next theorem connects the LAN property with the convergence of models. We show that the LAN property is equivalent to the weak convergence of the models $\mathcal{M}_{n}$ to the model $\mathcal{G}$ in (6.65). This relation has far-reaching consequences as it connects the convergence of distributions of the log-likelihoods with the decision-theoretic convergence of models concept that is based on the $\Delta$-distance.

We recall that the weak convergence of models is denoted by $\Rightarrow$; see Definition 6.10.

Theorem 6.65. If a sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$ satisfies the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition, then

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right) \Rightarrow \mathcal{G}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)\right)_{h \in \mathbb{R}^{d}}\right) \tag{6.74}
\end{equation*}
$$

Conversely, if (6.74) holds, then there is a sequence $Z_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{d}$ such that $\mathcal{M}_{n}$ satisfies the $\operatorname{LAN}\left(Z_{n}, I_{0}\right)$ condition.

Corollary 6.66. If $\Sigma_{0}$ is a symmetric positive definite $d \times d$ matrix, then the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition for $\mathrm{I}_{0}=\Sigma_{0}^{-1}$ implies

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right) \Rightarrow \mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(h, \Sigma_{0}\right)\right)_{h \in \mathbb{R}^{d}}\right) \tag{6.75}
\end{equation*}
$$

Corollary 6.67. If the sequence of models $\mathcal{M}_{n}$ satisfies the $\operatorname{LAN}\left(Z_{n}, I_{0}\right)$ condition, then for every $h_{1}, h_{2} \in \mathbb{R}^{d}$ the sequences $\left\{P_{n, h_{1}}\right\}$ and $\left\{P_{n, h_{2}}\right\}$ are mutually contiguous.

Proof. We know from Lemma 6.60 that for $Z(x)=x$ the log-likelihood of $\mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)$ with respect to $\mathrm{N}\left(0, \mathrm{I}_{0}\right)$ satisfies

$$
\begin{equation*}
\ln L_{h}=h^{T} Z-\frac{1}{2} h^{T} \mathrm{l}_{0} h \quad \text { and } \quad \mathcal{L}\left(Z \mid \mathrm{N}\left(0, \mathrm{I}_{0}\right)\right)=\mathrm{N}\left(0, \mathrm{l}_{0}\right) \tag{6.76}
\end{equation*}
$$

Hence the condition $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ implies that for every $h_{1}, \ldots, h_{m} \in \mathbb{R}^{d}$

$$
\begin{equation*}
\mathcal{L}\left(\left(\ln L_{n, h_{1}}, \ldots, \ln L_{n, h_{m}}\right) \mid P_{n, 0}\right) \Rightarrow \mathcal{L}\left(\left(\ln L_{h_{1}}, \ldots, \ln L_{h_{m}}\right) \mid \mathrm{N}\left(0, \mathrm{I}_{0}\right)\right) . \tag{6.77}
\end{equation*}
$$

This implies $\mathcal{M}_{n} \Rightarrow \mathcal{G}$ in view of Corollary 6.15 as $\mathcal{G}$ is homogeneous. Conversely, fix $h \in \mathbb{R}^{d}$ and an orthonormal system $e_{1}, \ldots, e_{d}$ and set for $A_{n}=\left\{\max _{1 \leq i \leq d}\left|\ln L_{n, e_{i}}\right|+\left|\ln L_{n, h}\right|<\infty\right\}$,

$$
Z_{n}=\sum_{i=1}^{d}\left(\ln L_{n, e_{i}}+\frac{1}{2} e_{i}^{T} \mathrm{I}_{0} e_{i}\right) I_{A_{n}} e_{i}
$$

Suppose that $\mathcal{M}_{n} \Rightarrow \mathcal{G}$. As the limit model of the sequence of binary submodels $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left\{P_{n, g}, P_{n, h}\right\}\right)$ is

$$
\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left\{\mathrm{~N}\left(\mathrm{I}_{0} g, \mathrm{I}_{0}\right), \mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)\right\}\right)
$$

and $\mathrm{N}\left(\mathrm{I}_{0} g, \mathrm{I}_{0}\right) \lll \mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)$, we get

$$
\begin{equation*}
\left\{P_{n, g}\right\} \triangleleft \triangleright\left\{P_{n, h}\right\}, \quad g, h \in \mathbb{R}^{d} \tag{6.78}
\end{equation*}
$$

and $\lim _{n \rightarrow \infty} P_{n, 0}\left(A_{n}\right)=1$ and $\lim _{n \rightarrow \infty} P_{n, 0}\left(\left|\ln L_{n, h}\right|=\infty\right)=0$ from Theorem 6.26. Hence $\mathcal{M}_{n} \Rightarrow \mathcal{G}$ and Corollary 6.15 show that the distribution under $P_{n, 0}$ of every linear function of $\left(\ln L_{n, e_{1}}\right) I_{A_{n}}, \ldots,\left(\ln L_{n, e_{d}}\right) I_{A_{n}},\left(\ln L_{n, h}\right) I_{A_{n}}$ tends weakly to the distribution under $\mathrm{N}\left(0, \mathrm{I}_{0}\right)$ of the same linear function of $\ln L_{e_{1}}, \ldots, \ln L_{e_{d}}, \ln L_{h}$. For $h_{i}=e_{i}^{T} h$ it holds

$$
\mathcal{L}\left(\left.\ln L_{h}+\frac{1}{2} h^{T} \mathbf{I}_{0} h-\sum_{i=1}^{d} h_{i}\left(\ln L_{e_{i}}+\frac{1}{2} e_{i}^{T} \mathrm{I}_{0} e_{i}\right) \right\rvert\, \mathrm{N}\left(0, \mathrm{I}_{0}\right)\right)=\boldsymbol{\delta}_{0}
$$

The weak convergence of distributions to $\boldsymbol{\delta}_{0}$ is equivalent to the stochastic convergence of the associated random variables. Taking into account $\lim _{n \rightarrow \infty} P_{n, 0}\left(A_{n}\right)=1$ we get

$$
\ln L_{n, h}+\frac{1}{2} h^{T} \mathrm{I}_{0} h-\sum_{i=1}^{d} h_{i}\left(\ln L_{n, e_{i}}+\frac{1}{2} e_{i}^{T} \mathrm{I}_{0} e_{i}\right) \rightarrow^{P_{n, 0}} 0
$$

The first corollary is only a reformulation of the theorem as $\mathcal{G}$ and $\mathcal{G}_{0}$ are equivalent; see (6.69). The second corollary follows from (6.78).

Now we study sequences of models for which the stochastic convergence to zero of the remainder term $r_{n}(h)$ in (6.72) is uniform in $h \in C$ for compact subsets $C \subseteq \mathbb{R}^{d}$. It turns out that this condition is equivalent to an equicontinuity property of the sequence of models. The next statement is a modification of Theorem 80.13 in Strasser (1985).

Proposition 6.68. Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right), \Delta_{n} \uparrow \mathbb{R}^{d}$ be a sequence of models that satisfies the condition $\operatorname{LAN}\left(Z_{n}, I_{0}\right)$ in Definition 6.63. Then for every compact set $C \subseteq \mathbb{R}^{d}$ the following conditions are equivalent.
(A) $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$.
(B) $\quad r_{n}\left(h_{n}\right) \rightarrow^{P_{n, 0}} 0$ for every convergent sequence $h_{n}$.
(C) $\quad \lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} \sup _{\left\|h_{1}-h_{2}\right\| \leq \delta, h_{1}, h_{2} \in C}\left\|P_{n, h_{1}}-P_{n, h_{2}}\right\|=0$.

Proof. $(A) \rightarrow(B)$ is clear. $(B) \rightarrow(A)$ : set $\varphi_{n}(h)=P_{n, 0}\left(\left|r_{n}(h)\right|>\varepsilon\right)$ and $\varphi(h)=0$ and use Problem 6.79. $(C) \rightarrow(B)$ : suppose $h_{n} \rightarrow h$. Set $Q_{n}=(1 / 3)\left(P_{n, h_{n}}+P_{n, h}+P_{n, 0}\right)$ and $f_{n, h}=d P_{n, h} / d Q_{n}$. Then

$$
\begin{aligned}
\int\left|L_{n, h_{n}}-L_{n, h}\right| d P_{n, 0} & =\int I_{(0, \infty)}\left(f_{n, 0}\right)\left|\frac{f_{n, h_{n}}}{f_{n, 0}}-\frac{f_{n, h}}{f_{n, 0}}\right| f_{n, 0} d Q_{n} \\
& \leq \int\left|f_{n, h_{n}}-f_{n, h}\right| d Q_{n}=\left\|P_{n, h_{n}}-P_{n, h}\right\|
\end{aligned}
$$

If condition (6.80) is satisfied, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int\left|L_{n, h_{n}}-L_{n, h}\right| d P_{n, 0}=0 \tag{6.81}
\end{equation*}
$$

The conditions (6.71), (6.72), and (6.73) imply

$$
\underset{\delta \downarrow 0}{\liminf } \liminf _{n \rightarrow \infty} P_{n, 0}\left(L_{n, h}>\delta\right)=1
$$

which together with (6.81) provide $\ln L_{n, h_{n}}-\ln L_{n, h} \rightarrow^{P_{n, 0}} 0$. As (6.73) implies that the sequence $Z_{n}$ is stochastically bounded with respect to $P_{n, 0}$ we get

$$
\begin{aligned}
& r_{n}\left(h_{n}\right)-r_{n}(h) \\
= & \ln L_{n, h_{n}}-\ln L_{n, h}-\left\langle Z_{n}, h_{n}-h\right\rangle+\frac{1}{2} h_{n}^{T} \mathrm{I}_{0} h_{n}-\frac{1}{2} h^{T} \mathrm{I}_{0} h \rightarrow^{P_{n, 0}} 0 .
\end{aligned}
$$

$(B) \rightarrow(C)$ : put $\varphi_{n}(h)=P_{n, h}$, and denote by $\mathcal{T}_{n}$ the space of all distributions on $\left(\mathcal{X}_{n}, \mathfrak{A}_{n}\right)$. Use the variational distance as metric $\rho_{\mathcal{T}_{n}}$ to conclude from condition (6.100) in Problem 6.81 that in order to prove (6.80) it is enough to show that $\lim _{n \rightarrow \infty}\left\|P_{n, h_{n}}-P_{n, h}\right\|=0$ for every $h$ and every sequence $h_{n}$ with $h_{n} \rightarrow h$. The conditions (6.71) and (6.73) imply $P_{n, 0}\left(L_{n, h}>0\right) \rightarrow 1$. This implies for the likelihood ratio of $P_{n, h_{n}}$ with respect to $P_{n, h}$, say $M_{n}$, that

$$
\begin{aligned}
\ln M_{n} & =\ln L_{n, h_{n}}-\ln L_{n, h} \\
& =\left\langle Z_{n}, h_{n}-h\right\rangle-\frac{1}{2}\left(h_{n}^{T} \mathrm{I}_{0} h_{n}-h^{T} \mathrm{I}_{0} h\right)+r_{n}\left(h_{n}\right)-r_{n}(h)+o_{P_{n, 0}}(1) .
\end{aligned}
$$

Corollary 6.67 yields $\left\{P_{n, h}\right\} \triangleleft \triangleright\left\{P_{n, 0}\right\}$ and therefore

$$
r_{n}\left(h_{n}\right)=o_{P_{n, 0}}(1)=o_{P_{n, h}}(1) \quad \text { and } \quad Z_{n}=O_{P_{n, 0}}(1)=O_{P_{n, h}}(1),
$$

where the last statement follows from Problem 6.30. Hence $\mathcal{L}\left(\ln M_{n} \mid P_{n, h}\right) \Rightarrow$ $\boldsymbol{\delta}_{0}$. By Theorem 6.21 the weak convergence of the binary models $\left\{P_{n, h_{n}}, P_{n, h}\right\}$ to a binary model $\{P, P\}$ follows, where $P$ is any distribution on, $(\mathcal{X}, \mathfrak{A})$, say. From condition $(B)$ in Theorem 6.21 we get $\lim _{n \rightarrow \infty} \mathrm{D}\left(P_{n, h_{n}}, P_{n, h}\right)=$ $\mathrm{D}(P, P)=0$ and $\lim _{n \rightarrow \infty}\left\|P_{n, h_{n}}-P_{n, h}\right\|=0$ by Proposition 1.84.

Now we study sequences of models that satisfy the LAN condition. We start with a parametrized family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ on $(\mathcal{X}, \mathfrak{A})$, where $\Delta \subseteq \mathbb{R}^{d}$, and $\theta_{0} \in \Delta^{0}$ is fixed. As we have explained already previously (see Examples $6.17,6.19$, and 6.20 ) one can only arrive at nontrivial limit models by turning away from the standard i.i.d. case to a double array of observations, where for increasing sample sizes each individual observation contributes less and less information to the whole model. With this in mind, let us introduce a local parameter by setting

$$
\Delta_{n}=\left\{h: h \in \mathbb{R}^{d}, \theta_{0}+h / \sqrt{n} \in \Delta\right\}, n=1,2, \ldots, \quad \Delta_{n} \uparrow \mathbb{R}^{d}
$$

and study the sequence of models

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right) \tag{6.82}
\end{equation*}
$$

To establish the ULAN condition we use the linearization of the log-likelihood for binary models. Let $\left\{c_{n, i}\right\}$ be a double array of regression coefficients that satisfy

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max _{1 \leq i \leq n} c_{n, i}^{2}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \sum_{i=1}^{n} c_{n, i}^{2}=1 \tag{6.83}
\end{equation*}
$$

For a fixed $\theta_{0} \in \Delta^{0}$ and a convergent sequence $h_{n} \in \mathbb{R}^{d}$ we consider the sequence of binary models

$$
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left\{P_{\theta_{0}}^{\otimes n}, \bigotimes_{i=1}^{n} P_{\theta_{0}+c_{n, i} h_{n}}\right\}\right)
$$

We denote by $L_{\theta_{0}}(h)$ the likelihood ratio of $P_{\theta_{0}+h}$ with respect to $P_{\theta_{0}}$. Set

$$
\begin{aligned}
& X_{n, i}\left(\mathbf{x}_{n}\right)=x_{n, i}, \quad \mathbf{x}_{n}=\left(x_{n, 1}, \ldots, x_{n, n}\right) \in \mathcal{X}^{n} \\
& L_{n, i}=L_{\theta_{0}+c_{n, i} h_{n}}\left(X_{n, i}\right), \quad \text { and } \quad Y_{n, i}=L_{n, i}^{1 / 2}-1
\end{aligned}
$$

To apply the results on binary models we assume that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2^{-}}$ differentiable at $\theta_{0}$ with derivative $\dot{L}_{\theta_{0}}$ and Fisher information $\boldsymbol{I}\left(\theta_{0}\right)=$ $\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}$; see Definition 1.103. Especially, we get from this definition that for all sufficiently large $n$ it holds $Q_{n, i}:=P_{\theta_{0}+c_{n, i} h_{n}} \ll P_{n, i}:=P_{\theta_{0}}$, and therefore $Q_{n, i}\left(L_{n, i}=\infty\right)=0$. Set

$$
\begin{aligned}
& R(\delta):=\sup _{\|h\| \leq \delta}\|h\|^{-2} \mathrm{E}_{\theta_{0}}\left|\left[L_{\theta_{0}}^{1 / 2}(h)-1\right]-\frac{1}{2} h^{T} \dot{L}_{\theta_{0}}\right|^{2} \\
& \gamma(\delta):=\sup _{\|h\| \leq \delta}\|h\|^{-2}\left|\mathrm{E}_{\theta_{0}}\left[L_{\theta_{0}}^{1 / 2}(h)-1\right]^{2}-\frac{1}{4} h^{T} \mathrm{I}\left(\theta_{0}\right) h\right| .
\end{aligned}
$$

If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$, then $R(\delta)$ and $\gamma(\delta)$ tend to zero as $\delta \rightarrow 0$. An approximation of the first two moments of $Y_{n, i}$ is considered next.

Problem 6.69.* It holds

$$
\begin{align*}
& \left|\mathrm{E}_{\theta_{0}} Y_{n, i}-\left(-\frac{1}{8} c_{n, i}^{2} h_{n}^{T} \mathrm{I}\left(\theta_{0}\right) h_{n}\right)\right| \leq \gamma\left(\delta_{n}\right)\left\|c_{n, i} h_{n}\right\|^{2}  \tag{6.84}\\
& \left|\mathrm{E}_{\theta_{0}} Y_{n, i}^{2}-\frac{1}{4} c_{n, i}^{2} h_{n}^{T} \mathrm{I}\left(\theta_{0}\right) h_{n}\right| \leq \gamma\left(\delta_{n}\right)\left\|c_{n, i} h_{n}\right\|^{2},  \tag{6.85}\\
& \mathrm{E}_{\theta_{0}}\left(Y_{n, i}-\mathrm{E}_{\theta_{0}} Y_{n, i}-\frac{1}{2} c_{n, i} h_{n}^{T} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)\right)^{2} \leq \rho_{n, i}, \quad \text { where }  \tag{6.86}\\
& \rho_{n, i}=2 R\left(\delta_{n}\right)\left\|c_{n, i} h_{n}\right\|^{2}+2\left(\frac{1}{8} c_{n, i}^{2} h_{n}^{T} \mathrm{I}\left(\theta_{0}\right) h_{n}+\gamma\left(\delta_{n}\right)\left\|c_{n, i} h_{n}\right\|^{2}\right)^{2},
\end{align*}
$$

for every sufficiently large $n$, and where $\delta_{n}=\max _{1 \leq i \leq n}\left\|c_{n, i} h_{n}\right\|$.
The following version of the so-called second lemma of LeCam is taken from Witting and Müller-Funk (1995).

Theorem 6.70. (Second Lemma of LeCam) Suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$ differentiable at $\theta_{0} \in \Delta^{0}$ with derivative $\dot{L}_{\theta_{0}}$ and Fisher information matrix $\mathrm{I}\left(\theta_{0}\right)=\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}$. Suppose that the conditions in (6.83) are satisfied. Then the sequence of models

$$
\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(\bigotimes_{i=1}^{n} P_{\theta_{0}+c_{n, i} h}\right)_{h \in \Delta_{n}}\right), \quad \Delta_{n}=\left\{h: \theta_{0}+c_{n, i} h \in \Delta, i=1, \ldots, n\right\}
$$

satisfies the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition with $Z_{n}=\sum_{i=1}^{n} c_{n, i} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)$ and $\mathrm{I}_{0}=$ $\mathrm{I}\left(\theta_{0}\right)$.

Corollary 6.71. Under the assumptions of the theorem the sequence

$$
\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right), \quad \Delta_{n}=\left\{h: \theta_{0}+h / \sqrt{n} \in \Delta\right\}
$$

satisfies the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition with $Z_{n}=(1 / \sqrt{n}) \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)$ and $\mathrm{I}_{0}=\mathrm{I}\left(\theta_{0}\right)$.

Proof. We apply Theorem 6.49 with $P_{n, i}=P_{\theta_{0}}$ and $Q_{n, i}=P_{\theta_{0}+c_{n, i} h_{n}}$, where $h_{n} \rightarrow h$. To establish (6.52) we remark that by the definition of the $\mathbb{L}_{2}$-differentiability (see Definition 1.103 ) it holds $Q_{n, i}\left(Y_{n, i}=\infty\right)=0$ for all sufficiently large $n$. It follows from Problem 6.59 and (6.86) that we have to establish the Lindeberg condition only for the double array $\mathrm{E}_{\theta_{0}} Y_{n, i}+\frac{1}{2} c_{n, i} h_{n}^{T} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)$. Utilizing Problem 6.59 once more (6.84) shows that we have to prove the Lindeberg condition for $c_{n, i} h_{n}^{T} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)$ only. As the $\dot{L}_{\theta_{0}}\left(X_{n, i}\right)$ are i.i.d. under $P_{\theta_{0}}^{\otimes n}$, and $\mathrm{E}_{\theta_{0}}\left\|\dot{L}_{\theta_{0}}\left(X_{1,1}\right)\right\|^{2}<\infty$, the Lindeberg condition for $c_{n, i} h_{n}^{T} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)$ follows from Problem 6.82.

Condition (6.55) with $\sigma^{2}=h^{T} \mathbf{I}\left(\theta_{0}\right) h$ follows from $\mathrm{E}_{\theta_{0}} Y_{n, i}^{2}=\mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)$, (6.85), $h_{n} \rightarrow h$, and (6.83). Hence we get from Theorem 6.49,

$$
\ln L_{n, h_{n}}=2 \sum_{i=1}^{n} Y_{n, i}-\sigma^{2} / 4+o_{P_{\theta_{0}}^{\otimes n}}(1), \quad \sigma^{2}=h^{T} \mathbf{I}\left(\theta_{0}\right) h
$$

The random variables $V_{n, i}=Y_{n, i}-\mathrm{E}_{\theta_{0}} Y_{n, i}-\frac{1}{2} c_{n, i} h_{n}^{T} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)$ are independent and have expectation zero. Hence,

$$
\mathrm{E}_{\theta_{0}}\left(\sum_{i=1}^{n} V_{n, i}\right)^{2}=\sum_{i=1}^{n} \mathrm{E}_{\theta_{0}} V_{n, i}^{2} \leq \sum_{i=1}^{n} \rho_{n, i} \rightarrow 0
$$

by (6.86). Thus by (6.84) and (6.83),

$$
\begin{aligned}
\ln L_{n, h_{n}} & =\sum_{i=1}^{n}\left[c_{n, i} h_{n}^{T} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)+2 \mathrm{E}_{\theta_{0}} Y_{n, i}\right]-\sigma^{2} / 4+o_{P_{\theta_{0}}^{\otimes n}}(1) \\
& =h_{n}^{T} Z_{n}-\frac{1}{2} h_{n}^{T} \mathrm{I}_{0} h_{n}+o_{P_{\theta_{0}}^{\otimes n}}(1),
\end{aligned}
$$

which is the expansion (6.71) with $\mathrm{I}_{0}=\mathrm{I}\left(\theta_{0}\right)$. It remains to show that $\mathcal{L}\left(Z_{n} \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}_{0}\right)$. To this end we fix $h$ and consider the random variables $Z_{n, i}=c_{n, i} h^{T} \dot{L}_{\theta_{0}}\left(X_{n, i}\right)$, which satisfy the Lindeberg condition by Problem 6.82. As $\mathrm{E}_{\theta_{0}} Z_{n, i}=0$ by Proposition 1.110, and

$$
\sum_{i=1}^{n} \mathrm{~V}_{\theta_{0}}\left(Z_{n, i}\right)=\sum_{i=1}^{n} c_{n, i}^{2} h^{T} \mathbf{I}\left(\theta_{0}\right) h \rightarrow h^{T} \mathbf{I}\left(\theta_{0}\right) h
$$

we get $\mathcal{L}\left(Z_{n} \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}_{0}\right)$ from Theorem A. 54 and the Cramér-Wold device; see Criterion A.52. The proof of the corollary follows by setting $c_{n, i}=$ $1 / \sqrt{n}$.

In the following theorem we formulate the third lemma of LeCam in the language of the LAN condition. In the next three chapters we systematically use the statements of the subsequent theorem and its corollaries. They allow us to evaluate the risk of estimators, tests, and selection rules asymptotically under local alternatives. Such statements are the main tools to evaluate the efficiency of decisions, and thus they are the backbone of the entire LeCam theory. The concept of weak convergence of distributions relies on the expectation of bounded and continuous functions of the random variables under consideration. Sometimes one has to deal with functions that are discontinuous at a few points. Such functions are indicator functions of intervals that appear in the theory of testing statistical hypotheses, or convex loss functions when estimating parameters. A function $\varphi: \mathbb{R}^{d} \rightarrow_{m} \mathbb{R}$ is called $\boldsymbol{\lambda}_{d}$-a.e. continuous if the set of all points of discontinuity has the Lebesgue measure zero.

Theorem 6.72. (Third Lemma of LeCam Under LAN) Suppose that the sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$ with $\Delta_{n} \uparrow \mathbb{R}^{d}$ fulfils the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition, and let $S_{n}: \mathcal{X}_{n} \rightarrow \mathbb{R}^{m}$. Then

$$
\begin{equation*}
\mathcal{L}\left(\left(S_{n}^{T}, Z_{n}^{T}\right)^{T} \mid P_{n, 0}\right) \Rightarrow \mathrm{N}(0, \Sigma) \tag{6.87}
\end{equation*}
$$

implies

$$
\begin{equation*}
\mathcal{L}\left(\left(S_{n}^{T}, Z_{n}^{T}\right)^{T} \mid P_{n, h}\right) \Rightarrow \mathrm{N}\left(\binom{\Sigma_{1,2} h}{\Sigma_{2,2} h}, \Sigma\right), \quad h \in \mathbb{R}^{d} \tag{6.88}
\end{equation*}
$$

where $\left(\Sigma_{i, j}\right)_{1 \leq i, j \leq 2}$ is the partition of $\Sigma$ into submatrices and $\Sigma_{2,2}=\mathrm{I}_{0}$. Furthermore, for every bounded and continuous $\varphi: \mathbb{R}^{m+d} \rightarrow \mathbb{R}$ and every $h \in \mathbb{R}^{d}$,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int \varphi\left(S_{n}\left(x_{n}\right), Z_{n}\left(x_{n}\right)\right) P_{n, h}\left(d x_{n}\right)  \tag{6.89}\\
= & \int \varphi\left(x+\Sigma_{1,2} h, y+\Sigma_{2,2} h\right) \mathrm{N}(0, \Sigma)(d x, d y) .
\end{align*}
$$

If $\varphi: \mathbb{R}^{d} \rightarrow_{m} \mathbb{R}$ is bounded and $\boldsymbol{\lambda}_{d}$-a.e. continuous, and $\mathrm{I}_{0}$ is nonsingular, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int \varphi\left(Z_{n}\left(x_{n}\right)\right) P_{n, h}\left(d x_{n}\right)=\int \varphi\left(x+\mathrm{I}_{0} h\right) \mathrm{N}\left(0, \mathrm{I}_{0}\right)(d x) \tag{6.90}
\end{equation*}
$$

If $\varphi: \mathbb{R}^{m} \rightarrow_{m} \mathbb{R}$ is bounded and $\boldsymbol{\lambda}_{m}$-a.e. continuous, and $\Sigma_{1,1}$ is nonsingular, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int \varphi\left(S_{n}\left(x_{n}\right)\right) P_{n, h}\left(d x_{n}\right)=\int \varphi\left(x+\Sigma_{1,2} h\right) \mathrm{N}\left(0, \Sigma_{1,1}\right)(d x) \tag{6.91}
\end{equation*}
$$

Corollary 6.73. If in addition the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition holds, then the convergence in (6.89), (6.90), and (6.91) is locally uniform in $h$.

Proof. Fix $g_{0} \in \mathbb{R}^{m}, h_{0} \in \mathbb{R}^{d}$ and set $\widetilde{S}_{n}=g_{0}^{T} S_{n}+h_{0}^{T} Z_{n}$. Then by (6.71) and (6.87),

$$
\mathcal{L}\left(\left(\widetilde{S}_{n}, \ln L_{n, h}\right)^{T} \mid P_{n, 0}\right) \Rightarrow \mathrm{N}\left(\binom{0}{-\frac{1}{2} \sigma^{2}},\left(\begin{array}{cc}
\tau^{2} & \rho \tau \sigma \\
\rho \tau \sigma & \sigma^{2}
\end{array}\right)\right),
$$

where

$$
\begin{aligned}
\tau^{2} & =g_{0}^{T} \Sigma_{1,1} g_{0}+h_{0}^{T} \Sigma_{2,2} h_{0}+g_{0}^{T} \Sigma_{1,2} h_{0}+h_{0}^{T} \Sigma_{2,1} g_{0}, \sigma^{2}=h^{T} \Sigma_{2,2} h, \\
\rho \tau \sigma & =g_{0}^{T} \Sigma_{1,2} h+h_{0}^{T} \Sigma_{2,2} h
\end{aligned}
$$

Hence by Proposition 6.34

$$
\mathcal{L}\left(\widetilde{S}_{n} \mid P_{n, h}\right) \Rightarrow \mathrm{N}\left(\rho \tau \sigma, \tau^{2}\right)
$$

As $g_{0}$ and $h_{0}$ are arbitrary we get the statement (6.88) from the CramérWold device; see Criterion A.52. The statement (6.88) implies (6.89) for every bounded and continuous $\varphi: \mathbb{R}^{m+d} \rightarrow \mathbb{R}$. Suppose now $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is bounded and $\boldsymbol{\lambda}_{d}$-a.e. continuous. If $\mathrm{I}_{0}$ is nonsingular, then $\varphi$ is also $\mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)$-a.s. continuous. Hence (6.90) follows from the fact that (6.88) implies the weak convergence of the marginal distributions and $(F)$ in Theorem A.49. The proof of (6.91) is similar. To prove the corollary, we set

$$
\varphi_{n}(h)=\int \varphi\left(S_{n}\left(x_{n}\right), Z_{n}\left(x_{n}\right)\right) P_{n, h}\left(d x_{n}\right)
$$

If the $\operatorname{ULAN}\left(Z_{n}, \mathrm{l}_{0}\right)$ condition holds, then in view of (6.80) and the inequality in Problem 1.80,

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} \sup _{\left\|h_{1}-h_{2}\right\| \leq \delta, h_{1}, h_{2} \in C}\left|\varphi_{n}\left(h_{1}\right)-\varphi_{n}\left(h_{2}\right)\right|=0 .
$$

An application of the statement in Problem 6.80 completes the proof.
For i.i.d. observations the sequence of models has a product structure., i.e.

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right), \quad \Delta_{n} \uparrow \mathbb{R}^{d} \tag{6.92}
\end{equation*}
$$

Denote by $X_{1}, \ldots, X_{n}$ the projections of $\mathcal{X}^{n}$ on $\mathcal{X}$. The sequence of statistics $S_{n}: \mathcal{X}^{n} \rightarrow_{m} \mathbb{R}^{m}$ admits in many cases a so-called stochastic Taylor expansion; that is,

$$
\begin{equation*}
S_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Psi\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) \tag{6.93}
\end{equation*}
$$

where $\Psi$ belongs to the space $\mathbb{L}_{2, m}^{0}\left(P_{\theta_{0}}\right)$ of functions $\Psi: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ with $\mathrm{E}_{\theta_{0}} \Psi=0$ and $\mathrm{E}_{\theta_{0}}\|\Psi\|^{2}<\infty$. For such sequences we get the following version of the third lemma of LeCam.

Corollary 6.74. Assume that for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \Delta \subseteq \mathbb{R}^{d}$, the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with derivative $\dot{L}_{\theta_{0}}$. Suppose that $S_{n}: \mathcal{X}^{n} \rightarrow_{m} \mathbb{R}^{m}$ is a sequence of statistics that admits the representation (6.93). Then it holds

$$
\begin{equation*}
\mathcal{L}\left(S_{n} \mid P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(\mathrm{C}_{\theta_{0}}\left(\Psi, \dot{L}_{\theta_{0}}\right) h, \mathrm{C}_{\theta_{0}}(\Psi)\right), \quad h \in \mathbb{R}^{d} \tag{6.94}
\end{equation*}
$$

For every bounded and continuous function $\varphi: \mathbb{R}^{m} \rightarrow \mathbb{R}$ it holds locally uniform in $h$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int \varphi\left(S_{n}\left(x_{n}\right)\right) P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\left(d x_{n}\right)=\int \varphi\left(x+\mathrm{C}_{\theta_{0}}\left(\Psi, \dot{L}_{\theta_{0}}\right) h\right) \mathrm{N}\left(0, \mathrm{C}_{\theta_{0}}(\Psi)\right)(d x) \tag{6.95}
\end{equation*}
$$

If $\mathrm{C}_{\theta_{0}}(\Psi)$ is nonsingular, then (6.95) holds locally uniform in $h$ for every $\varphi: \mathbb{R}^{m} \rightarrow_{m} \mathbb{R}$ that is bounded and $\boldsymbol{\lambda}_{d}$-a.e. continuous.

Proof. We note that by the second lemma of LeCam (see Corollary 6.71) the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right), \Delta_{n}=\left\{h: \theta_{0}+\right.$ $h / \sqrt{n} \in \Delta\}$, satisfies the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}\left(\theta_{0}\right)\right)$ condition with central sequence $Z_{n}=n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)$ and Fisher information matrix $\mathrm{I}\left(\theta_{0}\right)=\mathrm{C}_{\theta_{0}}\left(\dot{L}_{\theta_{0}}\right)$. The central limit theorem for i.i.d. random vectors and Slutsky's lemma yield that the distribution of

$$
\binom{S_{n}}{Z_{n}}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\binom{\Psi\left(X_{i}\right)}{\dot{L}_{\theta_{0}}\left(X_{i}\right)}+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

tends to a normal distribution with expectation zero and covariance matrix $\Sigma$ given by

$$
\sum=\left(\begin{array}{ll}
\mathrm{C}_{\theta_{0}}(\Psi) & \mathrm{C}_{\theta_{0}}\left(\Psi, \dot{L}_{\theta_{0}}\right) \\
\mathrm{C}_{\theta_{0}}\left(\dot{L}_{\theta_{0}}, \Psi\right) & \mathrm{I}\left(\theta_{0}\right)
\end{array}\right)
$$

To complete the proof we have only to apply the already proved statements in Theorem 6.72 and Corollary 6.73.

The shift $C_{\theta_{0}}\left(\Psi, \dot{L}_{\theta_{0}}\right) h$ that appears in (6.95) indicates how the statistic $S_{n}$ measures the deviation from $\theta_{0}$ when the data are from a local alternative. Suppose for simplicity that $d=1$. Then $\mathrm{C}_{\theta_{0}}(\Psi)$ is the variance $\mathrm{V}_{\theta_{0}}(\Psi)$. If we turn to the normalized statistic

$$
\widetilde{S}_{n}=\left(\mathrm{V}_{\theta_{0}}(\Psi)\right)^{-1 / 2} S_{n}
$$

and denote by $\rho$ the correlation between $\Psi$ and $\dot{L}_{\theta_{0}}$, and by $\mathrm{I}\left(\theta_{0}\right)$ the Fisher information, then

$$
\mathcal{L}\left(\widetilde{S}_{n} \mid P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(\left.\rho\right|^{1 / 2}\left(\theta_{0}\right) h, 1\right)
$$

Thus, to maximize the shift means to maximize the correlation coefficient. If we are interested in a positive shift, then the maximum shift is produced by taking $\Psi=\dot{L}_{\theta_{0}}$. This is easy to understand as the tangent $\dot{L}_{\theta_{0}}$ of the model reflects best the behavior of the model if we operate with first-order linearizations.

The simplest situations where the ULAN condition is satisfied are those with exponential families.

Example 6.75. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family on $(\mathcal{X}, \mathfrak{A})$ with generating statistic $T: \mathcal{X} \rightarrow \mathbb{R}^{d}$ and natural parameter $\theta \in \Delta$. We assume that the conditions (A1) and (A2) are satisfied. Then by (1.6)

$$
\frac{d P_{\theta}}{d \boldsymbol{\mu}}(x)=\exp \{\langle\theta, T(x)\rangle-K(\theta)\}, \quad x \in \mathcal{X} .
$$

By Example 1.120 the family is $\mathbb{L}_{2}$-differentiable with derivative $\dot{L}_{\theta_{0}}=T-\nabla K\left(\theta_{0}\right)$, $\theta_{0} \in \Delta^{0}$. Hence the sequence $P_{\theta_{0}+h_{n} / \sqrt{n}}^{\otimes n}$ satisfies the $\operatorname{ULAN}\left(Z_{n}, \mathrm{l}_{0}\right)$ condition with

$$
Z_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(T\left(X_{i}\right)-\nabla K\left(\theta_{0}\right)\right)
$$

and $\mathbf{I}_{0}=\nabla \nabla^{T} K\left(\theta_{0}\right)$. But this can also be obtained directly. Indeed, for $h_{n} \rightarrow h$,

$$
\begin{aligned}
& \ln L_{n, h_{n}}:=\ln \left(d P_{\theta_{0}+h_{n} / \sqrt{n}}^{\otimes n} / d P_{\theta_{0}}^{\otimes n}\right) \\
&=\sum_{i=1}^{n}\left(h_{n} / \sqrt{n}\right)^{T}\left[T\left(X_{i}\right)-\nabla K\left(\theta_{0}\right)\right]+\frac{1}{2} h^{T} \mathbf{l}_{0} h+r_{n}\left(\theta_{0}, h\right), \quad \text { where } \\
& r_{n}\left(\theta_{0}, h_{n}\right)=n\left[K\left(\theta_{0}+h_{n} / \sqrt{n}\right)-K\left(\theta_{0}\right)-\left(h_{n} / \sqrt{n}\right)^{T} \nabla K\left(\theta_{0}\right)\right]-\frac{1}{2} h_{n}^{T} I_{0} h_{n} \rightarrow 0 .
\end{aligned}
$$

If a sequence of models satisfies the LAN condition, then by (6.71),

$$
L_{n, h} \approx \exp \left\{h^{T} Z_{n}-\frac{1}{2} h^{T} \mathbf{I}_{0} h\right\}
$$

which means that $\left(P_{n, h}\right)_{h \in \Delta_{n}}$ is an approximate exponential family. Two problems arise in an attempt to bring this statement into a mathematically rigorous form. First, the $\operatorname{LAN}\left(Z_{n}, I_{0}\right)$ condition does not say anything about possible moments of $Z_{n}$. Especially we cannot expect that $\int \exp \left\{h^{T} Z_{n}\right\} d P_{n, 0}<\infty$, and thus we cannot turn $\exp \left\{h^{T} Z_{n}\right\}$ into a density by a proper normalization. To overcome this difficulty we apply a truncation technique by setting, for a sequence $c_{n}$ with $c_{n} \rightarrow \infty$,

$$
\begin{align*}
Z_{n}^{*} & =I_{\left[0, c_{n}\right]}\left(\left\|Z_{n}\right\|\right) Z_{n} \\
K_{n}(h) & =\ln \left(\int \exp \left\{h^{T} Z_{n}^{*}\right\} d P_{n, 0}\right), \\
\frac{d Q_{n, h}}{d P_{n, 0}} & =\exp \left\{h^{T} Z_{n}^{*}-K_{n}(h)\right\} . \tag{6.96}
\end{align*}
$$

Second, to make the phrase "approximate exponential family" precise, we measure the difference between $P_{n, h}$ and $Q_{n, h}$ with the variational distance. The next theorem is due to LeCam (1960). For a proof we refer to Strasser (1985), Theorem 81.1.

Theorem 6.76. Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$ be a sequence of models with $\Delta_{n} \uparrow \mathbb{R}^{d}$ that fulfils the $\operatorname{LAN}\left(Z_{n}, \mathrm{l}_{0}\right)$ condition. Then there exists a sequence $c_{n}$ with $c_{n} \rightarrow \infty$ such that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left\|P_{n, h}-Q_{n, h}\right\|=0, \quad h \in \mathbb{R}^{d}, \\
& \lim _{n \rightarrow \infty} K_{n}(h)=\frac{1}{2} h_{0}^{T} \mathrm{l}_{0} h, \quad h \in \mathbb{R}^{d},
\end{aligned}
$$

for $Q_{n}$ defined in (6.96).
The above theorem has far-reaching consequences. As the sequence of generating statistics $Z_{n}^{*}$ is sufficient for the family $Q_{n, h}$, which approximates $P_{n, h}$ in terms of the variational distance, $Z_{n}^{*}$ and thus $Z_{n}$ are approximately sufficient for the family $P_{n, h}$ in the following sense.

Theorem 6.77. Let the assumptions of Theorem 6.76 be satisfied. If the decision space $(\mathcal{D}, \mathfrak{D})$ is a Borel space, and $\mathrm{D}_{\mathcal{M}_{n}}: \mathfrak{D} \times \mathcal{X}_{n} \rightarrow_{k}[0,1]$ is a sequence of decisions for the models $\mathcal{M}_{n}$, then there are decisions $\mathrm{D}_{\mathcal{M}_{n}}$ factorized by $Z_{n}$; that is, there are $\mathrm{D}_{n}: \mathfrak{D} \times \mathbb{R}^{d} \rightarrow_{k}[0,1]$ with $\mathrm{D}_{\mathcal{M}_{n}}^{*}(A \mid x)=\mathrm{D}_{n}\left(A \mid Z_{n}(x)\right)$, such that for every bounded loss function $L$,

$$
\lim _{n \rightarrow \infty}\left(\mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}\right)-\mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}^{*}\right)\right)=0, \quad h \in \mathbb{R}^{d}
$$

Proof. By Theorem 4.18 there are decisions $\mathrm{D}_{\mathcal{M}_{n}}^{*}$ factorized by $Z_{n}^{*}$, and thus factorized by $Z_{n}$, such that

$$
\int\left[\int L(h, a) \mathrm{D}_{\mathcal{M}_{n}}(d a \mid x)\right] Q_{n, h}(d x)=\int\left[\int L(h, a) \mathrm{D}_{n}\left(d a \mid Z_{n}(x)\right)\right] Q_{n, h}(d x)
$$

If $\|L\|_{u} \leq c$, then $\left|\int L(h, a) \mathrm{D}_{n}\left(d a \mid Z_{n}(x)\right)\right| \leq c$. Hence by the inequality $\left|\int f d\left(P_{0}-P_{1}\right)\right| \leq c\left\|P_{0}-P_{1}\right\|$ for $\|f\|_{u} \leq c$ (see Problem 1.80) we get

$$
\begin{aligned}
& \left|\mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}\right)-\mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}^{*}\right)\right| \\
= & \left|\int\left[\int L(h, a)\left(\mathrm{D}_{\mathcal{M}_{n}}(d a \mid x)-\mathrm{D}_{n}\left(d a \mid Z_{n}(x)\right)\right)\right] P_{n, h}(d x)\right| \\
\leq & \left|\int\left[\int L(h, a)\left(\mathrm{D}_{\mathcal{M}_{n}}(d a \mid x)-\mathrm{D}_{n}\left(d a \mid Z_{n}(x)\right)\right)\right] Q_{n, h}(d x)\right| \\
& +\left|\int\left[\int L(h, a)\left(\mathrm{D}_{\mathcal{M}_{n}}(d a \mid x)-\mathrm{D}_{n}\left(d a \mid Z_{n}(x)\right)\right)\right]\left(P_{n, h}-Q_{n, h}\right)(d x)\right| \\
\leq & 2 c\left\|P_{n, h}-Q_{n, h}\right\| .
\end{aligned}
$$

Remark 6.78. The LAN condition was introduced by LeCam (1960). The more general concept of local asymptotic mixed normality (LAMN) is due to Jeganathan (1980a,b). A somewhat more general concept is that of locally asymptotically quadratic families; see LeCam and Yang (1990). Shiryaev and Spokoiny (2000) introduced another concept for asymptotic normality. The starting point for this is the fact that weak convergence of distributions can be replaced by the a.s. convergence of random variables with the same distributions if one defines the new random variables on a suitably constructed probability space.

We have established the LAN property only for i.i.d. observations. This fundamental condition can be proved in a more general setting. For independent but not necessarily identically distributed observations we refer to Strasser (1985) and Rieder (1994). There are many papers dealing with the LAN condition for stochastic processes. First results are contained in the books by Basawa and Prakasa Rao (1980) and Basawa and Scott (1983). The LAN condition appears then as a special case of the LAMN condition when the considered process is ergodic. Without being complete, for diffusion processes we refer to Jeganathan (1980a,b), Basawa and Prakasa Rao (1980), Basawa and Scott (1983), Davies (1985), and Luschgy (1992a). Ergodic diffusion processes are considered in Kutoyanc (2004), and Markov statistical models are studied in Höpfner, Jacod, and Ladell (1990). The LAN condition for spatial Poisson processes has been established in Liese and Lorz (1999). Thinned point processes are considered in Falk and Liese (1998).

For further details of the history and development of the concept of asymptotic normality of sequences of models and related concepts we refer to Strasser (1985), Chapter 13, LeCam and Yang (1990), and Shiryaev and Spokoiny (2000).

Finally, we collect some technical problems that concern well-known results on the uniform convergence of functions.

Problem 6.79.* Let $\mathcal{S}$ and $\mathcal{T}$ be any metric spaces with metrics $\rho_{\mathcal{S}}$ and $\rho_{\mathcal{T}}$, respectively, and let $\varphi, \varphi_{1}, \ldots$ be functions on $\mathcal{S}$ with values in $\mathcal{T}$. If $\mathcal{S}$ is compact and $\varphi$ is continuous, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{s \in \mathcal{S}} \rho_{\mathcal{T}}\left(\varphi_{n}(s), \varphi(s)\right)=0 \quad \Longleftrightarrow \quad \lim _{n \rightarrow \infty} \rho_{\mathcal{T}}\left(\varphi_{n}\left(s_{n}\right), \varphi(s)\right)=0 \tag{6.97}
\end{equation*}
$$

for every $s_{n}, s \in \mathcal{S}$ with $s_{n} \rightarrow s$.

Problem 6.80.* Suppose $\mathcal{S}$ and $\mathcal{T}$ are metric spaces and $\varphi, \varphi_{n}: \mathcal{S} \rightarrow \mathcal{T}$. If $\mathcal{S}$ is compact, $\varphi$ is continuous, and the sequence $\varphi_{n}$ satisfies

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} \sup _{s_{1}, s_{2}: \rho_{\mathcal{S}}\left(s_{1}, s_{2}\right) \leq \delta} \rho_{\mathcal{T}}\left(\varphi_{n}\left(s_{1}\right), \varphi_{n}\left(s_{2}\right)\right)=0,
$$

then the pointwise convergence $\varphi_{n}(s) \rightarrow \varphi(s)$ for all $s$ from a dense subset implies the uniform convergence of $\varphi_{n}$ to $\varphi$.

Problem 6.81.* Suppose $\mathcal{S}$ and $\mathcal{T}_{n}$ are metric spaces and $\varphi_{n}: \mathcal{S} \rightarrow \mathcal{T}_{n}$. If $\mathcal{S}$ is compact, then the following conditions are equivalent.

$$
\begin{align*}
& \lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} \sup _{s_{1}, s_{2}: \rho_{\mathcal{S}}\left(s_{1}, s_{2}\right) \leq \delta} \rho_{\mathcal{T}_{n}}\left(\varphi_{n}\left(s_{1}\right), \varphi_{n}\left(s_{2}\right)\right)=0 .  \tag{6.98}\\
& \lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} \sup _{s: \rho_{\mathcal{S}}\left(s, s_{0}\right) \leq \delta} \rho_{\mathcal{I}_{n}}\left(\varphi_{n}(s), \varphi_{n}\left(s_{0}\right)\right)=0, \quad s_{0} \in \mathcal{S} .  \tag{6.99}\\
& \lim _{n \rightarrow \infty} \rho_{\mathcal{T}_{n}}\left(\varphi_{n}\left(s_{n}\right), \varphi_{n}\left(s_{0}\right)\right)=0, \quad s_{n}, s_{0} \in \mathcal{S}, s_{n} \rightarrow s_{0} . \tag{6.100}
\end{align*}
$$

Problem 6.82.* Let $V_{1}, V_{2}, \ldots$ be i.i.d. random vectors with $\mathbb{E}\left\|V_{1}\right\|^{2}<\infty$. If $h_{n, i}$, $i=1, \ldots, n, n=1,2, \ldots$, is a double array of vectors with $\sup _{n} \sum_{i=1}^{n}\left\|h_{n, i}\right\|^{2}<\infty$ and $\lim _{n \rightarrow \infty} \max _{1 \leq i \leq n}\left\|h_{n, i}\right\|^{2}=0$, then $Z_{n, i}=h_{n, i}^{T} V_{i}$ satisfies the Lindeberg condition

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \mathbb{E} Z_{n, i}^{2} I_{(\varepsilon, \infty)}\left(\left|Z_{n, i}\right|\right)=0, \quad \varepsilon>0
$$

### 6.5 Asymptotic Lower Risk Bounds, Hájek-LeCam Bound

In the previous sections we have studied the dependence of the risk and the Bayes risk on their relevant components. In Chapter 3 it has been shown that under mild assumptions the risk function $\mathrm{R}(\theta, \mathrm{D})$ is continuous in $\theta$. Moreover, for a bounded and continuous loss function $L$ the risk $\mathrm{R}(\theta, \mathrm{D})$ has been shown to depend continuously on $D$. Now we study the dependence of the risk on the model; that is, we consider the behavior of the risk under the weak convergence of models. This investigation is motivated by the following fact. We have seen that under mild assumptions the limit model is a Gaussian model. In such models one can often find optimal decisions under weak restrictions on the class of decisions under consideration. Consider, for example, the problem of testing the hypotheses $\mathrm{H}_{0}: \mu \leq \mu_{0}$ versus $\mathrm{H}_{A}: \mu>\mu_{0}$ in the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbb{N}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}}\right)$ where $\sigma^{2}$ is known. In Example 2.52 we have seen that the Gauss test $\varphi$ that rejects the null hypothesis for large values of $\bar{X}_{n}$ is a uniformly best level $\alpha$ test for $\alpha=\mathrm{E}_{\mu_{0}} \varphi$. In the next chapter it is shown that $\bar{X}_{n}$ as an estimator of $\mu$ has several optimality properties under the squared error loss. Another example is testing $\mathrm{H}_{0}: \mu_{1}=\cdots=\mu_{k}$ versus $\mathrm{H}_{A}: \delta^{2}>0$, where $\delta^{2}=\sum_{i=1}^{k} \mu_{i}^{2}$, in the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\bigotimes_{i=1}^{n} \mathrm{~N}\left(\mu_{i}, \sigma^{2}\right)\right)_{\left.\left(\mu_{1}, \ldots, \mu_{n}\right) \in \mathbb{R}^{n}\right)}\right.$ with a known $\sigma^{2}$. Here the maximin property of the $\chi^{2}$-test has been established in Theorem 5.43. These are just a few examples. In the next three chapters we study estimation, testing, and selection problems systematically with the aim
of finding optimal decisions. Especially optimal decisions for Gaussian models are found there.

Suppose we are given a sequence of models $\mathcal{M}_{n}$ and consider a sequence of associated decisions $\mathrm{D}_{\mathcal{M}_{n}}$. Let the models $\mathcal{M}_{n}$ tend to a model $\mathcal{M}$ for which we have found an optimal decision $D_{\mathcal{M}}$. Then we could call the sequence $D_{\mathcal{M}_{n}}$ optimal for the sequence $\mathcal{M}_{n}$ if the risk functions of $D_{\mathcal{M}_{n}}$ in $\mathcal{M}_{n}$ approximate in some specific way the risk function of $D_{\mathcal{M}}$ in $\mathcal{M}$. For example, this could mean that the maximum risks of $\mathrm{D}_{\mathcal{M}_{n}}$ converge to the maximum risk of a minimax decision in the limit model, if such a decision exists. Or it could mean that the risk functions of $\mathrm{D}_{\mathcal{M}_{n}}$ converge pointwise to the risk function of a uniformly best decision in the limit model, if such a decision exists. With these ideas in mind we set up the following program for finding asymptotic optimal decisions.
(A) Establish the convergence $\mathcal{M}_{n} \Rightarrow \mathcal{G}$.
(B) Establish an asymptotic lower bound for $\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{n}}\right)$
in terms of the limit model.
(C) Find an optimal decision $\mathrm{D}_{\mathcal{G}}(\cdot \mid Z)$ for $\mathcal{G}$ that attains the lower bound and is factorized by the central variable $Z$.
(D) Replace $Z$ by $Z_{n}$ and show that for $\mathrm{D}_{\mathcal{M}_{n}^{*}}:=\mathrm{D}_{\mathcal{G}}\left(\cdot \mid Z_{n}\right)$ the risks $\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{n}^{*}}\right)$ tend to the lower bound of the risks.

Point $(A)$ has been the topic of the previous section on asymptotic normality of models and the LAN and ULAN condition. As to point $(C)$, some results on finding optimal decisions have been established already in the previous chapters. The motivation of $(D)$ is the following. As the central variable in a Gaussian model that appears as a limit model is a sufficient statistic each optimal decision can be written as a function of the central variable. As we know from Theorem 6.77 that the central sequence is asymptotically sufficient it is obvious to replace the central variable by the central sequence. To show that the sequence of decisions $D_{\mathcal{M}_{n}^{*}}$ obtained in this way is asymptotically optimal, one has to prove the convergence of the risks. This is not a difficult task as the LAN condition implies the weak convergence of the distributions of the central sequences. It just remains to find conditions under which the expectations involved in the risks converge as well. Here in this section we focus on point $(B)$.

The crucial point in the subsequent considerations is a compactness property for sequences of decisions that belong to weakly convergent sequences of models. To make this property precise we need a concept of convergence of decisions, similar to that which has been introduced in Chapter 3 for a fixed model. Below we introduce a similar concept for a weakly convergent sequence of models.

Definition 6.83. Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta_{n}}\right)$ with $\Delta_{n} \uparrow \Delta$ be a sequence of statistical models that converge weakly to the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$. Suppose that the decision space $\mathcal{D}$ is a metric space and $\mathfrak{D}$ is the $\sigma$-algebra of Borel sets. A sequence of decisions $\mathrm{D}_{n}: \mathfrak{D} \times \mathcal{X}_{n} \rightarrow_{k}[0,1]$ is called weakly convergent to $\mathrm{D}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ if for every $f \in \mathrm{C}_{b}(\mathcal{D})$ and $\theta \in \Delta$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int\left[\int f(a) \mathrm{D}_{n}(d a \mid x)\right] P_{n, \theta}(d x)=\int\left[\int f(a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x) \tag{6.102}
\end{equation*}
$$

In this case we write $\mathrm{D}_{n} \Rightarrow \mathrm{D}$. We call $\mathrm{D}_{0}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ an accumulation point of the sequence $\mathrm{D}_{n}$ if there exists a subsequence $\mathrm{D}_{n_{k}}$ with $\mathrm{D}_{n_{k}} \Rightarrow \mathrm{D}_{0}$.

Turning to a special case, let $\mathrm{K}_{n}$ and K be nonrandomized decisions. Then there are mappings $T_{n}: \mathcal{X}_{n} \rightarrow{ }_{m} \mathcal{D}$ and $T: \mathcal{X} \rightarrow_{m} \mathcal{D}$ such that $\mathrm{K}_{n}=\delta_{T_{n}}$ and $\mathrm{K}=\boldsymbol{\delta}_{T}$, and thus

$$
\begin{aligned}
\int\left[\int f(a) \mathrm{K}_{n}(d a \mid x)\right] P_{n, \theta}(d x) & =\int f\left(T_{n}(x)\right) P_{n, \theta}(d x)=\mathrm{E}_{n, \theta} f\left(T_{n}\right) \\
\int\left[\int f(a) \mathrm{K}(d a \mid x)\right] P_{\theta}(d x) & =\int f(T(x)) P_{\theta}(d x)=\mathrm{E}_{\theta} f(T)
\end{aligned}
$$

Hence we see that $\mathrm{K}_{n} \Rightarrow \mathrm{~K}$ holds if and only if the sequence of distributions $\mathcal{L}\left(T_{n} \mid P_{n, \theta}\right)$ converges weakly to the distribution $\mathcal{L}\left(T \mid P_{\theta}\right)$ for every $\theta \in \Delta$.

To prepare for the next consideration we study the convergence (6.102) in more detail.

Problem 6.84.* If (6.102) holds and $\mathcal{D}$ is a metric space, then

$$
\liminf _{n \rightarrow \infty} \int\left[\int f(a) \mathrm{D}_{n}(d a \mid x)\right] P_{n, \theta}(d x) \geq \int\left[\int f(a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x), \quad \theta \in \Delta
$$

for every lower bounded and lower semicontinuous function $f: \mathcal{D} \rightarrow(-\infty, \infty]$.
Problem 6.85.* If $\Delta$ is a metric space and $\mathcal{M}$ is continuous in the sense of (A7), then for a fixed $f \in \mathrm{C}_{b}(\mathcal{D})$ the convergence in (6.102) for every $\theta$ from a dense subset of $\Delta$ implies the convergence for every $\theta \in \Delta$.

Now we establish the existence of an accumulation point, or the compactness, of any sequence of decisions that belong to a weakly convergent sequence of models.

Proposition 6.86. Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta_{n}}\right)$, $n=1,2, \ldots$, and $\mathcal{M}=$ $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be models with $\Delta_{n} \uparrow \Delta$. Assume that $\mathcal{D}$ is a compact metric space. If $\mathcal{M}_{n} \Rightarrow \mathcal{M}$, then for every sequence of decisions $D_{\mathcal{M}_{n}}$ for $\mathcal{M}_{n}$ and every at most countable subset $\Delta_{0} \subseteq \Delta$ there exists a subsequence $\mathrm{D}_{\mathcal{M}_{n_{k}}}$ and a decision $\mathrm{D}_{\mathcal{M}}$ for $\mathcal{M}$ such that for every $f \in \mathrm{C}_{b}(\mathcal{D})$ and every $\theta \in \Delta_{0}$,

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \int\left[\int f(a) \mathrm{D}_{\mathcal{M}_{n_{l}}}(d a \mid x)\right] P_{n_{l}, \theta}(d x)=\int\left[\int f(a) \mathrm{D}_{\mathcal{M}}(d a \mid x)\right] P_{\theta}(d x) \tag{6.103}
\end{equation*}
$$

If $\Delta$ is a separable metric space and the model $\mathcal{M}$ is continuous in the sense of (A7), then (6.103) holds for every $\theta \in \Delta$.

Proof. Let $\Delta_{0}=\left\{\theta_{1}, \theta_{2}, \ldots\right\} \subseteq \Delta$ and set $\digamma_{m}=\left\{\theta_{1}, \ldots, \theta_{m}\right\}$. According to Definition 6.10 we have $\Delta\left(\mathcal{M}_{n, \digamma_{m}}, \mathcal{M}_{\digamma_{m}}\right) \rightarrow 0$. It follows from (6.5) that for every $m$ there is a sequence of kernels $\mathrm{K}_{n, m}$ with $\lim _{n \rightarrow \infty}\left\|P_{\theta_{i}, n}-\mathrm{K}_{n, m} P_{\theta_{i}}\right\|=$ $0, i=1, \ldots, m$. We consider the decision

$$
\left(\mathrm{D}_{\mathcal{M}_{n}} \mathrm{~K}_{n, m}\right)(B \mid x):=\int \mathrm{D}_{\mathcal{M}_{n}}\left(B \mid x_{n}\right) \mathrm{K}_{n, m}\left(d x_{n} \mid x\right)
$$

for the model $\mathcal{M}_{\digamma_{m}}$. Then by $\left|\int f(a) \mathrm{D}_{\mathcal{M}_{n}}\left(d a \mid x_{n}\right)\right| \leq\|f\|_{u}$ and Problem 1.80,

$$
\begin{aligned}
& \left|\int\left[\int f(a) \mathrm{D}_{\mathcal{M}_{n}}\left(d a \mid x_{n}\right)\right] P_{n, \theta_{i}}\left(d x_{n}\right)-\int\left[\int f(a)\left(\mathrm{D}_{\mathcal{M}_{\mathrm{n}}} \mathrm{~K}_{n, m}\right)(d a \mid x)\right] P_{\theta_{i}}(d x)\right| \\
& =\mid \int\left[\int f(a) \mathrm{D}_{\mathcal{M}_{n}}\left(d a \mid x_{n}\right)\right] P_{n, \theta_{i}}\left(d x_{n}\right) \\
& \quad-\int\left[\int f(a) \mathrm{D}_{\mathcal{M}_{n}}(d a \mid x)\right]\left(\mathrm{K}_{n, m} P_{\theta_{i}}\right)\left(d x_{n}\right) \mid \leq\|f\|_{u}\left\|P_{n, \theta_{i}}-\mathrm{K}_{n, m} P_{\theta_{i}}\right\| \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty, i=1, \ldots, m$. From the compactness theorem (see Theorem 3.21) we get that for every $m$ there exists a subsequence $n_{m, k}$ and a decision $\mathrm{D}_{0, m}$ such that $\mathrm{D}_{\mathcal{M}_{n_{m, k}}} \mathrm{~K}_{n_{m, k}, m} \Rightarrow \mathrm{D}_{0, m}$, which implies that for $k \rightarrow \infty$,

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \int\left[\int f(a) \mathrm{D}_{\mathcal{M}_{n_{m, k}}}(d a \mid x)\right] P_{n_{m, k}, \theta_{i}}(d x)  \tag{6.104}\\
= & \int\left[\int f(a) \mathrm{D}_{0, m}(d a \mid x)\right] P_{\theta_{i}}(d x),
\end{align*}
$$

for every $f \in \mathrm{C}_{b}(\mathcal{D})$ and $i=1, \ldots, m$. It is clear that we may choose the subsequences to satisfy $\left\{n_{m, k}\right\} \subseteq\left\{n_{m-1, k}\right\}$. Due to Theorem 3.21 again we may assume that for some $\mathrm{D}_{\mathcal{M}}$ it holds $\mathrm{D}_{0, m} \Rightarrow \mathrm{D}_{\mathcal{M}}$. Otherwise we turn to a subsequence. Let $n_{l}$ be the diagonal sequence if we arrange $\left\{n_{m, k}\right\}, m=1,2, \ldots$ in a double array. Then by (6.104), for every $f \in \mathrm{C}_{b}(\mathcal{D})$ and every $\theta \in \Delta_{0}$,

$$
\lim _{l \rightarrow \infty} \int\left[\int f(a) \mathrm{D}_{\mathcal{M}_{n_{l}}}(d a \mid x)\right] P_{n, \theta}(d x)=\int\left[\int f(a) \mathrm{D}_{\mathcal{M}}(d a \mid x)\right] P_{\theta}(d x)
$$

The additional statement follows from Problem 6.85.
Recall that a real-valued function $f$ on a metric space $\mathcal{T}$ is lower semicontinuous at $t_{0}$ if $\liminf _{n \rightarrow \infty} f\left(t_{n}\right) \geq f\left(t_{0}\right)$ for every sequence $t_{n} \rightarrow t_{0}$. Now we formulate and prove the famous asymptotic Hájek-LeCam bound for the maximum risk in a sequence of weakly convergent models. This statement corresponds in some sense to the Cramér-Rao inequality and other lower bounds for the risk for a finite sample size, and it takes care of point $(B)$ in (6.101).

Theorem 6.87. Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta_{n}}\right), n=1,2, \ldots$, and $\mathcal{M}=$ $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be models with $\Delta_{n} \uparrow \Delta$ that satisfy $\mathcal{M}_{n} \Rightarrow \mathcal{M}$. Assume that the parameter space $\Delta$ is a separable metric space, and that the model $\mathcal{M}$ is
continuous in the sense of (A7). Assume that the decision space is a compact metric space and $\mathbb{D}_{0}$ is a set of decisions that contains all accumulation points of the sequence $\mathrm{D}_{\mathcal{M}_{n}}$. Let for every fixed $\theta \in \Delta$ the loss function $a \mapsto L(\theta, a)$ be nonnegative and lower semicontinuous at every $a \in \mathcal{D}$. Then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{n}}\right) \geq \inf _{\mathrm{D}_{\mathcal{M}} \in \mathbb{D}_{0}} \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right), \quad \theta \in \Delta \tag{6.105}
\end{equation*}
$$

If $\widetilde{\Delta} \subseteq \Delta$, and in addition for every fixed $a \in \mathcal{D}$ the function $\theta \mapsto L(\theta, a)$ is lower semicontinuous at every $\theta \in \widetilde{\Delta}$, then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sup _{\theta \in \widetilde{\Delta}} R\left(\theta, D_{\mathcal{M}_{n}}\right) \geq \inf _{\mathrm{D}_{\mathcal{M}} \in \mathbb{D}_{0}} \sup _{\theta \in \widetilde{\Delta}} R\left(\theta, \mathrm{D}_{\mathcal{M}}\right) \tag{6.106}
\end{equation*}
$$

Proof. To prove (6.105) we fix $\theta_{0}$ and choose a subsequence $n_{l}$ such that

$$
\liminf _{n \rightarrow \infty} \mathrm{R}\left(\theta_{0}, \mathrm{D}_{\mathcal{M}_{n}}\right)=\lim _{l \rightarrow \infty} \mathrm{R}\left(\theta_{0}, \mathrm{D}_{\mathcal{M}_{n_{l}}}\right)
$$

In view of Proposition 6.86 we may assume that $\mathrm{D}_{\mathcal{M}_{n_{l}}}$ converges weakly to some decision $D_{0, \mathcal{M}}$ for the model $\mathcal{M}$. Otherwise we turn to a subsequence. Hence by Problem 6.84,

$$
\liminf _{n \rightarrow \infty} R\left(\theta_{0}, D_{\mathcal{M}_{n}}\right)=\lim _{l \rightarrow \infty} R\left(\theta_{0}, D_{\mathcal{M}_{n_{l}}}\right) \geq R\left(\theta_{0}, D_{0, \mathcal{M}}\right) \geq \inf _{D_{\mathcal{M}} \in \mathbb{D}_{0}} R\left(\theta_{0}, D_{\mathcal{M}}\right)
$$

Now let $\Delta_{0}$ be a countable and dense subset of $\widetilde{\Delta}$ and set

$$
A=\liminf _{n \rightarrow \infty} \sup _{\theta \in \Delta_{0}} \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{n}}\right) .
$$

Let $n_{k}$ be a subsequence such that $\lim _{k \rightarrow \infty} \sup _{\theta \in \Delta_{0}} \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{n_{k}}}\right)=A$. Similarly to the first part of the proof we may assume that there exists a decision $\mathrm{D}_{\mathcal{M}} \in \mathbb{D}_{0}$ such that $\mathrm{D}_{\mathcal{M}_{n_{k}}} \Rightarrow \mathrm{D}_{\mathcal{M}}$ as $k \rightarrow \infty$. Hence,

$$
\liminf _{n \rightarrow \infty} \sup _{\theta \in \Delta_{0}} R\left(\theta, D_{\mathcal{M}_{n}}\right) \geq R\left(\theta_{0}, D_{\mathcal{M}}\right)
$$

for every fixed $\theta_{0} \in \Delta_{0}$. As $\theta_{0}$ is arbitrary we may take the supremum on the right-hand side over $\theta_{0} \in \Delta_{0}$, and then the infimum over all accumulation points. This gives

$$
\liminf _{n \rightarrow \infty} \sup _{\theta \in \widetilde{\Delta}} R\left(\theta, D_{\mathcal{M}_{n}}\right) \geq \inf _{D_{\mathcal{M}} \in \mathbb{D}_{0}} \sup _{\theta \in \Delta_{0}} R\left(\theta, D_{\mathcal{M}}\right)
$$

To complete the proof we have only to note that the continuity of the model and the lower semicontinuity of $L$ imply, in view of Proposition 3.25 , that $R\left(\theta, D_{\mathcal{M}}\right)$ is lower semicontinuous. Hence $\sup _{\theta \in \Delta_{0}} R\left(\theta, D_{\mathcal{M}}\right)=$ $\sup _{\theta \in \tilde{\Delta}} \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}}\right)$ and the proof is completed.
Remark 6.88. The asymptotic lower bound that has been established in (6.106) is called the lower Hájek-LeCam bound. It is only a special case of more general results established in LeCam (1972, 1979), and for estimators in Hájek (1972). See also Millar (1983) and Strasser (1985).

Suppose now that the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition in Definition 6.63 holds; that is, that the sequence of models $\mathcal{M}_{n}$ converges in view of Theorem 6.65 weakly to

$$
\begin{align*}
\mathcal{G} & =\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)\right)_{h \in \mathbb{R}^{d}}\right) \quad \text { or }  \tag{6.107}\\
\mathcal{G}_{0} & =\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(h, \Sigma_{0}\right)\right)_{h \in \mathbb{R}^{d}}\right), \quad \text { for } \operatorname{det}\left(\mathrm{I}_{0}\right) \neq 0, \Sigma_{0}=\mathrm{I}_{0}^{-1} . \tag{6.108}
\end{align*}
$$

We now specify the two lower bounds, for the risk and the maximum risk, that have been established in Theorem 6.87 for the case where the limit model is given by (6.107) or (6.108).

Proposition 6.89. Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$ be a sequence of models with $\Delta_{n} \uparrow \mathbb{R}^{d}$ that fulfills the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition in Definition 6.63. If the decision space $\mathcal{D}$ is a compact metric space, $C \subseteq \mathbb{R}^{d}, L: C \times \mathcal{D} \rightarrow \mathbb{R}_{+}$is lower semicontinuous, and $\mathbb{D}_{\mathcal{G}}$ contains all accumulation points of the sequence $\mathrm{D}_{\mathcal{M}_{n}}$, then

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \sup _{h \in C} \mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}\right) \geq \inf _{\mathrm{D}_{\mathcal{G}} \in \mathbb{D}_{\mathcal{G}}} \sup _{h \in C} \int\left[\int L(h, a) \mathrm{D}_{\mathcal{G}}(d a \mid x)\right] \mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)(d x), \\
& \liminf _{n \rightarrow \infty} \mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}\right) \geq \inf _{\mathrm{D}_{\mathcal{G}} \in \mathbb{D}_{\mathcal{G}}} \int\left[\int L(h, a) \mathrm{D}_{\mathcal{G}}(d a \mid x)\right] \mathrm{N}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)(d x), \tag{6.109}
\end{align*}
$$

for all $h \in \mathbb{R}^{d}$. If $\mathbb{D}_{\mathcal{G}_{0}}$ contains all accumulation points of the sequence $\mathrm{D}_{\mathcal{M}_{n}}$ and $\operatorname{det}\left(\mathrm{I}_{0}\right) \neq 0$, then with $\Sigma_{0}=\mathrm{I}_{0}^{-1}$ it holds

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \sup _{h \in C} \mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}\right) & \geq \inf _{\mathrm{D}_{\mathcal{G}_{0} \in \mathbb{D}_{\mathcal{G}_{0}}}} \sup _{h \in C} \int\left[\int L(h, a) \mathrm{D}_{\mathcal{G}_{0}}(d a \mid x)\right] \mathrm{N}\left(h, \Sigma_{0}\right)(d x), \\
\liminf _{n \rightarrow \infty} \mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}\right) & \geq \inf _{\mathrm{D}_{\mathcal{G}_{0}} \in \mathbb{D}_{\mathcal{G}_{0}}} \int\left[\int L(h, a) \mathrm{D}_{\mathcal{G}_{0}}(d a \mid x)\right] \mathrm{N}\left(h, \Sigma_{0}\right)(d x),(6.110)
\end{aligned}
$$

for all $h \in \mathbb{R}^{d}$.
Proof. Problem 6.62 shows that the models with $\left(N\left(\mathrm{I}_{0} h, \mathrm{I}_{0}\right)\right)_{h \in \mathbb{R}^{d}}$, and with $\left(\mathrm{N}\left(h, \Sigma_{0}\right)\right)_{h \in \mathbb{R}^{d}}$ for $\operatorname{det}\left(\mathrm{I}_{0}\right) \neq 0$ and $\Sigma_{0}=\mathrm{I}_{0}^{-1}$, are continuous in the sense of condition (A7). Therefore (6.109) and (6.110) follow from (6.106), where the corresponding second statement follows from the former one by setting $C=\{h\}$.

Although the statements (6.109) and (6.110) are equivalent due to the equivalence of $\mathcal{G}$ and $\mathcal{G}_{0}$, it is convenient to have separate formulations, as it depends on the concrete situation which model is easier to deal with.

The term on the right-hand side of (6.109) is the lower Hájek-LeCam bound if the limit model is a finite-dimensional Gaussian shift model. As we have pointed out already such bounds become important when characterizing the asymptotic optimality of decisions in a minimax sense. In a first step, of course, one has to evaluate such a bound. The lower bound in (6.109) refers to the limit model which is the model (6.107). If there exists a uniformly best
decision in $\mathbb{D}_{0}$ for the limit model $\mathcal{G}$, say $\mathrm{D}_{0}$, then we call every sequence of decisions $\mathrm{D}_{\mathcal{M}_{n}}$ asymptotically uniformly best with respect to $\mathbb{D}_{0}$ that satisfies

$$
\lim _{n \rightarrow \infty} \mathrm{R}\left(h, \mathrm{D}_{\mathcal{M}_{n}}\right)=\mathrm{R}\left(h, \mathrm{D}_{0}\right), \quad h \in \Delta
$$

where $\Delta$ is either $\mathbb{R}^{d}$ or a subset of $\mathbb{R}^{d}$, depending on the problem under consideration. In testing problems, $\mathbb{D}_{0}$ is typically chosen to be the class of all level $\alpha$ tests, or the class of all unbiased level $\alpha$ tests. Likewise, we call a sequence of decisions $D_{\mathcal{M}_{n}}$ that attains the lower Hájek-LeCam minimax bounds in Proposition 6.89 asymptotically minimax. Sequences of estimators, tests, and selection rules that are asymptotically uniformly best, or asymptotically minimax, are studied systematically in the next three chapters.

### 6.6 Solutions to Selected Problems

Solution to Problem 6.1: In view of the inequality (6.3) and the definition of $\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ in (6.2) it is enough to show that

$$
d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq \sup _{\digamma \subseteq \Delta,|\digamma|<\infty} d\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right)
$$

and a corresponding statement holds for $d\left(\mathcal{M}_{2}, \mathcal{M}_{1}\right)$. It suffices to prove the first one. If the right-hand term is smaller than $A$, then $d\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right)<A$ for every finite $\digamma$. Hence for every finite decision space $\mathcal{D}$ and every loss function $L$ with $\|L\|_{u} \leq 1$ and every decision $\mathrm{D}_{\mathcal{M}_{2}}: \mathfrak{D} \times \mathcal{X}_{2} \rightarrow_{k}[0,1]$, there exists a decision $\mathrm{D}_{\mathcal{M}_{1}}: \mathfrak{D} \times \mathcal{X}_{1} \rightarrow_{k}[0,1]$ with

$$
\mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{1}}\right) \leq \mathrm{R}\left(\theta, \mathrm{D}_{\mathcal{M}_{2}}\right)+A, \quad \theta \in \digamma .
$$

But this implies $d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right) \leq A$ and the proof is complete.
Solution to Problem 6.8: Let $\mu$ dominate $P_{i}$ and $Q_{i}$ with densities $f_{i}$ and $g_{i}$, respectively, $i=1, \ldots, m$. Then $\left|a^{s}-b^{s}\right| \leq|a-b|^{s}$ for $a, b \geq 0$ and $0<s<1$ implies

$$
\begin{aligned}
& \left|\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)-\mathrm{H}_{s}\left(Q_{1}, \ldots, Q_{m}\right)\right| \\
\leq & \int\left|f_{1}-g_{1}\right|^{s_{1}} f_{2}^{s_{2}} \cdots f_{m}^{s_{m}} d \mu+\cdots+\int g_{1}^{s_{1}} \cdots g_{m-1}^{s_{m-1}}\left|f_{m}-g_{m}\right|^{s_{m}} d \mu \\
\leq & \sum_{i=1}^{m}\left(\int\left|f_{i}-g_{i}\right| d \mu\right)^{s_{i}}=\sum_{i=1}^{m}\left\|P_{i}-Q_{i}\right\|^{s_{i}} .
\end{aligned}
$$

The last inequality follows from the generalized Hölder inequality $\int h_{1}^{\alpha_{1}} \cdots h_{m}^{\alpha_{m}} d \mu \leq$ $\left(\int h_{1} d \mu\right)^{\alpha_{1}} \cdots\left(\int h_{m} d \mu\right)^{\alpha_{m}}, h_{i} \geq 0, \alpha_{i}>0, \sum_{i=1}^{m} \alpha_{i}=1$. Hence by $\left\|P_{i}-Q_{i}\right\| \leq 2$,

$$
\begin{aligned}
\left|\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)-\mathrm{H}_{s}\left(Q_{1}, \ldots, Q_{m}\right)\right| & \leq \sum_{i=1}^{m} 2^{s_{i}}\left(\left\|P_{i}-Q_{i}\right\| / 2\right)^{s_{i}} \\
& \leq 2 \sum_{i=1}^{m}\left\|P_{i}-Q_{i}\right\|^{m(s)}
\end{aligned}
$$

Solution to Problem 6.24: The functions $f_{s}(x)=\mathbf{u}_{s}(x) / \mathbf{u}_{1 / 2}(x)$ and $1 / f_{s}(x)$ are bounded and continuous on $[0,2]$. This proves (6.29). The function

$$
\mathrm{w}_{s}(z)=s z+(1-s)-z^{s}-4 s(1-s)\left(\frac{1}{2} z+\frac{1}{2}-z^{1 / 2}\right)
$$

satisfies $\mathbf{w}_{s}(1)=\mathbf{w}_{s}^{\prime}(1)=0$ and $\mathbf{w}_{s}^{\prime \prime}(z)=s(1-s)\left(z^{s-2}-z^{-3 / 2}\right)$. Hence

$$
\sup \left\{\frac{\left|\mathbf{w}_{s}(z)\right|}{(z-1)^{2}}: \frac{1-\varepsilon}{1+\varepsilon} \leq z \leq \frac{1+\varepsilon}{1-\varepsilon}, 0<s<1\right\} \rightarrow 0, \quad \varepsilon \rightarrow 0 .
$$

Otherwise $\lim _{z \rightarrow 1}(z-1)^{-2}\left(\frac{1}{2} z+\frac{1}{2}-z^{1 / 2}\right)=\frac{1}{8}$. To complete the proof of (6.30) we remark that

$$
\mathbf{u}_{s}(x)-4 s(1-s) \mathbf{u}_{1 / 2}(x)=\mathbf{w}_{s}\left(\frac{x}{2-x}\right)(2-x) .
$$

To prove (6.31), we set

$$
\mathrm{v}_{s}(z)=\frac{1}{s(1-s)}\left(s z+(1-s)-z^{s}\right) .
$$

Then $\mathrm{v}_{s}(1)=\mathrm{v}_{s}^{\prime}(1)=\mathrm{v}_{1 / 2}(1)=\mathrm{v}_{1 / 2}^{\prime}(1)=0$. If $z \geq \varepsilon /(2-\varepsilon), 0<\varepsilon<1$, and $0<s \leq 1 / 2$, then

$$
\begin{aligned}
\mathrm{v}_{s}^{\prime \prime}(z) & =z^{s-2}=z^{s-1 / 2} \mathrm{v}_{1 / 2}^{\prime \prime}(z) \leq\left(\frac{2-\varepsilon}{\varepsilon}\right)^{1 / 2} \mathrm{v}_{1 / 2}^{\prime \prime}(z), \\
\mathrm{v}_{s}(z) & =\int_{1}^{z}(z-t) \mathrm{v}_{s}^{\prime \prime}(t) d t \\
& \leq\left(\frac{2-\varepsilon}{\varepsilon}\right)^{1 / 2} \int_{1}^{z}(z-t) \mathrm{v}_{1 / 2}^{\prime \prime}(t) d t=\left(\frac{2-\varepsilon}{\varepsilon}\right)^{1 / 2} \mathrm{v}_{1 / 2}(z) .
\end{aligned}
$$

Replacing $z$ with $x /(2-x)$ we get

$$
\sup _{0<s<1 / 2, \varepsilon \leq x<2} \frac{\mathrm{v}_{s}(x /(2-x))(2-x)}{\mathrm{v}_{1 / 2}(x /(2-x))(2-x)}=\sup _{0<s<1 / 2, \varepsilon \leq x<2} \frac{\mathrm{u}_{s}(x)}{\mathrm{u}_{1 / 2}(x)} \leq\left(\frac{2-\varepsilon}{\varepsilon}\right)^{1 / 2} .
$$

To prove (6.32) we remark that

$$
\begin{aligned}
& 1-x^{s} y^{1-s}-(1-x)^{s}(1-y)^{1-s} \geq 1-x^{s} y^{1-s}-s(1-x)-(1-s)(1-y) \\
& =s x+(1-s) y-x^{s} y^{1-s} \geq s x+(1-s) y-c^{-s} y \geq\left(1-s-c^{-s}\right) y
\end{aligned}
$$

Solution to Problem 6.28: It holds $\mathrm{v}^{*}(x)=x \mathrm{v}(1 / x)$ and thus $\lim _{x \rightarrow \infty} x^{-1} \mathrm{v}^{*}(x)=$ $\infty$. Furthermore, by (1.73) it holds $\sup _{n} \mathrm{I}_{\mathrm{v}^{*}}\left(Q_{n}, P_{n}\right)=\sup _{n} \mathrm{I}_{\mathrm{v}}\left(P_{n}, Q_{n}\right)<\infty$. Without loss of generality we may assume that $\mathrm{v}^{*} \geq 0$ and that $\mathrm{v}^{*}$ is nondecreasing for $x \geq 1$. Otherwise we could turn to $\mathrm{v}_{0}^{*}$ in (1.62). We get from (1.69) that $Q_{n} \ll P_{n}$ for every $n$. Put $\mathrm{w}(c)=\sup _{x \geq c}\left(x / \mathrm{v}^{*}(x)\right)$. Then $\lim _{c \rightarrow \infty} \mathrm{w}(c)=0$ and by $\mathrm{v}^{*} \geq 0$,

$$
\begin{aligned}
Q_{n}\left(L_{n}>c\right)=\int I_{(c, \infty)}\left(L_{n}\right) L_{n} d P_{n} \leq \int \frac{L_{n}}{\mathrm{v}^{*}\left(L_{n}\right)} I_{(c, \infty)}\left(L_{n}\right) \mathrm{v}^{*}\left(L_{n}\right) d P_{n} \\
\quad \leq \mathrm{w}(c) \int \mathrm{v}^{*}\left(L_{n}\right) d P_{n}=\mathrm{w}(c)\left(\sup _{n} \mathrm{I}_{\mathrm{v}}\left(P_{n}, Q_{n}\right)\right) .
\end{aligned}
$$

Hence $\lim _{c \rightarrow \infty} \sup _{n} Q_{n}\left(L_{n}>c\right)=0$ and we get the condition $(C)$ in Theorem 6.26.

Solution to Problem 6.29: Put $A_{n}=\left\{\left|X_{n}\right|>\varepsilon\right\}$ and apply $(A)$ in Theorem 6.26.

Solution to Problem 6.30: $T_{n}=O_{P_{n}}(1)$ means $\lim _{c \rightarrow \infty}{\lim \sup _{n \rightarrow \infty}} P_{n}\left(\left\|T_{n}\right\|>\right.$ $c)=0$, which implies $\lim _{n \rightarrow \infty} P_{n}\left(\left\|T_{n}\right\|>c_{n}\right)=0$ for every sequence $c_{n} \rightarrow \infty$. Conversely if $\lim _{c \rightarrow \infty} \lim \sup _{n \rightarrow \infty} P_{n}\left(\left\|T_{n}\right\|>c\right)>0$, then there is a sequence $c_{n} \rightarrow \infty$ with $\liminf \inf _{n \rightarrow \infty} P_{n}\left(\left\|T_{n}\right\|>c_{n}\right)>0$. Hence $T_{n}=O_{P_{n}}(1)$ if and only if $\lim _{n \rightarrow \infty} P_{n}\left(\left\|T_{n}\right\|>c_{n}\right)=0$ for every sequence $c_{n} \rightarrow \infty$. Hence $\lim _{n \rightarrow \infty} Q_{n}\left(\left\|T_{n}\right\|>\right.$ $\left.c_{n}\right)=0$ by $\left\{Q_{n}\right\} \triangleleft\left\{P_{n}\right\}$ (see Theorem 6.26) and thus $T_{n}=O_{Q_{n}}(1)$.

Solution to Problem 6.40: Set $R=\frac{1}{2}(P+Q), M=d P / d R$. Then $\mathrm{D}^{2}(P, Q)=$ $\mathrm{E}_{R}\left(M^{1 / 2}-(2-M)^{1 / 2}\right)^{2}, \mathrm{D}^{2}\left(P, \frac{1}{2}(P+Q)\right)=\mathrm{E}_{R}\left(M^{1 / 2}-1\right)^{2}, \mathrm{D}^{2}\left(Q, \frac{1}{2}(P+Q)\right)=$ $\mathrm{E}_{R}\left((2-M)^{1 / 2}-1\right)^{2}$. Then by $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$ the left-hand side inequality follows with $a=M^{1 / 2}-1$ and $b=1-(2-M)^{1 / 2}$. On the other hand, by the concavity of $\sqrt{x}$,

$$
\begin{aligned}
& \mathrm{E}_{R}\left(M^{1 / 2}-1\right)^{2}=2\left(1-\mathrm{E}_{R} M^{1 / 2}\right)=2-2 \mathrm{E}_{R}\left(\frac{1}{2}[M+(2-M)] M\right)^{1 / 2} \\
& \leq 2-\mathrm{E}_{R}(M M)^{1 / 2}-\mathrm{E}_{R}((2-M) M)^{1 / 2}=1-\mathrm{H}_{1 / 2}(P, Q)=\frac{1}{2} \mathrm{D}^{2}(P, Q)
\end{aligned}
$$

Hence $2 \mathrm{D}^{2}\left(P, \frac{1}{2}(P+Q)\right) \leq \mathrm{D}^{2}(P, Q)$ and $2 \mathrm{D}^{2}\left(Q, \frac{1}{2}(P+Q)\right) \leq \mathrm{D}^{2}(Q, P)=\mathrm{D}^{2}(P, Q)$ by exchanging the roles of $P$ and $Q$.

Solution to Problem 6.52: Using (6.43) it holds

$$
\begin{aligned}
& \frac{1}{2} \sum_{i=1}^{n} \mathrm{D}^{2}\left(P_{n, i}, Q_{n, i}\right)=\sum_{i=1}^{n}\left(1-\mathrm{H}_{1 / 2}\left(P_{n, i}, Q_{n, i}\right)\right) \leq \sum_{i=1}^{n} \mathrm{G}_{1 / 2}\left(P_{n, i}, Q_{n, i}\right) \\
& \quad=-\ln \prod_{i=1}^{n} \mathrm{H}_{1 / 2}\left(P_{n, i}, Q_{n, i}\right)=-\ln \mathrm{H}_{1 / 2}\left(\otimes_{i=1}^{n} P_{n, i}, \otimes_{i=1}^{n} Q_{n, i}\right) .
\end{aligned}
$$

It remains to apply Theorem 6.37.
Solution to Problem 6.55: It holds for $0<\varepsilon<1$,

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(Y_{n, i}^{2} \wedge\left|Y_{n, i}\right|^{3}\right) \\
\leq & \sum_{i=1}^{n} \mathrm{E}_{P_{n}} I_{[0, \varepsilon)}\left(\left|Y_{n, i}\right|\right)\left|Y_{n, i}\right|^{3}+\sum_{i=1}^{n} \mathrm{E}_{P_{n}} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2} \\
\leq & \varepsilon \sum_{i=1}^{n} \mathrm{E}_{P_{n}} Y_{n, i}^{2}+\sum_{i=1}^{n} \mathrm{E}_{P_{n}} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2} .
\end{aligned}
$$

By taking first $n \rightarrow \infty$, and then $\varepsilon \rightarrow 0$, we get the statement from (6.52). Conversely,

$$
\begin{array}{r}
\sum_{i=1}^{n} \mathrm{E}_{P_{n}} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2} \leq \varepsilon^{2} \sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(\frac{Y_{n, i}}{\varepsilon}\right)^{2} \wedge\left(\frac{\left|Y_{n, i}\right|}{\varepsilon}\right)^{3} \leq \\
\varepsilon^{2} \sum_{i=1}^{n} \mathrm{E}_{P_{n}} \frac{Y_{n, i}^{2}}{\varepsilon^{2} \wedge \varepsilon^{3}} \wedge \frac{\left|Y_{n, i}\right|^{3}}{\varepsilon^{2} \wedge \varepsilon^{3}} \leq \frac{\varepsilon^{2}}{\varepsilon^{2} \wedge \varepsilon^{3}} \sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(Y_{n, i}^{2} \wedge\left|Y_{n, i}\right|^{3}\right) .
\end{array}
$$

## Solution to Problem 6.56:

$$
\max _{1 \leq i \leq n} \mathrm{E}_{P_{n}} Y_{n, i}^{2} \leq \varepsilon^{2}+\max _{1 \leq i \leq n} \mathrm{E}_{P_{n}} I_{[\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2} \leq \varepsilon^{2}+\sum_{i=1}^{n} \mathrm{E}_{P_{n}} I_{[\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) Y_{n, i}^{2}
$$

By taking first $n \rightarrow \infty$, and then $\varepsilon \rightarrow 0$, we get the statement (6.59). The second statement follows from Problem 6.55 and

$$
\begin{aligned}
P_{n}\left(\max _{1 \leq i \leq n}\left|Y_{n, i}\right|>\varepsilon\right) & \leq \sum_{i=1}^{n} P_{n}\left(\left|Y_{n, i}\right|>\varepsilon\right) \\
& \leq \frac{1}{\varepsilon^{2} \wedge \varepsilon^{3}} \sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(Y_{n, i}^{2} \wedge\left|Y_{n, i}\right|^{3}\right) .
\end{aligned}
$$

Solution to Problem 6.57: The first statement follows from (6.49). The second statement follows from (6.49), (6.51), and (6.53).

Solution to Problem 6.59: The inequalities $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$ and

$$
Z_{n, i}^{2} I_{(0, \varepsilon / 2]}\left(\left|Z_{n, i}\right|\right) I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) \leq\left(Y_{n, i}-Z_{n, i}\right)^{2}
$$

imply

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathbb{E} Y_{n, i}^{2} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) \\
& \leq 2 \sum_{i=1}^{n} \mathbb{E} Z_{n, i}^{2} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right)+2 \sum_{i=1}^{n} \mathbb{E}\left(Y_{n, i}-Z_{n, i}\right)^{2}, \\
& \sum_{i=1}^{n} \mathbb{E} Z_{n, i}^{2} I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) \\
& \leq \sum_{i=1}^{n} \mathbb{E} Z_{n, i}^{2} I_{(\varepsilon / 2, \infty)}\left(\left|Z_{n, i}\right|\right)+\sum_{i=1}^{n} \mathbb{E} Z_{n, i}^{2} I_{(0, \varepsilon / 2]}\left(\left|Z_{n, i}\right|\right) I_{(\varepsilon, \infty)}\left(\left|Y_{n, i}\right|\right) \\
& \leq \sum_{i=1}^{n} \mathbb{E} Z_{n, i}^{2} I_{(\varepsilon / 2, \infty)}\left(\left|Z_{n, i}\right|\right)+\sum_{i=1}^{n} \mathbb{E}\left(Y_{n, i}-Z_{n, i}\right)^{2} .
\end{aligned}
$$

Solution to Problem 6.62: We get from (6.66), $\mathcal{L}\left(Z \mid N\left(0, I_{0}\right)\right)=N\left(0, I_{0}\right)$, and (6.61),

$$
\begin{aligned}
& H_{1 / 2}\left(N\left(I_{0} h_{1}, I_{0}\right), N\left(I_{0} h_{2}, I_{0}\right)\right) \\
& =\mathrm{E}_{0} \exp \left\{\frac{1}{2}\left(h_{1}+h_{2}\right)^{T} Z-\frac{1}{4} h_{1}^{T} I_{0} h_{1}-\frac{1}{4} h_{2}^{T} I_{0} h_{2}\right\} \\
& =\exp \left\{\frac{1}{8}\left(h_{1}+h_{2}\right)^{T} I_{0}\left(h_{1}+h_{2}\right)-\frac{1}{4} h_{1}^{T} I_{0} h_{1}-\frac{1}{4} h_{2}^{T} I_{0} h_{2}\right\} \\
& =\exp \left\{-\frac{1}{8}\left(h_{1}-h_{2}\right)^{T} I_{0}\left(h_{1}-h_{2}\right)\right\} .
\end{aligned}
$$

The relation $D^{2}\left(P_{h_{1}}, P_{h_{2}}\right)=2\left(1-H_{1 / 2}\left(P_{h_{1}}, P_{h_{2}}\right)\right)$ yields the second statement. The third statement follows from the inequality $\left\|P_{0}-P_{1}\right\| \leq 2 D\left(P_{0}, P_{1}\right)$; see Proposition 1.84 .

Solution to Problem 6.69: The statement (6.85) follows from the definition of $\gamma(\delta)$. It holds $Q_{n, i}\left(Y_{n, i}=\infty\right)=0$ for all sufficiently large $n$. The relation (6.49) yields $\mathrm{E}_{P_{n}} Y_{n, i}^{2}=-2 \mathrm{E}_{P_{n}} Y_{n, i}$ for such $n$. This gives (6.84). The statement (6.86) follows from $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$, the definition of $R(\delta)$, and (6.84).

Solution to Problem 6.79: The direction $\Rightarrow$ is clear. Conversely, if $A:=$ $\limsup \operatorname{sum}_{n \rightarrow \infty} \sup _{s \in \mathcal{S}} \rho_{\mathcal{T}}\left(\varphi_{n}(s), \varphi(s)\right)>0$, then there exist subsequences $\varphi_{n_{k}}$ and $s_{n_{k}}$, where the sequence $s_{n_{k}}$ by the compactness of $\mathcal{S}$ may be assumed to be convergent, say to $s$, such that $A=\lim _{k \rightarrow \infty} \rho_{\mathcal{T}}\left(\varphi_{n_{k}}\left(s_{n_{k}}\right), \varphi\left(s_{n_{k}}\right)\right)$. The continuity of $\varphi$ yields

$$
\begin{aligned}
& 0=\lim _{k \rightarrow \infty} \rho_{\mathcal{T}}\left(\varphi_{n_{k}}\left(s_{n_{k}}\right), \varphi(s)\right) \geq \\
& \lim _{k \rightarrow \infty} \rho_{\mathcal{T}}\left(\varphi_{n_{k}}\left(s_{n_{k}}\right), \varphi\left(s_{n_{k}}\right)\right)-\lim _{k \rightarrow \infty} \rho_{\mathcal{T}}\left(\varphi\left(s_{n_{k}}\right), \varphi(s)\right)=A>0
\end{aligned}
$$

Solution to Problem 6.80: Cover $\mathcal{S}$ with a finite number of balls $B_{\delta}\left(s_{i}\right), i=$ $1, \ldots, N$, with a diameter not exceeding $\delta$ and the centers $s_{i}$ from the dense subset on which the pointwise convergence holds. Then

$$
\begin{aligned}
& \sup _{s \in \mathcal{S}} \rho_{\mathcal{T}}\left(\varphi_{n}(s), \varphi(s)\right) \leq \max _{1 \leq i \leq N} \rho_{\mathcal{T}}\left(\varphi_{n}\left(s_{i}\right), \varphi\left(s_{i}\right)\right) \\
& +\sup _{s_{1}, s_{2}: \rho_{S}\left(s_{1}, s_{2}\right) \leq \delta} \rho_{\mathcal{T}}\left(\varphi_{n}\left(s_{1}\right), \varphi_{n}\left(s_{2}\right)\right)+\sup _{s_{1}, s_{2}: \rho_{S}\left(s_{1}, s_{2}\right) \leq \delta} \rho_{\mathcal{T}}\left(\varphi\left(s_{1}\right), \varphi\left(s_{2}\right)\right) .
\end{aligned}
$$

Take first $n \rightarrow \infty$, and then $\delta \rightarrow 0$, to get the statement.

Solution to Problem 6.81: The direction $(6.98) \Rightarrow(6.99)$ is clear. If (6.98) is not fulfilled, then there is a subsequence $n_{k}$, a sequence $\delta_{k} \rightarrow 0$, and sequences $s_{k, i}$ with $\rho_{S}\left(s_{k, 1}, s_{k, 2}\right) \leq \delta_{k}$ and $\rho_{\mathcal{T}_{n_{k}}}\left(\varphi_{n_{k}}\left(s_{k, 1}\right), \varphi_{n_{k}}\left(s_{k, 2}\right)\right) \geq \varepsilon>0$ for some $\varepsilon>0$. Due to the compactness of $\mathcal{S}$ we may assume that the sequences $s_{k, i}$ converge. They converge to the same point, say $s_{0}$, as $\rho_{\mathcal{S}}\left(s_{k, 1}, s_{k, 2}\right) \leq \delta_{k} \rightarrow 0$. The inequality

$$
\rho_{\mathcal{T}_{n_{k}}}\left(\varphi_{n_{k}}\left(s_{k, 1}\right), \varphi_{n_{k}}\left(s_{k, 2}\right)\right) \leq \rho_{\mathcal{T}_{n_{k}}}\left(\varphi_{n_{k}}\left(s_{k, 1}\right), \varphi_{n_{k}}\left(s_{0}\right)\right)+\rho_{\mathcal{T}_{n_{k}}}\left(\varphi_{n_{k}}\left(s_{0}\right), \varphi_{n_{k}}\left(s_{k, 2}\right)\right)
$$

contradicts (6.99).
The implication $(6.98) \Rightarrow(6.100)$ again is clear. If (6.98) is not fulfilled there is a subsequence $s_{n_{k}}$ which may assumed to be convergent to $s_{0}$, say, such that $\lim _{k \rightarrow \infty} \rho_{\mathcal{T}_{n_{k}}}\left(\varphi_{n_{k}}\left(s_{n_{k}}\right), \varphi_{n_{k}}\left(s_{0}\right)\right)>0$, which contradicts (6.100). Hence the equivalence of (6.98), (6.99), and (6.100) is established.

Solution to Problem 6.82: Put $\alpha_{n}=\max _{1 \leq i \leq n}\left\|h_{n, i}\right\|$. Then for $\varepsilon>0$,

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathbb{E} I_{(\varepsilon, \infty)}\left(\left|Z_{n, i}\right|\right) Z_{n, i}^{2} \\
\leq & \sum_{i=1}^{n}\left\|h_{n, i}\right\|^{2} \mathbb{E} I_{(\varepsilon, \infty)}\left(\alpha_{n}\left\|V_{i}\right\|\right)\left\|V_{i}\right\|^{2} \\
\leq & {\left[\mathbb{E}\left\|V_{1}\right\|^{2} I_{\left[\varepsilon / \alpha_{n}, \infty\right)}\left(\left\|V_{1}\right\|\right)\right] \sum_{i=1}^{n}\left\|h_{n, i}\right\|^{2} . }
\end{aligned}
$$

Lebesgue's theorem, $\alpha_{n} \rightarrow 0$, and $\sup _{n} \sum_{i=1}^{n}\left\|h_{n, i}\right\|^{2}<\infty$ yield the statement for $n \rightarrow \infty$.

Solution to Problem 6.84: Use (6.102) and Theorem A.49.

Solution to Problem 6.85: As the weak convergence of models implies the convergence of the Hellinger distances (see Theorem 6.13) we get from the first inequality in Proposition 1.84,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty}\left\|P_{n, \theta_{1}}-P_{n, \theta_{2}}\right\| \\
\leq & 2 \lim _{n \rightarrow \infty} \mathrm{D}\left(P_{n, \theta_{1}}, P_{n, \theta_{2}}\right)=2 \mathrm{D}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) \leq 2\left\|P_{\theta_{1}}-P_{\theta_{2}}\right\|^{1 / 2} .
\end{aligned}
$$

Let $\theta \in \Delta$ be fixed and $\theta_{m}$ be from the dense set with $\theta_{m} \rightarrow \theta$. Then

$$
\begin{aligned}
& \quad \limsup _{n \rightarrow \infty}\left|\int\left[\int f(a) \mathrm{D}_{n}(d a \mid x)\right] P_{n, \theta}(d x)-\int\left[\int f(a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)\right| \\
& \leq \leq \limsup _{n \rightarrow \infty}\left|\int\left[\int f(a) \mathrm{D}_{n}(d a \mid x)\right]\left(P_{n, \theta}-P_{n, \theta_{m}}\right)(d x)\right| \\
& \quad+\limsup _{n \rightarrow \infty}\left|\int\left[\int f(a) \mathrm{D}_{n}(d a \mid x)\right] P_{n, \theta_{m}}(d x)-\int\left[\int f(a) \mathrm{D}(d a \mid x)\right] P_{\theta_{m}}(d x)\right| \\
& \quad+\limsup _{n \rightarrow \infty}\left|\int\left[\int f(a) \mathrm{D}(d a \mid x)\right]\left(P_{\theta_{m}}-P_{\theta}\right)(d x)\right| \\
& \leq \\
& \leq\|f\|_{u}\left\|P_{\theta_{m}}-P_{\theta}\right\|^{1 / 2}+\|f\|_{u}\left\|P_{\theta_{m}}-P_{\theta}\right\|,
\end{aligned}
$$

as the middle term on the right-hand side of the first inequality vanishes by assumption. Take $m \rightarrow \infty$ to complete the proof.

## 7

## Estimation

### 7.1 Lower Information Bounds in Estimation Problems

The theory of estimation is a fundamental part of mathematical statistics with a long history. A complete presentation is not given in this section. Instead, we concentrate on basic ideas and establish selected results, which, admittedly, reflect the personal taste of the authors. However, the main ideas are presented in a way that allows the reader to get connected with the classical monographs, such as Lehmann and Casella (1998), Pfanzagl (1994), Witting (1985), and Witting and Müller-Funk (1995). Readers who are mainly interested in asymptotic results are referred to the fundamental monograph by Bickel, Klaassen, Ritov, and Wellner (1993) and to the books by Lehmann (1998) and Serfling (1980).

As we have seen already in the previous sections, a statistical inference for a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ can be made under different points of view, depending on the goals that are pursued. The goals are then specified by the choice of the decision space. In this section our goal is to estimate the parameter $\theta$ or a function $\kappa(\theta)$ of it. For this purpose we want to construct a mapping $S: \mathcal{X} \rightarrow_{m} \Delta$ that approximates the unknown $\theta$, or $\kappa(\theta)$, as well as possible. According to Definition 3.5 the estimation problem consists of a statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, a function $\kappa: \Delta \rightarrow \mathcal{S}$, where $\mathcal{S}$ is equipped with the $\sigma$-algebra $\mathfrak{S}$, and a function $l: \mathcal{S} \times \mathcal{S} \rightarrow_{m} \mathbb{R}$ that is bounded from below and defines the loss by $L(\theta, a)=l(\kappa(\theta), a)$. If $\Delta \subseteq \mathbb{R}^{d}$ and $\kappa(\theta)=\theta$, so that $\mathcal{S}=\Delta$, then we assume that $\Delta \in \mathfrak{B}_{d}$ and $\mathfrak{S}=\mathfrak{B}_{\Delta}$. A decision (i.e., a randomized estimator) is then a stochastic kernel $\mathrm{D}: \mathfrak{S} \times \mathcal{X} \rightarrow_{k}[0,1]$. If $\mathrm{D}(\cdot \mid x)=\boldsymbol{\delta}_{S(x)}$, then $S$ is called an estimator; see Definition 3.5. The risk of both types of estimators is given by

$$
\begin{aligned}
& \mathrm{R}(\theta, \mathrm{D})=\int\left[\int l(\kappa(\theta), a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x) \\
& \mathrm{R}(\theta, S)=\int l(\kappa(\theta), S(x)) P_{\theta}(d x)=\mathrm{E}_{\theta} l(\kappa(\theta), S)
\end{aligned}
$$
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To exclude exotic or meaningless estimators, such as no-data estimators, one often has to restrict the class of estimators considered. One commonly used restriction is the requirement of unbiasedness.

Definition 7.1. Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a function $\kappa: \Delta \rightarrow \mathbb{R}^{d}$, we call an estimator $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ unbiased if $\mathrm{E}_{\theta}\|S\|<\infty$, and $\mathrm{E}_{\theta} S=\kappa(\theta)$, $\theta \in \Delta$.

Depending on the structure of the model and the function $\kappa$ unbiased estimators may or may not exist, as the following example shows.

Example 7.2. Consider the problem of estimating the success probability in the binomial distribution, so that the model is $\left(\{0, \ldots, n\}, \mathfrak{P}(\{0, \ldots, n\}),\left(\mathrm{B}_{n, p}\right)_{0<p<1}\right)$. If there exists an unbiased estimator of $\kappa:(0,1) \rightarrow \mathbb{R}$, then $\kappa(p)$ must be a polynomial with a degree not exceeding $n$, because every unbiased estimator must satisfy

$$
\sum_{k=0}^{n} S(k) \mathbf{b}_{n, p}(k)=\sum_{k=0}^{n} S(k)\binom{n}{k} p^{k}(1-p)^{n-k}=\kappa(p), \quad 0<p<1
$$

Consider the case of some real-valued function $\kappa: \Delta \rightarrow \mathbb{R}$ and use the squared error loss $l(t, a)=(t-a)^{2}$. Then the risk of an estimator $S: \mathcal{X} \rightarrow_{m}$ $\mathbb{R}$ is given by $\mathrm{R}(\theta, S)=\mathrm{E}_{\theta}(S-\kappa(\theta))^{2}$. If the estimator is unbiased, then $\mathrm{R}(\theta, S)=\mathrm{V}_{\theta}(S)=\mathrm{E}_{\theta}\left(S-\mathrm{E}_{\theta} S\right)^{2}$, whereas in general the bias $\mathrm{E}_{\theta} S-\kappa(\theta)$ leads to an additional term; that is, $\mathrm{R}(\theta, S)=\mathrm{V}_{\theta}(S)+\left(\mathrm{E}_{\theta} S-\kappa(\theta)\right)^{2}$.

We now construct lower bounds for the variance, and also for the more general risk $\mathrm{E}_{\theta}|S-\kappa(\theta)|^{\beta}, \beta>1$, of an unbiased estimator $S$. These lower bounds include special v-divergences that have been introduced in (1.74). Especially, we recall the Hellinger distance introduced in (1.75) and the $\chi^{s}$-divergence in (1.74). We also recall that by (1.69) and the definition of $\chi^{s}\left(P_{0}, P_{1}\right)$ in (1.74) for $s>1$ it holds $\chi^{s}\left(P_{0}, P_{1}\right)=\infty$ if $P_{0}$ is not absolutely continuous with respect to $P_{1}$.

Theorem 7.3. If $S$ is an unbiased estimator of $\kappa: \Delta \rightarrow \mathbb{R}$ with finite second moment, then for every point $\theta_{1}, \theta_{2} \in \Delta$ it holds

$$
\begin{equation*}
\mathrm{V}_{\theta_{1}}(S)+\mathrm{V}_{\theta_{2}}(S) \geq \frac{1-\mathrm{D}^{2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)}{2 \mathrm{D}^{2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)}\left[\kappa\left(\theta_{1}\right)-\kappa\left(\theta_{2}\right)\right]^{2} . \tag{7.1}
\end{equation*}
$$

If $P_{\theta_{2}} \ll P_{\theta_{1}}$, then

$$
\begin{equation*}
\mathrm{E}_{\theta_{1}}\left|S-\kappa\left(\theta_{1}\right)\right|^{\beta} \geq \frac{\left|\kappa\left(\theta_{2}\right)-\kappa\left(\theta_{1}\right)\right|^{\beta}}{\left[\chi^{\alpha}\left(P_{\theta_{2}}, P_{\theta_{1}}\right)\right]^{\beta / \alpha}}, \quad \alpha>1, \quad \frac{1}{\alpha}+\frac{1}{\beta}=1 \tag{7.2}
\end{equation*}
$$

Corollary 7.4. Let $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}$, be a one-parameter family that is $\mathbb{L}_{2}$ differentiable at $\theta_{0} \in \Delta^{0}$ with Fisher information $\boldsymbol{I}\left(\theta_{0}\right)>0$. Suppose that $\kappa: \Delta \rightarrow \mathbb{R}$ is differentiable at $\theta_{0}$. If $S$ is an unbiased estimator of $\kappa(\theta)$ with finite second moment, and $\theta \mapsto \mathrm{V}_{\theta}(S)$ is continuous at $\theta_{0}$, then

$$
\begin{equation*}
\mathrm{V}_{\theta_{0}}(S) \geq \frac{\left[\kappa^{\prime}\left(\theta_{0}\right)\right]^{2}}{\mathrm{I}\left(\theta_{0}\right)} \tag{7.3}
\end{equation*}
$$

Proof. Set $\bar{P}=\frac{1}{2}\left(P_{\theta_{1}}+P_{\theta_{2}}\right), \bar{\kappa}=\frac{1}{2}\left(\kappa\left(\theta_{1}\right)-\kappa\left(\theta_{2}\right)\right)$, and $f_{i}=d P_{\theta_{i}} / d \bar{P}$, $i=1,2$. Then

$$
\kappa\left(\theta_{1}\right)-\kappa\left(\theta_{2}\right)=\int(S-\bar{\kappa})\left(f_{1}^{1 / 2}+f_{2}^{1 / 2}\right)\left(f_{1}^{1 / 2}-f_{2}^{1 / 2}\right) d \bar{P}
$$

By Schwarz' inequality, and $\left(f_{1}^{1 / 2}+f_{2}^{1 / 2}\right)^{2} \leq 2\left(f_{2}+f_{2}\right)$,

$$
\left(\kappa\left(\theta_{1}\right)-\kappa\left(\theta_{2}\right)\right)^{2} \leq 2\left[\int\left((S-\bar{\kappa})^{2}\left(f_{1}+f_{2}\right) d \bar{P}\right]\left[\int\left(f_{1}^{1 / 2}-f_{2}^{1 / 2}\right)^{2} d \bar{P}\right]\right.
$$

Note that the second factor on the right-hand side is the square of the Hellinger distance $\mathrm{D}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)$. The term in the first brackets is

$$
\mathrm{E}_{\theta_{1}}(S-\bar{\kappa})^{2}+\mathrm{E}_{\theta_{2}}(S-\bar{\kappa})^{2}=\mathrm{V}_{\theta_{1}}(S)+\mathrm{V}_{\theta_{2}}(S)+\frac{1}{2}\left(\kappa\left(\theta_{1}\right)-\kappa\left(\theta_{2}\right)\right)^{2}
$$

which proves (7.1). Set $L_{\theta_{1}, \theta_{2}}=d P_{\theta_{2}} / d P_{\theta_{1}}$. Then by Hölder's inequality, with $\beta>1$ and $\alpha^{-1}+\beta^{-1}=1$,

$$
\begin{aligned}
\left|\kappa\left(\theta_{2}\right)-\kappa\left(\theta_{1}\right)\right| & =\left|\mathrm{E}_{\theta_{1}}\left(S-\kappa\left(\theta_{1}\right)\right)\left(L_{\theta_{1}, \theta_{2}}-1\right)\right| \\
& \leq\left[\mathrm{E}_{\theta_{1}}\left|S-\kappa\left(\theta_{1}\right)\right|^{\beta}\right]^{1 / \beta}\left[\mathrm{E}_{\theta_{1}}\left|L_{\theta_{1}, \theta_{2}}-1\right|^{\alpha}\right]^{1 / \alpha} \\
& =\left[\mathrm{E}_{\theta_{1}}\left|S-\kappa\left(\theta_{1}\right)\right|^{\beta}\right]^{1 / \beta}\left[\chi^{\alpha}\left(P_{\theta_{2}}, P_{\theta_{1}}\right)\right]^{1 / \alpha} .
\end{aligned}
$$

To prove the corollary, we note that by Lemma 1.106

$$
\mathrm{D}^{2}\left(P_{\theta}, P_{\theta_{0}}\right)=\frac{1}{4} \mathrm{I}\left(\theta_{0}\right)\left(\theta-\theta_{0}\right)^{2}+o\left(\left(\theta-\theta_{0}\right)^{2}\right)
$$

Hence by the inequality (7.1) and the continuity of $\theta \mapsto \mathrm{V}_{\theta}(S)$,

$$
2 \mathrm{~V}_{\theta_{0}}(S) \geq \lim _{\theta \rightarrow \theta_{0}} \frac{\left[1-\mathrm{D}^{2}\left(P_{\theta_{0}}, P_{\theta}\right)\right]\left(\theta_{0}-\theta\right)^{2}}{2 \mathrm{D}^{2}\left(P_{\theta_{0}}, P_{\theta}\right)} \frac{\left[\kappa\left(\theta_{0}\right)-\kappa(\theta)\right]^{2}}{\left(\theta_{0}-\theta\right)^{2}}=\frac{2\left[\kappa^{\prime}\left(\theta_{0}\right)\right]^{2}}{\mathrm{I}\left(\theta_{0}\right)}
$$

The subsequent problems show that the bounds that appear in the above theorem can be explicitly evaluated in many cases.

Problem 7.5. Consider a one-parameter exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}$. Recall that $\gamma_{\mathrm{m}}(\theta)=K^{\prime}(\theta), \theta \in \Delta^{0}$, is the expectation $\mathrm{E}_{\theta} T$ of the generating statistic $T$; see (1.24). If $\kappa(\theta)=\gamma_{\mathrm{m}}(\theta)$, then $T$ is an unbiased estimator of $\kappa$. To evaluate the right-hand side note that by (1.110) and Example 1.88 it holds

$$
\mathrm{D}^{2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)=2\left[1-\exp \left\{K\left(\frac{1}{2}\left(\theta_{1}+\theta_{2}\right)\right)-\frac{1}{2} K\left(\theta_{1}\right)-\frac{1}{2} K\left(\theta_{2}\right)\right\}\right] .
$$

Plug in this expression to get an explicit lower bound for $\mathrm{V}_{\theta_{1}}(T)+\mathrm{V}_{\theta_{2}}(T)$.
Problem 7.6. For an exponential family the $\chi^{2}$-distance that appears in (7.2) is

$$
\chi^{2}\left(P_{\theta_{2}}, P_{\theta_{1}}\right)=\mathrm{E}_{\theta_{1}} L_{\theta_{2}, \theta_{1}}^{2}-1=\exp \left\{K\left(2 \theta_{2}-\theta_{1}\right)-2 K\left(\theta_{2}\right)+K\left(\theta_{1}\right)\right\}-1 .
$$

Inequality (7.1) is taken from Ibragimov and Has'minskii (1981). Inequality (7.2) is due to Vajda (1973), where the special case of $\alpha=\beta=2$ was studied in Chapman and Robbins (1951). Although both inequalities are similar, the two-point inequality (7.1) has in comparison to inequality (7.2) for $\alpha=\beta=2$ the advantage that in any case the right-hand term is not degenerate because $0 \leq \mathrm{D}^{2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) \leq 2$, where equality on the left-hand side appears only for $P_{\theta_{1}}=P_{\theta_{2}}$, which means for $\theta_{1} \neq \theta_{2}$ that the parameter is not identifiable. The $\chi^{\alpha}$-distance $\chi^{\alpha}\left(P_{\theta_{2}}, P_{\theta_{1}}\right)$ that appears in (7.2) is finite only if the likelihood ratio is integrable to the power of $\alpha>1$. Moreover, we see from the inequalities in Theorem 7.3 that the lower bound for the risks connected with the estimation of the function depends on the distance between the corresponding distributions, where the type of the distance used depends on the chosen loss function. Roughly speaking, to every loss function there is a specific distance that gives a lower bound for the risk. Instead of discussing this question in full generality we refer to Vajda (1973), Kozek (1977a,b), and Liese (1988). Inequality (7.3) is a version of the Cramér-Rao inequality that is due to Cramér (1946) and Rao (1945). Forerunners are Fréchet (1943) and Darmois (1945).

Classical approaches to the Cramér-Rao bound do not use the concept of $\mathbb{L}_{2}$-differentiability and the continuity condition of the variance function. Instead, direct sufficient conditions are established that guarantee that the derivative with respect to the parameter can be carried out under the integral sign. The Cramér-Rao inequality is also called the "information inequality" by some authors, a notation introduced by Savage (1954).

Next we establish the multivariate Cramér-Rao inequality. Hereby we utilize the Löwner semiorder of matrices, which is defined by $A \succeq B$ if and only if $A-B$ is positive semidefinite. The subsequent version of the Cramér-Rao inequality, and the discussion of its stability, is taken from Witting (1985) and Ibragimov and Has'minskii (1981). Recall that for a differentiable function $g=\left(g_{1}, \ldots, g_{k}\right)^{T}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{k}$ the Jacobian $J_{g}(\theta)$ is the $k \times d$ matrix of partial derivatives; that is, $J_{g}(\theta)=\left(\left(\partial g_{i} / \partial \theta_{j}\right)\right)_{1 \leq i \leq k, 1 \leq j \leq d}$. The transposed matrix $J_{g}^{T}(\theta)$ will be denoted by $\dot{g}(\theta)$ and called the derivative of $g$. The columns of $\dot{g}(\theta)$ are $\nabla g_{l}$; that is, the gradient of $g_{l}, l=1, \ldots, k$. Especially if $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$, then $\dot{g}(\theta)=J_{g}^{T}(\theta)=\nabla g(\theta)$.

Theorem 7.7. (Cramér-Rao Inequality) Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}^{d}$, is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with derivative $\dot{L}_{\theta_{0}}$ and Fisher information matrix $\mathrm{I}\left(\theta_{0}\right)$, where $\operatorname{det}\left(\mathrm{I}\left(\theta_{0}\right)\right) \neq 0$. Suppose $S=\left(S_{1}, \ldots, S_{k}\right)^{T}: \mathcal{X} \rightarrow_{m} \mathbb{R}^{k}$ satisfies $\sup _{\theta \in U\left(\theta_{0}\right)} \mathrm{E}_{\theta}\|S\|^{2}<\infty$ for some neighborhood $U\left(\theta_{0}\right)$ of $\theta_{0}$. Then $g(\theta):=\mathrm{E}_{\theta} S$ is differentiable at $\theta_{0}$ with derivative

$$
\begin{equation*}
\dot{g}\left(\theta_{0}\right)=\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}} S^{T} \tag{7.4}
\end{equation*}
$$

and the covariance matrix $\mathrm{C}_{\theta}(S)$ satisfies the Cramér-Rao inequality

$$
\begin{equation*}
\mathrm{C}_{\theta_{0}}(S) \succeq \dot{g}^{T}\left(\theta_{0}\right)\left(\mathrm{I}\left(\theta_{0}\right)\right)^{-1} \dot{g}\left(\theta_{0}\right) \tag{7.5}
\end{equation*}
$$

Equality holds in (7.5) if and only if

$$
\begin{equation*}
S-\mathrm{E}_{\theta_{0}} S=\dot{g}^{T}\left(\theta_{0}\right)\left(\mathrm{I}\left(\theta_{0}\right)\right)^{-1} \dot{L}_{\theta_{0}}, \quad P_{\theta_{0}} \text {-a.s. } \tag{7.6}
\end{equation*}
$$

Proof. That $g(\theta)$ is differentiable and (7.4) holds follows from a componentwise application of Proposition 1.111. As $\theta_{0}$ is fixed, we omit $\theta_{0}$ in $\boldsymbol{I}\left(\theta_{0}\right)$ and $\dot{g}\left(\theta_{0}\right)$ to simplify the formulas. The relation (7.4) and $\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}}=0$ (see Proposition 1.110) imply that for every $u \in \mathbb{R}^{k}$ and $v \in \mathbb{R}^{d}$,

$$
\mathrm{E}_{\theta_{0}} u^{T}(S-g)\left(\dot{L}_{\theta_{0}}^{T} v\right)=u^{T} \dot{g}^{T} v
$$

Hence by the Schwarz inequality $\left(u^{T} \dot{g}^{T} v\right)^{2} \leq\left(u^{T} \mathrm{C}_{\theta_{0}}(S) u\right)\left(v^{T} \mid v\right)$. If we set $v=\mathrm{I}^{-1} \dot{g} u$, then

$$
\begin{aligned}
\left(u^{T} \dot{g}^{T} I^{-1} \dot{g} u\right)^{2} & \leq\left(u^{T} \mathrm{C}_{\theta_{0}}(S) u\right)\left(u^{T} \dot{g}^{T} I^{-1} I^{-1} \dot{g} u\right) \\
& =\left(u^{T} \mathrm{C}_{\theta_{0}}(S) u\right)\left(u^{T} \dot{g}^{T} I^{-1} \dot{g} u\right),
\end{aligned}
$$

which implies (7.5). To study the case when equality holds in (7.5), we note that by $\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}}=0$ and relation (7.4) it holds

$$
\mathrm{E}_{\theta_{0}}\left(S-\mathrm{E}_{\theta_{0}} S\right)\left(\dot{g}^{T} \mathrm{I}^{-1} \dot{L}_{\theta_{0}}\right)^{T}=\dot{g}^{T} \mathrm{I}^{-1} \dot{g} .
$$

As the matrix on the right-hand side is symmetric we get

$$
\begin{aligned}
& \mathrm{E}_{\theta_{0}}\left[S-\mathrm{E}_{\theta_{0}} S-\dot{g}^{T} I^{-1} \dot{L}_{\theta_{0}}\right]\left[S-\mathrm{E}_{\theta_{0}} S-\dot{g}^{T} \mathrm{I}^{-1} \dot{L}_{\theta_{0}}\right]^{T} \\
= & \mathrm{C}_{\theta_{0}}(S)-2 \dot{g}^{T} \mathrm{I}^{-1} \dot{g}+\dot{g}^{T} I^{-1} \dot{g}=0,
\end{aligned}
$$

which proves (7.6) provided that equality holds in (7.5).
Remark 7.8. The lower bound in (7.5) does not depend on the concrete type of parametrization. To see this let $\Delta$ and $\Lambda$ be open subsets of $\mathbb{R}^{d}$ and $\kappa: \Lambda \leftrightarrow \Delta$ be a diffeomorphism. If $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}^{d}$, is $\mathbb{L}_{2}$-differentiable at $\theta_{0}=\kappa\left(\eta_{0}\right) \in \Delta^{0}$ with Fisher information $\mathbf{I}\left(\theta_{0}\right)$, then by Proposition $1.112\left(P_{\kappa(\eta)}\right)_{\eta \in \Lambda}$ is $\mathbb{L}_{2}$-differentiable at $\eta_{0}$ with Fisher information

$$
\dot{\kappa}^{T}\left(\eta_{0}\right) \mathbf{l}\left(\kappa\left(\eta_{0}\right)\right) \dot{\kappa}\left(\eta_{0}\right)=J_{\kappa}\left(\eta_{0}\right) \mathbf{l}\left(\kappa\left(\eta_{0}\right)\right) J_{\kappa}^{T}\left(\eta_{0}\right) .
$$

Moreover, by the chain rule the Jacobian of $g(\kappa(\eta))$ is $J_{g}(\kappa(\eta)) J_{\kappa}(\eta)$. Hence the lower bound (7.5) for the model $\left(P_{\kappa(\eta)}\right)_{\eta \in \Lambda}$ at $\theta_{0}=\kappa\left(\eta_{0}\right)$ is

$$
\begin{aligned}
& J_{g}\left(\kappa\left(\eta_{0}\right)\right) J_{\kappa}\left(\eta_{0}\right)\left[J_{\kappa}\left(\eta_{0}\right) \boldsymbol{I}\left(\kappa\left(\eta_{0}\right)\right) J_{\kappa}^{T}\left(\eta_{0}\right)\right]^{-1}\left(J_{g}\left(\kappa\left(\eta_{0}\right)\right) J_{\kappa}\left(\eta_{0}\right)\right)^{T} \\
= & J_{g}\left(\theta_{0}\right) I^{-1}\left(\theta_{0}\right) J_{g}^{T}\left(\theta_{0}\right) .
\end{aligned}
$$

Remark 7.9. If we turn from the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \Delta \subseteq \mathbb{R}^{d}$, to the model $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$, i.e., to the case of a sample of size $n$, then according to Problem 1.113 the Fisher information matrix now is $n \mathbf{l}\left(\theta_{0}\right)$. For any unbiased estimator $S: \mathcal{X}^{n} \rightarrow_{m} \Delta$ that satisfies $\sup _{\theta \in U\left(\theta_{0}\right)} \mathrm{E}_{\theta}\|S\|^{2}<\infty$ the Cramér-Rao inequality becomes

$$
\begin{equation*}
\mathrm{C}_{\theta_{0}}(S) \succeq \frac{1}{n} \dot{g}^{T}\left(\theta_{0}\right)\left(\mathrm{I}\left(\theta_{0}\right)\right)^{-1} \dot{g}\left(\theta_{0}\right) \tag{7.7}
\end{equation*}
$$

Example 7.10. We consider an exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ with generating statistic $T$ and a density given by (1.6). A sample of size $n$ has then a distribution from the family $\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}$, which again is an exponential family but now with generating statistic $T_{\oplus n}$; see Proposition 1.4. The Fisher information matrix for the model $\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}$ is, according to Example 1.120 and Problem 1.113, given by $\mathrm{I}_{\otimes n}\left(\theta_{0}\right)=$ $n \nabla \nabla^{T} K\left(\theta_{0}\right)$. Let $S: \mathcal{X}^{n} \rightarrow_{m} \Delta$ be an estimator with $\mathrm{E}_{\theta}\|S\|^{2}<\infty, \theta \in \Delta$. According to Lemma 1.16 the function $\theta \mapsto \mathrm{E}_{\theta}\|S\|^{2}$ is continuous in $\Delta^{0}$, which implies that for some neighborhood of $\theta_{0}$ the condition $\sup _{\theta \in U\left(\theta_{0}\right)} \mathrm{E}_{\theta}\|S\|^{2}<\infty$ is fulfilled. If $S$ is unbiased, then (7.5) for $g(\theta)=\theta$ implies

$$
\mathrm{C}_{\theta_{0}}(S) \geq\left(n \nabla \nabla^{T} K\left(\theta_{0}\right)\right)^{-1} .
$$

If we want to estimate the expectation $\mu=\nabla K(\theta)$, then we have to put $g(\theta)=$ $\mathrm{E}_{\theta} T=\nabla K(\theta)$ to make $T$ an unbiased estimator of $g(\theta)$. It holds $\dot{g}\left(\theta_{0}\right)=\nabla \nabla^{T} K\left(\theta_{0}\right)$. The symmetry of $\nabla \nabla^{T} K\left(\theta_{0}\right)$ and (7.5) yield

$$
\mathrm{C}_{\theta_{0}}(S) \geq\left(\nabla \nabla^{T} K\left(\theta_{0}\right)\right)\left(n \nabla \nabla^{T} K\left(\theta_{0}\right)\right)^{-1}\left(\nabla \nabla^{T} K\left(\theta_{0}\right)\right)=\frac{1}{n} \nabla \nabla^{T} K\left(\theta_{0}\right) .
$$

The estimator $(1 / n) T_{\oplus n}$ is the arithmetic mean of i.i.d. random vectors with covariance matrix $\mathrm{C}_{\theta_{0}}\left(n^{-1} T_{\oplus n}\right)=n^{-1} \nabla \nabla^{T} K\left(\theta_{0}\right)$. Hence

$$
\frac{1}{n} \dot{g}^{T}\left(\theta_{0}\right)\left(I\left(\theta_{0}\right)\right)^{-1} \dot{g}\left(\theta_{0}\right)=\frac{1}{n} \nabla \nabla^{T} K\left(\theta_{0}\right)
$$

so that $(1 / n) T_{\oplus n}$ attains the lower Cramér-Rao bound.
Example 7.11. We consider a sample of size $n$ from a normal distribution, so that $P_{\theta}=\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right), \theta=\left(\mu, \sigma^{2}\right) \in \mathbb{R} \times(0, \infty)$. We apply Theorem 1.117 to calculate the Fisher information matrix. It holds

$$
\begin{aligned}
\nabla \ln \varphi_{\mu, \sigma^{2}}(x) & =\left(\frac{x-\mu}{\sigma^{2}}, \frac{(x-\mu)^{2}}{2 \sigma^{4}}-\frac{1}{2 \sigma^{2}}\right)^{T}, \\
\mathrm{I}\left(\mu, \sigma^{2}\right) & =\int\left(\nabla \ln \varphi_{\mu, \sigma^{2}}(x)\right)\left(\nabla \ln \varphi_{\mu, \sigma^{2}}(x)\right)^{T} \varphi_{\mu, \sigma^{2}}(x) d x=\left(\begin{array}{cc}
\frac{1}{\sigma^{2}} & 0 \\
0 & \frac{1}{2 \sigma^{4}}
\end{array}\right),
\end{aligned}
$$

and $\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)$ has the Fisher information matrix $n \mathbf{I}\left(\mu, \sigma^{2}\right)$. Let $S=\left(S_{1}, S_{2}\right)$ be any unbiased estimator of the parameter $\theta=\left(\mu, \sigma^{2}\right)$ with $\mathrm{E}_{\mu, \sigma^{2}}\|S\|^{2}<\infty, \mu \in \mathbb{R}$, $\sigma^{2}>0$. As in Example 7.10 one can use Lemma 1.16 to see that the condition $\sup _{\left(\mu, \sigma^{2}\right) \in U\left(\mu_{0}, \sigma_{0}^{2}\right)} \mathrm{E}_{\mu, \sigma^{2}}\|S\|^{2}<\infty$ is satisfied. Hence by (7.7) with $g(\theta)=\theta$, and $\dot{g}$ thus being the unit matrix,

$$
\mathrm{C}_{\mu, \sigma^{2}}(S) \succeq\left(\begin{array}{cc}
\sigma^{2} / n & 0 \\
0 & 2 \sigma^{4} / n
\end{array}\right) .
$$

Set $\bar{X}_{n}=(1 / n) \sum_{i=1}^{n} X_{i}$ and $S_{n}^{2}=(1 /(n-1)) \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}$. Then $\mathrm{E}_{\theta} \bar{X}_{n}=\mu$ and $\mathrm{E}_{\theta} S_{n}^{2}=\sigma^{2}$. Furthermore, $\mathrm{V}_{\theta}\left(\bar{X}_{n}\right)=\sigma^{2} / n, \mathrm{~V}_{\mu, \sigma^{2}}\left(S_{n}^{2}\right)=2 \sigma^{4} /(n-1)$, and $\operatorname{cov}_{\mu, \sigma^{2}}\left(\bar{X}_{n}, S_{n}^{2}\right)=0$ due to the independence of $\bar{X}_{n}$ and $S_{n}^{2}$. Hence the relation (7.5) with $\kappa(\theta)=\theta$ reads

$$
\mathrm{C}_{\mu, \sigma^{2}}\left(\bar{X}_{n}, S_{n}^{2}\right)=\left(\begin{array}{cc}
\sigma^{2} / n & 0 \\
0 & 2 \sigma^{4} /(n-1)
\end{array}\right) \succeq\left(\begin{array}{cc}
\sigma^{2} / n & 0 \\
0 & 2 \sigma^{4} / n
\end{array}\right),
$$

so that the arithmetic mean attains the lower Cramér-Rao bound whereas $S_{n}^{2}$ does not attain the lower bound despite the fact that $S_{n}^{2}$ is a uniformly best unbiased estimator, as we show in Example 7.20.

There are several improvements of the Cramér-Rao inequality that remove, at least up to a certain extent, the unsatisfactory fact that some uniformly best unbiased estimators do not attain the lower bound in the Cramér-Rao inequality. To explain the basic idea let $P_{\theta}, \theta \in \Delta \subseteq \mathbb{R}$, be dominated with density $f_{\theta}$ that is positive and $k$ times differentiable. If $\kappa(\theta)=\int T(x) f_{\theta}(x) \mu(d x)$ is also $k$ times differentiable, and the derivative and the integral can be exchanged, then one has for any $c_{1}, \ldots, c_{k} \in \mathbb{R}$,

$$
\int\left(\left[(T(x)-\kappa(\theta)) f_{\theta}^{1 / 2}(x)\right] \sum_{l=1}^{k} c_{l} f_{\theta}^{(l)}(x) f_{\theta}^{-1 / 2}(x)\right) \mu(d x)=\sum_{l=1}^{k} c_{l} \kappa^{(l)}(\theta)
$$

An application of Schwarz' inequality gives

$$
\left[\mathrm{E}_{\theta}\left(\sum_{l=1}^{k} c_{l} f_{\theta}^{(l)} f_{\theta}^{-1}\right)^{2}\right]^{-1}\left[\sum_{l=1}^{k} c_{l} \kappa^{(l)}(\theta)\right]^{2} \leq \mathrm{V}_{\theta}(T)
$$

As the $c_{l}$ can be chosen freely one can try to maximize the left-hand expression as a function of $c_{1}, \ldots, c_{k}$. This leads to the improvement of the Cramér-Rao bound due to Bhattacharyya (1946, 1947a), to which we refer for further details.

Examples 7.10 and 7.11 lead to the question if there are there other families of distribution, besides exponential families, for which equality is attained in the Cramér-Rao inequality. This problem has been studied in several papers which differ in the differentiability concepts applied to the family of distributions under consideration; see Wijsman (1973), Barankin (1949), Fabian and Hannan (1977), Joshi (1976), Čenvoc (1982), and Müller-Funk, Pukelsheim, and Witting (1989). Subsequently we follow the representation in MüllerFunk, Pukelsheim, and Witting (1989) and use the concept of continuous $\mathbb{L}_{2}$-differentiability. To avoid technical difficulties and to simplify the proof we consider only homogeneous models. Let $\Delta$ be a open subset of $\mathbb{R}^{d}$. A homogeneous model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is called continuously $\mathbb{L}_{2}$-differentiable on $\Delta$ if $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at every $\theta_{0} \in \Delta$, say with derivative $\dot{L}_{\theta_{0}}$, and it holds

$$
\lim _{\theta \rightarrow \theta_{0}} \mathrm{E}_{\theta_{0}}\left\|L_{\theta, \theta_{0}}^{1 / 2} \dot{L}_{\theta}-\dot{L}_{\theta_{0}}\right\|^{2}=0, \quad \theta_{0} \in \Delta
$$

An important feature is that continuous differentiability implies continuity and even differentiability of other functions that are derived from the model.
Problem 7.12.* If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is continuously $\mathbb{L}_{2}$-differentiable on $\Delta$, then $\theta \mapsto \mathbf{I}(\theta)$ is continuous. For every $B \in \mathfrak{A}$ the function $\theta \mapsto P_{\theta}(B)$ is continuously differentiable with derivative

$$
\begin{equation*}
\nabla P_{\theta}(B)=\mathrm{E}_{\theta} I_{B} \dot{L}_{\theta} \tag{7.8}
\end{equation*}
$$

Problem 7.13.* Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ is continuously $\mathbb{L}_{2}$-differentiable on $\Delta$. If $\theta \mapsto$ $\mathrm{E}_{\theta}\|S\|^{2}$ is continuous, then $\dot{g}(\theta)=\mathrm{E}_{\theta} \dot{L}_{\theta} S^{T}$ is continuous in $\theta \in \Delta$.
Problem 7.14.* Let $T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ be a statistic with $\mathrm{E}_{P}\|T\|^{2}<\infty$ and $\operatorname{det}\left(\mathrm{C}_{P}(T)\right) \neq 0$. If for some $a \in \mathbb{R}^{d}$ and $b \in \mathbb{R} f(x)=\exp \{\langle a, T(x)\rangle+b\}$ is a probability density with respect to $P$, then $\exp \{\langle a, T(x)\rangle+b\}=\exp \{\langle c, T(x)\rangle+d\}$, $P$-a.s., implies $a=c$ and $b=d$.

The following result is a special case of Theorem 1 in Müller-Funk, Pukelsheim, and Witting (1989).

Theorem 7.15. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model where $\Delta \subseteq \mathbb{R}^{d}$ is an open and connected set, the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is continuously $\mathbb{L}_{2}$-differentiable on $\Delta$, and it holds $\operatorname{det}(\mathrm{I}(\theta)) \neq 0, \theta \in \Delta$. Suppose $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ is a statistic for which $\mathrm{E}_{\theta}\|S\|^{2}<\infty, \theta \in \Delta$, $\operatorname{det}\left(\mathrm{C}_{\theta}(S)\right) \neq 0$, and $\theta \mapsto \mathrm{C}_{\theta}(S)$ is continuous. If the equality in the Cramér-Rao inequality (7.5) holds for $g(\theta)=\mathrm{E}_{\theta} S$ at every $\theta \in \Delta$, then for a fixed $\theta_{0} \in \Delta$ there are functions $b, c: \Delta \rightarrow \mathbb{R}^{k}$ such that

$$
\frac{d P_{\theta}}{d P_{\theta_{0}}}=\exp \{\langle b(\theta), S\rangle+c(\theta)\}, \quad P_{\theta_{0}}-\text { a.s. }
$$

Proof. The continuity of $\theta \mapsto \mathrm{C}_{\theta}(S)$ implies $\sup _{\theta \in U\left(\theta_{0}\right)} \mathrm{E}_{\theta}\|S\|^{2}<\infty$ for some neighborhood of $\theta_{0}$. Hence by Theorem 7.7 the function $g(\theta)=\mathrm{E}_{\theta} S$ is differentiable and the Jacobian $\dot{g}(\theta)^{T}=\mathrm{E}_{\theta} S \dot{L}_{\theta}^{T}$ is continuous in view of Problem 7.13. The assumption $\operatorname{det}\left(\mathrm{C}_{\theta}(S)\right) \neq 0$ and the equality in (7.5) show that $\dot{g}^{T}(\theta)(\mathrm{I}(\theta))^{-1}$ has the rank $d$. Hence the inverse matrix of $\dot{g}^{T}(\theta)(\mathrm{I}(\theta))^{-1}$ exists and we get from (7.6) that $P_{\theta}$-a.s.,

$$
\dot{L}_{\theta}=A(\theta) S+a(\theta), \quad A(\theta)=\mathrm{I}(\theta)\left(\dot{g}^{T}(\theta)\right)^{-1}, \quad a(\theta)=-\mathrm{I}(\theta)\left(\dot{g}^{T}(\theta)\right)^{-1}\left(\mathrm{E}_{\theta} S\right)
$$

where $A(\theta)$ and $a(\theta)$ depend continuously on $\theta$ as $\dot{g}(\theta), \mathrm{I}(\theta)$, and $g(\theta)=\mathrm{E}_{\theta} S$ do. We fix $\theta_{0}$ and connect $\theta_{0}$ and $\theta$ with a continuously differentiable path $\theta(s), 0 \leq s \leq 1$. This is possible as $\Delta$ is connected and open. Denote by $\dot{\theta}(s)$ the derivative and set

$$
\begin{aligned}
& \beta(s)=A^{T}(\theta(s)) \dot{\theta}(s), \quad b(\theta)=\int_{0}^{1} \beta(s) d s, \quad c(\theta)=\int_{0}^{1} a^{T}(\theta(s)) \dot{\theta}(s) d s \\
& f(x)=\exp \left\{\int_{0}^{1} \dot{\theta}^{T}(s) \dot{L}_{\theta(s)}(x) d s\right\}=\exp \left\{\int_{0}^{1}\langle\beta(s), S(x)\rangle d s+c(\theta)\right\}
\end{aligned}
$$

We show that $f=d P_{\theta} / d P_{\theta_{0}}$. Then by Problem 7.14 the functions $b(\theta)$ and $c(\theta)$ are independent of the chosen path and the statement is established. To prove $f=d P_{\theta} / d P_{\theta_{0}}$ we fix $\varepsilon>0$ and a partition of $\mathbb{R}^{d}$ into rectangles $R_{i}, i=1,2, \ldots$ with a diameter not exceeding $\varepsilon$. We fix $B \in \mathfrak{A}$, set $B_{i}=B \cap\left\{S \in R_{i}\right\}$, and let $p(s)=P_{\theta(s)}\left(B_{i}\right)$. We suppose $P_{\theta_{0}}\left(B_{i}\right)>0$. Then by the homogeneity of the model $P_{\theta(s)}\left(B_{i}\right)>0$ for every $0 \leq s \leq 1$. Hence by (7.8),

$$
\begin{aligned}
& \ln \frac{P_{\theta}\left(B_{i}\right)}{P_{\theta_{0}}\left(B_{i}\right)}=\int_{0}^{1} \frac{d}{d s} \ln p(s) d s=\int_{0}^{1} \frac{1}{P_{\theta(s)}\left(B_{i}\right)} \mathrm{E}_{\theta(s)} I_{B_{i}}\left\langle\dot{\theta}(s), \dot{L}_{\theta(s)}\right\rangle d s \\
& =\int_{0}^{1} \frac{1}{P_{\theta(s)}\left(B_{i}\right)} \mathrm{E}_{\theta(s)} I_{B_{i}} \dot{\theta}^{T}(s)(A(\theta(s)) S+a(\theta(s))) d s \\
& =\int_{0}^{1} \frac{1}{P_{\theta(s)}\left(B_{i}\right)} \mathrm{E}_{\theta(s)} I_{B_{i}}\langle\beta(s), S\rangle d s+c(\theta), \quad \text { and }
\end{aligned}
$$

$$
\frac{P_{\theta}\left(B_{i}\right)}{P_{\theta_{0}}\left(B_{i}\right)} \exp \left\{-\int_{0}^{1} \frac{1}{P_{\theta(s)}\left(B_{i}\right)} \mathrm{E}_{\theta(s)} I_{B_{i}}\langle\beta(s), S\rangle d s-c(\theta)\right\}=1
$$

Hence,

$$
\int_{B_{i}} f d P_{\theta_{0}}=\frac{P_{\theta}\left(B_{i}\right)}{P_{\theta_{0}}\left(B_{i}\right)} \int_{B_{i}} \exp \left\{\int_{0}^{1}\left\langle\beta(s), S-\frac{1}{P_{\theta(s)}\left(B_{i}\right)} \mathrm{E}_{\theta(s)} I_{B_{i}} S\right\rangle d s\right\} d P_{\theta_{0}}
$$

For $x \in B_{i}$ the vector $S(x)$ belongs to some $R_{i}$. Hence $\left(P_{\theta(s)}\left(B_{i}\right)\right)^{-1} \mathrm{E}_{\theta(s)} I_{B_{i}} S$ also belongs to $R_{i}$ so that $\left\|S(x)-\left(P_{\theta(s)}\left(B_{i}\right)\right)^{-1} \mathrm{E}_{\theta(s)} I_{B_{i}} S\right\| \leq 2 \varepsilon$. The continuity of $\beta(s)$ yields $c:=\sup _{0 \leq s \leq 1}\|\beta(s)\|<\infty$. Hence

$$
\exp \{-2 c \varepsilon\} P_{\theta}\left(B_{i}\right) \leq \int_{B_{i}} f d P_{\theta_{0}} \leq \exp \{2 c \varepsilon\} P_{\theta}\left(B_{i}\right)
$$

and by taking the sum over all $i$,

$$
\exp \{-2 c \varepsilon\} P_{\theta}(B) \leq \int_{B} f d P_{\theta_{0}} \leq \exp \{2 c \varepsilon\} P_{\theta}(B)
$$

which completes the proof if we let $\varepsilon$ tend to zero.

### 7.2 Unbiased Estimators with Minimal Risk

On several occasions we have used already a reduction by sufficiency, as in the presence of a sufficient statistic we have to make our decisions only based on the sufficient statistic; see Theorem 4.66.

Suppose $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is sufficient and $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{m}$ satisfies $\mathrm{E}_{\theta}\|S\|<$ $\infty, \theta \in \Delta$. Then a componentwise application of Problem 4.40 provides the existence of some $g: \mathcal{T} \rightarrow_{m} \mathbb{R}^{m}$ with

$$
\mathrm{E}_{\theta}(S \mid T)=g(T), \quad P_{\theta} \text {-a.s. }, \theta \in \Delta
$$

Theorem 7.16. (Rao-Blackwell) Suppose $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is sufficient for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{m}$ is an estimator of the function $\kappa: \Delta \rightarrow \mathbb{R}^{m}$ that satisfies $\mathrm{E}_{\theta}\|S\|<\infty, \theta \in \Delta$. If the loss function $L(\theta, a)$ is convex in $a \in \mathbb{R}^{m}$, then $\mathrm{R}(\theta, g(T)) \leq \mathrm{R}(\theta, S)$. Moreover, if $S$ is unbiased, then $g(T)$ is also unbiased.

Proof. By the iterated expectation rule (see (a) in A.31) and Jensen's inequality for the conditional expectation (see Lemma A.33),

$$
\begin{aligned}
\mathrm{R}(\theta, S) & =\mathrm{E}_{\theta} L(\theta, S)=\mathrm{E}_{\theta}\left(\mathrm{E}_{\theta}(L(\theta, S) \mid T)\right) \geq \mathrm{E}_{\theta}\left(L\left(\theta, \mathrm{E}_{\theta}(S \mid T)\right)\right) \\
& =\mathrm{E}_{\theta}(L(\theta, g(T)))=\mathrm{R}(\theta, g(T))
\end{aligned}
$$

The unbiasedness of $g(T)$ follows from the iterated expectation rule.

As the set of all unbiased estimators is convex we get from Problem 5.54 that a uniformly best unbiased estimator is uniquely determined for strictly convex loss functions. The subsequent theorem of Lehmann and Scheffé shows that this estimator is a function of the complete sufficient statistic whenever such a statistic exists.

Theorem 7.17. (Lehmann-Scheffé) Suppose $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is sufficient and complete for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, there exists at least one unbiased estimator $S$ for the function $\kappa: \Delta \rightarrow \mathbb{R}^{m}$, and the loss function $L(\theta, a)$ is convex in $a \in \mathbb{R}^{m}$.
(A) There exists at least one unbiased estimator of the form $h(T)$, where $h: \mathcal{T} \rightarrow_{m} \mathbb{R}^{m}$.
(B) If $g: \mathcal{T} \rightarrow_{m} \mathbb{R}^{m}$ and $g(T)$ is unbiased, then $g(T)$ is a uniformly best unbiased estimator and it is $P_{\theta}$-a.s., $\theta \in \Delta$, uniquely determined in the class of all estimators that are functions of $T$.
(C) If $L(\theta, a)$ is strictly convex for every $\theta$, then a uniformly best unbiased estimator with finite risk is, $P_{\theta}$-a.s., uniquely determined for every $\theta \in \Delta$.

Proof. To prove $(A)$ we note that the sufficiency of $T$ implies that by Problem 4.40 there is some $h: \mathcal{T} \rightarrow_{m} \mathbb{R}^{m}$ such that $\mathrm{E}_{\theta}(S \mid T)=h(T), P_{\theta}$-a.s., $\theta \in \Delta$. The iterated expectation rule, see (a) in A.31, provides the unbiasedness of $h(T)$. To prove $(B)$ let $S_{0}$ be any unbiased estimator. Applying Rao-Blackwell's theorem we get functions $h$ and $h_{0}$ such that

$$
\mathrm{E}_{\theta} L(\theta, h(T)) \leq \mathrm{E}_{\theta} L(\theta, S) \quad \text { and } \quad \mathrm{E}_{\theta} L\left(\theta, h_{0}(T)\right) \leq \mathrm{E}_{\theta} L\left(\theta, S_{0}\right), \quad \theta \in \Delta
$$

As $h(T)$ and $h_{0}(T)$ are unbiased we may conclude that

$$
\mathrm{E}_{\theta}\left(h(T)-h_{0}(T)\right)=\int\left(h(t)-h_{0}(t)\right)\left(P_{\theta} \circ T^{-1}\right)(d t)=0 .
$$

The completeness of $T$ yields $h(T)=h_{0}(T), P_{\theta}$-a.s., and therefore

$$
\mathrm{E}_{\theta} L(\theta, h(T))=\mathrm{E}_{\theta} L\left(\theta, h_{0}(T)\right) \leq \mathrm{E}_{\theta} L\left(\theta, S_{0}\right)
$$

This shows that $h(T)$ is uniformly best and unbiased which follows from the iterated expectation rule. The uniqueness follows as above. If $h_{1}(T)$ and $h_{2}(T)$ are any unbiased estimators, then $\mathrm{E}_{\theta}\left(h_{1}(T)-h_{2}(T)\right)=0$ and the completeness of $T$ give the uniqueness. The statement $(C)$ follows from Problem 5.54.

Definition 7.18. Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a function $\kappa: \Delta \rightarrow \mathbb{R}^{m}$, let $\mathfrak{U}$ be the family of all unbiased estimators $U: \mathcal{X} \rightarrow_{m} \mathbb{R}^{m}$, that is, estimators with $\mathrm{E}_{\theta} U=\kappa(\theta)$, that satisfy $\mathrm{E}_{\theta}\|U\|^{2}<\infty, \theta \in \Delta$. We call $S \in \mathfrak{U}$ a UMVU estimator if $\mathrm{C}_{\theta}(S) \preceq \mathrm{C}_{\theta}(U)$ in the Löwner semiorder for every $\theta \in \Delta$ and $U \in \mathfrak{U}$.

UMVU stands for "uniformly minimum variance unbiased". If the conditions of the Lehmann-Scheffé theorem are satisfied, then, to find a uniformly best unbiased estimator, we have to find a function $h$ that satisfies the system of equations

$$
\begin{equation*}
\int h(T(x)) P_{\theta}(d x)=\kappa(\theta), \quad \theta \in \Delta \tag{7.9}
\end{equation*}
$$

On the other hand, if $h$ in (7.9) runs through the class of all functions that are integrable with respect to $P_{\theta} \circ T^{-1}$, then we obtain all possible unbiasedly estimable functions $\kappa$. The next examples present special exponential families for which the system of equations (7.9) can be solved for $h$ when $\kappa$ is given. The first example is taken from Pfanzagl (1994).

Example 7.19. If $X$ has a binomial distribution with parameters $n$ and $p$, then

$$
\begin{aligned}
& \mathbb{E} X(X-1) \cdots(X-m+1)=\sum_{k=0}^{n} k(k-1) \cdots(k-m+1)\binom{n}{k} p^{k}(1-p)^{n-k} \\
& =\sum_{k=m}^{n} \frac{k!}{(k-m)!}\binom{n}{k} p^{k}(1-p)^{n-k} \\
& =p^{m} \frac{n!}{(n-m)!} \sum_{l=0}^{n-m} \frac{(n-m)!}{((n-m)-l)!l!} p^{l}(1-p)^{n-m-l}=p^{m} \frac{n!}{(n-m)!} .
\end{aligned}
$$

For $\kappa(p)=\sum_{m=0}^{n} a_{m} p^{m}$ the estimator $S(k)=\sum_{m=0}^{n} a_{m} S_{m}(k)$ with

$$
S_{m}(k)=\frac{k(k-1) \cdots(k-m+1)}{n(n-1) \cdots(n-m+1)},
$$

is an unbiased estimator that is a function of the complete and sufficient statistic $T(k)=k$. As we are considering the reduced model every estimator is a function of $T$. Hence by $(B)$ in Theorem $7.17 S$ is the uniquely determined UMVU estimator.

Example 7.20. We consider the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathrm{~N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R} ., \sigma^{2}>0}\right)$ which, by Proposition 1.4 and Example 1.11, is an exponential family with generating statistic $T_{\oplus n}=\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} X_{i}^{2}\right)$ and natural parameter $\theta=\left(\theta_{1}, \theta_{2}\right)=\left(\mu / \sigma^{2},-1 /\left(2 \sigma^{2}\right)\right)$. Put $\kappa(\theta)=\left(\mu, \sigma^{2}\right)$ and consider the statistic $\left(\bar{X}_{n}, S_{n}^{2}\right)$ in Example 7.11. Then $\mathrm{E}_{\theta}\left(\bar{X}_{n}, S_{n}^{2}\right)=\left(\mu, \sigma^{2}\right)$. As $\left(\bar{X}_{n}, S_{n}^{2}\right)$ is a function of $T_{\oplus n}$ we get that $\left(\bar{X}_{n}, S_{n}^{2}\right)$ is the $\mathrm{N}^{\otimes n}\left(\mu, \sigma^{2}\right)$-a.s. uniquely determined UMVU estimator. That $\bar{X}_{n}$ is the UMVU estimator of $\mu$ was already established in 7.11 . Now the gap regarding $S_{n}^{2}$, that has been left open there, is also closed.

Problem 7.21. In the model of the previous example $\frac{\sqrt{2} \Gamma((n-1) / 2)}{\Gamma((n-2) / 2)} \frac{\bar{X}_{n}}{S_{n}}$ is a UMVU estimator of $\mu / \sigma$.

Problem 7.22. Consider the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathrm{Ga}^{\otimes n}(\lambda, \beta)\right)_{\lambda, \beta>0}\right)$. Then $\bar{X}_{n}$ is a UMVU estimator of $\lambda / \beta$.

Problem 7.23.* For the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbb{N}\left(0, \sigma^{2} \mathbf{I}\right)\right)_{\sigma^{2}>0}\right), n>2$, the estimator $\widehat{1 / \sigma^{2}}(x)=(n-2)\|x\|^{-2}$ is a UMVU estimator of $1 / \sigma^{2}$.

We now consider linear models and show that for normal errors the least squares estimator is a UMVU estimator.

Let $\mathbb{L}$ be a linear subspace of $\mathbb{R}^{n}$ that has dimension $d<n$. Denote by $\mathbb{L}^{\perp}=\left\{x: x^{T} y=0, y \in \mathbb{L}\right\}$ the orthogonal complement of $\mathbb{L}$. Recall that every $x \in \mathbb{R}^{n}$ can be uniquely represented as $x=x_{\mathbb{L}}+x_{\mathbb{L}^{\perp}}$, where $x_{\mathbb{L}} \in \mathbb{L}$ and $x_{\mathbb{L}^{\perp}} \in \mathbb{L}^{\perp}$. The mapping $x \mapsto x_{\mathbb{L}}$ is called the projection of $x$ on $\mathbb{L}$ and is denoted by $\Pi_{\mathbb{L}}$. The definition of the projection shows that

$$
\begin{equation*}
z=\Pi_{\mathbb{L}}(x) \quad \text { if and only if } z \in \mathbb{L} \text { and } x-z \perp \mathbb{L} \tag{7.10}
\end{equation*}
$$

The next problems collect some well-known properties of the projection.
Problem 7.24.* It holds $\left\|x-x_{\mathbb{L}}\right\|^{2}=\inf _{y \in \mathbb{L}}\|x-y\|^{2}$.
As the mapping $\Pi_{\mathbb{L}}$ is linear there is a matrix $C_{\mathbb{L}}$ with $\Pi_{\mathbb{L}}(x)=C_{\mathbb{L}} x$. We call $C_{\mathbb{L}}$ a projection matrix. Such matrices have been briefly considered already in Section 2.2; see Problem 2.38.

Problem 7.25.* A matrix $C$ is a projection matrix if and only if $C^{T}=C$ and $C C=C$. In this case $C x$ is a projection onto the linear subspace that is generated by the column vectors of $C$.

Problem 7.26.* If $\mathbb{L}$ is generated by the $d$ linearly independent column vectors of the $n \times d$ matrix $B$, then the $d \times d$ matrix $B^{T} B$ is nonsingular and it holds $\Pi_{\mathrm{L}}(x)=B\left(B^{T} B\right)^{-1} B^{T} x$.

If the column vectors of the matrix $B$ generate the linear subspace $\mathbb{L}$, then $\mathbb{L}=\left\{B w, w \in \mathbb{R}^{d}\right\}$. This means that for every $x \in \mathbb{R}^{n}$ the projection $\Pi_{\mathbb{L}}(x)$ of $x$ onto $\mathbb{L}$ can be written as $\Pi_{\mathbb{L}}(x)=B v$ with some $v \in \mathbb{R}^{d}$. Putting $z=B v$ in (7.10) we see that $(B w)^{T}(x-B v)=0$ for every $w \in \mathbb{R}^{d}$. Hence we obtain $\Pi_{\mathbb{L}}(x)=B v$ from the following so-called normal equations

$$
\begin{equation*}
\Pi_{\mathbb{L}}(x)=B v \quad \text { and } \quad B^{T} B v=B^{T} x \tag{7.11}
\end{equation*}
$$

If $B$ has full rank, then $\left(B^{T} B\right)^{-1}$ exists and $\Pi_{\mathbb{L}}(x)=B\left(B^{T} B\right)^{-1} B^{T} x$ as in Problem 7.26.

If $X$ and $Y$ are random (column) vectors of dimensions $m$ and $n$, respectively, and have finite second moments, then we set

$$
\mathrm{C}(X, Y)=\mathbb{E}(X-\mathbb{E} X)(Y-\mathbb{E} Y)^{T}
$$

so that $\mathrm{C}(X, Y)$ is the matrix of all covariances of components of the vectors $X$ and $Y$. It is called the covariance matrix of $X$ and $Y$. An immediate consequence is that

$$
\begin{equation*}
\mathrm{C}((A X),(B Y))=A \mathrm{C}(X, Y) B^{T} \tag{7.12}
\end{equation*}
$$

The random vectors $X$ and $Y$ are called uncorrelated if $\mathrm{C}(X, Y)=0$.

Problem 7.27. If $X$ and $Y$ are random vectors of dimension $d$ with finite second moments and expectation zero, then $\mathbb{E}\|X+Y\|^{2}=\mathbb{E}\|X\|^{2}+\mathbb{E}\|Y\|^{2}+2 \operatorname{tr}(\mathrm{C}(X, Y))$, where $\operatorname{tr}(A)$ is the trace of the matrix $A$.

Suppose $\mathbb{L}$ and $\mathbb{M}$ are linear subspaces and the matrices $C_{\mathbb{L}}$ and $C_{\mathbb{M}}$ provide the projections onto $\mathbb{L}$ and $\mathbb{M}$, respectively. If $\mathbb{L} \perp \mathbb{M}$, then $\left(C_{\mathbb{L}} x\right)^{T}\left(C_{\mathbb{M}} y\right)=0$ for every $x, y \in \mathbb{R}^{n}$, which is equivalent to $C_{\mathbb{L}} C_{\mathbb{M}}=0$. An often-used fact is that measurable functions of independent random vectors are independent. A similar statement holds if we restrict the functions to be linear and require only that the vectors are uncorrelated.
Problem 7.28.* Suppose $Z$ is a random vector with $C(Z)=\sigma^{2} \mathbf{I}$. Let $\mathbb{L}$ and $\mathbb{M}$ be linear subspaces of $\mathbb{R}^{n}$. Then $\mathbb{L} \perp \mathbb{M}$, or equivalently $C_{\mathbb{L}} C_{\mathbb{M}}=0$, implies

$$
\mathrm{C}\left(A \Pi_{\mathbb{L}}(Z), B \Pi_{\mathbb{M}}(Z)\right)=0,
$$

for any $k \times n$ and $m \times n$ matrices $A$ and $B$, respectively.
We consider the problem of estimating $\mu$ and $\sigma$ in the linear model

$$
\begin{equation*}
X=\mu+\sigma Z, \quad \mu \in \mathbb{L}, \sigma>0, \quad \text { with } \quad \mathbb{E} Z=0, \mathrm{C}(Z)=\mathbf{I} \tag{7.13}
\end{equation*}
$$

where $\mathbb{L}$ is a $d$-dimensional subspace of $\mathbb{R}^{n}$. The method of least squares goes back to Gauss and Legendre. The estimator $\widehat{\mu}$ is defined by the requirement that the distance between vectors $\mu \in \mathbb{L}$ and the observation $x \in \mathbb{R}^{n}$ is to be minimized, i.e.,

$$
\widehat{\mu}(x) \in \arg \min _{\mu \in \mathbb{L}}\|x-\mu\|^{2} .
$$

Hence $\widehat{\mu}(x)=\Pi_{\mathbb{L}}(x)$ by Problem 7.24 . Often the subspace $\mathbb{L}$ is specified by $d$ linearly independent column vectors $b_{1}, \ldots, b_{d} \in \mathbb{R}^{n}$ that generate $\mathbb{L}$. If $B$ is the $n \times d$ matrix with the columns $b_{1}, \ldots, b_{d}$, then $\widehat{\mu}(x)=B\left(B^{T} B\right)^{-1} B^{T} x$ by Problem 7.26. Every $\mu \in \mathbb{L}$ can be written in a unique way as $\mu=B \theta, \theta \in \mathbb{R}^{d}$. Then we define $\widehat{\theta}$ by the relation $B\left(B^{T} B\right)^{-1} B^{T} x=B \widehat{\theta}$, which implies

$$
\widehat{\theta}=\left(B^{T} B\right)^{-1} B^{T} x
$$

We estimate the variance $\sigma^{2}$ in the model (7.13) by

$$
\widehat{\sigma^{2}}(x)=\frac{1}{n-d}\|x-\widehat{\mu}(x)\|^{2} .
$$

Problem 7.29.* The estimator $\widehat{\sigma^{2}}$ is unbiased.
Let $\mathfrak{L}_{u}$ be the class of all linear unbiased estimators $T(x)=D x$ in the model (7.13). We call an estimator $S \in \mathfrak{L}_{u}$ UMVU in $\mathfrak{L}_{u}$ if $\mathrm{C}_{\theta}(S) \preceq \mathrm{C}_{\theta}(U)$ in the Löwner semiorder for every $\theta \in \Delta$ and $U \in \mathfrak{L}_{u}$.

Theorem 7.30. (Gauss-Markov) The least squares estimator for $\mu$ in the model (7.13) (i.e., $\Pi_{\mathbb{L}}(x)=\widehat{\mu}(x)=B\left(B^{T} B\right)^{-1} B^{T} x$ ) is UMVU in $\mathfrak{L}_{u}$. If $\mathcal{L}(Z)=\mathrm{N}(0, \mathbf{I})$, then $\Pi_{\mathbb{L}}(x)$ is a UMVU estimator of $\mu$ and $\widehat{\sigma^{2}}(x)$ is a UMVU estimator of $\sigma^{2}$.

Proof. It holds

$$
\mathbb{E} \Pi_{\mathbb{L}}(X)=\mathbb{E} \Pi_{\mathbb{L}}(\mu+\sigma Z)=\mu .
$$

If $D X$ is any linear and unbiased estimator, then $\mu=\mathbb{E} D X=D \mathbb{E} X=D \mu$ for every $\mu \in \mathbb{L}$. Hence $D \mu=\Pi_{\mathbb{L}} \mu$ and $D \Pi_{\mathbb{L}}(Z)=\Pi_{\mathbb{L}}(Z)$. Thus we arrive at

$$
\begin{aligned}
\mathbb{E}\|D X-\mu\|^{2}=\mathbb{E}\|D(X-\mu)\|^{2} & =\mathbb{E}\left\|D\left(\Pi_{\mathbb{L}}+\Pi_{\mathbb{L}^{\perp}}\right)(X-\mu)\right\|^{2} \\
=\sigma^{2} \mathbb{E}\left\|D \Pi_{\mathbb{L}}(Z)+D \Pi_{\mathbb{L}^{\perp}}(Z)\right\|^{2} & =\sigma^{2} \mathbb{E}\left\|\Pi_{\mathbb{L}}(Z)\right\|^{2}+\sigma^{2} \mathbb{E}\left\|D \Pi_{\mathbb{L}^{\perp}}(Z)\right\|^{2},
\end{aligned}
$$

where the last equality follows from Problems 7.28 and 7.27 . Hence

$$
\mathbb{E}\|D X-\mu\|^{2} \geq \sigma^{2} \mathbb{E}\left\|\Pi_{\mathbb{L}}(Z)\right\|^{2}=\mathbb{E}\left\|\Pi_{\mathbb{L}}(X-\mu)\right\|^{2}=\mathbb{E}\left\|\Pi_{\mathbb{L}}(X)-\mu\right\|^{2},
$$

and the first statement is established. To prove the second statement we note that the Lebesgue density of $\mathcal{L}(X)=\mathrm{N}\left(\mu, \sigma^{2} \mathbf{I}\right)$ is given by

$$
\varphi_{\mu, \sigma^{2} \mathbf{I}}(x)=\left(2 \pi \sigma^{2}\right)^{-n / 2} \exp \left\{-\frac{1}{2 \sigma^{2}}\left(T_{1}(x)-2\left\langle T_{2}(x), \mu\right\rangle+\|\mu\|^{2}\right)\right\}
$$

where $T_{1}(x)=\|x\|^{2}$ and $T_{2}(x)=\Pi_{\mathbb{L}}(x)$.
It follows from (1.6) that $\left(\mathbb{N}\left(\mu, \sigma^{2} \mathbf{I}\right)\right)_{\mu \in \mathbb{L}, \sigma^{2}>0}$ is an exponential family with generating statistic $\left(T_{1}, T_{2}\right)$ and natural parameter $\theta=\left(-1 /\left(2 \sigma^{2}\right), \mu / \sigma^{2}\right) \in$ $\Delta=(-\infty, 0) \times \mathbb{L}$. By Example 4.51 with $n=1$ and $T=\left(T_{1}, T_{2}\right)$ we see that $T$ is sufficient. Moreover by Theorem 4.73 the statistic $T$ is complete. As

$$
\left(\widehat{\mu}(x), \widehat{\sigma^{2}}(x)\right)=\left(T_{2}(x), \frac{1}{n-d}\left(T_{1}(x)-\left\|T_{2}(x)\right\|^{2}\right)\right)
$$

is a function of $\left(T_{1}, T_{2}\right)$, and $\widehat{\mu}$ and $\widehat{\sigma^{2}}$ are unbiased, the statement follows from Lehmann-Scheffé's theorem; see Theorem 7.17.

Example 7.31. Consider the linear regression model

$$
X_{i}=\alpha+\beta t_{i}+\sigma \varepsilon_{i}, \quad i=1, \ldots, n,
$$

with uncorrelated $\varepsilon_{i}$ that have expectation zero and variance one. $t_{1}, \ldots, t_{n}$ are fixed given values at which the measurements have been made. The model space $\mathbb{L}$ is generated by the vectors $\mathbf{1}=(1, \ldots, 1)^{T}$ and $t=\left(t_{1}, \ldots, t_{n}\right)^{T}$ which are linearly independent by assuming that $\sum_{i=1}^{n}\left(t_{i}-\bar{t}_{n}\right)^{2}>0$. The normal equations in (7.11) are here two linear equations for the parameters $\alpha$ and $\beta$,

$$
\left(\begin{array}{lr}
n & \sum_{i=1}^{n} t_{i} \\
\sum_{i=1}^{n} t_{i} & \sum_{i=1}^{n} t_{i}^{2}
\end{array}\right)\binom{\alpha}{\beta}=\binom{\sum_{i=1}^{n} x_{i}}{\sum_{i=1}^{n} t_{i} x_{i}},
$$

which leads to the well-known estimators

$$
\begin{aligned}
& \widehat{\alpha}_{n}(x)=\bar{x}_{n}-\widehat{\beta}(x) \bar{t}_{n}, \quad \widehat{\beta}_{n}(x)=\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)\left(t_{i}-\bar{t}_{n}\right)}{\sum_{i=1}^{n}\left(t_{i}-\bar{t}_{n}\right)^{2}}, \\
& \widehat{\sigma^{2}}(x)=\frac{1}{n-2} \sum_{i=1}^{n}\left[x_{i}-\widehat{\alpha}_{n}(x)-\widehat{\beta}_{n}(x) t_{i}\right]^{2},
\end{aligned}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$.

Problem 7.32. Show directly that the estimators $\widehat{\alpha}_{n}, \widehat{\beta}_{n}$, and $\widehat{\sigma^{2}}$ are unbiased, and that

$$
\mathrm{V}_{\alpha, \beta}\left(\widehat{\alpha}_{n}\right)=\frac{\sigma^{2} \sum_{i=1}^{n} t_{i}^{2}}{n \sum_{i=1}^{n}\left(t_{i}-\bar{t}_{n}\right)^{2}}, \quad \mathrm{~V}_{\alpha, \beta}\left(\widehat{\beta}_{n}\right)=\frac{\sigma^{2}}{\sum_{i=1}^{n}\left(t_{i}-\bar{t}_{n}\right)^{2}} .
$$

We refer to Christensen (1987) for a comprehensive representation of linear models.

In the above considerations we have restricted the class of estimators to unbiased estimators in order to find estimators that are optimal under the squared error loss. The requirement that the estimator be unbiased means that the true parameter value is in the center of the distribution of the estimator. Another possibility of making the notion of "center" precise is to use the median of the distribution of the estimator. This leads to the theory of median unbiased estimators. Recall that $\overline{\mathbb{R}}=[-\infty, \infty]$ is the extended real line and $\overline{\mathfrak{B}}$ the $\sigma$-algebra of Borel sets of $\overline{\mathbb{R}}$.

Definition 7.33. Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and a function $\kappa: \Delta \rightarrow \overline{\mathbb{R}}$, the randomized estimator $\mathrm{D}: \overline{\mathfrak{B}} \times \mathcal{X} \rightarrow_{k}[0,1]$ is called median unbiased if

$$
\int \mathrm{D}([\kappa(\theta), \infty] \mid x) P_{\theta}(d x) \geq \frac{1}{2} \quad \text { and } \quad \int \mathrm{D}([-\infty, \kappa(\theta)] \mid x) P_{\theta}(d x) \geq \frac{1}{2}, \quad \theta \in \Delta
$$

The concept of median unbiasedness was already used by Laplace (1774) who showed that $\mathbb{L}_{1}$-estimators are median unbiased in the location model. Brown (1947) seems to have been the first who reestablished this concept. For discussions on the concept of unbiasedness we refer to Lehmann (1951), Birnbaum (1964), and van der Vaart (1961).

Problem 7.34.* The set $\mathbb{D}_{0}$ of all median unbiased randomized estimators for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ with values in $\overline{\mathbb{R}}$ and the function $\kappa: \Delta \rightarrow \mathbb{R}$ is closed with respect to the weak convergence of decisions in the sense of Definition 3.19.

Suppose $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, where $\varrho$ is nonincreasing for $x<0$, nondecreasing for $x>0$, and $\varrho(0)=0$. Let $\mu_{\varrho}$ be the measure on the Borel sets of $\mathbb{R}$ with

$$
\begin{align*}
& \mu_{\varrho}((a, b])=\varrho(b)-\varrho(a), \quad 0 \leq a<b<\infty  \tag{7.14}\\
& \mu_{\varrho}((a, b])=\varrho(a)-\varrho(b), \quad-\infty<a<b \leq 0
\end{align*}
$$

Subsequently we apply a well-known integration by parts technique.
Problem 7.35.* If $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, nonincreasing on $(-\infty, 0)$, nondecreasing on $(0, \infty)$, with $\varrho(0)=0$, and $Q$ is a distribution on $(\mathbb{R}, \mathfrak{B})$, then

$$
\begin{aligned}
\int I_{(\theta, \infty)}(s) \varrho(s-\theta) Q(d s) & =\int I_{(0, \infty)}(t) Q([t+\theta, \infty)) \mu_{\varrho}(d t) \quad \text { and } \\
\int I_{(-\infty, \theta]}(s) \varrho(s-\theta) Q(d s) & =\int I_{(-\infty, 0)}(t) Q((-\infty, t+\theta]) \mu_{\varrho}(d t), \quad \theta \in \mathbb{R}
\end{aligned}
$$

If $Q$ and $\varrho$ are symmetric, i.e., $Q(-B)=Q(B), B \in \mathfrak{B}$, and $\varrho(-s)=\varrho(s), s \in \mathbb{R}$, then

$$
\begin{equation*}
\int \varrho(s-\theta) Q(d s)=\int I_{(0, \infty)}(t)(Q([t+\theta, \infty))+Q([t-\theta, \infty))) \mu_{\varrho}(d t) \tag{7.15}
\end{equation*}
$$

The next theorem is due to Pfanzagl (1970, 1971). It gives the optimal unbiased estimator in a location model with parent distribution $P$ that is symmetric in the sense of $P(-B)=P(B), B \in \mathfrak{B}$, and strongly unimodal.

Theorem 7.36. Let $\varrho: \mathbb{R} \rightarrow[0, \infty]$ be a symmetric continuous function that is nondecreasing on $[0, \infty]$. Suppose $P=\mathcal{L}(Z)$ is a symmetric and strongly unimodal distribution on $(\mathbb{R}, \mathfrak{B})$ with a Lebesgue density positive everywhere. Let $P_{\theta}=\mathcal{L}(Z+\theta), \theta \in \mathbb{R}$. If $\mathrm{D}: \overline{\mathfrak{B}} \times \mathcal{X} \rightarrow_{k}[0,1]$ is a median unbiased estimator for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, and $\kappa(\theta)=\theta$, then

$$
\mathrm{R}(\theta, \mathrm{D}):=\int\left[\int \varrho(y-\theta) \mathrm{D}(d y \mid x)\right] P_{\theta}(d x) \geq \int \varrho(s) P(d s)
$$

The natural estimator $T_{n a t}(x)=x$ is a uniformly best estimator in the class of all median unbiased estimators under the loss function $L(\theta, a)=\varrho(a-\theta)$.

Proof. Without loss of generality we may assume that $\varrho(0)=0$. As $\varrho(\infty) \geq 0$ it is sufficient to consider randomized estimators D with $\mathrm{D}(\{\infty\} \mid x)=$ 0 for every $x$. Using the integration by parts in Problem 7.35 with $Q=\mathrm{D}$, and then $Q=P$ for $\theta=0$, we see that the statement to be proved is equivalent to

$$
\begin{aligned}
& \int\left[\int I_{[0, \infty)}(t)(\mathrm{D}([t+\theta, \infty) \mid x)+\mathrm{D}([t-\theta, \infty) \mid x)) P_{\theta}(d x)\right] \mu_{\varrho}(d t) \\
\geq & 2 \int I_{[0, \infty)}(t) P([t, \infty)) \mu_{\varrho}(d t)
\end{aligned}
$$

As the density of $P$ is symmetric it holds $P_{-\theta}=P_{\theta}$ so that it is sufficient to show that

$$
\begin{equation*}
\int \mathrm{D}([t+\theta, \infty) \mid x) P_{\theta}(d x) \geq 1-F(t), \quad t>0 \tag{7.16}
\end{equation*}
$$

where $F$ is the c.d.f. of $P$. We set $\varphi(x)=\mathrm{D}([t+\theta, \infty) \mid x)$ and $\alpha=1 / 2$. The median unbiasedness of D and $F(-t)=1-F(t)$ yield

$$
\int \mathrm{D}([t+\theta, \infty) \mid x) P_{\theta+t}(d x) \geq 1 / 2
$$

An application of the second inequality in Problem 2.50 with $\theta_{1}=\theta+t$ and $\theta_{2}=\theta$ yields (7.16). The statement that $T_{n a t}$ is a uniformly best unbiased estimator follows from the fact that, due to the symmetry of $P$, the estimator $T_{n a t}$ is median unbiased and

$$
2 \int I_{[0, \infty)}(t) P((t, \infty)) \mu_{\varrho}(d t)=2 \int I_{[0, \infty)}(t) \varrho(t) P(d t)=\int \varrho(t) P(d t)
$$

is the risk of $T_{n a t}$ under the loss function $L(\theta, a)=\varrho(a-\theta)$.

### 7.3 Bayes and Generalized Bayes Estimators

We start with the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ and assume that condition (A3) is satisfied. Suppose we want to estimate a function $\kappa: \Delta \rightarrow_{m} \mathbb{R}^{d}$. Then $(\mathcal{D}, \mathfrak{D})=\left(\mathbb{R}^{d}, \mathfrak{B}_{d}\right)$ is the decision space. We fix $l: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow_{m} \mathbb{R}_{+}$and introduce the loss function by setting $L(\theta, a)=l(\kappa(\theta), a)$. Recall that a randomized estimator is a stochastic kernel $\mathrm{D}: \mathfrak{B}_{d} \times \mathcal{X} \rightarrow_{k}[0,1]$. Especially if $T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$, then the kernel $\mathrm{D}=\boldsymbol{\delta}_{T}$ is an estimator. The risk is given by

$$
\mathrm{R}(\theta, \mathrm{D})=\int\left[\int l(\kappa(\theta), a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)
$$

We recall that for $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ a posterior distribution is a stochastic kernel $\boldsymbol{\Pi}$ such that $P_{\theta}(d x) \rho(d \theta)=\boldsymbol{\Pi}(d \theta \mid x)(\mathrm{P} \rho)(d x)$, where $(\mathrm{P} \rho)(d x)=$ $\int P_{\theta}(d x) \rho(d \theta)$. Conditions for the existence of a posterior distribution have been established in Proposition 3.32. If we turn to the location or the scale model, then for an invariant averaging measure the posterior distribution turns out to be closely related to the conditional distribution with respect to the $\sigma$-algebra of invariant Borel sets of some equivariant statistics.

Example 7.37. We consider the model

$$
\begin{equation*}
\mathcal{M}_{l o}=\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(P \circ u_{\theta}^{-1}\right)_{\theta \in \mathbb{R}}\right), \tag{7.17}
\end{equation*}
$$

where $\left(P \circ u_{\theta}^{-1}\right)(B)=P(B-\theta \mathbf{1})$, and assume that $P$ has the Lebesgue density $f$. Set $\rho=\boldsymbol{\lambda}$ and $\mathrm{m}(x)=\int f(x-\theta \mathbf{1}) \boldsymbol{\lambda}(d \theta)$. It holds for $a<b$,

$$
\int I_{[a, b]}\left(x_{1}\right) \mathrm{m}\left(x_{1}, \ldots, x_{n}\right) \boldsymbol{\lambda}_{n}\left(d x_{1}, \ldots, d x_{n}\right)=b-a .
$$

Hence $\mathrm{m}<\infty, \boldsymbol{\lambda}_{n}$-a.e., and we see from (3.25) that $\boldsymbol{\Pi}(d \theta \mid x)=\pi(\theta \mid x) \boldsymbol{\lambda}(d \theta)$, where

$$
\pi(\theta \mid x)= \begin{cases}\frac{f(x-\theta \mathbf{1})}{J f(x-s \mathbf{1}) d s} & \text { if } \mathrm{m}(x)>0,  \tag{7.18}\\ g(\theta) & \text { if } \mathrm{m}(x)=0,\end{cases}
$$

and where $g$ is a fixed Lebesgue density. Hence $f\left(x_{1}-\theta \mid x\right)=\pi(\theta \mid x)$, where $f\left(y_{1} \mid x\right)$ has been defined in Lemma 5.57. This means that the posterior distribution $\boldsymbol{\Pi}(\cdot \mid x)$ and the conditional distribution $\mathrm{K}_{\mathcal{E}_{0}}$, defined in Lemma 5.57, of the equivariant statistic $\mathcal{E}_{0}(x)=x_{1}$ given the $\sigma$-algebra of invariant Borel sets, are related by

$$
\begin{equation*}
\mathrm{K}_{\mathcal{E}_{0}}\left(x_{1}-C \mid x\right)=\boldsymbol{\Pi}(C \mid x) . \tag{7.19}
\end{equation*}
$$

Definition 7.38. Given a weight measure $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, a randomized estimator $\mathrm{D}_{0}$ is called a minimum average estimator if $\mathrm{r}\left(\rho, \mathrm{D}_{0}\right) \leq \mathrm{r}(\rho, \mathrm{D})$ for every randomized estimator D . If $\rho=\Pi$ is a prior, then $\mathrm{D}_{0}$ is called a Bayes estimator. For any $\rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$ for which a posterior distribution exists the decision $\mathrm{D}_{0}$ is called a generalized Bayes estimator if the posterior risk in Definition 3.33 satisfies

$$
\mathrm{r}\left(\rho, \mathrm{D}_{0} \mid x\right) \leq \mathrm{r}(\rho, \mathrm{D} \mid x), \quad \mathrm{P} \rho \text {-a.e. }
$$

If a posterior distribution exists it follows from Theorem 3.37 that a randomized estimator $\mathrm{D}_{0}$ with $\mathrm{r}\left(\rho, \mathrm{D}_{0}\right)<\infty$ is a minimum average estimator if and only if it is a generalized Bayes estimator. Especially every Bayes estimator with finite risk is a generalized Bayes estimator. Another feature is that, according to Corollary 3.40, a Bayes estimator can be obtained by a pointwise minimization of the function $a \mapsto r(\rho, a \mid x)$ introduced in Definition 3.33, i.e., by finding a mapping $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ such that

$$
r(\rho, S(x) \mid x) \leq r(\rho, b \mid x), \quad b \in \mathbb{R}^{d}
$$

Proposition 7.39. Assume that condition (A3) is satisfied for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \rho \in \mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, a posterior distribution exists, and the loss function is $L(\theta, a)=\|\kappa(\theta)-a\|^{2}$. If $\int\|\kappa(\theta)\|^{2} \boldsymbol{\Pi}(d \theta \mid x)<\infty, \mathrm{P} \Pi$-a.e., then

$$
S(x)=\int \kappa(\theta) \boldsymbol{\Pi}(d \theta \mid x)
$$

is a generalized Bayes estimator, and $S$ is, $\mathrm{P} \Pi$-a.e., uniquely determined in the class of all nonrandomized estimators.

Proof. The posterior risk in Definition 3.33 satisfies

$$
r(\rho, a \mid x)=\int\|\kappa(\theta)-a\|^{2} \boldsymbol{\Pi}(d \theta \mid x) \geq \int\|\kappa(\theta)-S(x)\|^{2} \boldsymbol{\Pi}(d \theta \mid x)
$$

If $T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ is another generalized Bayes estimator, then by the convexity of $L$ the estimator $\frac{1}{2}(S+T)$ is again a generalized Bayes estimator and it holds, РП-а.е.,

$$
\begin{aligned}
0=\frac{1}{2} & \int\left(\|\kappa(\theta)-S(x)\|^{2}+\|\kappa(\theta)-T(x)\|^{2}\right) \boldsymbol{\Pi}(d \theta \mid x) \\
& -\int\left\|\kappa(\theta)-\frac{1}{2}(S(x)+T(x))\right\|^{2} \boldsymbol{\Pi}(d \theta \mid x)=\frac{1}{4}\|S(x)-T(x)\|^{2} .
\end{aligned}
$$

Now we consider the Bayes model

$$
(\Omega, \mathfrak{F}, \mathbb{P})=\left(\mathcal{X} \times \Delta, \mathfrak{A} \otimes \mathfrak{B}_{\Delta}, \mathrm{P} \otimes \Pi\right)
$$

where $\Pi$ is a prior and $X$ and $\Theta$ are the projections of $\mathcal{X} \times \Delta$ on $\mathcal{X}$ and $\Delta$, respectively. In this Bayes model we may operate directly with the conditional expectation to get the Bayes estimator. Let $L(\theta, a)=\|\kappa(\theta)-a\|^{2}$. Then for any randomized estimator $D$ it holds

$$
\mathrm{r}(\Pi, \mathrm{D})=\int\left(\int\|\kappa(\theta)-a\|^{2} \mathrm{D}(d a \mid x)\right)(\mathrm{P} \Pi)(d x)
$$

If $\mathbb{E}\|\kappa(\Theta)\|^{2}<\infty$ and $r(\Pi, \mathrm{D})<\infty$, then

$$
\begin{align*}
\mathrm{r}(\Pi, \mathrm{D}) & \geq \int\left\|\kappa(\theta)-S_{\mathrm{D}}(x)\right\|^{2}(\mathrm{P} \Pi)(d x)=\mathrm{r}\left(\Pi, S_{\mathrm{D}}\right), \quad \text { where }  \tag{7.20}\\
S_{\mathrm{D}}(x) & =\int a \mathrm{D}(d a \mid x)
\end{align*}
$$

This means that it suffices to deal with nonrandomized estimators if we use the squared error loss; see also the discussion of (3.5).

Proposition 7.40. If $L(\theta, a)=\|\kappa(\theta)-a\|^{2}$ and $\mathbb{E}\|\kappa(\Theta)\|^{2}<\infty$, then $S(x)=\mathbb{E}(\kappa(\Theta) \mid X=x))$ is a Bayes estimator. Moreover $S$ is, $\mathrm{P} \Pi$-a.e., uniquely determined in the class of all nonrandomized estimators.

Proof. If $S_{0}(X)$ is any estimator with finite risk $\mathbb{E}\left\|S_{0}-\kappa(\Theta)\right\|^{2}<\infty$, then the relation

$$
\begin{aligned}
& \mathbb{E}\left(\left(S(X)-S_{0}(X)\right)^{T}(S(X)-\kappa(\Theta)) \mid X\right) \\
= & \left(S(X)-S_{0}(X)\right)^{T} \mathbb{E}(S(X)-\kappa(\Theta) \mid X)=0
\end{aligned}
$$

gives

$$
\mathbb{E}\|S(X)-\kappa(\Theta)\|^{2}=\mathbb{E}\left\|S(X)-S_{0}(X)\right\|^{2}+\mathbb{E}\|S(X)-\kappa(\Theta)\|^{2}
$$

and the proof is completed.
In the Bayes model, under the weak assumption that at least one of the conditions (A4) or (A5) is satisfied, a regular conditional distribution of $\Theta$, given $X$, (i.e., a posterior distribution) exists and it holds

$$
\begin{equation*}
\mathbb{E}(\kappa(\Theta) \mid X=x)=\int \kappa(\theta) \boldsymbol{\Pi}(d \theta \mid x), \quad \text { Р } \Pi \text {-a.e. } \tag{7.21}
\end{equation*}
$$

provided that $\mathbb{E}\|\kappa(\Theta)\|<\infty$; see (1.32). Moreover, if $\mathbb{E}\|\kappa(\Theta)\|^{2}<\infty$, then

$$
\mathbb{E}\|\kappa(\Theta)\|^{2}=\int\left(\int\|\kappa(\theta)\|^{2} \boldsymbol{\Pi}(d \theta \mid x)\right)(\mathrm{P} \Pi)(d x)<\infty
$$

which implies $\int\|\kappa(\theta)\|^{2} \boldsymbol{\Pi}(d \theta \mid x)<\infty, \mathrm{P} \Pi$-a.e. Hence the generalized Bayes estimator is identical with the Bayes estimator, and the latter can be obtained via the posterior distribution. In exponential families there is the opportunity to give more explicit expressions. Under a conjugate prior the conditional expectation is directly available from the posterior, which is again an exponential family.

Example 7.41. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter exponential family with natural parameter $\theta$ and generating statistic $T$. Let $\Pi_{a, b},(a, b) \in \Upsilon$, be the family of conjugate priors. Then the posterior distributions are $\Pi_{a+1, b+T(x)},(a, b) \in \Upsilon$. If $(a, b) \in \Upsilon^{0}$, then by Theorem $1.17 \int\|\theta\|^{2} \Pi_{a, b}(d \theta)<\infty$, so that at $x \in \mathcal{X}$,

$$
\begin{equation*}
S_{a, b}(x)=\int \theta \Pi_{a+1, b+T(x)}(d \theta) \tag{7.22}
\end{equation*}
$$

is the Bayes estimator of $\theta$ under the prior $\Pi_{a, b}$. Similar results hold under reparametrization. The Bayes estimator of the success probability in a binomial distribution, under the squared error loss and a $\operatorname{Be}(\alpha, \beta)$ prior, is a special case that has been considered in Example 3.59.

Example 7.42. We consider the location model (7.17), assume that $P$ has a Lebesgue density, and choose $\rho$ to be the Lebesgue measure. For the equivariant statistic $\mathcal{E}_{0}(x)=x_{1}$ let $\mathrm{K}_{\mathcal{E}_{0}}$ be given by Lemma 5.57. Then by (7.19) the posterior distribution exists and is given by $\boldsymbol{\Pi}(C \mid x)=\mathrm{K}_{\mathcal{E}_{0}}\left(x_{1}-C \mid x\right)$. From here we see that under the assumption $\int x_{1}^{2} P(d x)<\infty$ it holds

$$
\int \theta^{2} \boldsymbol{\Pi}(d \theta \mid x)=\int\left(x_{1}-t\right)^{2} \mathbf{K}_{\mathcal{E}_{0}}(d t \mid x)<\infty, \quad P \text {-a.s. }
$$

and the generalized Bayes estimator

$$
\int \theta \boldsymbol{\Pi}(d \theta \mid x)=x_{1}-\int t \mathbf{K}_{\mathcal{E}_{0}}(d t \mid x)=\mathcal{P}(x)
$$

is the Pitman estimator in (5.51) for $\mathcal{E}_{0}(x)=x_{1}$.
Problem 7.43.* Let $0<\alpha<1$ and $\tau_{\alpha}(t)=(1-\alpha)|t| I_{(-\infty, 0]}(t)+\alpha t I_{(0, \infty)}(t)$. Let $X$ be a random variable with c.d.f. $F$, and $u_{\alpha}$ be an $\alpha$-quantile, i.e., $F\left(u_{\alpha}-0\right) \leq$ $\alpha \leq F\left(u_{\alpha}\right)$. Then

$$
\begin{array}{ll}
\mathbb{E}\left(\tau_{\alpha}(X-\theta)-\tau_{\alpha}\left(X-u_{\alpha}\right)\right)=\int I_{\left[u_{\alpha}, \theta\right]}(s)(F(s)-\alpha) d s, & \theta>u_{\alpha} \\
\mathbb{E}\left(\tau_{\alpha}(X-\theta)-\tau_{\alpha}\left(X-u_{\alpha}\right)\right)=\int I_{\left[\theta, u_{\alpha}\right]}(s)(\alpha-F(s)) d s, & \theta<u_{\alpha} .
\end{array}
$$

Example 7.44. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter exponential family with natural parameter $\theta$ and generating statistic $T$. Let $\Pi_{a, b},(a, b) \in \Upsilon^{0}$, be a conjugate prior, so that the posterior is $\Pi_{a+1, b+T(x)}$ and by Theorem $1.17 \int|\theta| \Pi_{a, b}(d \theta)<\infty$. If we use the loss function $L(\theta, a)=\tau_{\alpha}(\theta-a), 0<\alpha<1$, then by Problem 7.43 every $\alpha$-quantile $q_{\alpha}(x)$ of the distribution $\Pi_{a+1, b+T(x)}$ is a Bayes estimator of $\theta \in \Delta$.

Example 7.45. We consider the situation in Example 7.42 and assume that $P$ has a Lebesgue density and $\int\left|x_{1}\right| P(d x)<\infty$. The posterior distribution is given by (7.18). If we use the loss function $L(\theta, a)=\tau_{\alpha}(\theta-a)$, then every solution of the equation

$$
\int_{-\infty}^{S(x)} \pi(\theta \mid x) d \theta=\alpha
$$

that depends measurably on $x$ is a generalized Bayes estimator.
The construction of a Bayes or a generalized Bayes estimator depends on the given model, a fixed loss function, and an appropriately chosen prior or averaging measure. After the loss function has been fixed the remaining task is to adjust a prior. Now we use the hierarchical Bayes approach to construct estimators. This means that instead of one prior $\Pi$ we use a family of priors $\Pi_{\xi}$ that depend on a hyperparameter $\xi$, the outcome of a random variable $\Xi$, where the model is completed by a choice of the distribution $\Gamma$ of $\Xi$.

Often, the conditional distributions involved in the hierarchical Bayes model are given by conditional densities. Assume that $\boldsymbol{\mu}, \boldsymbol{\tau}$, and $\boldsymbol{\rho}$ are $\sigma$-finite measures on $(\mathcal{X}, \mathfrak{A}),\left(\Delta, \mathfrak{B}_{\Delta}\right)$, and $\left(\Upsilon, \mathfrak{B}_{\Upsilon}\right)$, respectively. Suppose $(x, \theta) \mapsto f_{\theta}(x),(\theta, \xi) \mapsto p(\theta \mid \xi)$, and $\xi \mapsto r(\xi)$ are nonnegative and measurable with respect to the corresponding $\sigma$-algebras, and assume that

$$
\int f_{\theta}(x) \boldsymbol{\mu}(d x)=1, \quad \int p(\theta \mid \xi) \boldsymbol{\tau}(d \theta)=1, \quad \int r(\xi) \boldsymbol{\rho}(d \xi)=1 .
$$

The distribution $\mathcal{L}(X, \Theta, \Xi)$ is specified by the requirement that it has the density

$$
\begin{equation*}
\frac{d \mathcal{L}(X, \Theta, \Xi)}{d(\boldsymbol{\mu} \otimes \boldsymbol{\tau} \otimes \boldsymbol{\rho})}(x, \theta, \xi)=f_{\theta}(x) p(\theta \mid \xi) r(\xi) \tag{7.23}
\end{equation*}
$$

Let

$$
\mathrm{m}(x)=\int\left[\int f_{\theta}(x) p(\theta \mid \xi) r(\xi) \boldsymbol{\rho}(d \xi)\right] \boldsymbol{\tau}(d \theta)
$$

be the marginal density of $X$. Then the posterior density $\pi(\theta \mid x)$ and the posterior distribution $\boldsymbol{\Pi}(d \theta \mid x)$ are given by

$$
\begin{aligned}
\pi(\theta \mid x) & = \begin{cases}\frac{1}{\mathrm{~m}(x)} \int f_{\theta}(x) p(\theta \mid \xi) r(\xi) \boldsymbol{\rho}(d \xi) & \text { if } \mathrm{m}(x)>0 \\
\pi(\theta) & \text { if } \mathrm{m}(x)=0\end{cases} \\
\boldsymbol{\Pi}(B \mid x) & =\int_{B} \pi(\theta \mid x) \boldsymbol{\tau}(d \theta), \quad B \in \mathfrak{B}_{\Delta},
\end{aligned}
$$

and according to (7.21) the Bayes estimator can be represented as

$$
\mathbb{E}(\kappa(\Theta) \mid X=x)=\int \kappa(\theta) \pi(\theta \mid x) \boldsymbol{\tau}(d \theta)
$$

In the hierarchical Bayes approach the choice of a prior is only completed after the hyperparameter has been implemented and its distribution has been specified. According to (7.23) the random variables $X, \Theta, \Xi$ form a Markov chain, and by Problem 1.100 the random variables $\Xi, \Theta, X$ form a Markov chain again. Hence by Proposition 1.101,

$$
\mathrm{I}_{\mathrm{v}}(X \| \Xi) \leq \mathrm{I}_{\mathrm{v}}(X \| \Theta)
$$

so that the hyperparameter $\Xi$ has less influence on the inference than the parameter $\Theta$.

The next example presents special Bayes hierachical models. For more models we refer to Lehmann and Casella (1998).

Example 7.46. The normal Bayes hierarchical model is given by the following specification of the conditional distributions.

$$
\mathcal{L}(X \mid \Theta=\theta)=\mathrm{N}^{\otimes n}\left(\theta, \sigma^{2}\right), \quad \mathcal{L}(\Theta \mid \Xi=\xi)=\mathrm{N}(0, \xi), \quad \mathcal{L}(\Xi)=\lg (\lambda, \beta),
$$

where $\sigma^{2}, \lambda$, and $\beta$ are known. Similarly, the Poisson Bayes hierarchical model is given by

$$
\mathcal{L}(X \mid \Theta=\theta)=\operatorname{Po}(\theta), \quad \mathcal{L}(\Theta \mid \Xi=\xi)=\mathrm{Ga}(\lambda, \xi), \quad \mathcal{L}(\Xi)=\mathrm{Ga}(\kappa, \tau)
$$

where again $\lambda, \kappa$, and $\tau$ are known. The calculation of the conditional density of $\Theta$, given $X=x$, is facilitated by the choice of the prior to be a conjugate prior. For further details we refer to Lehmann and Casella (1998).

After the implementation of a hyperparameter in the prior the model choice is not complete until the distribution of the hyperparameter has been specified. The empirical Bayes approach solves the problem of not knowing the hyperparameter in the prior by estimating it based on the marginal distribution of the data. This means that instead of averaging on the hyperparameter in the prior distribution we estimate this parameter using the data. We illustrate this approach by an example.

Example 7.47. Let $P_{\theta}=N(\theta, \mathbf{I}), \theta \in \mathbb{R}^{d}$, and suppose we want to estimate $\theta$ under the loss $L(\theta, a)=\|\theta-a\|^{2}$. We use the prior $\mathrm{N}\left(0, \tau^{2} \mathbf{I}\right)$ for $\Theta$. Then

$$
\begin{aligned}
f_{\theta}(x) \pi(\theta) & =(2 \pi)^{-d} \exp \left\{-\frac{1}{2}\left(\|x-\theta\|^{2}+\tau^{-2}\|\theta\|^{2}\right)\right\} \\
& =(2 \pi)^{-d} \exp \left\{-\frac{1+\tau^{2}}{2 \tau^{2}}\left\|\theta-\tau^{2} x /\left(1+\tau^{2}\right)\right\|^{2}-\|x\|^{2} /\left(2\left(1+\tau^{2}\right)\right)\right\}
\end{aligned}
$$

Hence $\boldsymbol{\Pi}(\cdot \mid x)=\mathbf{N}\left(\frac{\tau^{2}}{1+\tau^{2}} x, \tau^{2} \mathbf{I}\right)$ is the posterior distribution, and the Bayes estimator is

$$
\begin{equation*}
\mathbb{E}(\Theta \mid X=x)=\frac{\tau^{2}}{1+\tau^{2}} x=\left(1-\frac{1}{1+\tau^{2}}\right) x \tag{7.24}
\end{equation*}
$$

The marginal distribution of $X$ is $\mathrm{N}\left(0,\left(1+\tau^{2}\right) \mathbf{I}\right)$. According to Problem 7.23 the UMVU estimator of $1 / \sigma^{2}=\left(1+\tau^{2}\right)^{-1}$ is $(n-2) /\|x\|^{2}$. Plugging in this estimator we get the empirical Bayes estimator

$$
\begin{equation*}
S_{J S}(x)=\left(1-(d-2)\|x\|^{-2}\right) x \tag{7.25}
\end{equation*}
$$

which is nothing else than the famous James-Stein estimator that has been discussed already in Example 3.14. We may also estimate $1 / \sigma^{2}=\left(1+\tau^{2}\right)^{-1}$ by the maximum likelihood estimator that is obtained by maximizing the function

$$
\tau^{2} \mapsto(2 \pi)^{-d}\left(1+\tau^{2}\right)^{-d / 2} \exp \left\{-\frac{1}{2\left(1+\tau^{2}\right)}\|x\|^{2}\right\}
$$

This gives the estimator

Plugging this estimator into the Bayes estimator we get a truncated James-Stein estimator given by

$$
S_{J S}^{+}(x)=\max \left(\left(1-d\|x\|^{-2}\right), 0\right) x
$$

For empirical Bayes estimators in other models, and evaluations of the risks, we refer to Chapter 4 in Lehmann and Casella (1998).

### 7.4 Admissibility of Estimators, Shrinkage Estimators

In Theorem 3.43 we have studied the problem of admissibility of any decision by comparisons with minimum average and especially Bayes decisions, which is the method by Blyth (1951). In this section we study the admissibility of some special estimators. We start with a simple but useful result for Bayes estimators. Suppose $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ satisfies condition (A3) and $\Pi$ is a prior on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ which is a Borel space. Suppose we want to estimate a function $\kappa: \Delta \rightarrow_{m} \mathbb{R}^{d}$. We fix $l: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow_{m} \mathbb{R}_{+}$and introduce the loss function by setting $L(\theta, a)=l(\kappa(\theta), a)$.

Proposition 7.48. Assume that for the prior $\Pi$ there exists a nonrandomized Bayes estimator $T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ that is uniquely determined in the sense that for any further nonrandomized estimator $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ the relation $\mathrm{r}(\Pi, S)=$ $r(\Pi, T)$ implies $S=T, P_{\theta}$-a.s., for every $\theta \in \Delta$. Then the Bayes estimator $T$ is admissible is the class of all nonrandomized estimators.

Proof. If $T_{0}$ dominates $T$ in the sense that $\mathrm{R}\left(\theta, T_{0}\right) \leq \mathrm{R}(\theta, T)$ for every $\theta$, with strict inequality for at least one $\theta_{0}$, then by the assumed uniqueness it holds $T_{0}=T, P_{\theta_{0}}$-a.s., which contradicts $\mathrm{R}\left(\theta_{0}, T_{0}\right)<\mathrm{R}\left(\theta_{0}, T\right)$.

Problem 7.49.* If $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies (A3) and the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is homogeneous, then for every prior $\Pi$ it holds $\mathrm{P} \Pi \ll>P_{\theta}, \theta \in \Delta$.

It follows from (7.20) that for the squared error loss function every estimator that is admissible in the class of all nonrandomized estimators is automatically admissible in the class of all estimators. Combining this fact with Propositions 7.40 and 7.48 we get the following statement.

Proposition 7.50. Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies (A3) and is homogeneous. Assume that $\int\|\kappa(\theta)\|^{2} \Pi(d \theta)<\infty$. Then under the squared error loss $L(\theta, a)=$ $\|\kappa(\theta)-a\|^{2}$ the Bayes estimator $T(x)=\mathbb{E}(\kappa(\Theta) \mid X=x)$ is admissible.

Example 7.51. Under the squared error loss, in (7.22) the Bayes estimator $S_{a, b}$ for the parameter in an exponential family is admissible.

Another criterion for admissibility was provided by Theorem 3.43 and its corollary. Since the Pitman estimator is a generalized Bayes estimator under an infinite average measure (see Example 7.42) the simplified version of Blyth's method in the corollary of Theorem 3.43 is not applicable as it would be in the case of Bayes decisions with finite risk. Stein succeeded in establishing the admissibility of the Pitman estimator under the squared loss by using suitable sequences of priors. For details we refer to Stein (1959), Lehmann and Casella (1998), p. 342, and Perng (1970).

Now we investigate the case of a Gaussian location model in higher dimensions. Here we study especially the so-called Stein effect which says that for dimensions larger than two the natural estimator, which is here the identity,
is no longer admissible. This result, due to Stein (1955a) and James and Stein (1960), was a breakthrough in mathematical statistics. It was the starting point of a new branch of mathematical statistics called shrinkage estimators.

Let $X=\left(X_{1}, \ldots, X_{d}\right)^{T}$ be a $d$-dimensional normal vector with distribution $\mathrm{N}(\theta, \Sigma)$ and known covariance matrix $\Sigma$. Then we may assume $\Sigma=\mathbf{I}$ and have the model

$$
\mathcal{M}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},(\mathbb{N}(\theta, \mathbf{I}))_{\theta \in \mathbb{R}^{d}}\right)
$$

Using the squared error loss $L(\theta, a)=\|\theta-a\|^{2}$ we want to estimate $\theta$. We already know from Theorem 3.65 that the natural estimator $T_{n a t}(x)=x$ is minimax, not only for the squared error loss but also for all subconvex and symmetric loss functions. Moreover, we know from Proposition 7.50 that the Bayes estimator $\mathbb{E}(\Theta \mid X=x)=\left(\tau^{2} /\left(1+\tau^{2}\right)\right) x$ in (7.24) is admissible. By letting $\tau^{2} \rightarrow \infty$ we would obtain the natural estimator $T_{n a t}$. However, the pointwise limit of admissible estimators is not necessarily admissible. To see this, recall that we have estimated the hyperparameter $\tau^{2}$ to get the JamesStein estimator $S_{J S}(x)=\left(1-(d-2)\|x\|^{-2}\right) x$ in (7.25). Now we show that this estimator has for $d \geq 3$ a smaller risk than $T_{n a t}$. Our starting point is a suitable integration by parts formula. The subsequent result is known as Stein's identity for the normal distribution. A similar result, not needed in our context, holds also for any exponential family, see Lehmann and Casella (1998), p. 31.

Lemma 7.52. Let $X=\left(X_{1}, \ldots, X_{d}\right), \mathcal{L}(X)=\mathrm{N}(\theta, \mathbf{I}), \theta \in \mathbb{R}^{d}$, and assume that $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is continuously differentiable. If $\mathbb{E}\left|g(X)\left(X_{i}-\theta_{i}\right)\right|<\infty$ for some $i \in\{1, \ldots, d\}$, and $\mathbb{E}\|\nabla g(X)\|<\infty$, then

$$
\begin{equation*}
\mathbb{E} g(X)\left(X_{i}-\theta\right)=\mathbb{E} \frac{\partial g}{\partial x_{i}}(X), \quad i=1, \ldots, d \tag{7.26}
\end{equation*}
$$

Proof. First we assume that $g(x)=0$ for $\left|x_{1}\right|>N$. The density $\varphi_{\theta_{1}, 1}(s)$ of $X_{1}$ satisfies $\varphi_{\theta_{1}, 1}^{\prime}(s)=\left(\theta_{1}-s\right) \varphi_{\theta_{1}, 1}(s)$. Hence we get

$$
\begin{aligned}
& \mathbb{E} \frac{\partial g}{\partial x_{1}}(X)=\mathbb{E} \int_{-\infty}^{\infty} \frac{\partial g}{\partial x_{1}}\left(t, X_{2}, \ldots, X_{d}\right) \varphi_{\theta_{1}, 1}(t) d t \\
& =\mathbb{E} \int_{-\infty}^{\infty} \frac{\partial g}{\partial x_{1}}\left(t, X_{2}, \ldots, X_{d}\right)\left[\int_{-\infty}^{t}\left(\theta_{1}-s\right) \varphi_{\theta_{1}, 1}(s) d s\right] d t \\
& =\mathbb{E} \int_{-\infty}^{\infty}\left[\int_{s}^{\infty} \frac{\partial g}{\partial x_{1}}\left(t, X_{2}, \ldots, X_{d}\right) d t\right]\left(\theta_{1}-s\right) \varphi_{\theta_{1}, 1}(s) d s \\
& =-\mathbb{E} \int_{-\infty}^{\infty} g\left(s, X_{2}, \ldots, X_{d}\right)\left(\theta_{1}-s\right) \varphi_{\theta_{1}, 1}(s) d s=\mathbb{E} g(X)\left(X_{1}-\theta_{1}\right)
\end{aligned}
$$

To deal with the general case, we denote by $h_{N}(t)$ a sequence of continuously differentiable functions with $\left|h_{N}\right| \leq 1$ which is 1 for $|t| \leq N$, zero for $|t| \geq N+1$, and for which $C:=\sup _{t, N}\left|h_{N}^{\prime}(t)\right|<\infty$. Set $g_{N}\left(x_{1}, \ldots, x_{d}\right)=$ $g\left(x_{1}, \ldots, x_{d}\right) h_{N}\left(x_{1}\right)$. Then we have

$$
\begin{equation*}
\mathbb{E} g_{N}(X)\left(X_{1}-\theta_{1}\right)=\mathbb{E} \frac{\partial g_{N}}{\partial x_{1}}(X) \tag{7.27}
\end{equation*}
$$

Because of $\left|g_{N}(X)\left(X_{1}-\theta_{1}\right)\right| \leq\left|g(X)\left(X_{1}-\theta_{1}\right)\right|$ and

$$
\left|\frac{\partial g_{N}}{\partial x_{1}}(X)\right| \leq\left|\frac{\partial g}{\partial x_{1}}(X)\right|+C|g(X)|
$$

we may apply Lebesgue's theorem to (7.27) and obtain the statement for the first coordinate in (7.26). The statement for the other coordinates can be treated analogously.

Problem 7.53.* If $X=\left(X_{1}, \ldots, X_{d}\right)$ is a random vector with $\mathcal{L}(X)=\mathrm{N}(0, \mathbf{I})$, then $\mathbb{E}\|X-\theta\|^{-2}<\infty$ for $d \geq 3$ and $\theta \in \mathbb{R}^{d}$.

We employ a function $g=\left(g_{1}, \ldots, g_{d}\right)^{T}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ that is continuously differentiable to introduce a class of estimators by

$$
T_{g}(X)=X-g(X)
$$

Using (7.26) for the functions $g_{i}$ and the squared error loss function we get, with $T_{0}(x)=x$, for the risk

$$
\begin{align*}
\mathrm{R}\left(\theta, T_{g}\right) & =\mathbb{E}(X-g(X)-\theta)^{T}(X-g(X)-\theta) \\
& =\mathbb{E}(X-\theta)^{T}(X-\theta)-2 \mathbb{E}(X-\theta)^{T} g(X)+\mathbb{E} g(X)^{T} g(X) \\
& =\mathrm{R}\left(\theta, T_{0}\right)-2 \sum_{i=1}^{d} \mathbb{E} \frac{\partial g_{i}}{\partial x_{i}}(X)+\mathbb{E}\|g(X)\|^{2} \tag{7.28}
\end{align*}
$$

In an attempt to improve the estimator $T_{0}$, one may look for functions $g$ that satisfy

$$
\mathbb{E}\|g(X)\|^{2}-2 \sum_{i=1}^{d} \mathbb{E} \frac{\partial g_{i}(X)}{\partial x_{i}} \leq 0
$$

The next theorem shows that the idea of correcting the natural estimator by a term $g(X)$ works well for a large class of functions $g$. The estimators

$$
\begin{equation*}
S_{r}(x)=\left(1-\frac{r(\|x\|)}{\|x\|^{2}}\right) x \tag{7.29}
\end{equation*}
$$

with $r>0$ are called shrinkage estimators. The construction is based on the idea to shrink samples $x$ according to the length $\|x\|$ of $x$. The special case of $\left(1-(d-2)\|x\|^{-2}\right) x$ is the James-Stein estimator that was discovered by Stein (1955a). It was used by James and Stein (1960) to prove the inadmissibility of the natural estimator for $d \geq 3$. The following result is due to Baranchik (1970).

Theorem 7.54. Let $r:[0, \infty) \rightarrow[0,2(d-2)]$ be a nondecreasing function that is continuously differentiable in $(0, \infty)$. Then for $d \geq 3$, under the squared error loss, the risk of the estimator $S_{r}$ in (7.29) for $\theta$ in the model $\left(\mathbb{R}^{d}, \mathfrak{B}_{d},(\mathbf{N}(\theta, \mathbf{I}))_{\theta \in \mathbb{R}^{d}}\right)$ satisfies

$$
\mathrm{R}\left(\theta, S_{r}\right)=\mathbb{E}\left\|S_{r}(X)-\theta\right\|^{2} \leq R\left(\theta, T_{0}\right), \quad \theta \in \mathbb{R}^{d}
$$

where $\mathcal{L}(X)=\mathrm{N}(\theta, \mathbf{I})$ and $T_{0}(x)=x$. Moreover, $S_{r}$ is a minimax estimator.
Corollary 7.55. For $d \geq 3$ the risk of the estimator $T_{c}=\left(1-c \frac{d-2}{\|x\|^{2}}\right) x$ is

$$
\mathrm{R}\left(\theta, T_{c}\right)=d-(d-2)^{2} c(2-c) \mathbb{E} \frac{1}{\|X\|^{2}}
$$

$T_{1}$ is the James-Stein estimator, which has minimum risk in the class of the estimators $T_{c}$. For $c<2$ it holds

$$
\begin{equation*}
\mathrm{R}\left(\theta, T_{c}\right)<\mathrm{R}\left(\theta, T_{0}\right), \quad \theta \in \mathbb{R}^{d} \tag{7.30}
\end{equation*}
$$

Proof. Suppose that $r$ is continuously differentiable, and set $g_{i}(x)=$ $\|x\|^{-2} r(\|x\|) x_{i}$. Using $\frac{\partial\|x\|}{\partial x_{i}}=\frac{x_{i}}{\|x\|}$ we get

$$
\sum_{i=1}^{d} \frac{\partial g_{i}(x)}{\partial x_{i}}=\frac{d r(\|x\|)}{\|x\|^{2}}+\frac{r^{\prime}(\|x\|)}{\|x\|}-\frac{2 r(\|x\|)}{\|x\|^{2}}
$$

Hence,

$$
\begin{aligned}
& \mathbb{E}\|g(X)\|^{2}-2 \sum_{i=1}^{d} \mathbb{E} \frac{\partial g_{i}(X)}{\partial x_{i}} \\
= & \mathbb{E}\left[\frac{r(\|X\|)(4-2 d+r(\|X\|))}{\|X\|^{2}}-2 \frac{r^{\prime}(\|X\|)}{\|X\|}\right] \leq 0 .
\end{aligned}
$$

Thus by (7.28) the maximum risk of $S_{r}$ does not exceed the maximum risk of the estimator $T_{0}$, which is a minimax estimator, as it has been established in Theorem 3.65. To prove the corollary we set $r=c(d-2)$. Then

$$
\begin{aligned}
\mathrm{R}\left(\theta, T_{c}\right) & =\mathrm{R}\left(\theta, T_{0}\right)-\mathbb{E}\|g(X)\|^{2}+2 \sum_{i=1}^{d} \mathbb{E} \frac{\partial g_{i}(X)}{\partial x_{i}} \\
& =d-c(2-c)(d-2)^{2} \mathbb{E} \frac{1}{\|X\|^{2}} .
\end{aligned}
$$

The next theorem summarizes results on the admissibility of the natural estimator for multivariate normal distributions.

Theorem 7.56. For the model $\left(\mathbb{R}^{d}, \mathfrak{B}_{d},(\mathbb{N}(\theta, \mathbf{I}))_{\theta \in \mathbb{R}^{d}}\right)$, under the squared error loss, the natural estimator $T_{n a t}(x)=x$ is admissible for $d=1$ and $d=2$. $T_{\text {nat }}$ is inadmissible for $d \geq 3$.

Proof. The admissibility for $d=1$ was proved in Theorem 3.65. The proof of the admissibility for $d=2$ is more convoluted as the conjugate priors fail to work, see Lehmann and Casella (1998), p. 398. Another sequence of prior was used in James and Stein (1960). These priors were modified in Brown and Hwang (1982), who also proved a general result for the admissibility of estimators that includes the admissibility of $T_{n a t}$ for $d=2$. According to (7.30) for $d \geq 3$ and $c<2$ each estimator $T_{c}$, and especially the James-Stein estimator, has a smaller risk.

We conclude this section with the remark that the so-called Stein phenomenon, i.e., the fact that well established estimators, say maximum likelihood estimators or UMVU estimators, are admissible for low dimensions and inadmissible for higher dimensions. The Stein effect is not restricted to normal distributions or to distributions that have a Lebesgue density. An example is the Clevenson-Zidek estimator for estimating the parameters of independent Poisson random variables under the loss function $(\theta-a)^{2} / \theta$. For details and a comprehensive overview of the Stein effect, shrinkage estimators, and different types of improvements of standard estimators, we refer to Lehmann and Casella (1998), where it is also shown that the James-Stein estimator is inadmissible.

### 7.5 Consistency of Estimators

### 7.5.1 Consistency of $M$-Estimators and MLEs

## Consistency of $M$-Estimators, Argmin Theorem

So far we have constructed estimators for a fixed sample size $n$, and they are tainted with uncertainty due to the randomness of the observations. The question arises as to whether this uncertainty can be reduced by increasing the sample size. Answers can be found in the area of consistency of decisions. Here we deal with the consistency of estimators, which is a first but important step toward an asymptotic investigation of estimators. If a sequence of estimators is consistent (i.e., tends in a suitable manner to the unknown parameter), then in smooth models all further considerations can be based on a locally linear approximation of the estimator and the model. This is an important fact that is used systematically later on.

When we consider estimators under increasing sample sizes, then we have to deal with a sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right)$. We assume that the parameter set $\Delta$ is a separable metric space endowed with the metric $\rho_{\Delta}$. If $\mathbf{X}_{n}$ is the observation with values in $\mathcal{X}_{n}$, then we envision that the
sequence $\mathbf{X}_{n}$ is defined on a probability space $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta_{0}}\right)$, where $\mathcal{L}\left(\mathbf{X}_{n} \mid \mathbb{P}_{\theta_{0}}\right)=$ $\mathbb{P}_{\theta_{0}} \circ \mathbf{X}_{n}=P_{n, \theta_{0}}$ for some $\theta_{0} \in \Delta$. For i.i.d. observations we may use the infinite product space. More precisely, we consider the product space ( $\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty}$ ) where $\mathcal{X}^{\infty}=\left\{\left(x_{1}, x_{2}, \ldots\right): x_{i} \in \mathcal{X}\right\}$ and $\mathfrak{A}^{\otimes \infty}$ is the smallest $\sigma$-algebra for which all coordinate mappings $X_{i}: \mathcal{X}^{\infty} \rightarrow \mathcal{X}$, defined by $X_{i}\left(\left(x_{1}, x_{2}, \ldots\right)\right)=x_{i}$, $i=1,2, \ldots$, are measurable. Let $P_{\theta}^{\otimes \infty}$ be the infinite product measure on $\left(\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty}\right)$, which is defined by the condition

$$
P_{\theta}^{\otimes \infty}(B \times \mathcal{X} \times \mathcal{X} \times \cdots)=P_{\theta}^{\otimes n}(B), \quad B \in \mathfrak{A}^{\otimes n}, \theta \in \Delta, n=1,2, \ldots
$$

For the existence of the infinite product measure we refer to Kallenberg (1997). Altogether we arrive at the probability space

$$
\left(\Omega, \mathfrak{F},\left(\mathbb{P}_{\theta}\right)_{\theta \in \Delta}\right)=\left(\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty},\left(P_{\theta}^{\otimes \infty}\right)_{\theta \in \Delta}\right)
$$

with the coordinate mappings $X_{1}, X_{2}, \ldots$ as observations. For a finite sample size $n$ the observation $\mathbf{X}_{n}=\left(X_{1}, \ldots, X_{n}\right)$ is modeled by

$$
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right)=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)
$$

where again the $X_{i}$ are the coordinate mappings that formally depend on $n$. We suppress this dependence in the notation by writing $X_{i}$ only. Furthermore, to avoid unnecessarily convoluted formulations it is not always mentioned explicitly whether the $X_{i}$ are defined on $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta_{0}}\right)$ or on $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n}, P_{\theta_{0}}^{\otimes n}\right)$. It is, however, indicated by $\mathbb{E}_{\theta_{0}}$ and $\mathbb{P}_{\theta_{0}}$ if we use any $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta_{0}}\right)$, and by $\mathrm{E}_{n, \theta_{0}}$ and $P_{n, \theta_{0}}=P_{\theta_{0}}^{\otimes n}$ if we use $\mathcal{M}_{n}$.

Definition 7.57. Given the sequence of models $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right)$, a sequence of estimators $\widehat{\theta}_{n}: \mathcal{X}_{n} \rightarrow_{m} \Delta$ is called consistent at $\theta_{0}$ if $\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right) \rightarrow \mathbb{P}_{\theta_{0}}$ $\theta_{0}$, and strongly consistent at $\theta_{0}$ if $\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right) \rightarrow \theta_{0}, \mathbb{P}_{\theta_{0}}$-a.s.. If a type of consistency holds for every $\theta_{0}$, then "at $\theta_{0}$ " is omitted.

The consistency of estimators can be directly expressed by the $P_{n, \theta}$. Indeed, the sequence $\widehat{\theta}_{n}$ is consistent if and only if

$$
\lim _{n \rightarrow \infty} P_{n, \theta_{0}}\left(\rho_{\Delta}\left(\widehat{\theta}_{n}, \theta_{0}\right)>\varepsilon\right)=0, \quad \varepsilon>0
$$

A stronger version is the uniform consistency on a subset of the parameter space. A sequence $\widehat{\theta}_{n}$ of estimators is called uniformly consistent on $K \subseteq \Delta$ if

$$
\lim _{n \rightarrow \infty} \sup _{\theta \in K} P_{n, \theta}\left(\rho_{\Delta}\left(\widehat{\theta}_{n}, \theta\right)>\varepsilon\right)=0, \quad \varepsilon>0 .
$$

There are different methods for constructing consistent estimators. One of these, and probably one of the most important methods, is the concept of $M$ estimators which includes as special cases the maximum likelihood principle, the method of least squares, and the concept of $\mathbb{L}_{1}$-estimators. Moreover,
this approach can be used to construct robust estimators and is applicable to semiparametric situations where the likelihood approach fails to apply.

The starting point is to find an estimator by minimizing a suitably constructed sequence of criterion functions $M_{n}\left(\theta, x_{1}, \ldots, x_{n}\right)$ about $\theta$. Here the criterion function is constructed in such a way that if $\theta_{0}$ is the true parameter, then these random functions tend to a deterministic function that attains its minimum at $\theta_{0}$. To guarantee the convergence of the criterion functions they are often defined to be an arithmetic mean of independent terms that include both the observations and the unknown parameter. More specifically, for the models $\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$ we consider the criterion functions

$$
M_{n}\left(\theta, \mathbf{x}_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} \varrho_{\theta}\left(x_{i}\right), \quad \theta \in \Delta, \mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}
$$

where $\varrho_{\theta}$ has to be adapted to the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$. We also use $M_{n}(\theta)=$ $(1 / n) \sum_{i=1}^{n} \varrho_{\theta}\left(X_{i}\right)$ for brevity.

Definition 7.58. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model, where $\Delta$ is a separable metric space with Borel $\sigma$-algebra $\mathfrak{B}_{\Delta}$. A function $\varrho: \Delta \times \mathcal{X} \rightarrow \mathbb{R}$ is called a contrast function for $\mathcal{M}$ if for every fixed $\theta \in \Delta$ the function $x \mapsto \varrho_{\theta}(x)$ is measurable, for every $x \in \mathcal{X}$ the function $\theta \mapsto \varrho_{\theta}(x)$ is continuous, it holds $\mathrm{E}_{\theta_{0}}\left|\varrho_{\theta}-\varrho_{\theta_{0}}\right|<\infty$ for every $\theta, \theta_{0} \in \Delta$, and @ satisfies the contrast condition

$$
\begin{equation*}
M\left(\theta, \theta_{0}\right):=\mathrm{E}_{\theta_{0}}\left(\varrho_{\theta}-\varrho_{\theta_{0}}\right)>0, \quad \theta \neq \theta_{0} \tag{7.31}
\end{equation*}
$$

Remark 7.59. It follows from Example 1.116 that the function $(\theta, x) \mapsto \varrho_{\theta}(x)$ is a measurable function of $(\theta, x)$.

Example 7.60. Consider the location model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \mathbb{R}}\right)$ where $P_{\theta}=\mathcal{L}(X+\theta)$, $\int|t| P_{\theta}(d t)<\infty$, and $\int t P_{0}(d t)=0$. Then $\mathrm{E}_{\theta_{0}}\left|(X-\theta)^{2}-\left(X-\theta_{0}\right)^{2}\right|<\infty$ and

$$
\mathbf{E}_{\theta_{0}}\left((X-\theta)^{2}-\left(X-\theta_{0}\right)^{2}\right)=\left(\theta-\theta_{0}\right)^{2}
$$

so that the contrast condition is satisfied for $\varrho_{\theta}(x)=(x-\theta)^{2}$.
It should be noted that the condition $\mathrm{E}_{\theta_{0}} \varrho_{\theta}>\mathrm{E}_{\theta_{0}} \varrho_{\theta_{0}}, \theta \neq \theta_{0}$, which seems to be more intuitive is equivalent to (7.31) if $\mathrm{E}_{\theta_{0}}\left|\varrho_{\theta_{0}}\right|<\infty$. However, by working with (7.31) unnecessary additional conditions can be avoided. In the above example, if $\varrho_{\theta}(x)=(x-\theta)^{2}, \mathrm{E}_{\theta_{0}}|X|<\infty$, and $\mathrm{E}_{\theta_{0}} X^{2}=\infty$, then $\mathrm{E}_{\theta_{0}} \varrho_{\theta}=\infty$ for every $\theta$ so that $\mathrm{E}_{\theta_{0}} \varrho_{\theta}>\mathrm{E}_{\theta_{0}} \varrho_{\theta_{0}}$ is not fulfilled.

Example 7.61. Consider the location model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \mathbb{R}}\right)$ with $P_{\theta}=\mathcal{L}(Z+\theta)$, where $Z$ has the c.d.f. $G$ which has the $\alpha$-quantile 0 , so that $G(0-0) \leq \alpha \leq G(0)$. Let $X=Z+\theta_{0}$ be the observation, which has the c.d.f. $F(t)=G\left(t-\theta_{0}\right)$. Put $\tau_{\alpha}(t)=(1-\alpha)|t| I_{(-\infty, 0]}(t)+\alpha t I_{(0, \infty)}(t)$ and $\varrho_{\theta}(x)=\tau_{\alpha}(x-\theta)$. From $||a+b|-|a|| \leq|b|$ we then get $\mathrm{E}_{\theta_{0}}\left|\varrho_{\theta}(X)-\varrho_{\theta_{0}}(X)\right|<\infty$. As $u_{\alpha}=\theta_{0}$ is an $\alpha$-quantile of $F$, Problem 7.43 yields

$$
\begin{aligned}
\mathrm{E}_{\theta_{0}}\left(\varrho_{\theta}(X)-\varrho_{\theta_{0}}(X)\right) & =\mathrm{E}_{0}\left(\tau_{\alpha}(X-\theta)-\tau_{\alpha}\left(X-\theta_{0}\right)\right) \\
& =\left\{\begin{array}{l}
\int I_{\left[\theta_{0}, \theta\right]}(s)(F(s)-\alpha) d s \text { if } \theta>\theta_{0}, \\
\int I_{\left[\theta, \theta_{0}\right]}(s)(\alpha-F(s)) d s \text { if } \theta<\theta_{0} .
\end{array}\right.
\end{aligned}
$$

Using $F(t)=G\left(t-\theta_{0}\right)$ we see that the contrast condition (7.31) is satisfied if and only if $G(-\varepsilon)<\alpha<G(\varepsilon), \varepsilon>0$, which is equivalent to the $\alpha$-quantile of being unique.

Definition 7.62. Given a contrast function $\varrho: \Delta \times \mathcal{X} \rightarrow \mathbb{R}$ an estimator $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is called an $M$-estimator at $\mathbf{x}_{n} \in \mathcal{X}^{n}$ if $M_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right)=$ $\inf _{\theta \in \Delta} M_{n}\left(\theta, \mathbf{x}_{n}\right)$. If $\widehat{\theta}_{n}$ is an $M$-estimator at every $\mathbf{x}_{n} \in \mathcal{X}^{n}$, then we simply call it an $M$-estimator.

The existence of an $M$-estimator can be easily established if the parameter space is compact.

Proposition 7.63. If $\Delta$ is a compact metric space and $\varrho: \Delta \times \mathcal{X} \rightarrow \mathbb{R}$ is a contrast function, then for every $n$ there exists at least one $M$-estimator.

Proof. The compactness of $\Delta$ and the continuity of $M_{n}\left(\theta, \mathbf{x}_{n}\right)$ as a function of $\theta$ imply that for every $\mathbf{x}_{n} \in \mathcal{X}^{n}$ there exists at least one $\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)$ such that $\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)$ is a minimum point. As $\Delta$ is a Polish space, Theorem A. 10 yields the existence of a measurable version of the minimizer $\widehat{\theta}_{n}$.

The minimization of $M_{n}\left(\theta, \mathbf{x}_{n}\right)$ over $\theta$ is equivalent to the minimization of $M_{n}\left(\theta, \mathbf{x}_{n}\right)-M_{n}\left(\theta_{0}, \mathbf{x}_{n}\right)$ over $\theta$. Due to the law of large numbers it holds $M_{n}(\theta)-M_{n}\left(\theta_{0}\right) \rightarrow M\left(\theta, \theta_{0}\right), \mathbb{P}$-a.s. The contrast condition (7.31) suggests that each sequence of minimizers of $M_{n}$ converges to $\theta_{0}$. To explain this idea we remark that for $\mathbf{X}_{n}=\left(X_{1}, \ldots, X_{n}\right)$,

$$
\begin{align*}
\rho_{\Delta}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \theta_{0}\right) & >\varepsilon \text { implies }  \tag{7.32}\\
M_{n}\left(\theta_{0}, \mathbf{X}_{n}\right) & \geq \inf _{\theta \in B_{\varepsilon}} M_{n}\left(\theta, \mathbf{X}_{n}\right) \geq \frac{1}{n} \sum_{i=1}^{n} \varrho_{B_{\varepsilon}}\left(X_{i}\right), \text { where } \\
\varrho_{B_{\varepsilon}}\left(x_{i}\right) & =\inf _{\theta \in B_{\varepsilon}} \varrho_{\theta}\left(x_{i}\right) \text { and } B_{\varepsilon}=\left\{\theta: \rho_{\Delta}\left(\theta, \theta_{0}\right)>\varepsilon\right\} .
\end{align*}
$$

Note that due to the continuity of $\varrho$ and the separability of $\Delta$ the function $\varrho_{B_{\varepsilon}}$ is measurable and takes on values in $[-\infty, \infty)$. The term $(1 / n) \sum_{i=1}^{n} \varrho_{B_{\varepsilon}}\left(X_{i}\right)$ is approximately $\mathbb{E}_{\theta_{0}} \varrho_{B_{\varepsilon}}\left(X_{1}\right)$. If $\mathbb{E}_{\theta_{0}} \varrho_{B_{\varepsilon}}\left(X_{1}\right)>\mathbb{E}_{\theta_{0}} \varrho_{\theta_{0}}\left(X_{1}\right)$, then $\hat{\theta}_{n}\left(\mathbf{X}_{n}\right)$ cannot have a distance of more than $\varepsilon$ from $\theta_{0}$ for large $n$. This basic idea for proving consistency appeared already in Wald (1949), and it has been used since then by many authors in various situations. Our representation follows Perlman (1972), Pfanzagl (1969, 1994), Liese and Vajda (1994, 1995), and Berlinet, Liese, and Vajda (2000). We note that by $\varrho_{A}-\varrho_{\eta} \leq 0$ for $\eta \in A$ and $\mathrm{E}_{\theta_{0}}\left|\varrho_{\eta}-\varrho_{\theta_{0}}\right|<\infty$ the expectation $\mathrm{E}_{\theta_{0}}\left(\varrho_{A}-\varrho_{\theta_{0}}\right)$ is well defined.

Condition 7.64 Let $\Delta$ be a separable metric space and $\varrho: \Delta \times \mathcal{X} \rightarrow \mathbb{R} a$ contrast function for the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$. We say that $\varrho$ and $\mathcal{M}$ satisfy the finite covering property at $\theta_{0}$ if for every $\varepsilon>0$ there are a finite number of sets $\Delta_{1}, \ldots, \Delta_{N}$ that satisfy $B_{\varepsilon}=\left\{\theta: \rho_{\Delta}\left(\theta, \theta_{0}\right) \geq \varepsilon\right\} \subseteq \cup_{i=1}^{N} \Delta_{i}$, and

$$
\mathrm{E}_{\theta_{0}}\left(\varrho_{\Delta_{i}}-\varrho_{\theta_{0}}\right)>0, \quad i=1, \ldots, N,
$$

where $\varrho_{\Delta_{i}}(x)=\inf _{\theta \in \Delta_{i}} \varrho_{\theta}(x)$.
The finite covering property can easily be verified for compact parameter spaces.

Lemma 7.65. If $\Delta$ is a compact metric space and

$$
\begin{equation*}
\mathrm{E}_{\theta_{0}}\left(\varrho_{\theta_{0}}-\inf _{\theta \in \Delta} \varrho_{\theta}\right)<\infty \tag{7.33}
\end{equation*}
$$

then the finite covering property at $\theta_{0}$ is satisfied.
Proof. Let $U(\theta, \delta)$ be an open ball with diameter $\delta$ and center $\theta$. By the continuity of $\eta \mapsto \varrho_{\eta}(x)$, condition (7.33) and Lebesgue's theorem yield

$$
\lim _{\delta \downarrow 0} \mathrm{E}_{\theta_{0}} \inf _{\eta \in U(\theta, \delta)}\left(\varrho_{\eta}-\varrho_{\theta_{0}}\right)=\mathrm{E}_{\theta_{0}}\left(\varrho_{\theta}-\varrho_{\theta_{0}}\right)>0
$$

for every $\theta \neq \theta_{0}$ by the contrast condition. Hence for every $\theta \in B_{\varepsilon}$ there is some $\delta(\varepsilon, \theta)>0$ such that $\mathrm{E}_{\theta_{0}}\left(\inf _{\eta \in U(\theta, \delta(\varepsilon, \theta))} \varrho_{\eta}-\varrho_{\theta_{0}}\right)>0$. As $\Delta$ is compact we may cover $B_{\varepsilon}$ already by finitely many $\Delta_{i}=U\left(\theta, \delta\left(\varepsilon, \theta_{i}\right)\right), i=1, \ldots N$.

We also consider estimators $\widehat{\theta}_{n}$ that are only approximate $M$-estimators. To be more precise let $\mathcal{L}\left(\mathbf{X}_{n} \mid \mathbb{P}_{\theta_{0}}\right)=P_{\theta_{0}}^{\otimes n}$ and set

$$
D_{n}\left(\mathbf{X}_{n}\right)=M_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \mathbf{X}_{n}\right)-\inf _{\theta \in \Delta} M_{n}\left(\theta, \mathbf{X}_{n}\right)
$$

for any estimator $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$. Depending on in which sense $D_{n}\left(\mathbf{X}_{n}\right)$ becomes small for large $n$ we distinguish between different types of estimators.

For subsequent purposes we introduce some new notation for a sequence $Y_{n}$ of random variables. We say that

$$
\begin{equation*}
Y_{n}=\mathbf{o}_{\mathbb{P}_{\theta_{0}}}(0) \text { if } \mathbb{P}_{\theta_{0}}\left(Y_{n} \neq 0\right) \rightarrow 0 \tag{7.34}
\end{equation*}
$$

Note that such sequences $Y_{n}$ converge stochastically to zero, but in a special way. For any sequence $C_{n}$ of numbers, or even random variables, we see that

$$
Y_{n}=\mathbf{o}_{\mathbb{P}_{\theta_{0}}}(0) \quad \text { implies } \quad C_{n} Y_{n}=\mathbf{o}_{\mathbb{P}_{\theta_{0}}}(0)
$$

Definition 7.66. A sequence of estimators $\left\{\hat{\theta}_{n}\right\}$ is called a strongly approximate $M$-estimator at $\theta_{0}$ if $D_{n}\left(\mathbf{X}_{n}\right) \rightarrow 0, \mathbb{P}_{\theta_{0}}$-a.s. Similarly, $\left\{\widehat{\theta}_{n}\right\}$ is called an approximate $M$-estimator if $D_{n}\left(\mathbf{X}_{n}\right) \rightarrow \mathbb{P}_{\theta_{0}} 0$. We call the sequence $\left\{\widehat{\theta}_{n}\right\}$ an asymptotic $M$-estimator at $\theta_{0}$ if $D_{n}\left(\mathbf{X}_{n}\right)=\mathbf{o}_{\mathbb{P}_{\theta_{0}}}(0)$.

Obviously every asymptotic $M$-estimator is an approximate $M$-estimator.
Theorem 7.67. Let $\Delta$ be a separable metric space and $\varrho: \Delta \times \mathcal{X} \rightarrow \mathbb{R}$ be a contrast function for $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$. If the finite covering property is satisfied at $\theta_{0}$, and the estimator $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is a strongly approximate $M$-estimator at $\theta_{0}$, then $\widehat{\theta}_{n}$ is strongly consistent at $\theta_{0}$. Similarly an approximate $M$-estimator at $\theta_{0}$ is consistent at $\theta_{0}$. Especially every asymptotic $M$-estimator is consistent.

Corollary 7.68. The statement of the theorem is valid if the finite covering condition is replaced by the assumption that $\Delta$ is compact and (7.33) holds.

Proof. For $B_{\varepsilon}$ in Condition 7.64 and every $m=1,2, \ldots$ there are $\Delta_{m, 1}, \ldots, \Delta_{m, N_{m}}$ such that

$$
B_{1 / m} \subseteq \bigcup_{i=1}^{N_{m}} \Delta_{m, i} \quad \text { and } \quad \mathrm{E}_{\theta_{0}}\left(\varrho_{\Delta_{m, i}}\left(X_{1}\right)-\varrho_{\theta_{0}}\left(X_{1}\right)\right)>0, i=1, \ldots, N_{m}
$$

Set

$$
A_{m, i}=\left\{\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n}\left(\varrho_{\Delta_{m, i}}\left(X_{j}\right)-\varrho_{\theta_{0}}\left(X_{j}\right)\right)=\mathrm{E}_{\theta_{0}}\left(\varrho_{\Delta_{m, i}}\left(X_{1}\right)-\varrho_{\theta_{0}}\left(X_{1}\right)\right)\right\}
$$

The strong law of large numbers yields $\mathbb{P}_{\theta_{0}}\left(A_{m, i}\right)=1$. Suppose that $D_{n} \rightarrow 0$, $\mathbb{P}_{\theta_{0}}$-a.s., and set

$$
A=\left\{\lim _{n \rightarrow \infty} D_{n}\left(\mathbf{X}_{n}\right)=0\right\} \cap \bigcap_{m=1}^{\infty} \bigcap_{i=1}^{N_{m}} A_{m, i}
$$

Then $\mathbb{P}_{\theta_{0}}(A)=1$ and for fixed $\omega \in A$ and $\varepsilon>0$ we choose $m$ such that $\varepsilon>1 / m$. If $\rho_{\Delta}\left(\hat{\theta}_{n}, \theta_{0}\right)>1 / m$, then by the definition of $D_{n}$
$\inf _{\theta \in B_{1 / m}} M_{n}\left(\theta, \mathbf{X}_{n}\right) \leq M_{n}\left(\widehat{\theta}_{n}, \mathbf{X}_{n}\right)=\inf _{\theta \in \Delta} M_{n}\left(\theta, \mathbf{X}_{n}\right)+D_{n} \leq M_{n}\left(\theta_{0}, \mathbf{X}_{n}\right)+D_{n}$.
Hence,

$$
\begin{aligned}
& 0 \geq \inf _{\theta \in B_{1 / m}} M_{n}\left(\theta, \mathbf{X}_{n}(\omega)\right)-M_{n}\left(\theta_{0}, \mathbf{X}_{n}(\omega)\right)-D_{n}\left(\mathbf{X}_{n}(\omega)\right) \\
& \geq \min _{1 \leq i \leq N_{m}} \frac{1}{n} \sum_{j=1}^{n}\left[\varrho_{\Delta_{m, i}}\left(X_{j}(\omega)\right)-\varrho_{\theta_{0}}\left(X_{j}(\omega)\right)\right]-D_{n}\left(\mathbf{X}_{n}(\omega)\right) \\
& \rightarrow \min _{1 \leq i \leq N_{m}} \mathrm{E}_{\theta_{0}}\left(\varrho_{\Delta_{m, i}}-\varrho_{\theta_{0}}\right)>0 .
\end{aligned}
$$

This shows that the inequality $\rho_{\Delta}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right), \theta_{0}\right)>1 / m$ may hold only for a finite number of $n$. Hence $\widehat{\theta}_{n} \rightarrow \theta_{0}, \mathbb{P}_{\theta_{0}}$-a.s. The proof of the stochastic convergence follows from a subsequence argument and Proposition A.12. The corollary follows from Lemma 7.65.

Remark 7.69. There are situations where Condition 7.64 is not fulfilled, but it can be made valid if we replace $\varrho_{\theta}(x)$ with $\widetilde{\varrho}_{\theta}\left(x_{1}, \ldots, x_{k}\right)=(1 / k) \sum_{j=1}^{k} \varrho_{\theta}\left(x_{j}\right)$. Using this idea Condition 7.64 can be weakened. For details we refer to Perlman (1972) and Pfanzagl (1994).

The statement in the corollary is closely related to proofs of consistency that are based on uniform laws of large numbers. Then the special structure of $M_{n}$ of being an arithmetic mean is irrelevant in this respect.
Theorem 7.70. (Argmin Theorem) Let $\Delta$ be a compact metric space. Suppose $(W(\theta))_{\theta \in \Delta}$ and $\left(W_{n}(\theta)\right)_{\theta \in \Delta}$ are continuous stochastic processes, defined on $(\Omega, \mathfrak{F}, \mathbb{P})$, and let $\left\|W_{n}-W\right\|_{u}=\sup _{\theta \in \Delta}\left|W_{n}(\theta)-W(\theta)\right|$. Suppose $W$ has a unique minimizer $\widehat{\theta}: \Omega \rightarrow_{m} \Delta$ and $\widehat{\theta}_{n}: \Omega \rightarrow_{m} \Delta$. Then for $D_{n}=W_{n}\left(\widehat{\theta}_{n}\right)-\inf _{\theta \in \Delta} W_{n}(\theta)$ the following hold.
(A) If $D_{n} \rightarrow 0$, $\mathbb{P}$-a.s., and $\left\|W_{n}-W\right\|_{u} \rightarrow 0$, $\mathbb{P}$-a.s., then $\widehat{\theta}_{n} \rightarrow \widehat{\theta}, \mathbb{P}$-a.s.
(B) If $D_{n} \rightarrow^{\mathbb{P}} 0$ and $\left\|W_{n}-W\right\|_{u} \rightarrow^{\mathbb{P}} 0$, then $\widehat{\theta}_{n} \rightarrow \mathbb{P}^{\mathbb{P}} \widehat{\theta}$.

Proof. The process $W$ is continuous on the compact set $\Delta$ and has a unique minimum at $\widehat{\theta}$. Hence $\delta_{\varepsilon}=\inf _{\rho_{\Delta}(\theta, \widehat{\theta}) \geq \varepsilon}(W(\theta)-W(\widehat{\theta}))>0$, $\mathbb{P}$-a.s. If $\rho_{\Delta}\left(\widehat{\theta}_{n}, \widehat{\theta}\right) \geq \varepsilon$, then

$$
\inf _{\rho_{\Delta}(\theta, \widehat{\theta}) \geq \varepsilon} W_{n}(\theta) \leq W_{n}\left(\widehat{\theta}_{n}\right)=\inf _{\theta \in \Delta} W_{n}(\theta)+D_{n}
$$

and

$$
\begin{aligned}
W(\widehat{\theta})+\delta_{\varepsilon} & =\inf _{\rho_{\Delta}(\theta, \widehat{\theta}) \geq \varepsilon} W(\theta) \leq \sup _{\theta \in \Delta}\left|W_{n}(\theta)-W(\theta)\right|+\inf _{\rho_{\Delta}(\theta, \widehat{\theta}) \geq \varepsilon} W_{n}(\theta) \\
& \leq \sup _{\theta \in \Delta}\left|W_{n}(\theta)-W(\theta)\right|+\inf _{\theta \in \Delta} W_{n}(\theta)+D_{n} \\
& \leq 2 \sup _{\theta \in \Delta}\left|W_{n}(\theta)-W(\theta)\right|+W(\widehat{\theta})+D_{n} .
\end{aligned}
$$

$D_{n} \rightarrow 0$ and $\left\|W_{n}-W\right\|_{u} \rightarrow 0, \mathbb{P}$-a.s., imply that $\rho_{\Delta}\left(\widehat{\theta}_{n}, \widehat{\theta}\right) \geq \varepsilon$ is possible only for a finite number of $n$. The statement $(B)$ follows from a subsequence argument and Proposition A. 12.

The uniform law of large numbers has been assumed to hold in Theorem 7.70. For the sequence of arithmetic means it holds under a condition that is a bit stronger than the conditions of Corollary 7.68.
Proposition 7.71. Suppose $X_{1}, X_{2}, \ldots$ are defined on $(\Omega, \mathfrak{F}, \mathbb{P})$ and are i.i.d. If $\Delta$ is a compact metric space and

$$
M_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n} \varrho_{\theta}\left(X_{i}\right)
$$

then $\mathbb{E} \sup _{\theta \in \Delta}\left|\varrho_{\theta}\left(X_{1}\right)-\varrho_{\theta_{0}}\left(X_{1}\right)\right|<\infty$ implies

$$
\sup _{\theta \in \Delta}\left|\left(M_{n}(\theta)-M_{n}\left(\theta_{0}\right)\right)-\mathbb{E}\left(\varrho_{\theta}\left(X_{1}\right)-\varrho_{\theta_{0}}\left(X_{1}\right)\right)\right| \rightarrow 0, \mathbb{P} \text {-a.s. }
$$

Proof. Set

$$
\pi_{\delta}\left(X_{1}\right)=\sup _{\rho_{\Delta}\left(\theta_{1}, \theta_{2}\right) \leq \delta}\left|\varrho_{\theta_{1}}\left(X_{1}\right)-\varrho_{\theta_{2}}\left(X_{1}\right)\right|
$$

Then $\pi_{\delta}\left(X_{1}\right)$ is nondecreasing in $\delta$. Hence $\lim _{\delta \downarrow 0} \pi_{\delta}\left(X_{1}\right)$ exists, and by $\mathbb{E} \sup _{\theta \in \Delta}\left|\varrho_{\theta}\left(X_{1}\right)-\varrho_{\theta_{0}}\left(X_{1}\right)\right|<\infty$ and Lebesgue's theorem it holds

$$
\lim _{\delta \downarrow 0} \mathbb{E} \pi_{\delta}\left(X_{1}\right)=\mathbb{E} \lim _{\delta \downarrow 0} \pi_{\delta}\left(X_{1}\right)=0
$$

Set $\omega_{\delta}\left(M_{n}\right)=\sup _{\rho_{\Delta}\left(\theta_{1}, \theta_{2}\right) \leq \delta}\left|M_{n}\left(\theta_{1}\right)-M_{n}\left(\theta_{2}\right)\right|$. Then

$$
\omega_{\delta}\left(M_{n}\right) \leq \frac{1}{n} \sum_{i=1}^{n} \pi_{\delta}\left(X_{i}\right)
$$

Cover $\Delta$ by a finite number of balls $B_{\delta}\left(\theta_{i}\right)$ with center in $\theta_{i}$ and a radius that does not exceed $\delta, i=1, \ldots, m$. Then with $W_{n}(\theta)=M_{n}(\theta)-M_{n}\left(\theta_{0}\right)$, $W(\theta)=\mathbb{E}\left(\varrho_{\theta}\left(X_{1}\right)-\varrho_{\theta_{0}}\left(X_{1}\right)\right)$, and $\omega_{\delta}\left(M_{n}\right)=\omega_{\delta}\left(W_{n}\right)$,

$$
\sup _{\theta \in \Delta}\left|W_{n}(\theta)-W(\theta)\right| \leq \max _{1 \leq i \leq m}\left|W_{n}\left(\theta_{i}\right)-W\left(\theta_{i}\right)\right|+\omega_{\delta}\left(M_{n}\right)+\omega_{\delta}(W)
$$

$W_{n}\left(\theta_{i}\right) \rightarrow W\left(\theta_{i}\right), P$-a.s., holds by the strong law of large numbers. We apply the latter to the $\pi_{\delta}\left(X_{i}\right)$ to get
$\limsup _{n \rightarrow \infty} \sup _{\theta \in \Delta}\left|W_{n}(\theta)-W(\theta)\right| \leq \limsup _{n \rightarrow \infty} \omega_{\delta}\left(M_{n}\right)+\omega_{\delta}(W) \leq \mathbb{E} \pi_{\delta}\left(X_{1}\right)+\omega_{\delta}(W)$.
$\lim _{\delta \downarrow 0} \omega_{\delta}(W)=0$ holds as the continuous function $W$ on the compact set $\Delta$ is uniformly continuous. The statement $\lim _{\delta \downarrow 0} \mathbb{E} \pi_{\delta}\left(X_{1}\right)=0$ has been already established.

Statements on the convergence of minimizers (maximizers) of convergent sequences of stochastic processes $M_{n}$, are called argmin (argmax) theorems. General forms of argmax theorems can be found in van der Vaart and Wellner (1996). We note that such statements are also used in stochastic optimization; see, for example, Wets (1989).

Theorem 7.70 used the compactness of $\Delta$. If the parameter space is not compact, say $\Delta=\mathbb{R}^{d}$, then one needs additional conditions which, roughly speaking, prevent the minimizer from running out of every compact set. There is one important class of criterion functions, namely convex functions, for which this property is automatically satisfied. This is one of the reasons why convex criterion functions are so popular. The other point is the equicontinuity of sequences that are pointwise convergent. This property is needed to conclude local uniform convergence from pointwise convergence that is provided by the classical laws of large numbers.

Let $O \subseteq \mathbb{R}^{d}$ be an open convex set and $f: O \rightarrow \mathbb{R}$ a convex function. Then for $x=\left(x_{1}, \ldots, x_{d}\right) \in O$ and fixed $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{d}$ the function $x_{i} \mapsto$ $f\left(x_{1}, \ldots, x_{d}\right)$ is a convex function of $x_{i}$. The left- and right-hand derivatives $\partial^{-} f / \partial x_{i}$ and $\partial^{+} f / \partial x_{i}$ exist according to Problem 1.50.

Problem 7.72.* If $x, c \in O$, then for any $\varepsilon_{i} \in\{+,-\}$,

$$
g(x):=f(x)-f(c)-\sum_{i=1}^{d}\left(\partial^{\varepsilon_{i}} f(c) / \partial x_{i}\right)\left(x_{i}-c_{i}\right) \geq 0
$$

The next problem establishes the well-known Lipschitz property of convex functions; see, for example, Rockafellar (1970).

Problem 7.73.* Suppose $O \subseteq \mathbb{R}^{d}$ is an open convex set, $K \subseteq O$ is a compact set, and $f: O \rightarrow \mathbb{R}$ is convex. Then for every $\varepsilon>0$ with

$$
K_{\varepsilon}:=\left\{y: y=x+z, x \in K, z \in \mathbb{R}^{d},\|z\| \leq \varepsilon\right\} \subseteq O,
$$

it holds

$$
|f(x)-f(y)| \leq \frac{1}{\varepsilon}\left(\sup _{x \in K_{\varepsilon}} f(x)-\inf _{x \in K_{\varepsilon}} f(x)\right)\|y-x\| .
$$

We modify this result to get a Lipschitz constant that is better suited for our purposes.

Problem 7.74.* Suppose $O \subseteq \mathbb{R}^{d}$ is an open convex set and $K \subseteq O$ is a compact set. Then there are a constant $C$ and points $b_{1}, \ldots, b_{m} \in O$ such that for every convex function $f: O \rightarrow \mathbb{R}$ it holds

$$
\begin{equation*}
|f(x)-f(y)| \leq C \sum_{i=1}^{m}\left|f\left(b_{i}\right)\right|\|y-x\|, \quad x, y \in K \tag{7.35}
\end{equation*}
$$

A consequence of the inequality (7.35) is that every convex function is uniformly continuous on compact subsets. Moreover, if the sequence $f_{n}$ converges pointwise to $f$ on $O$ and $K$ is a fixed compact set, then $L=$ $\sup _{n} C \sum_{i=1}^{m}\left|f_{n}\left(b_{i}\right)\right|$ is a common Lipschitz constant for the $f_{n}$. Hence this sequence is equicontinuous on $K$ and the pointwise convergence implies the uniform convergence on $K$. This is a classical result of convex analysis; see Theorem 10.8 in Rockafellar (1970) for a different proof. The stochastic counterpart is known as the convexity lemma which was established and reestablished by several authors; see, e.g., Haberman (1989), Niemiro (1992), Jurečková (1977, 1992), Anderson and Gill (1982), Pollard (1990, 1991), and Hjort and Pollard (1993). If $O \subseteq \mathbb{R}^{d}$ is an open convex set, we call a stochastic process $(M(\theta))_{\theta \in O}$, convex if $M(\cdot, \omega)$ is a convex function for every $\omega \in \Omega$. As a convex function on $O$ is Lipschitz on compact subsets (see Problem 7.74), we get that every convex process is continuous.

Lemma 7.75. (Convexity Lemma) Let $O \subseteq \mathbb{R}^{d}$ be open and convex, $M(\theta)$ and $M_{n}(\theta), \theta \in O$, be convex stochastic processes, and $D$ be a dense subset of $O$. Then for any compact subset $K$ of $O$ the following hold.
(A) $M_{n}(\theta) \rightarrow M(\theta), \mathbb{P}$-a.s., $\theta \in D$, implies $\sup _{\theta \in K}\left|M_{n}(\theta)-M(\theta)\right| \rightarrow 0, \mathbb{P}$-a.s.
(B) $M_{n}(\theta) \rightarrow^{\mathbb{P}} M(\theta), \theta \in D$, implies $\sup _{\theta \in K}\left|M_{n}(\theta)-M(\theta)\right| \rightarrow^{\mathbb{P}} 0$.

Proof. Let $K$ be fixed. Without loss of generality we may assume that $b_{1}, \ldots, b_{m}$ in Problem 7.74 belong to $D$. Set $A=\left\{\omega: M_{n}(\theta, \omega) \rightarrow M(\theta, \omega)\right.$, $\theta \in D\}$. Then $\mathbb{P}(A)=1$, and for every fixed $\omega \in A$ the sequence of functions $\theta \mapsto M_{n}(\theta, \omega)$ converges pointwise on a dense subset of $K$ to the function $\theta \mapsto M(\theta, \omega)$ and satisfies

$$
\sup _{\theta_{i} \in K,\left\|\theta_{1}-\theta_{2}\right\| \leq \delta}\left|M_{n}\left(\theta_{1}, \omega\right)-M_{n}\left(\theta_{2}, \omega\right)\right| \leq L(\omega) \delta,
$$

for $L(\omega)=\sup _{n} C \sum_{i=1}^{m}\left|M_{n}\left(b_{i}, \omega\right)\right|<\infty$. The statement follows from the fact that an equicontinuous sequence of functions that converges pointwise on a dense subset converges uniformly; see Problem 6.80. To prove statement $(B)$ it suffices to show that for every subsequence $M_{n_{k}}$ there is again a subsequence that converges uniformly in $\theta, \mathbb{P}$-a.s. By a diagonal technique there is a subsequence $M_{n_{k_{l}}}$ such $M_{n_{k_{l}}}(\theta) \rightarrow M(\theta)$, $\mathbb{P}$-a.s., for every $\theta$ from the countable set $D$ in the first part of the proof. With the same argument as in that part we get $\sup _{\theta \in K}\left|M_{n_{k_{l}}}(\theta)-M(\theta)\right| \rightarrow 0, \mathbb{P}$-a.s.

If we combine the convexity lemma with Theorem 7.70 we can say that for a pointwise converging sequence of criterion functions, and a compact parameter space, the minimizers are consistent estimators, unless the minimizer in the limiting function is not unique. The compactness condition could be removed if we would know that minimizers of sequences of convex criterion functions cannot run out of compact sets. This can be concluded from the following lemma by Hjort and Pollard (1993), which gives a bound for the distance of minimizers of two convex functions.

Lemma 7.76. Suppose $O \subseteq \mathbb{R}^{d}$ is open and convex, $f: O \rightarrow \mathbb{R}$ is a convex function, and $g: O \rightarrow \mathbb{R}$ is continuous. If $x_{0} \in O$ and $y_{0} \in O$ are minimizers of $f$ and $g$, respectively, then

$$
\begin{equation*}
\sup _{y \in O,\left\|y-y_{0}\right\| \leq \varepsilon} 2|f(y)-g(y)|<\inf _{y \in O,\left\|y-y_{0}\right\|=\varepsilon}\left[g(y)-g\left(y_{0}\right)\right] \tag{7.36}
\end{equation*}
$$

implies $\left\|x_{0}-y_{0}\right\| \leq \varepsilon$.
Proof. Suppose $x_{0}, y_{0} \in O$ satisfy $a:=\left\|x_{0}-y_{0}\right\|>\varepsilon>0$. Set $u=$ $a^{-1}\left(x_{0}-y_{0}\right)$. Then $\|u\|=1, x_{0}=y_{0}+a u$, and the convexity of $f$ implies $(1-\varepsilon / a) f\left(y_{0}\right)+(\varepsilon / a) f\left(x_{0}\right) \geq f\left(y_{0}+\varepsilon u\right)$. Hence

$$
\begin{aligned}
& \frac{\varepsilon}{a}\left(f\left(x_{0}\right)-f\left(y_{0}\right)\right) \geq f\left(y_{0}+\varepsilon u\right)-f\left(y_{0}\right) \\
& =g\left(y_{0}+\varepsilon u\right)-g\left(y_{0}\right)+\left[f\left(y_{0}+\varepsilon u\right)-g\left(y_{0}+\varepsilon u\right)\right]+\left[g\left(y_{0}\right)-f\left(y_{0}\right)\right] \\
& \geq \inf _{y \in O,\left\|y-y_{0}\right\|=\varepsilon}\left[g(y)-g\left(y_{0}\right)\right]-\sup _{y \in O,\left\|y-y_{0}\right\| \leq \varepsilon} 2|f(y)-g(y)| .
\end{aligned}
$$

If (7.36) is satisfied, then the left-hand term is positive. This contradicts the fact that $x_{0}$ is a minimizer of $f$. Hence $\left\|x_{0}-y_{0}\right\|>\varepsilon$ is impossible.

Now we combine the Hjort-Pollard lemma with the convexity lemma to establish an argmin theorem for convex processes.

Theorem 7.77. (Argmin Theorem for Convex Processes) Suppose $O \subseteq$ $\mathbb{R}^{d}$ is open and convex and assume that $M_{n}(\theta)$ and $M(\theta), \theta \in O$, are convex stochastic processes, where $M$ has a unique minimizer $\widehat{\theta}: \Omega \rightarrow_{m} O$. If $\widehat{\theta}_{n}$ : $\Omega \rightarrow_{m} O$ are respective minimizers of $M_{n}$, then the following hold.
(A) $M_{n}(\theta) \rightarrow M(\theta), \mathbb{P}$-a.s., $\theta \in O$, implies $\widehat{\theta}_{n} \rightarrow \hat{\theta}, \mathbb{P}$-a.s.
(B) $M_{n}(\theta) \rightarrow{ }^{\mathbb{P}} M(\theta), \theta \in O$, implies $\widehat{\theta}_{n} \rightarrow \mathbb{P} \widehat{\theta}$.

Proof. To prove $(A)$ let $M_{n}(\theta) \rightarrow M(\theta), \theta \in O, \mathbb{P}$-a.s. Let $K_{m}$ be an increasing sequence of compact sets with $K_{m} \uparrow O$. By Lemma 7.75 we find some $A \in \mathfrak{F}$ with $\mathbb{P}(A)=1$ and

$$
\sup _{\theta \in K_{m}}\left|M_{n}(\theta, \omega)-M(\theta, \omega)\right| \rightarrow 0, \quad \omega \in A, \quad m=1,2, \ldots
$$

Let $\varepsilon>0$ and $\omega \in A$ be fixed. As $\widehat{\theta}(\omega)$ is the unique minimizer of $M(\cdot, \omega)$ it holds

$$
D(\omega)=\inf _{\theta \in O,\|\theta-\widehat{\theta}(\omega)\|=\varepsilon}|M(\theta, \omega)-M(\widehat{\theta}(\omega), \omega)|>0
$$

As $O$ is open and $K_{m} \uparrow O$ we find some $m_{0}$ with

$$
\{\theta: \theta \in O, \quad\|\theta-\widehat{\theta}(\omega)\| \leq \varepsilon\} \subseteq K_{m_{0}}
$$

Hence,

$$
\sup _{\theta \in O,\|\theta-\hat{\theta}(\omega)\| \leq \varepsilon} 2\left|M_{n}(\theta, \omega)-M(\theta, \omega)\right|<D(\omega)
$$

for all sufficiently large $n$, say $n \geq n_{0}$, and therefore $\left\|\widehat{\theta}_{n}(\omega)-\widehat{\theta}(\omega)\right\| \leq \varepsilon$ for $n \geq n_{0}$ by Lemma 7.76. To prove $(B)$ we fix a countable subset $D$ of $O$ that is dense in $O$. Then by the diagonal technique we find a subsequence $M_{n_{k}}(\theta)$ of $M_{n}(\theta)$ that converges to $M(\theta), \mathbb{P}$-a.s., for every $\theta \in D$. Hence by the convexity lemma we have $M_{n_{k}}(\theta) \rightarrow M(\theta), \mathbb{P}$-a.s., for every $\theta \in O$. To complete the proof it suffices to apply the first statement to this subsequence and to use the subsequence characterization of the stochastic convergence; see Proposition A. 12 .

## Consistency of MLEs

Here in this section we apply the general results on $M$-estimators to the problem of consistency of maximum likelihood estimators.

Suppose $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is a model for which the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated by a $\sigma$-finite measure $\mu$. Set $f_{\theta}(x)=\left(d P_{\theta} / d \mu\right)(x)$. Then the functions $\theta \mapsto f_{\theta}(x)$ and $\Lambda(\theta): \theta \mapsto \ln f_{\theta}(x)$ are the likelihood and the loglikelihood functions at $x$, respectively. Analogously, for i.i.d. observations the likelihood and log-likelihood functions are, according to Proposition A.29, given by

$$
\begin{equation*}
f_{n, \theta}\left(\mathbf{x}_{n}\right)=\prod_{i=1}^{n} f_{\theta}\left(x_{i}\right), \quad \Lambda_{n}\left(\theta, \mathbf{x}_{n}\right)=\sum_{i=1}^{n} \ln f_{\theta}\left(x_{i}\right) \tag{7.37}
\end{equation*}
$$

where $\mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$. We also use $\Lambda_{n}(\theta)=\sum_{i=1}^{n} \ln f_{\theta}\left(X_{i}\right)$ for brevity.
Let $\Delta$ be a separable metric space with the $\sigma$-algebra of Borel sets $\mathfrak{B}_{\Delta}$. The estimator $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is called a maximum likelihood estimator (MLE) at $\mathbf{x}_{n} \in \mathcal{X}^{n}$ if $f_{n, \theta}\left(\mathbf{x}_{n}\right) \leq f_{n, \hat{\theta}_{n}\left(\mathbf{x}_{n}\right)}\left(\mathbf{x}_{n}\right), \theta \in \Delta$. If $\widehat{\theta}_{n}$ is an MLE at every $\mathbf{x}_{n} \in \mathcal{X}^{n}$, then we omit "at every $\mathbf{x}_{n} \in \mathcal{X}^{n}$ ". Equivalently, we may require for the log-likelihood function $\Lambda_{n}$ that

$$
\begin{equation*}
\Lambda_{n}\left(\theta, \mathbf{x}_{n}\right) \leq \Lambda_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right), \quad \theta \in \Delta, \mathbf{x}_{n} \in \mathcal{X}^{n} \tag{7.38}
\end{equation*}
$$

where we use the convention $\ln 0=-\infty$.
Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a dominated model, where $\Delta$ is a separable metric space. We assume that the sample space and the dominating $\sigma$-finite measure $\mu$ can be chosen in such a way that for some version of the density $f_{\theta}(x)$ the following conditions hold.

$$
\begin{align*}
& \theta \mapsto f_{\theta}(x) \quad \text { is continuous for every } x \in \mathcal{X},  \tag{7.39}\\
& f_{\theta}(x)>0, \quad x \in \mathcal{X}, \theta \in \Delta .
\end{align*}
$$

As $x \mapsto f_{\theta}(x)$ is measurable for every $\theta \in \Delta$ it follows from Problem 1.116 that $(\theta, x) \mapsto f_{\theta}(x)$ is measurable.

We recall the Kullback-Leibler distance (see (1.81)),

$$
\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)=\mathrm{E}_{\theta_{0}} \ln \frac{f_{\theta_{0}}}{f_{\theta}}, \quad \text { if } P_{\theta_{0}} \ll P_{\theta}, \quad \text { and } \quad \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)=\infty, \text { else. }
$$

As the convex function $\mathrm{v}(x)=x \ln x-x+1$, on which the introduction of $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)$ in (1.74) has been based, is strictly convex at $x_{0}=1$ we get from Proposition 1.63 that $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right) \geq 0$, with equality holding if and only if $P_{\theta_{0}}=P_{\theta}$. Moreover, if $P_{\theta_{0}} \ll P_{\theta}$, then

$$
\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)=\int \mathrm{v}\left(f_{\theta_{0}} / f_{\theta}\right) f_{\theta} d \mu
$$

As $\mathrm{v}(x) \geq 0$ and $\int\left|f_{\theta_{0}} / f_{\theta}-1\right| f_{\theta} d \mu<\infty$ we see that $\mathrm{E}_{\theta_{0}}\left|\ln f_{\theta}-\ln f_{\theta_{0}}\right|<\infty$ holds if and only if $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty$. Hence $\varrho_{\theta}=-\ln f_{\theta}$ satisfies the contrast condition (7.31), provided that $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty, \theta_{0}, \theta \in \Delta$, and the parameter is identifiable. We call $\varrho_{\theta}=-\ln f_{\theta}$ the likelihood contrast function. By turning from the likelihood to the log-likelihood function we may directly apply the results for $M$-estimators to the criterion function $M_{n}(\theta)=-\Lambda_{n}(\theta)$.

We also consider estimators $\widehat{\theta}_{n}$ that are only an approximate MLE in the sense that the value of the likelihood function at $\widehat{\theta}_{n}$ is only an approximate maximum. To be more precise let

$$
D_{n}\left(\mathbf{X}_{n}\right)=\sup _{\theta \in \Delta} \Lambda_{n}\left(\theta, \mathbf{X}_{n}\right)-\Lambda_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \mathbf{X}_{n}\right)
$$

for the estimator $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$. Similarly as for $M$-estimators we say that $\left\{\widehat{\theta}_{n}\right\}$ is a strongly approximate $M L E$ at $\theta_{0}$ if $D_{n}\left(\mathbf{X}_{n}\right) \rightarrow 0, \mathbb{P}_{\theta_{0}}$-a.s. Similarly we say that $\left\{\widehat{\theta}_{n}\right\}$ is an approximate $M L E$ at $\theta_{0}$ if $D_{n}\left(\mathbf{X}_{n}\right) \rightarrow \mathbb{P}_{\theta_{0}} 0$. We say that $\left\{\widehat{\theta}_{n}\right\}$ is an asymptotic MLE at $\theta_{0}$ if

$$
\begin{equation*}
D_{n}\left(\mathbf{X}_{n}\right)=\mathbf{o}_{\mathbb{P}_{\theta_{0}}}(0), \tag{7.40}
\end{equation*}
$$

with $\mathbf{o}_{\mathbb{\theta}_{0}}(0)$ as defined in (7.34).
Theorem 7.78. Suppose $\Delta$ is a separable metric space, $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated, and (7.39) is satisfied. Suppose $\theta_{1} \neq \theta_{2}$ implies $P_{\theta_{1}} \neq P_{\theta_{2}}$, and $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty$ for every $\theta \in \Delta$. If the finite covering condition 7.64 at $\theta_{0}$ is fulfilled for the likelihood contrast function $\varrho_{\theta}(x)=-\ln f_{\theta}(x)$, then every strongly approximate MLE is strongly consistent, and every approximate MLE is consistent. Especially every asymptotic MLE is consistent.

Corollary 7.79. The statement of the theorem remains valid if the finite covering condition is replaced by the assumption that $\Delta$ is compact and it holds $\mathrm{E}_{\theta_{0}}\left(\sup _{\theta \in \Delta} \ln f_{\theta}-\ln f_{\theta_{0}}\right)<\infty$.

Proof. Apply Theorem 7.67 and its corollary.
Remark 7.80. If $\Delta$ is compact and instead of $\mathbf{E}_{\theta_{0}}\left(\sup _{\theta \in \Delta} \ln f_{\theta}-\ln f_{\theta_{0}}\right)<\infty$ the stronger condition $\mathrm{E}_{\theta_{0}} \sup _{\theta \in \Delta}\left|\ln f_{\theta}-\ln f_{\theta_{0}}\right|<\infty$ holds, then the consistency can be also concluded from a combination of Theorem 7.70 and Proposition 7.71.

The following example for a location model is taken from Pfanzagl (1994).
Example 7.81. Let $f$ be a positive and continuous density on $\mathbb{R}$ and consider the location model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \mathbb{R}}\right)$ where $P_{\theta}$ has the Lebesgue density $f(x-\theta)$. Assume in addition that

$$
\lim _{x \rightarrow \pm \infty} f(x)=0, \quad \mathrm{~K}\left(P, P_{a}\right)<\infty, a \in \mathbb{R}, \quad \text { and } \quad-\int f(x) \ln f(x) d x<\infty
$$

Using characteristic functions one can see that $P_{\theta_{1}}=P_{\theta_{2}}$ if and only if $\theta_{1}=\theta_{2}$. Then $\varrho_{\theta}(x)=-\ln f(x-\theta)$ is a contrast function. We establish the finite covering property for the likelihood contrast function $\varrho_{\theta}(x)=-\ln f(x-\theta)$. The condition $\lim _{x \rightarrow \pm \infty} f(x)=0$ and the continuity of $f$ imply that $f$ is bounded, say $f \leq C$. Furthermore $\lim _{c \rightarrow \infty} \sup _{|\theta|>c} \ln f(x-\theta)=-\infty$. As $\ln f(x-\theta) \leq \ln C$ we get from the monotone convergence theorem

$$
\lim _{c \rightarrow \infty} \int\left(\sup _{|\theta|>c} \ln f(x-\theta)\right) f(x) d x=-\infty
$$

Consequently, if $\theta_{0}$ is fixed, then there exists some $c_{0}$ such that

$$
\int\left[\inf _{\theta:\left|\theta-\theta_{0}\right|>c_{0}}(-\ln f(x-\theta))+\ln f\left(x-\theta_{0}\right)\right] f\left(x-\theta_{0}\right) d x>0 .
$$

For the finite covering property it remains to consider $\Delta_{0}=\left\{\theta:\left|\theta-\theta_{0}\right| \leq c_{0}\right\}$. As $f \leq C$ we have $\left[-\ln f\left(x-\theta_{0}\right)-\inf _{\theta \in \Delta_{0}}(-\ln f(x-\theta))\right] \leq \ln C-\ln f\left(x-\theta_{0}\right)$ and by (7.41)

$$
\int\left[-\ln f\left(x-\theta_{0}\right)-\inf _{\theta \in \Delta_{0}}(-\ln f(x-\theta))\right] f\left(x-\theta_{0}\right) d x<\infty
$$

so that we may apply Lemma 7.65 and obtain the finite covering property. Then the previous theorem shows that every sequence of MLEs is strongly consistent. Below are two typical densities that satisfy the conditions in (7.41).

| Distribution | $f$ | $\varrho$ |
| :--- | :--- | :--- |
| Normal | $(2 \pi)^{-1 / 2} \exp \left\{-t^{2} / 2\right\}$ | $\frac{1}{2} \ln (2 \pi)+\frac{1}{2} t^{2}$ |
| Laplace | $\frac{1}{2} \exp \{-\|t\|\}$ | $\ln 2+\|t\|$ |

In the first case the MLE is the arithmetic mean $\bar{X}_{n}$, so that the strong consistency deduced from Proposition 7.101 is just the strong law of large numbers. We show below that the sample median is the $M$-estimator that belongs to the contrast function $|t|$ in a location model. Hence we get that the median, which is the MLE for the Laplace parent distribution, is strongly consistent; see Example 7.108.

Next we present another approach to the consistency of an MLE. It provides bounds for the rate of convergence of the stochastic convergence of an MLE. More precisely, let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a dominated model, where $\Delta$ is a separable metric space. Set $f_{\theta}=d P_{\theta} / d \mu$ and suppose that $\theta \mapsto f_{\theta}(x)$ is continuous for every $x \in \mathcal{X}$. For any Borel set $A \subseteq \Delta$ we set $f_{A}(x)=\sup _{\theta \in A} f_{\theta}(x)$. The separability of $\Delta$ and the continuity of $f_{\theta}(x)$ guarantees that $f_{A}$ is a measurable function. If $B_{\varepsilon}=\left\{\theta: \rho_{\Delta}\left(\theta, \theta_{0}\right)>\varepsilon\right\}$ and $\widehat{\theta}_{n}$ is a maximum likelihood estimator, then, similarly to (7.32),

$$
\begin{equation*}
\left\{x: \rho_{\Delta}\left(\widehat{\theta}(x), \theta_{0}\right)>\varepsilon\right\} \subseteq\left\{x: f_{B_{\varepsilon}}(x) \geq f_{\theta_{0}}(x)\right\} \tag{7.42}
\end{equation*}
$$

We set for any Borel set $A \subseteq \Delta$ and $0<s<1$,

$$
\begin{equation*}
\mathcal{H}_{s}\left(\theta_{0}, A\right)=\int\left(f_{A}(x)\right)^{s} f_{\theta_{0}}^{1-s}(x) \mu(d x) \tag{7.43}
\end{equation*}
$$

Then $P_{\theta_{0}}\left(\left\{x: f_{A}(x) \geq f_{\theta_{0}}(x)\right\}\right) \leq \mathcal{H}_{s}\left(\theta_{0}, A\right)$. If $A \subseteq \cup_{i=1}^{N} A_{i}$ for some Borel sets $A_{1}, \ldots, A_{N}$, then

$$
\begin{align*}
P_{\theta_{0}}(\{x & \left.\left.: f_{A}(x) \geq f_{\theta_{0}}(x)\right\}\right) \leq P_{\theta_{0}}\left(\left\{x: \max _{1 \leq i \leq m} f_{A_{i}}(x) \geq f_{\theta_{0}}(x)\right\}\right)  \tag{7.44}\\
& \leq \sum_{i=1}^{N} P_{\theta_{0}}\left(\left\{x: f_{A_{i}}(x) \geq f_{\theta_{0}}(x)\right\}\right) \leq \sum_{i=1}^{N} \mathcal{H}_{s}\left(\theta_{0}, A_{i}\right)
\end{align*}
$$

The following property of $\mathcal{H}_{s}\left(\theta_{0}, A\right)$ corresponds to the product property of Hellinger integrals in Problem 1.86. Let $\mathcal{M}_{i}=\left(\mathcal{X}_{i}, \mathfrak{A}_{i},\left(P_{i, \theta}\right)_{\theta \in \Delta}\right), i=1,2$, be two dominated models with densities $f_{i, \theta}, i=1,2$, depending continuously on $\theta$. Set $\mathcal{M}=\left(\mathcal{X}_{1} \times \mathcal{X}_{2}, \mathfrak{A}_{1} \otimes \mathfrak{A}_{2},\left(P_{1, \theta} \otimes P_{2, \theta}\right)_{\theta \in \Delta}\right)$. Then the inequality

$$
\sup _{\theta \in A}\left(f_{1, \theta}\left(x_{1}\right) f_{2, \theta}\left(x_{1}\right)\right) \leq\left(\sup _{\theta \in A} f_{1, \theta}\left(x_{1}\right)\right)\left(\sup _{\theta \in A} f_{2, \theta}\left(x_{1}\right)\right)
$$

implies

$$
\begin{equation*}
\mathcal{H}_{\otimes, s}(\theta, A) \leq \mathcal{H}_{1, s}(\theta, A) \mathcal{H}_{2, s}(\theta, A), \tag{7.45}
\end{equation*}
$$

where $\mathcal{H}_{\otimes, s}$ and $\mathcal{H}_{i, s}$ refer to $\mathcal{M}$ and $\mathcal{M}_{i}, i=1,2$, respectively. The next condition is similar to the finite covering condition in Condition 7.64.

Condition 7.82 We say that the finite Hellinger covering property at $\theta_{0}$ is fulfilled if there exists some $0<s<1$ such that for every $\varepsilon>0$ there is a finite number of sets $C_{\varepsilon, i}, i=1, \ldots, N(\varepsilon)$, with
$B_{\varepsilon}=\left\{\theta: \rho_{\Delta}\left(\theta, \theta_{0}\right) \geq \varepsilon\right\} \subseteq \bigcup_{i=1}^{N(\varepsilon)} C_{\varepsilon, i}$ and $\overline{\mathcal{H}}_{s}(\varepsilon):=\max _{1 \leq i \leq N(\epsilon)} \mathcal{H}_{s}\left(\theta_{0}, C_{\varepsilon, i}\right)<1$.
Similarly as for Condition 7.64 the Hellinger covering property is satisfied for compact parameter spaces.

Problem 7.83.* Suppose that $\theta \mapsto f_{\theta}(x)$ is continuous for every $x \in \mathcal{X}$, the parameter $\theta$ is identifiable, $\Delta$ is a compact metric space, and it holds

$$
\begin{equation*}
\int\left(\sup _{\theta \in \Delta} f_{\theta}(x)\right)^{s} f_{\theta_{0}}^{1-s}(x) \mu(d x)<\infty . \tag{7.46}
\end{equation*}
$$

Then the finite Hellinger covering property at $\theta_{0}$ is fulfilled.
The subsequent theorem is taken from Rüschendorf (1988).
Theorem 7.84. Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be dominated, where $\Delta$ is a separable metric space, and suppose that $\theta \mapsto f_{\theta}(x)$ is continuous for every $x \in \mathcal{X}$. If the finite Hellinger covering property is satisfied, then every sequence of MLEs $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ satisfies

$$
\begin{equation*}
P_{\theta_{0}}^{\otimes n}\left(\rho_{\Delta}\left(\widehat{\theta}_{n}, \theta_{0}\right) \geq \varepsilon\right) \leq N(\varepsilon)\left(\overline{\mathcal{H}}_{s}(\varepsilon)\right)^{n} \tag{7.47}
\end{equation*}
$$

and is strongly consistent at $\theta_{0}$.
Corollary 7.85. The statement of the theorem remains valid if the finite Hellinger covering property is replaced by the assumption that $\Delta$ is compact and (7.46) holds.

Proof. Set $f_{n, \theta}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} f_{\theta}\left(x_{i}\right)$ and introduce $\mathcal{H}_{n, s}\left(\theta_{0}, A\right)$ as $\mathcal{H}_{s}\left(\theta_{0}, A\right)$ in (7.43) with $f_{\theta}$ replaced by $f_{n, \theta}$. Then $\mathcal{H}_{n, s}\left(\theta_{0}, A\right) \leq\left(\mathcal{H}_{s}\left(\theta_{0}, A\right)\right)^{n}$ by (7.45). Hence (7.42) and (7.44) yield

$$
P_{\theta_{0}}^{\otimes n}\left(\rho_{\Delta}\left(\widehat{\theta}_{n}, \theta_{0}\right) \geq \varepsilon\right) \leq \sum_{i=1}^{N(\varepsilon)} \mathcal{H}_{n, s}\left(\theta_{0}, C_{\varepsilon, i}\right) \leq N(\varepsilon)\left(\overline{\mathcal{H}}_{s}(\varepsilon)\right)^{n}
$$

Thus $\sum_{n=1}^{\infty} P_{n, \theta_{0}}\left(\rho_{\Delta}\left(\widehat{\theta}_{n}, \theta_{0}\right) \geq \varepsilon\right)<\infty$ for every $\varepsilon>0$. The Borel-Cantelli lemma implies that $\mathbb{P}_{\theta_{0}}$-a.s. for every fixed $\varepsilon>0$ the inequality $\rho_{\Delta}\left(\widehat{\theta}_{n}, \theta_{0}\right) \geq \varepsilon$ holds only for a finite number of $n$, and thus the proof is completed. The corollary follows from Problem 7.83.

The inequality (7.47) gives an exponential rate for the stochastic convergence of the MLE. For further results and references in this regard we refer to Pfaff (1982).

Remark 7.86. There are numerous papers that deal with the consistency of maximum likelihood estimators. Cramér (1946) proved the existence of consistent solutions of the likelihood equations. The consistency of maximum likelihood estimators, defined by maximizing the likelihood function, was established in Wald (1949). This result was generalized and refined by several authors; see, e.g., LeCam (1953), Kraft (1955), Bahadur (1958), and Huber (1967). Perlman (1972) introduced the weaker form of the finite covering property, discussed in Remark 7.69, and avoids the compactness conditions in earlier papers. We also refer to Strasser (1981a) who studied the relation between the consistency of MLEs and Bayes estimators. For further details in the history of maximum likelihood estimation the reader is referred to Pratt (1976), LeCam (1990), and Pfanzagl (1994). The paper by Pfanzagl (1969) contains fundamental results on the consistency of $M$-estimators.

There are several classical examples of inconsistent maximum likelihood estimators, which show that the sufficient conditions set in Theorems 7.78 and 7.84 are in general indispensable. The first example concerns the case where $\theta \mapsto f_{\theta}$ is not continuous.

Example 7.87. Let $P_{\theta}=\mathrm{N}(\theta, 1), \theta \in \mathbb{R} \backslash\{-1,1\}, P_{-1}=\mathrm{N}(1,1)$, and $P_{1}=$ $\mathrm{N}(-1,1)$. Then the density $f_{\theta}$ of $P_{\theta}$ is not a continuous function. The maximum likelihood estimator is given by

$$
\widehat{\theta}_{n}\left(x_{1}, \ldots, x_{n}\right)=\left\{\begin{array}{ll}
\bar{x}_{n} & \text { if } \bar{x}_{n} \notin\{-1,1\} \\
-\bar{x}_{n} & \text { if } \bar{x}_{n} \in\{-1,1\}
\end{array} .\right.
$$

Hence $\widehat{\theta}_{n}=\bar{x}_{n}, P_{\theta}^{\otimes n}$-a.s., and $\widehat{\theta}_{n} \rightarrow_{1}^{P_{1}^{\otimes n}}-1$, so that $\hat{\theta}_{n}$ is not consistent.
We refer to Bahadur (1958) for other examples of models where the MLE is inconsistent. The next example shows that maximum likelihood estimators may run to a boundary point of the parameter set that may not belong to it. It is taken from Pfanzagl (1994), to which we refer for a proof.

Example 7.88. Let $\mathcal{X}=(0,1)$ and $\mathfrak{A}$ be the $\sigma$-algebra of Borel sets in $(0,1)$. Suppose the family $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta=(0,1]$, is given by Lebesgue densities $f_{\theta}$ that satisfy the following conditions.

$$
\begin{aligned}
\theta & \mapsto f_{\theta}(x) \text { is continuous for } x \in(0,1), \\
\frac{1}{2} & \leq f_{\theta}(x) \leq f_{\theta}(\theta), \quad(\theta, x) \in(0,1] \times(0,1], \\
f_{\theta}(\theta) & =2^{\theta^{-3}-1}, \quad \theta \in(0,1], \quad \text { and } \quad f_{1}(x)=1 .
\end{aligned}
$$

Then every sequence of MLEs converges, $\mathbb{P}_{\theta}$-a.s., to $0, \theta \in \Delta$.
Although we have established conditions that guarantee the consistency of MLEs, these conditions say nothing about the existence of an MLE for a finite sample size or whether an MLE can be found as the solution of the likelihood equation. We now study these questions regarding the existence of an MLE for exponential families. We recall the notations from (7.37) and (7.38). If $\Delta \subseteq \mathbb{R}^{d}$, then a necessary condition for $\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)$ to be an MLE is to satisfy the likelihood equation

$$
\begin{equation*}
\dot{\Lambda}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right)=0 \tag{7.48}
\end{equation*}
$$

provided that $\theta \mapsto \Lambda_{n}\left(\theta, \mathbf{x}_{n}\right)$ is differentiable and $\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)$ is an inner point of $\Delta$. The dot on top of $\dot{\Lambda}_{n}$ denotes the gradient with respect to the parameter vector $\theta$, i.e., $\dot{\Lambda}_{n}\left(\theta, \mathbf{x}_{n}\right)=\nabla \Lambda_{n}\left(\theta, \mathbf{x}_{n}\right)$. It should be mentioned that a solution of (7.48) is not necessarily a maximizer of the likelihood function, or equivalently, of the log-likelihood function. On the other hand, if $\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)$ is a boundary point of $\Delta$, then (7.48) may not be satisfied. Moreover, this equation, as a necessary condition, is based on the differentiability of the likelihood function which may not be given. Nevertheless, in such cases an MLE can often be calculated directly.

Example 7.89. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample from a uniform distribution $\mathrm{U}(0, \theta), \theta>0$. The likelihood function is then given by

$$
f_{n, \theta}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{\theta^{n}} I_{[0, \theta]}\left(\max _{1 \leq i \leq n} x_{i}\right) .
$$

To maximize $f_{n, \theta}$ over $\theta \in(0, \infty)$ we have only to consider the case $\max _{1 \leq i \leq n} x_{i} \leq \theta$. In this area the function $\theta^{-n}$ attains its maximum at $\widehat{\theta}_{n}\left(x_{1}, \ldots, x_{n}\right)=\max _{1 \leq i \leq n} x_{i}$.

The existence of an MLE can be concluded from the compactness of the parameter space and the continuity of the likelihood function, as has been done in Proposition 7.63. Without the compactness an MLE may fail to exist for special outcomes of a sample.

Example 7.90. Let $\mathcal{X}=\{0,1, \ldots, n\}$ and consider the binomial distribution $\mathrm{B}(n, p)$, $p \in(0,1)$, as an exponential family parametrized by the natural parameter $\theta=$ $\ln (p /(1-p)) \in \Delta=\mathbb{R}$. Using the measure with point masses $\binom{n}{k}$ as dominating measure the density is given by $f_{\theta}(k)=\exp \left\{\theta k-n \ln \left(1+e^{\theta}\right)\right\}, k \in \mathcal{X}, \theta \in \Delta$; see Problem 1.7. The maximum likelihood estimator, provided it exists, maximizes the function $f_{\theta}(k)$ as a function of $\theta$ for any observation $k \in \mathcal{X}$. For $k=0$ the function $f_{\theta}(0)=(1+\exp \{\theta\})^{-n}$ has no maximum point.

Now we study systematically the existence of maximum likelihood estimators in exponential families. As $T_{\oplus n}$ is a sufficient statistic it is enough to consider the case $n=1$. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a $d$-parameter exponential family in natural form, with natural parameter $\theta$ and generating statistic $T$, and $\boldsymbol{\mu}$-density $f_{\theta}(x)=\exp \{\langle\theta, T(x)\rangle-K(\theta)\}, x \in \mathcal{X}, \theta \in \Delta$; see (1.6). The loglikelihood function $\Lambda(\theta, x)=\langle\theta, T(x)\rangle-K(\theta)$ is a concave function of $\theta$. It is strictly concave on $\Delta^{0}$ as the Hessian $\nabla \nabla^{T} K(\theta)$ is positive definite there.

Problem 7.91.* If conditions (A1) and (A2) are fulfilled, then for every fixed $x \in \mathcal{X}$ the following statements for $\Lambda$ are equivalent.
(A) $\Lambda(\cdot, x)$ has a global maximum at $\widehat{\theta}(x) \in \Delta^{0}$.
(B) $\Lambda(\cdot, x)$ has a local maximum at $\widehat{\theta}(x) \in \Delta^{0}$.
(C) $\widehat{\theta}(x) \in \Delta^{0}$ is a solution of $\dot{\Lambda}(\theta, x)=0$.

In each of the equivalent cases $(A),(B)$, and $(C), \widehat{\theta}(x)$ is uniquely determined.

Let $\Delta \subseteq \mathbb{R}^{d}$ be a convex set with $\Delta^{0} \neq \emptyset$ and boundary $\partial \Delta$, and let $K: \Delta \rightarrow \mathbb{R}$ be a convex function which is differentiable in $\Delta^{0}$. $K$ is called steep if for every $\theta \in \Delta^{0}$ and every $\eta \in \partial \Delta$ the function $\kappa(\lambda):=K(\lambda \theta+(1-\lambda) \eta)$ satisfies the condition

$$
\begin{equation*}
\lim _{\lambda \downarrow 0} \frac{d \kappa(\lambda)}{d \lambda}=-\infty . \tag{7.49}
\end{equation*}
$$

If $d=1$, then $\Delta$ is some interval. If this is a finite and open interval, say $\Delta=(a, b)$, then for $\eta=b$ it holds $\kappa(\lambda)=K(\lambda \theta+(1-\lambda) b)$, so that (7.49) holds if and only if $\lim _{\theta \uparrow b} K^{\prime}(\theta)=\infty$. The case of $\eta=a$ can be treated similarly.
Problem 7.92.* Let $K: \Delta \rightarrow \mathbb{R}$ be a steep convex function and $t \in \mathbb{R}^{d}$ be fixed. If $\langle\theta, t\rangle-K(\theta)$, as a function of $\theta$, has a global maximum over $\Delta$ at the point $\theta_{0}$, then $\theta_{0} \in \Delta^{0}$.

Now we are ready to present the main result on the existence of an MLE in exponential families.

Proposition 7.93. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family in natural form, with natural parameter $\theta$, that satisfies (A1) and (A2). Let $\gamma_{\mathrm{m}}(\theta)=\mathrm{E}_{\theta} T$. Then for every $x$ with $T(x) \in \gamma_{\mathrm{m}}\left(\Delta^{0}\right)$, there is a uniquely determined solution $\widehat{\theta}(x)$ of the equation

$$
\begin{equation*}
\nabla K(\theta)=T(x) \tag{7.50}
\end{equation*}
$$

and $\widehat{\theta}(x)$ is the unique point at which the log-likelihood function $\Lambda(\theta, x)=$ $\langle\theta, T(x)\rangle-K(\theta)$ attains its maximum. On the other hand, if $T(x) \notin \gamma_{\mathrm{m}}\left(\Delta^{0}\right)$, and $K$ is steep, then the function $\theta \mapsto \Lambda(\theta, x)$ does not attain a maximum at any point of $\Delta$.

Proof. If $T(x) \in \gamma_{\mathrm{m}}\left(\Delta^{0}\right)$, then (7.50) yields condition $(C)$ in Problem 7.91 which gives the statement. From Problem 7.92 and the steepness condition, we see that the function $\Lambda(\theta, x)=\langle\theta, T(x)\rangle-K(\theta)$ cannot attain its maximum at any boundary point. Therefore, if $\Lambda(\theta, x)$ would attain the maximum at some $\widehat{\theta}(x) \in \Delta$, then $\widehat{\theta}(x) \in \Delta^{0}$, and consequently $\widehat{\theta}(x)$ would be a point of a local maximum and thus a solution of equation (7.50). But this would mean that $T(x) \in \gamma_{\mathrm{m}}\left(\Delta^{0}\right)$, in contradiction to the assumption.

Proposition 7.93 gives a complete characterization of the existence of an MLE in an exponential family under (A1) and (A2). However, the set $\gamma_{m}\left(\Delta^{0}\right)$ may not be easy to characterize, which could be a drawback. An insight of the structure of $\gamma_{m}\left(\Delta^{0}\right)$ gives the following proposition. The convex support CS $(\boldsymbol{\nu})$ of $\boldsymbol{\nu}=\boldsymbol{\mu} \circ T^{-1}$ is the closure of the convex hull of the support of $\boldsymbol{\nu}$, where the support of $\boldsymbol{\nu}$ is the minimal closed subset $C$ of $\mathbb{R}^{d}$ with $\boldsymbol{\nu}\left(\mathbb{R}^{d} \backslash C\right)=0$. For a proof of the next statement we refer to Brown (1986), pp. 73-75.

Proposition 7.94. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family with natural parameter $\theta \in \Delta$, where (A1) and (A2) are fulfilled. Let $\gamma_{\mathrm{m}}(\theta)=\mathrm{E}_{\theta}$ T. If the function $K$ satisfies the steepness condition (7.49), then $\gamma_{m}\left(\Delta^{0}\right)=(\operatorname{CS}(\boldsymbol{\nu}))^{0}$, the interior of $\mathrm{CS}(\boldsymbol{\nu})$.

The measures $Q_{\theta}=P_{\theta} \circ T^{-1}$ and $\boldsymbol{\nu}=\boldsymbol{\mu} \circ T^{-1}$ are equivalent and thus have the same support. The statistic $T$ takes, $Q_{\theta}$-a.s., only values in the support of $Q_{\theta}$ which is a subset of $\operatorname{CS}\left(Q_{\theta}\right)$. But since in general $Q_{\theta}\left(\operatorname{CS}\left(Q_{\theta}\right) \backslash\left(\operatorname{CS}\left(Q_{\theta}\right)\right)^{0}\right)>$ 0 , it may occur that the statistic $T$ takes on values outside of $\gamma_{m}\left(\Delta^{0}\right)$ with positive probability. However, there is one important special case where this situation cannot occur. For the Lebesgue measure $\boldsymbol{\lambda}_{d}$ on $\mathbb{R}^{d}$ it is well known that the boundary $\partial C$ of a convex set $C$ satisfies $\boldsymbol{\lambda}_{d}(\partial C)=0$; see Lang (1986). Hence, if $Q_{\theta}$ is absolutely continuous with respect to $\boldsymbol{\lambda}_{d}$, then $Q_{\theta}\left(\operatorname{CS}\left(Q_{\theta}\right) \backslash\left(\operatorname{CS}\left(Q_{\theta}\right)\right)^{0}\right)=0$, and consequently $Q_{\theta}\left(\left(\operatorname{CS}\left(Q_{\theta}\right)\right)^{0}\right)=1$. Thus in this case $T$ takes on values in $\left(\operatorname{CS}\left(Q_{\theta}\right)\right)^{0}=\gamma_{\mathrm{m}}\left(\Delta^{0}\right)$ with probability one. To summarize, the following can be stated.

Proposition 7.95. Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ is an exponential family in natural form where (A1) and (A2) are fulfilled. Let $Q_{\theta}=P_{\theta} \circ T^{-1}$ be absolutely continuous with respect to the Lebesgue measure. If the function $K(\theta)$ is steep, then for every $\theta \in \Delta$ the maximum likelihood estimator $\widehat{\theta}(x)$ exists for $P_{\theta}$-almost all $x$, it holds $\widehat{\theta}(x) \in \Delta^{0}$, and $\widehat{\theta}(x)$ is the unique solution of the likelihood equation $\nabla K(\theta)=T(x)$.

The setting of Proposition 7.95 covers many families of distributions that are relevant in statistics, e.g., normal, exponential, and gamma distributions.

Example 7.96. Consider the exponential family $\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R} . \sigma^{2}>0}$. Represented in natural form (see Example 1.11) it has $K\left(\theta_{1}, \theta_{2}\right)=-(n / 2)\left(\theta_{1}^{2} /\left(2 \theta_{2}\right)+\right.$ $\left.\ln \left(-\theta_{2} / \pi\right)\right)$. Hence,

$$
\gamma_{\mathrm{m}}\left(\theta_{1}, \theta_{2}\right)=\nabla K\left(\theta_{1}, \theta_{2}\right)=\frac{n}{2}\left(-\frac{2 \theta_{1}}{\theta_{2}}, \frac{\theta_{1}^{2}}{2 \theta_{2}^{2}}-\frac{1}{\theta_{2}}\right)
$$

so that $\gamma_{\mathrm{m}}\left(\Delta^{0}\right)=\gamma_{\mathrm{m}}(\Delta)=\gamma_{\mathrm{m}}(\mathbb{R} \times(-\infty, 0))=\mathbb{R} \times(0, \infty)$. Fix $\eta \in \partial \Delta=\mathbb{R} \times\{0\}$, say $\eta=\left(\eta_{1}, 0\right)$. Then $\kappa(\lambda)=K(\lambda \theta+(1-\lambda) \eta)$ satisfies

$$
\frac{d \kappa(\lambda)}{d \lambda}=-\frac{n}{2}\left(\frac{2\left(\lambda \theta_{1}+(1-\lambda) \eta_{1}\right)}{2 \theta_{2}}\left(\theta_{1}-\eta_{1}\right)+\frac{1}{\lambda}\right) \underset{\lambda \rightarrow 0}{\rightarrow}-\infty,
$$

and the steepness condition (7.49) is fulfilled. We can use Proposition 7.95 to conclude that the maximum likelihood estimator exists $P_{\theta}$-a.s. But this route is not necessary as $T_{\oplus n}$ takes on only values in $\gamma_{\mathrm{m}}\left(\Delta^{0}\right)$ so that we may apply Problem 7.91. As there is a one-to-one relationship between $\left(\theta_{1}, \theta_{2}\right)$ and $\left(\mu, \sigma^{2}\right)$ we get that the maximum likelihood estimator of $\left(\mu, \sigma^{2}\right)$ also exists $P_{\theta}$-a.s., that it is the unique solution of the likelihood equations

$$
\frac{\partial}{\partial \mu} \sum_{i=1}^{n} \ln \varphi_{\mu, \sigma^{2}}\left(x_{i}\right)=0 \quad \text { and } \quad \frac{\partial}{\partial \sigma^{2}} \sum_{i=1}^{n} \ln \varphi_{\mu, \sigma^{2}}\left(x_{i}\right)=0
$$

and that it is given by

$$
\widehat{\mu}\left(x_{1}, \ldots, x_{n}\right)=\bar{x}_{n} \quad \text { and } \quad \widehat{\sigma^{2}}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2}
$$

The next example shows that the assumption $Q_{\theta} \ll \boldsymbol{\lambda}_{d}$ is essential.

Example 7.97. As in Example 1.7, let $X$ follow a binomial distribution $\mathrm{B}(n, p)$ with parameters $n \in\{1,2, \ldots\}$ and $p \in(0,1)$. The sample space is $\mathcal{X}=\{0,1, \ldots, n\}$. The density of $\mathrm{B}(n, p)$ with respect to the measure $\boldsymbol{\mu}$ that has the point masses $\boldsymbol{\mu}(\{x\})=\binom{n}{x}, x \in \mathcal{X}$, is given by

$$
f_{\theta}(x)=\exp \{\theta x-K(\theta)\}, \quad x \in \mathcal{X}, \theta \in \Delta=\mathbb{R},
$$

where $K(\theta)=n \ln \left(1+e^{\theta}\right)$, and $\theta(p)=\ln (p /(1-p)), p \in(0,1)$. As $\partial \Delta=\partial \mathbb{R}=\emptyset$ the steepness condition is satisfied. Furthermore,

$$
\begin{equation*}
\gamma_{\mathrm{m}}(\theta)=n \frac{e^{\theta}}{1+e^{\theta}}, \quad \gamma_{\mathrm{m}}\left(\Delta^{0}\right)=\gamma_{\mathrm{m}}(\Delta)=(0, n) . \tag{7.51}
\end{equation*}
$$

Hence $T(x)=x \in \gamma_{m}\left(\Delta^{0}\right)$ if and only if $x \in\{1, \ldots, n-1\}$. At every $x \in\{1,2, \ldots, n-1\}$ an MLE $\widehat{\theta}(x)$ is readily found by maximizing $f_{\theta}(x)=\exp \{\theta x\}(1+\exp \{\theta\})^{-n}$, which gives $\widehat{\theta}(x)=\ln (x /(n-x))$. However, for $x \in\{0, n\} \operatorname{MLEs} \widehat{\theta}(0)$ and $\widehat{\theta}(n)$ do not exist, which is in accordance with (7.51). If we extend the parameter space in the original parametrization, i.e., we allow $p \in[0,1]$, with the convention $\mathrm{b}_{n, 0}(0)=\mathrm{b}_{n, 1}(n)=1$, then there always exists an MLE of $p$, and it is unique. It is $\widehat{p}(x)=x / n, x \in$ $\{0,1, \ldots, n\}$. But $\widehat{p}(0)$ and $\widehat{p}(n)$ are not solutions of the likelihood equation, which fail to exist for $x=0$ and $x=n$.

We conclude this section with the asymptotic of the MLE in exponential families. Let $X_{1}, \ldots, X_{n}$ be a sample from an exponential family with generating statistic $T$ and natural parameter $\theta$. The log-likelihood function is then given by $\Lambda_{n}\left(\theta, \mathbf{x}_{n}\right)=\left\langle\theta, T_{\oplus n}\left(\mathbf{x}_{n}\right)\right\rangle-n K(\theta), \mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$, so that the likelihood equation reads $T_{\oplus n}\left(\mathbf{x}_{n}\right)=n \nabla K(\theta)$. Set $\gamma_{\mathrm{m}}(\theta)=\mathrm{E}_{\theta} T=\nabla K(\theta)$ and denote by $\kappa_{\mathrm{m}}: \gamma_{\mathrm{m}}\left(\Delta^{0}\right) \rightarrow \Delta^{0}$ the inverse mapping, which exists according to Theorem 1.22. Set $\bar{T}_{n}=(1 / n) T_{\oplus n}$ and

$$
\tilde{\theta}_{n}\left(\mathbf{x}_{n}\right)= \begin{cases}\kappa_{\mathrm{m}}\left(\bar{T}_{n}\left(\mathbf{x}_{n}\right)\right), & \text { if } \bar{T}_{n}\left(\mathbf{x}_{n}\right) \in \gamma_{\mathrm{m}}\left(\Delta^{0}\right)  \tag{7.52}\\ \theta^{*}, & \text { if } \bar{T}_{n}\left(\mathbf{x}_{n}\right) \notin \gamma_{\mathrm{m}}\left(\Delta^{0}\right)\end{cases}
$$

where $\theta^{*} \in \Delta$ is any fixed parameter value.
Proposition 7.98. If the conditions (A1) and (A2) are satisfied, then for the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ the sequence $\widetilde{\theta}_{n}$ is a strongly approximate and asymptotic MLE. $\widetilde{\theta}_{n}$ is strongly consistent at every $\theta_{0} \in \Delta^{0}$.

Proof. If $D_{n}:=\sup _{\theta \in \Delta} \Lambda_{n}(\theta)-\Lambda_{n}\left(\widetilde{\theta}_{n}\right)$, then by Problem 7.91 it holds $D_{n}=0$ for $\bar{T}_{n} \in \gamma_{\mathrm{m}}\left(\Delta^{0}\right)$. By the strong law of large numbers there is some $A \in \mathfrak{F}$ with $\mathbb{P}_{\theta_{0}}(A)=1$ such that $\bar{T}_{n}\left(X_{1}(\omega), \ldots, X_{n}(\omega)\right) \rightarrow \gamma_{\mathrm{m}}\left(\theta_{0}\right), \omega \in$ $A$. Hence $D_{n}(\omega)=0$ for all sufficiently large $n$. This means that $\widetilde{\theta}_{n}$ is a strongly approximate and asymptotic MLE. As $\theta_{0} \in \Delta^{0}$, and $\gamma_{m}\left(\Delta^{0}\right)$ is open by Theorem 1.22 , there is some $n_{0}(\omega)$ such that

$$
\widetilde{\theta}_{n}\left(X_{1}(\omega), \ldots, X_{n}(\omega)\right)=\kappa_{\mathrm{m}}\left(\bar{T}_{n}\left(X_{1}(\omega), \ldots, X_{n}(\omega)\right)\right), \quad n \geq n_{0}(\omega) .
$$

The continuity of $\kappa_{\mathrm{m}}$ (see Theorem 1.22) implies

$$
\kappa_{\mathrm{m}}\left(\bar{T}_{n}\left(X_{1}(\omega), \ldots, X_{n}(\omega)\right)\right) \rightarrow \kappa_{\mathrm{m}}\left(\gamma_{\mathrm{m}}\left(\theta_{0}\right)\right)=\theta_{0}, \quad \omega \in A
$$

which proves the strong consistency.

## Consistency in Location and Regression Models

To prepare for the results on the consistency in regression models we deal with the location model and construct contrast functions. We assume that $\varrho: \mathbb{R} \rightarrow \mathbb{R}_{+}$satisfies the following conditions.

$$
\begin{align*}
& \varrho \text { is continuous, nonincreasing in }(-\infty, 0) \text {, nondecreasing in }(0, \infty) \text {, } \\
& \varrho(0)=0, \lim _{t \rightarrow-\infty} \varrho(t)>0 \text {, and } \lim _{t \rightarrow \infty} \varrho(t)>0 \text {. } \tag{7.53}
\end{align*}
$$

Let $P_{\theta}=\mathcal{L}(Z+\theta)$ be a location model with parent distribution $P_{0}=P=$ $\mathcal{L}(Z)$. Suppose that

$$
\begin{equation*}
\mathbb{E}|\varrho(Z+a)-\varrho(Z)|<\infty, \quad a \in \mathbb{R} \tag{7.54}
\end{equation*}
$$

We set $\varrho_{\theta}(x)=\varrho(x-\theta)$ and want to impose conditions on $\varrho$ and $P$ such that $\varrho_{\theta}$ becomes a contrast condition, that is, satisfies

$$
\begin{align*}
& \mathrm{E}_{\theta_{0}}\left(\varrho_{\theta}-\varrho_{\theta_{0}}\right)=\int\left(\varrho_{\theta}(t)-\varrho_{\theta_{0}}(t)\right) P_{\theta_{0}}(d t) \\
& =\int\left(\varrho\left(t-\left(\theta-\theta_{0}\right)\right)-\varrho(t)\right) P(d t) \geq 0 \quad \text { and } \quad=0 \Leftrightarrow \theta=\theta_{0} . \tag{7.55}
\end{align*}
$$

It is shown that this condition is satisfied for symmetric unimodal distributions and a symmetric $\varrho$. To this end we need the following statement.

Problem 7.99.* If $Z$ has a distribution that is symmetric about 0 and unimodal with mode 0 , then the function $a \mapsto \mathbb{P}(|Z-a|<t)$ is nonincreasing for $a>0$.

We recall the measure $\mu_{\varrho}$ in (7.14), defined by a continuous function $\varrho$ that satisfies $(7.53)$. If $\varrho$ is symmetric, then $\mu_{\varrho}(-B)=\mu_{\varrho}(B)$ for every Borel subset of $(0, \infty)$. This symmetry is used in the subsequent lemma that presents conditions for a function $\varrho$ to generate a contrast function in the location model.

Lemma 7.100. Suppose $P=\mathcal{L}(Z)$ and $\varrho$ are symmetric, and (7.53) and (7.54) are fulfilled. Then

$$
\begin{aligned}
\mathbb{E}(\varrho(Z+a)-\varrho(Z)) & =\mathbb{E}\left[\frac{1}{2}(\varrho(Z+a)+\varrho(Z-a))-\varrho(Z)\right] \\
& =\int(\mathbb{P}(|Z|<t)-\mathbb{P}(|Z+a|<t)) I_{(0, \infty)}(t) \mu_{\varrho}(d t) .
\end{aligned}
$$

Proof. The first statement follows from $\mathcal{L}(\varrho(Z-a))=\mathcal{L}(\varrho(-Z+a))=$ $\mathcal{L}(\varrho(Z+a))$. If $\varrho$ is bounded, then by (7.15)

$$
\begin{aligned}
& \int(\varrho(s+a)-\varrho(s)) P(d s) \\
= & \int(P([t+a, \infty))+P([t-a, \infty))-2 P([t, \infty))) I_{(0, \infty)}(t) \mu_{\varrho}(d t) \\
= & \int(\mathbb{P}(|Z|<t)-\mathbb{P}(|Z+a|<t)) I_{(0, \infty)}(t) \mu_{\varrho}(d t),
\end{aligned}
$$

where we have used $\mu_{\varrho}(\{x\})=0$ for every $x$, which comes from the continuity of $\varrho$. To complete the proof we approximate $\varrho$ by $\varrho_{N}=\min (\varrho, N)$.

We see from the above lemma that $\mathbb{E}(\varrho(Z+a)-\varrho(Z)) \geq 0$ holds if $\varrho$ is convex or $\mathcal{L}(Z)$ is unimodal. According to Proposition 2.17 every unimodal, symmetric about 0 , distribution $P$ with $P(\{0\})=0$ has a Lebesgue density. Conditions for the consistency of $M$-estimators in location models are now given.

Proposition 7.101. Suppose $\mathcal{L}(Z)$ is unimodal with mode $m=0$ and $\mathbb{P}(Z=$ $0)=0$. Assume in addition that $\mathcal{L}(Z)$ and $\varrho$ are symmetric, and (7.53) and (7.54) are fulfilled. Suppose that at least one of the following conditions is satisfied.
(A) The density $f$ of $\mathcal{L}(Z)$ is decreasing on $(0, \infty)$.
(B) $\varrho$ is increasing in $(0, \infty)$.

Then for $P_{\theta}=\mathcal{L}(Z+\theta)$ and $\varrho_{\theta}(t)=\varrho(t-\theta)$ the contrast condition (7.55) holds, and every strongly approximate sequence of $M$-estimators for the sequence of location models $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \mathbb{R}}\right)$ is strongly consistent.

Proof. If $(A)$ is fulfilled, then for every $a, t>0$,

$$
\mathbb{P}(|Z|<t)-\mathbb{P}(|Z+a|<t)=\int_{t-a}^{t} f(s) d s-\int_{t}^{t+a} f(s) d s>0 .
$$

As $\mu_{\varrho}((0, \infty))=\varrho(\infty)>0$ we get from the previous lemma $\vee_{\varrho}(a)=\mathbb{E}(\varrho(Z+$ a) $-\varrho(Z))>0$. The case of $a<0$ follows from $v_{\varrho}(-a)=\mathrm{v}_{\varrho}(a)$. Suppose $(B)$ is fulfilled. The set

$$
A_{a}=\left\{t: t>0, \int_{t-a}^{t} f(s) d s-\int_{t}^{t+a} f(s) d s>0\right\}
$$

is nonempty and open. As $\varrho$ is increasing it holds $\mu_{\varrho}\left(\left(b_{1}, b_{2}\right)\right)>0$ for every $0<b_{1}<b_{2}$, and thus $\mu_{\varrho}\left(A_{a}\right)>0$. Hence $\mathrm{v}_{\varrho}(a)>0$ for $a>0$, and $\mathrm{v}_{\varrho}(a)>0$ for $a<0$ by $\mathrm{v}_{\varrho}(-a)=\mathrm{v}_{\varrho}(a)$. Thus the contrast condition is proved under $(A)$ and $(B)$.

We establish the finite covering property. We have to show that for every $\varepsilon>0$ the set $(-\infty,-\varepsilon) \cup(\varepsilon, \infty)$ can be covered by finitely many $\Delta_{i}$ with $\mathbb{E}\left(\inf _{a \in \Delta_{i}} \varrho(Z+a)-\varrho(Z)\right)>0$. As $\varrho \geq 0$ and is nondecreasing in $|t|$ we get for $|a| \geq 1$

$$
\left|\inf _{|a| \geq 1} \varrho(Z+|a|)-\varrho(Z)\right| \leq|\varrho(Z+1)-\varrho(Z)|+|\varrho(Z-1)-\varrho(Z)| .
$$

This means that the nondecreasing sequence $\inf _{|a| \geq N} \varrho(Z+a)-\varrho(Z)$ is bounded from below by a random variable with finite expectation. Hence by the monotone convergence theorem

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left(\inf _{|a| \geq N} \varrho(Z+a)-\varrho(Z)\right)=\mathbb{E}(\varrho(\infty)-\varrho(Z))>0
$$

and thus $\mathbb{E}\left(\inf _{|a| \geq N_{0}} \varrho(Z+a)-\varrho(Z)\right)>0$ for some $N_{0}>0$. Put $\Delta_{0}=$ $\left(-\infty,-N_{0}\right) \cup\left(N_{0}, \infty\right)$. As for $|t-a|<\delta$

$$
|\varrho(Z+t)-\varrho(Z)| \leq|\varrho(Z+a+\delta)-\varrho(Z)|+|\varrho(Z+a-\delta)-\varrho(Z)|
$$

we get from condition (7.54) and Lebesgue's theorem that

$$
\lim _{\delta \downarrow 0} \mathbb{E}\left(\inf _{|t-a|<\delta} \varrho(Z+t)-\varrho(Z)\right)=\mathbb{E}(\varrho(Z+a)-\varrho(Z))>0
$$

Hence we may cover the compact set $\left[-N_{0},-\varepsilon\right] \cup\left[\varepsilon, N_{0}\right]$ by a finite number of sets $\Delta_{1}, \ldots, \Delta_{N}$ that satisfy $\mathbb{E}\left(\inf _{a \in \Delta_{i}} \varrho(Z+a)-\varrho(Z)\right)>0$. To complete the proof we have only to apply Theorem 7.67.

Example 7.102. A contrast function that originated from robust statistics is $\varrho(t)=\frac{1}{2} t^{2} I_{[-c, c]}(t)+\left(c|t|-c^{2} / 2\right) I_{(c, \infty)}(|t|) . \dot{\varrho}(t)=t I_{[-c, c]}(t)+\operatorname{sgn}(t) c I_{(c, \infty)}(|t|)$, its derivative, is nondecreasing. Hence $\varrho$ is convex with a curvature measure $\gamma_{\varrho}=\lambda(\cdot \cap[-c, c])$, so that $\varrho$ is strictly convex in $[-c, c]$. The linear continuation guarantees that possible gross errors have less influence than under a quadratic contrast function. If the influence of outliers is reduced one more step, then one arrives at nonconvex contrast functions. For a collection of such functions and their statistical properties we refer to Andrews et al. (1972). Some of these functions have special names. The $M$-estimator that belongs to $\varrho(t)=\frac{1}{2} t^{2} I_{[-c, c]}(t)+c I_{(c, \infty)}(|t|)$ is called the skipped mean, and to $\varrho(t)=\frac{1}{2}|t| I_{[-c, c]}(t)+c I_{(c, \infty)}(|t|)$ the skipped median.

Now we construct estimators by minimizing convex criterion functions. It is clear that for a convex function $v: \mathbb{R} \rightarrow \mathbb{R}$ the set $\arg \min _{t \in \mathbb{R}} \mathbf{v}(t)$ is either an interval or empty. To avoid the interval consisting of more than one point one has to require that $v$ be strictly convex in a neighborhood of the minimum point.

Problem 7.103.* Let $v: \mathbb{R} \rightarrow \mathbb{R}$ be convex. Then $\theta_{0}$ is a minimizer if and only if $D^{-} \mathrm{v}\left(\theta_{0}\right) \leq 0 \leq D^{+} \mathrm{v}\left(\theta_{0}\right)$. The minimizer is uniquely determined if and only if $D^{-} \mathrm{v}\left(\theta_{0}-\varepsilon\right)<0<D^{+} \mathrm{v}\left(\theta_{0}+\varepsilon\right), \varepsilon>0$. If v is strictly convex in a neighborhood of $\theta_{0}$, then the minimizer $\theta_{0}$ is unique.

If $\varrho$ is convex and (7.54) is satisfied, then

$$
\begin{equation*}
\mathrm{v}_{\varrho}(a):=\mathbb{E}(\varrho(Z+a)-\varrho(Z)) \tag{7.56}
\end{equation*}
$$

is obviously a convex function on $\mathbb{R}$. The next problem gives the relation between the one-sided derivatives and the curvature measures $\gamma_{\varrho}$ and $\gamma_{v_{e}}$ of the convex functions $\varrho$ and $\mathrm{v}_{\varrho}$. We recall that according to (1.59),

$$
\begin{equation*}
\gamma_{\varrho}((a, b])=D^{+} \varrho(b)-D^{+} \varrho(a), \quad \gamma_{v_{\varrho}}((a, b])=D^{+} \mathrm{v}_{\varrho}(b)-D^{+} \mathrm{v}_{\varrho}(a) \tag{7.57}
\end{equation*}
$$

Problem 7.104.* If $\varrho$ is a convex function, then (7.54) implies that for every $a \in \mathbb{R}$ it holds $\mathbb{E}\left|D^{ \pm} \varrho(Z+a)\right|<\infty$,

$$
\begin{align*}
D^{+} \mathbf{v}_{\varrho}(a) & =\mathbb{E} D^{+} \varrho(Z+a), \quad D^{-} \mathbf{v}_{\varrho}(a)=\mathbb{E} D^{-} \varrho(Z+a), \quad \text { and } \\
\gamma_{v_{\varrho}}(B) & =\int \gamma_{\varrho}(B+s) P(d s), \tag{7.58}
\end{align*}
$$

where $P=\mathcal{L}(Z)$.
By the definition of $v_{\varrho}$ we see that the question of whether the contrast condition (7.31) is satisfied is here whether $a=0$ is the unique minimum point of $\mathrm{v}_{\varrho}$. The uniqueness is clear as long as $\mathrm{v}_{\varrho}$ is strictly convex in some interval $\left(-\delta_{0}, \delta_{0}\right)$. From Problem 1.53 we know that this is equivalent with

$$
\begin{equation*}
\gamma_{\mathrm{v}_{e}}((a, b))>0, \quad \text { for every }(a, b) \subseteq\left(-\delta_{0}, \delta_{0}\right), a<b \tag{7.59}
\end{equation*}
$$

Remark 7.105. In view of (7.58) condition (7.59) is certainly fulfilled if $\varrho$ is strictly convex on $\mathbb{R}$, as in this case $\gamma_{\varrho}((a, b))>0$ for every $a<b$. This holds, for example, for $\varrho(t)=|t|^{p}$ with $p>1$. If $\varrho(x)=|x|$, then $\varrho$ is strictly convex at $x_{0}=0$ but not in $\left(-\delta_{0}, \delta_{0}\right)$. To make $\mathrm{v}_{\varrho}$ strictly convex in $\left(-\delta_{0}, \delta_{0}\right)$ it is, for example, enough to assume that $P$ has a Lebesgue density that is positive and continuous at $x_{0}=0$. Indeed, we get from $\gamma_{\varrho}=2 \boldsymbol{\delta}_{0}$ and (7.58) that (7.59) is fulfilled.

The next proposition presents conditions for a function $\varrho$ to generate a contrast function in the location model.

Proposition 7.106. Let $Z$ be a random variable, and let $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ be a convex function that satisfies (7.54). Then $a_{0}=0$ is the unique minimum point of $\mathrm{v}_{\varrho}$ in (7.56) if and only if

$$
\begin{equation*}
\mathbb{E} D^{-} \varrho(Z-\varepsilon)<0<\mathbb{E} D^{+} \varrho(Z+\varepsilon), \quad \varepsilon>0 \tag{7.60}
\end{equation*}
$$

If (7.59) is fulfilled, then $\mathbb{E} D^{-} \varrho(Z) \leq 0 \leq \mathbb{E} D^{+} \varrho(Z)$ implies that $a_{0}=0$ is the unique minimum point of $\mathrm{v}_{\varrho}$.

Proof. The proof follows from the Problems 7.103 and 7.104, and the fact that (7.59) implies that $\mathrm{v}_{\varrho}$ is strictly convex in a neighborhood of 0 .

Example 7.107. If $\varrho(t)=t^{2}$, then $\mathrm{v}_{\varrho}(a)$ in (7.56) satisfies the condition (7.54) if and only if $\mathbb{E}|X|<\infty$. As $D^{+} \mathrm{v}_{\varrho}(a)=D^{-} \mathrm{v}_{\varrho}(a)=\mathbb{E} X+a$ we see that $-\mathbb{E} X$ is the unique minimum point of $\mathrm{v}_{\varrho}(a)$. Set

$$
\tau_{\alpha}(t)=(1-\alpha)|t| I_{(-\infty, 0]}(t)+\alpha t I_{(0, \infty)}(t), \quad \alpha \in(0,1)
$$

Then

$$
\begin{align*}
& D^{+} \tau_{\alpha}(t)=-(1-\alpha) I_{(-\infty, 0)}(t)+\alpha I_{[0, \infty)}(t)=\alpha-I_{(-\infty, 0)}(t)  \tag{7.61}\\
& D^{-} \tau_{\alpha}(t)=-(1-\alpha) I_{(-\infty, 0]}(t)+\alpha I_{(0, \infty)}(t)=\alpha-I_{(-\infty, 0]}(t)
\end{align*}
$$

If $\varrho(t)=\tau_{\alpha}(t)$, then (7.54) is satisfied for every random variable, and it holds

$$
\begin{aligned}
& D^{+} \mathrm{v}_{\varrho}(a)=\mathbb{E} D^{+} \mathrm{v}_{\alpha}(X+a)=\alpha-F(-a-0), \\
& D^{-} \mathrm{v}_{\varrho}(a)=\mathbb{E} D^{-} \mathrm{v}_{\alpha}(X+a)=\alpha-F(-a)
\end{aligned}
$$

Hence $D^{-} \mathrm{v}_{\varrho}(a) \leq 0 \leq D^{+} \mathrm{v}_{\varrho}(a)$ holds if and only if $u_{\alpha}=-a$ is an $\alpha$-quantile of the distribution of $X$. According to (7.60) the minimum point $u_{\alpha}$ is unique if and only if

$$
\begin{equation*}
F\left(u_{\alpha}-\varepsilon\right)<\alpha<F\left(u_{\alpha}+\varepsilon\right), \quad \varepsilon>0 . \tag{7.62}
\end{equation*}
$$

If now $x_{1}, \ldots, x_{n} \in \mathbb{R}, \widehat{F}_{n}(t)=n^{-1} \sum_{i=1}^{n} I_{(-\infty, t]}\left(x_{i}\right)$, and $M_{n}(\theta)=n^{-1} \sum_{i=1}^{n} \tau_{\alpha}\left(x_{i}-\right.$ $\theta$ ), then $\widehat{\theta}_{n} \in \arg \min _{\theta \in \mathbb{R}} M_{n}$ if and only if

$$
\begin{equation*}
\widehat{F}_{n}\left(\widehat{\theta}_{n}-0\right) \leq \alpha \leq \widehat{F}_{n}\left(\widehat{\theta}_{n}\right), \tag{7.63}
\end{equation*}
$$

which means that $\widehat{\theta}_{n}$ is a sample $\alpha$-quantile.
Example 7.108. Suppose $\varrho$ is convex and (7.54) is satisfied. Suppose further that $\mathbb{E} D^{+} \varrho(Z-\varepsilon)<0<\mathbb{E} D^{+} \varrho(Z+\varepsilon), \varepsilon>0$. Then $v_{\varrho}(a)=\mathbb{E}(\varrho(Z+a)-\varrho(X))$ has a unique minimum at $a=0$ (see Proposition 7.106) so that the contrast condition (7.55) is satisfied. Let $X_{1}, \ldots, X_{n}$ be independent replications of $X=Z+\theta_{0}$, and $\widehat{\theta}_{n}$ be a minimizer of

$$
M_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n} \varrho\left(X_{i}-\theta\right)
$$

As $M_{n}(\theta) \rightarrow \mathrm{v}_{\varrho}\left(\theta_{0}-\theta\right), \mathbb{P}_{\theta_{0}}$-a.s., we get $\widehat{\theta}_{n} \rightarrow \theta_{0}, \mathbb{P}_{\theta_{0}}$-a.s., from Theorem 7.77. Let $\tau_{\alpha}$ be as in Example 7.107, $F$ be the c.d.f. of $X$, and $u_{\alpha}$ be an $\alpha$-quantile. Then we know from Example 7.107 that under the assumption (7.62) the function

$$
M\left(\theta, \theta_{0}\right)=\mathbb{E}_{\theta_{0}}\left(\tau_{\alpha}\left(X_{1}-\theta\right)-\tau_{\alpha}\left(X_{1}\right)\right)
$$

is convex and has a unique minimum at $u_{\alpha}$. Hence we obtain from Theorem 7.77 that every sequence of sample $\alpha$-quantiles $\widehat{\theta}_{n}$ tends, $\mathbb{P}_{\theta_{0}}$-a.s., to the $\alpha$-quantile of $F$. This is a well-known result on the strong consistency of the sample quantiles.

Now we study the problem of consistency in regression models. The starting point for constructing a regression model is a one-parameter parent family of distributions $\left(P_{\eta}\right)_{\eta \in(a, b)}$, defined on the sample space $(\mathcal{Y}, \mathfrak{B})$, where we assume that this family is a stochastic kernel, i.e., $\eta \mapsto P_{\eta}(B)$ is a measurable mapping for every $B \in \mathfrak{B}$. The sample is influenced by covariables, also called regressors, that take on values in $\mathcal{X}$, with $(\mathcal{X}, \mathfrak{A})$ as the measurable space.

The distribution of the observation and its covariable are connected by the regression function $g: \Delta \times \mathcal{X} \rightarrow(a, b)$ in such a way that for a fixed value $x$ of the covariable the observation $Y$ has the distribution $P_{g_{\theta}(x)}$. We assume that $\Delta$ is a separable metric space, let $\mathrm{C}_{m}(\Delta, \mathcal{X})$ denote the class of functions that are continuous in $\theta$ and measurable in $x$, and assume that the regression function satisfies

$$
\begin{equation*}
g \in \mathrm{C}_{m}(\Delta, \mathcal{X}) \tag{7.64}
\end{equation*}
$$

One has to distinguish between two types of regression models, depending on whether the covariable is random. A regression model with random regressor is given by a pair of random variables $(Y, X)$, where the conditional distribution of $Y$, given $X=x$, is given by $\mathrm{K}_{\theta}(\cdot \mid x)=P_{g_{\theta}(x)}$. Denote the marginal distribution of $X$ on $(\mathcal{X}, \mathfrak{A})$ by $\mu$. A sample of size $n$ consists of independent pairs $\left(Y_{i}, X_{i}\right), i=1, \ldots, n$, with common distribution

$$
\begin{equation*}
\mathcal{L}\left(Y_{i}, X_{i}\right)=\mathrm{K}_{\theta} \otimes \mu, \quad i=1, \ldots, n \tag{7.65}
\end{equation*}
$$

In a regression model with nonrandom regressors we fix an experimental design, i.e., values $x_{1}, \ldots, x_{n} \in \mathcal{X}$ at which the $n$ measurements are taken. Then the observations $Y_{1}, \ldots, Y_{n}$ are independent and have the distributions $P_{g_{\theta}\left(x_{1}\right)}, \ldots, P_{g_{\theta}\left(x_{n}\right)}$, respectively. To make an asymptotic treatment of this regression model possible it is generally assumed that $\mathcal{X}$ is a separable metric space, and that the sequence of empirical measures $\mu_{n}=(1 / n) \sum_{i=1}^{n} \boldsymbol{\delta}_{x_{i}}$ tends weakly to some limiting experimental design. Although both regression models are different their technical treatments are similar. Although regression models with random regressors admit the application of limit theorems for i.i.d. random variables, regression models with nonrandom regressors require additional conditions that, roughly speaking, guarantee that the distributions $P_{g_{\theta}\left(x_{i}\right)}$ do not fluctuate too much. These conditions increase the technical details, and because of this we mainly deal with regression models with random regressors.

Depending on the structures of the regression function and the parent model that are combined, different types of regression models are obtained.

$$
\begin{array}{lll}
\text { Linear regression: } & g_{\theta}(x)=\theta^{T} x, & \theta, x \in \mathbb{R}^{d} . \\
\text { Generalized linear regression: } & g_{\theta}(x)=\varphi\left(\theta^{T} x\right), & \theta, x \in \mathbb{R}^{d} . \\
\text { Nonlinear regression: } & g_{\theta}(x), & \theta \in \Delta \subseteq \mathbb{R}^{k}, x \in \mathbb{R}^{d} .
\end{array}
$$

The function $\varphi$ in generalized linear regression is assumed to be continuous and is called the link function. Often-used parent models are based on the following.

Location family: $\quad P_{\eta}=\mathcal{L}(\varepsilon+\eta), \quad \eta \in \mathbb{R}$.
Exponential family: $\quad d P_{\eta} / d \boldsymbol{\mu}=\exp \{\eta T-K(\eta)\}, \quad \eta \in(a, b)$.

In general, the likelihood approach with the construction of maximum likelihood estimators cannot be applied to regression models as these models are not completely specified and thus a likelihood function is not available. This occurs, for example, if the location family is used as parent model, and about the distribution of the errors $\varepsilon_{i}=Y_{i}-g\left(X_{i}, \theta\right)$ it is only known that its expectation, median, or some other location invariant functional is zero.

Lemma 7.109. If $\varrho_{\eta}$ is a contrast function for the parent family $\left(P_{\eta}\right)_{\eta \in(a, b)}$, and

$$
\begin{equation*}
\int\left[\int\left|\varrho_{g_{\theta}(x)}(y)-\varrho_{g_{\theta_{0}}(x)}(y)\right| P_{g_{\theta_{0}}(x)}(d y)\right] \mu(d x)<\infty \tag{7.66}
\end{equation*}
$$

is fulfilled, then the condition

$$
\begin{equation*}
\mu\left(\left\{x: g_{\theta}(x)=g_{\theta_{0}}(x)\right\}\right)=1 \quad \Rightarrow \quad \theta=\theta_{0} \tag{7.67}
\end{equation*}
$$

implies that $\widetilde{\varrho}_{\theta}(x, y):=\varrho_{g_{\theta}(x)}(y)$ is a contrast function for the regression model $\left(\mathcal{Y} \times \mathcal{X}, \mathfrak{B} \otimes \mathfrak{A},\left(\mathrm{K}_{\theta} \otimes \mu\right)_{\theta \in \Delta}\right)$, where $\mathrm{K}_{\theta} \otimes \mu$ is from (7.65).

Proof. It holds

$$
\mathrm{E}_{\theta_{0}}\left(\varrho_{g_{\theta}(X)}(Y)-\varrho_{g_{\theta_{0}}(X)}(Y)\right)=\int\left[\int\left(\varrho_{g_{\theta}(x)}(y)-\varrho_{g_{\theta_{0}}(x)}(y)\right) P_{g_{\theta}(x)}(d y)\right] \mu(d x)
$$

As

$$
\int\left(\varrho_{\eta}(y)-\varrho_{\eta_{0}}(y)\right) P_{\eta_{0}}(d y)>0, \quad \eta \neq \eta_{0}
$$

the statement follows from (7.67).
The next example illustrates the identifiability condition (7.67).
Example 7.110. In the linear regression model with random regressor it holds $Y=\theta^{T} X+\varepsilon$ and $g_{\theta}(x)=\theta^{T} x$. Set $\varrho_{\eta}(t)=(t-\eta)^{2}$. Then $\varrho_{\eta}$ is a contrast function for the location model $P_{\eta}=\mathcal{L}(\varepsilon+\eta)$, provided that $\mathbb{E}|\varepsilon|<\infty$ and $\mathbb{E} \varepsilon=0$. If $X$ is a random covariable with $\mu=\mathcal{L}(X)$, then the condition (7.67) may be written as

$$
\begin{equation*}
\mathbb{P}\left(\left(\theta-\theta_{0}\right)^{T} X=0\right)=1 \quad \text { implies } \theta=\theta_{0} \tag{7.68}
\end{equation*}
$$

If $\mathbb{E}\|X\|^{2}<\infty$, then the latter condition holds if and only if the matrix $\mathbb{E} X X^{T}$ is nonsingular.

If the location family is used as parent family, then regardless of whether the regression function is linear, we make the assumption that $\varrho$ is a contrast function in the location model generated by the i.i.d. errors $\varepsilon_{i}$, i.e.,

$$
\varrho \text { satisfies (7.53), }
$$

$$
\begin{align*}
& \mathbb{E}\left|\varrho\left(\varepsilon_{1}+a\right)-\varrho\left(\varepsilon_{1}\right)\right|<\infty  \tag{7.69}\\
& \mathbb{E}\left(\varrho\left(\varepsilon_{1}+a\right)-\varrho\left(\varepsilon_{1}\right)\right)>0, \quad a \neq 0 .
\end{align*}
$$

We impose the following conditions on the regression model.

$$
\begin{align*}
& X_{1}, \ldots, X_{n}, \varepsilon_{1}, \ldots, \varepsilon_{n}, \text { are independent, } \mathcal{L}\left(X_{i}\right)=\mu, \mathcal{L}\left(\varepsilon_{i}\right)=P,  \tag{7.70}\\
& Y_{i}=g_{\theta_{0}}\left(X_{i}\right)+\varepsilon_{i}, \quad \theta_{0} \in \Delta, i=1, \ldots, n, \quad g \in \mathrm{C}_{m}(\Delta, \mathcal{X}) .
\end{align*}
$$

Theorem 7.111. (Nonlinear Regression) Assume that $\Delta$ is a compact metric space and the conditions (7.69) and (7.70) are satisfied. If in addition

$$
\mathbb{E} \sup _{\theta \in \Delta}\left|\varrho\left(\varepsilon_{1}-\left[g_{\theta}\left(X_{1}\right)-g_{\theta_{0}}\left(X_{1}\right)\right]\right)-\varrho\left(\varepsilon_{1}\right)\right|<\infty
$$

and (7.67) hold, then every sequence of minimizers $\widehat{\theta}_{n}: \mathcal{X}^{n} \times \mathcal{Y}^{n} \rightarrow_{m} \Delta$ of

$$
M_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n} \varrho\left(Y_{i}-g_{\theta}\left(X_{i}\right)\right)
$$

is strongly consistent.
Proof. The statement follows from Theorem 7.70, Proposition 7.71, and Lemma 7.109 if we use $\widetilde{\varrho}_{\theta}(x, y)=\varrho\left(y-g_{\theta}(x)\right)$ as the contrast function, and set $W_{n}(\theta)=M_{n}(\theta)-M_{n}\left(\theta_{0}\right)$ and $W(\theta)=\mathbb{E}\left(\varrho\left(Y_{1}-g_{\theta}\left(X_{1}\right)\right)-\varrho\left(\varepsilon_{1}\right)\right)$.

If $\mathbb{E}\left|\varepsilon_{1}\right|<\infty$, then $\varrho(t-\eta)=(t-\eta)^{2}$ is a contrast function for the location model $P_{\eta}=\mathcal{L}\left(\varepsilon_{1}+\eta\right)$. On the other hand, assume that the common c.d.f. $F$ of the $\varepsilon_{i}$ satisfies $F(-\varepsilon)<1 / 2<F(\varepsilon), \varepsilon>0$, and that $\varrho(t)=|t|$. Then $\varrho(\cdot-\eta)$ is a contrast function for the location model $P_{\eta}=\mathcal{L}\left(\varepsilon_{1}+\eta\right)$, see Example 7.107. By combining these contrast functions for the location model with Theorem 7.111 one can easily establish sufficient conditions for the strong consistency of least squares and $\mathbb{L}_{1}$-estimators for nonlinear regression models. There are a large number of papers that deal with the consistency of $M$-estimators in nonlinear regression models, where in some papers random regressors and in others nonrandom regressors are considered. See, e.g., Jurečková and Sen (1996) and Liese and Vajda (1999, 2003a,b, 2004) for references. If $\varrho=\tau_{\alpha}$, then the estimators are called regression quantiles, which have been introduced by Koenker and Bassat (1978) and studied by other authors. See Jurečková and Sen (1996) for references.

Now we study the linear regression model and use convex criterion functions.

Theorem 7.112. (Linear Regression) Suppose $X_{i}, \varepsilon_{i}$ satisfy (7.70), and $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ is a convex function that satisfies

$$
\begin{equation*}
\mathbb{E}\left|\varrho\left(\varepsilon_{1}+a\right)-\varrho\left(\varepsilon_{1}\right)\right|<\infty \quad \text { and } \quad \mathbb{E}\left(\varrho\left(\varepsilon_{1}+a\right)-\varrho\left(\varepsilon_{1}\right)\right)>0, a \neq 0 \tag{7.71}
\end{equation*}
$$

If (7.68) holds, then for the linear regression model $Y_{i}=\theta_{0}^{T} X_{i}+\varepsilon_{i}, i=1, \ldots, n$, every sequence of minimizers $\widehat{\theta}_{n}$ that minimize

$$
\frac{1}{n} \sum_{i=1}^{n} \varrho\left(Y_{i}-\theta^{T} X_{i}\right)
$$

over $\theta \in \mathbb{R}^{d}$ is strongly consistent.

Proof. $\widehat{\theta}_{n}$ minimizes

$$
M_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n}\left(\varrho\left(Y_{i}-\theta^{T} X_{i}\right)-\varrho\left(\varepsilon_{i}\right)\right)
$$

and

$$
M(\theta)=\mathbb{E}\left(\varrho\left(Y_{1}-\theta^{T} X_{1}\right)-\varrho\left(\varepsilon_{1}\right)\right)
$$

has in view of (7.68) and (7.71) a unique minimum at $\theta_{0}$. It remains to apply the strong law of large numbers to $M_{n}(\theta)$ for fixed $\theta$ and the argmin theorem for convex processes; see Theorem 7.77.

Example 7.113. For $p \geq 1$ it holds $|s+t|^{p} \leq 2^{p-1}\left(|s|^{p}+|t|^{p}\right)$. As $\| x+\left.a\right|^{p}-|x|^{p} \mid \leq$ $p\left(|x|^{p-1}+|x+a|^{p-1}\right)|a|$, we get

$$
\left||x+a|^{p}-|x|^{p}\right| \leq p\left(\left(1+2^{p-1}\right)|a||x|^{p-1}+|a|^{p}\right) .
$$

Hence $\mathbb{E}\left|\varepsilon_{i}\right|^{p-1}<\infty$ implies the first condition in (7.71) for $\varrho=|x|^{p}$. To verify the second condition we set $\mathrm{v}_{\varrho}(a)=\mathbb{E}\left(\left|\varepsilon_{1}+a\right|^{p}-\left|\varepsilon_{1}\right|^{p}\right)$. This function is strictly convex for $p>1$ and $D^{-} \mathrm{v}_{\varrho}(0-0)=D^{+} \mathrm{v}_{\varrho}(0+0)=\mathbb{E}\left(\operatorname{sgn}\left(\varepsilon_{1}\right)\left|\varepsilon_{1}\right|^{p-1}\right)$. Hence we get from Proposition 7.106 that

$$
\mathbb{E}\left(\operatorname{sgn}\left(\varepsilon_{1}\right)\left|\varepsilon_{1}\right|^{p-1}\right)=0
$$

implies that the second condition in (7.71) holds for $p>1$. In the case of least squares estimators (i.e., $p=2$ ), the last condition means $\mathbb{E} \varepsilon_{1}=0$. If $p=1$, then instead of $\varrho(x)=|x|$ we may also use $\tau_{1 / 2}(x)=\frac{1}{2}|x|$ and get from (7.62) in Example 7.107 that $\mathrm{v}_{\varrho}(a)=\mathbb{E}\left(\left|\varepsilon_{1}+a\right|-\left|\varepsilon_{1}\right|\right)$ has a unique minimum at $a_{0}=0$ if and only if $a_{0}=0$ is the unique median of the c.d.f. of $\varepsilon_{1}$.

### 7.5.2 Consistency in Bayes Models

In this section we study the behavior of the posterior distribution for large sample sizes. There are several reasons for doing this. One is to investigate the influence of the prior on the posterior distribution, and thus on the posterior risk introduced in Definition 3.33. Results in this direction are referred to as Bayes robustness. Another is a frequentist verification of Bayes procedures with the aim to show that Bayes estimators are consistent and even asymptotically efficient.

We start with the Bayes model introduced in Chapter 1 and suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a family of distributions on $(\mathcal{X}, \mathfrak{A})$ where $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a measurable space. We assume that the condition (A3) is satisfied so that $\mathrm{P}(A \mid \theta)=P_{\theta}(A)$, $A \in \mathfrak{A}$, is a stochastic kernel. Then by Proposition A. 39

$$
\mathrm{P}_{n}(B \mid \theta):=P_{\theta}^{\otimes n}(B), \quad B \in \mathfrak{A}^{\otimes n}, \theta \in \Delta,
$$

is also a stochastic kernel. We consider the product space $\left(\mathcal{X}^{n} \times \Delta, \mathfrak{A}^{\otimes n} \otimes \mathfrak{B}_{\Delta}\right)$ and denote by $X_{1}, \ldots, X_{n}, \Theta$ the projections on the coordinates. For a prior distribution $\Pi$ on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ we consider the probability space

$$
\left(\mathcal{X}^{n} \times \Delta, \mathfrak{A}^{\otimes n} \otimes \mathfrak{B}_{\Delta}, \mathrm{P}_{n} \otimes \Pi\right)
$$

Then $\mathcal{L}\left(X_{1}, \ldots, X_{n}, \Theta\right)=\mathrm{P}_{n} \otimes \Pi$, so that $X_{1}, \ldots, X_{n}$ are conditionally i.i.d., given $\Theta=\theta$, with regular conditional distribution $\mathrm{P}_{n}$. We now assume that $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a Borel space. Then (see Theorem A.37) there exists a stochastic kernel $\boldsymbol{\Pi}_{n}: \mathfrak{B}_{\Delta} \times \mathcal{X}^{n} \rightarrow_{k}[0,1]$ such that for every $h: \mathcal{X}^{n} \times \Delta \rightarrow_{m} \mathbb{R}_{+}$

$$
\begin{equation*}
\int\left[\int h(x, \theta) \mathrm{P}_{n}(d x \mid \theta)\right] \Pi(d \theta)=\int\left[\int h(x, \theta) \boldsymbol{\Pi}_{n}(d \theta \mid x)\right]\left(\mathrm{P}_{n} \Pi\right)(d x) \tag{7.72}
\end{equation*}
$$

This is equivalent to the fact that $\boldsymbol{\Pi}_{n}$ is a regular conditional distribution of $\Theta$, given $\left(X_{1}, \ldots, X_{n}\right)=x$, and $\mathrm{P}_{n} \Pi$ is the marginal distribution of $\left(X_{1}, \ldots, X_{n}\right)$. Our aim is to study the sequence of posterior distributions $\boldsymbol{\Pi}_{n}$ and to show that under mild conditions these distributions concentrate themselves more and more around the "true parameter". To make such a statement precise we consider the product space $\left(\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty}\right)$ where $\mathfrak{A}^{\otimes \infty}$ is the smallest $\sigma$-algebra for which all projections $X_{i}, i=1,2, \ldots$, are measurable. The family of subsets of $\mathcal{X}^{\infty}$,

$$
\mathfrak{C}=\bigcup_{n=1}^{\infty}\left\{\left(X_{1}, \ldots, X_{n}\right)^{-1}(B): B \in \mathfrak{A}^{\otimes n}\right\}
$$

called the family of cylinder sets, is an algebra that generates $\mathfrak{A}^{\otimes \infty}$. As in Section 7.5.1, let $P_{\theta}^{\otimes \infty}$ be the infinite product measure on $\left(\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty}\right)$, defined by the condition

$$
P_{\theta}^{\otimes \infty}(B \times \mathcal{X} \times \mathcal{X} \times \cdots)=P_{\theta}^{\otimes n}(B), \quad B \in \mathfrak{A}^{\otimes n}, \theta \in \Delta, n=1,2, \ldots
$$

Hence the mapping $\theta \mapsto P_{\theta}^{\otimes \infty}(A)$ is measurable for every $A \in \mathfrak{C}$. As the class of all $A \in \mathfrak{A}^{\otimes \infty}$ for which $\theta \mapsto P_{\theta}^{\otimes \infty}(A)$ is measurable is a monotone class that contains the algebra $\mathfrak{C}$ it follows from the monotone class theorem (see e.g. Kallenberg (1997)) that

$$
\begin{equation*}
\mathrm{P}_{\infty}(A \mid \theta)=P_{\theta}^{\otimes \infty}(A), \quad A \in \mathfrak{A}^{\otimes \infty}, \theta \in \Delta \tag{7.73}
\end{equation*}
$$

is again a stochastic kernel. To summarize, we arrive at the probability space

$$
\begin{equation*}
(\Omega, \mathfrak{F}, \mathbb{P})=\left(\mathcal{X}^{\infty} \times \Delta, \mathfrak{A}^{\otimes \infty} \otimes \mathfrak{B}_{\Delta}, \mathrm{P}_{\infty} \otimes \Pi\right) \tag{7.74}
\end{equation*}
$$

on which the random variables $X_{i}, i=1,2, \ldots$, and $\Theta$ are defined to be the coordinate mappings. In a first step of the consistency considerations we study the posterior distributions of $\Theta$, given $X_{1}, \ldots, X_{n}$, and ask for conditions under which the sequences of posterior distributions concentrate themselves more and more on a neighborhood of $\Theta$. Let us first consider this problem in a special case.

Example 7.114. Consider the special case of i.i.d. Bernoulli variables $X_{1}, \ldots, X_{n}$ with distribution $(1-p) \boldsymbol{\delta}_{0}+p \boldsymbol{\delta}_{1}, p \in \Delta=(0,1)$. Then $\sum_{i=1}^{n} X_{i}$ is a sufficient statistic for the model $\left(\left((1-p) \boldsymbol{\delta}_{0}+p \boldsymbol{\delta}_{1}\right)^{\otimes n}\right)_{p \in(0,1)}$. Hence by Proposition 4.62 the posterior distribution depends on $\left(X_{1}, \ldots, X_{n}\right)$ only through $T=\sum_{i=1}^{n} X_{i}$. If $\Pi=\operatorname{Be}(\alpha, \beta)$ is the beta distribution with parameters $\alpha, \beta>0$, then by Example 1.45 it holds for the posterior $\boldsymbol{\Pi}_{n}$ in (7.72) that

$$
\boldsymbol{\Pi}_{n}\left(\cdot \mid x_{1}, \ldots, x_{n}\right)=\operatorname{Be}\left(\alpha+\sum_{i=1}^{n} x_{i}, \beta+n-\sum_{i=1}^{n} x_{i}\right)
$$

As the beta distribution $\operatorname{Be}(\alpha, \beta)$ has the expectation $\alpha /(\alpha+\beta)$ we get

$$
\mathbb{E}\left(\Theta \mid X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right)=\frac{\alpha+\beta}{\alpha+\beta+n} \frac{\alpha}{\alpha+\beta}+\frac{n}{\alpha+\beta+n} \frac{1}{n} \sum_{i=1}^{n} x_{i}
$$

Moreover, the variance of the beta distribution $\operatorname{Be}(\alpha, \beta)$ is $\frac{\alpha \beta}{(\alpha+\beta)^{2}(\alpha+\beta+1)}$. Hence the variance of the posterior distribution is

$$
\frac{\left(\alpha+\sum_{i=1}^{n} X_{i}\right)\left(\beta+n-\sum_{i=1}^{n} X_{i}\right)}{(\alpha+\beta+n)^{2}(\alpha+\beta+n+1)} \leq \frac{(\alpha+n)(\beta+n)}{(\alpha+\beta+n)^{2}(\alpha+\beta+n+1)} \rightarrow 0
$$

Therefore,

$$
\begin{aligned}
\mathbb{E}\left(\Theta-\mathbb{E}\left(\Theta \mid X_{1}, \ldots, X_{n}\right)\right)^{2} & =\mathbb{E}\left(\mathbb{E}\left(\Theta-\mathbb{E}\left(\Theta \mid X_{1}, \ldots, X_{n}\right)\right)^{2} \mid X_{1}, \ldots, X_{n}\right) \\
& \leq \frac{(\alpha+n)(\beta+n)}{(\alpha+\beta+n)^{2}(\alpha+\beta+n+1)} \rightarrow 0
\end{aligned}
$$

so that for large $n$ the posterior $\Pi_{n}$ concentrates more and more around the unobservable $\Theta$. Taking $T_{n}=\mathbb{E}\left(\Theta \mid X_{1}, \ldots, X_{n}\right)$ or the arithmetic mean $(1 / n) \sum_{i=1}^{n} X_{i}$ we get that $T_{n}$ consistently approximates $\Theta$, or is a consistent estimator in the Bayes model (7.74).

Now we establish a first result on the consistency of the posterior distribution in the Bayes model (7.74). The subsequent result is due to Doob (1949). Stronger results can be found in Schwartz (1965). The version of Doob's result presented here is taken from Schervish (1995); see also Schervish and Seidenfels (1990).

Theorem 7.115. Suppose $(\mathcal{X}, \mathfrak{A})$ and $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ are Polish spaces. Let $\Pi$ be a prior on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ and $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a family that satisfies the condition (A3). Let $\Pi_{n}$ be a regular version of the posterior distribution specified by (7.72). If there exists a sequence $T_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ with $T_{n}\left(X_{1}, \ldots, X_{n}\right) \rightarrow^{\mathbb{P}} \Theta$, then for every $B \in \mathfrak{B}_{\Delta}$ it holds

$$
\lim _{n \rightarrow \infty} \Pi_{n}\left(B \mid X_{1}, \ldots, X_{n}\right)=I_{B}(\Theta), \quad \mathbb{P} \text {-a.s. }
$$

Proof. Recall that $X_{i}$ and $\Theta$ are the projection mappings on $\Omega$ in (7.74). We introduce a sequence of sub- $\sigma$-algebras of $\mathfrak{A}^{\otimes \infty} \otimes \mathfrak{B}_{\Delta}$ by $\mathfrak{F}_{n}=$ $\sigma\left(X_{1}, \ldots, X_{n}\right)$ and set $\mathfrak{F}_{\infty}=\sigma\left(X_{1}, X_{2}, \ldots\right)$. Then by Levy's martingale theorem (see Theorem A.34) it holds

$$
\lim _{n \rightarrow \infty} \Pi_{n}\left(B \mid X_{1}, \ldots, X_{n}\right)=\lim _{n \rightarrow \infty} \mathbb{E}\left(I_{B}(\Theta) \mid \mathfrak{F}_{n}\right)=\mathbb{E}\left(I_{B}(\Theta) \mid \mathfrak{F}_{\infty}\right), \quad \mathbb{P} \text {-a.s. }
$$

The condition imposed on $T_{n}$ and Proposition A. 12 yield the existence of a subsequence $n_{k}$ such that $T_{n_{k}}\left(X_{1}, \ldots, X_{n_{k}}\right)$ converges to $\Theta, \mathbb{P}$-a.s. For every $\omega=(x, \theta) \in \mathcal{X}^{\infty} \times \Delta$ and any fixed $\theta_{0} \in \Delta$ we set

$$
T(\omega)=\lim _{k \rightarrow \infty} T_{n_{k}}\left(X_{1}(\omega), \ldots, X_{n_{k}}(\omega)\right)
$$

if the limit exists, and $T=\theta_{0}$ else. Then $T$ is measurable with respect to $\mathfrak{F}_{\infty}$ and it holds $I_{B}(T)=I_{B}(\Theta)$, $\mathbb{P}$-a.s. Hence $\mathbb{E}\left(I_{B}(\Theta) \mid \mathfrak{F}_{\infty}\right)=I_{B}(\Theta), \mathbb{P}$-a.s., and the proof is completed.

Another focus of an asymptotic investigation of the posterior distribution concerns the dependence of the predictive distribution on the prior distribution. More precisely, let $U_{n}=\left(X_{1}, \ldots, X_{n}\right)$ and $V_{n}=\left(X_{n+1}, X_{n+2}, \ldots\right)$. Consider the random variables to be defined on the probability space (7.74). Then for every $h: \mathcal{X}^{n} \times \mathcal{X} \times \cdots \times \Delta \rightarrow_{m} \mathbb{R}_{+}$it holds

$$
\mathbb{E} h\left(U_{n}, V_{n}, \Theta\right)=\int\left[\int\left[\int h(u, v, \theta)\left(\bigotimes_{i=1}^{n} P_{\theta}\right)(d u)\right]\left(\bigotimes_{i=n+1}^{\infty} P_{\theta}\right)(d v)\right] \Pi(d \theta)
$$

Especially, by taking into account (7.72), it holds

$$
\begin{aligned}
\mathbb{E} g\left(U_{n}, V_{n}\right) & =\int\left[\int\left[\int g(u, v)\left(\bigotimes_{i=1}^{n} P_{\theta}\right)(d u)\right]\left(\bigotimes_{i=n+1}^{\infty} P_{\theta}\right)(d v)\right] \Pi(d \theta) \\
& =\int\left[\int\left[\int g(u, v)\left(\bigotimes_{i=n+1}^{\infty} P_{\theta}\right)(d v)\right] \Pi_{n}(d \theta \mid u)\right]\left(\mathrm{P}_{n} \Pi\right)(d u)
\end{aligned}
$$

for every $g: \mathcal{X}^{n} \times X_{i=n+1}^{\infty} \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}$. We see from here that

$$
\boldsymbol{\Lambda}_{n}(B \mid u)=\int\left(\bigotimes_{i=n+1}^{\infty} P_{\theta}(B)\right) \boldsymbol{\Pi}_{n}(d \theta \mid u), \quad B \in \bigotimes_{i=n+1}^{\infty} \mathfrak{A}
$$

is a regular version of the conditional distribution of $V_{n}=\left(X_{n+1}, X_{n+2}, \ldots\right)$, given $U_{n}=\left(X_{1}, \ldots, X_{n}\right) . \Lambda_{n}$ is called the predictive distribution of $V_{n}$, given $U_{n}$. The conditional distribution $\boldsymbol{\Lambda}_{n}$ depends, of course, on the prior $\Pi$. To indicate this dependence we also write $\boldsymbol{\Lambda}_{n, \Pi}$. The next theorem shows that for two priors $\Pi_{1}$ and $\Pi_{2}$ which assign the same parameters a positive weight, i.e., are measure-theoretic equivalent, the predictive distributions $\boldsymbol{\Lambda}_{n, \Pi_{1}}$ and $\boldsymbol{\Lambda}_{n, \Pi_{2}}$ are close for large $n$. We recall that by the definition of $\boldsymbol{\Lambda}_{n, \Pi_{i}}$ it holds

$$
\mathcal{L}\left(\left(U_{n}, V_{n}\right) \mid \mathrm{P}_{\infty} \Pi_{i}\right)=\Lambda_{n, \Pi_{i}} \otimes\left(\mathrm{P}_{n} \Pi_{i}\right), \quad i=1,2 .
$$

One way to formulate the agreement of the predictive distributions is to replace $\mathrm{P}_{n} \Pi_{2}$ with $\mathrm{P}_{n} \Pi_{1}$ and to compare the distributions $\boldsymbol{\Lambda}_{n, \Pi_{1}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)$ and $\Lambda_{n, \Pi_{2}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)$. Suppose $\mathfrak{A}$ and consequently $\mathfrak{A}^{\otimes \infty}$ are countably generated. Then by (1.76) and Proposition 1.95 it follows that

$$
\begin{align*}
& \left\|\boldsymbol{\Lambda}_{n, \Pi_{1}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)-\boldsymbol{\Lambda}_{n, \Pi_{2}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)\right\|  \tag{7.75}\\
= & \int\left\|\boldsymbol{\Lambda}_{n, \Pi_{1}}\left(\cdot \mid u_{n}\right)-\boldsymbol{\Lambda}_{n, \Pi_{2}}\left(\cdot \mid u_{n}\right)\right\|\left(\mathrm{P}_{n} \Pi_{1}\right)\left(d u_{n}\right) .
\end{align*}
$$

For every prior $\Pi$ and $\mathrm{P}_{\infty}$ from (7.73) we introduce the distribution $\mathbb{P}_{\Pi}$ on $\left(\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty}\right)$ by $\mathbb{P}_{\Pi}=\mathrm{P}_{\infty} \Pi$ and denote by $\mathbb{E}_{\Pi}$ the expectation with respect to $\mathbb{P}_{\Pi}$. If $\Pi_{1} \ll \Pi_{2}$, then

$$
\mathbb{P}_{\Pi_{2}}(B)=\int P_{\theta}^{\otimes \infty}(B) \Pi_{2}(d \theta)=0
$$

implies $\int P_{\theta}^{\otimes \infty}(B) \Pi_{1}(d \theta)=0$ and therefore $\mathbb{P}_{\Pi_{1}} \ll \mathbb{P}_{\Pi_{2}}$. Put

$$
Z=d \mathbb{P}_{\Pi_{1}} / d \mathbb{P}_{\Pi_{2}}, \quad \mathfrak{F}_{n}=\sigma\left(X_{1}, \ldots, X_{n}\right), \quad \text { and } \quad Z_{n}=\mathbb{E}_{\Pi_{2}}\left(Z \mid \mathfrak{F}_{n}\right)
$$

Then for every $B \in \mathfrak{F}_{n}$ it holds

$$
\begin{aligned}
\int I_{B} \mathbb{E}_{\Pi_{2}}\left(Z \mid \mathfrak{F}_{n}\right) d \mathbb{P}_{\Pi_{2}} & =\int I_{B} Z d \mathbb{P}_{\Pi_{2}}=\mathbb{P}_{\Pi_{1}}(B) \\
\frac{d \mathbb{P}_{n, \Pi_{1}}}{d \mathbb{P}_{n, \Pi_{2}}} & =Z_{n}
\end{aligned}
$$

where $\mathbb{P}_{n, \Pi_{i}}$ is the restriction of $\mathbb{P}_{\Pi_{i}}$ on $\mathfrak{F}_{n}$. Hence $\mathbb{E}_{\Pi_{2}}\left(Z \mid \mathfrak{F}_{n}\right)$ is a martingale, so that Levy's martingale convergence theorem (see Theorem A.34) implies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}_{\Pi_{2}}\left|Z_{n}-Z\right|=0 \tag{7.76}
\end{equation*}
$$

Theorem 7.116. Let $(\mathcal{X}, \mathfrak{A})$ and $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ be standard Borel spaces, and $\Pi_{1}$ and $\Pi_{2}$ be priors on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ with $\Pi_{1} \ll \Pi_{2}$. If the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies the condition (A3), and $\boldsymbol{\Lambda}_{n, \Pi_{i}}, i=1,2$, are any regular versions of the predictive distributions, then

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left\|\boldsymbol{\Lambda}_{n, \Pi_{1}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)-\boldsymbol{\Lambda}_{n, \Pi_{2}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)\right\|=0 \\
& \left\|\boldsymbol{\Lambda}_{n, \Pi_{1}}\left(\cdot \mid X_{1}, \ldots, X_{n}\right)-\boldsymbol{\Lambda}_{n, \Pi_{2}}\left(\cdot \mid X_{1}, \ldots, X_{n}\right)\right\| \rightarrow^{\mathbb{P}_{\Pi_{1}}} 0 \tag{7.77}
\end{align*}
$$

Proof. The variational distance of two distributions is nonnegative and does not exceed 2. This, in conjunction with (7.75), yields that the two statements are equivalent. To show the first one we use $Z_{n}=d \mathbb{P}_{n, \Pi_{1}} / d \mathbb{P}_{n, \Pi_{2}}$ and get for every measurable function $h$ that

$$
\begin{aligned}
& \sup _{\|h\|_{u} \leq 1}\left|\int\left[\int h\left(u_{n}, v_{n}\right)\left(\boldsymbol{\Lambda}_{n, \Pi_{1}}\left(d v_{n} \mid u_{n}\right)-\boldsymbol{\Lambda}_{n, \Pi_{2}}\left(d v_{n} \mid u_{n}\right)\right)\right]\left(\mathrm{P}_{n} \Pi_{1}\right)\left(d u_{n}\right)\right| \\
& =\sup _{\|h\|_{u} \leq 1} \mid \int\left[\int h\left(u_{n}, v_{n}\right) Z\left(u_{n}, v_{n}\right) \boldsymbol{\Lambda}_{n, \Pi_{2}}\left(d v_{n} \mid u_{n}\right)\right]\left(\mathrm{P}_{n} \Pi_{2}\right)\left(d u_{n}\right) \\
& -\int\left[\int h\left(u_{n}, v_{n}\right) Z_{n}\left(u_{n}\right) \boldsymbol{\Lambda}_{n, \Pi_{2}}\left(d v_{n} \mid u_{n}\right)\right]\left(\mathrm{P}_{n} \Pi_{2}\right)\left(d u_{n}\right)\left|\leq \mathbb{E}_{\Pi_{2}}\right| Z-Z_{n} \mid \rightarrow 0
\end{aligned}
$$

where the last statement follows from (7.76). To complete the proof it suffices to note that in view of Problem 1.80 the term on the left-hand side of the equality is $\left\|\boldsymbol{\Lambda}_{n, \Pi_{1}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)-\boldsymbol{\Lambda}_{n, \Pi_{2}} \otimes\left(\mathrm{P}_{n} \Pi_{1}\right)\right\|$.

There are other versions of the agreement of predictive distributions. For example, in Schervish (1995), p. 456, it is proved that the convergence in (7.77) holds true also for the $\mathbb{P}_{\Pi_{1}}$-a.s. convergence if a version for the predictive distribution is used that is defined via the densities $Z$ and $Z_{n}$.

Up to this point we have studied the posterior and the predictive distribution in the Bayes model (7.74). Now we fix a parameter value, say $\theta_{0}$, and assume that the data $X_{1}, X_{2}, \ldots$ are from the frequentist model

$$
\begin{equation*}
(\Omega, \mathfrak{F}, \mathbb{P}):=\left(\mathcal{X}^{\infty}, \mathfrak{A}^{\otimes \infty}, P_{\theta_{0}}^{\otimes \infty}\right) \tag{7.78}
\end{equation*}
$$

We ask whether the sequence of posteriors concentrates more and more around the true value $\theta_{0}$.

Definition 7.117. Let $\Delta$ be a Polish space, $\mathfrak{B}_{\Delta}$ the $\sigma$-algebra of Borel sets, and $(\mathcal{X}, \mathfrak{A})$ a standard Borel space. Suppose (A3) is satisfied. For a prior $\Pi$ on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ the sequence of posteriors $\boldsymbol{\Pi}_{n}$ is called strongly consistent at $\theta_{0}$ if for every open set $O$ that contains the point $\theta_{0}$ it holds

$$
\Pi_{n}\left(O \mid X_{1}, \ldots, X_{n}\right) \rightarrow 1, \quad P_{\theta_{0}}^{\otimes \infty} \text {-a.s. }
$$

We assume that the prior $\Pi$ has a density $\pi$ with respect to some $\boldsymbol{\tau} \in$ $\mathcal{M}^{\sigma}\left(\mathfrak{B}_{\Delta}\right)$, the model $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated, and the family $\left(f_{\theta}\right)_{\theta \in \Delta}$ satisfies the condition (A5). Set $\mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right)$,

$$
\begin{align*}
\mathrm{m}_{n}\left(\mathbf{x}_{n}\right) & =\int \prod_{i=1}^{n} f_{\theta}\left(x_{i}\right) \pi(\theta) \boldsymbol{\tau}(d \theta), \\
\pi_{n}\left(\theta \mid \mathbf{x}_{n}\right) & = \begin{cases}\frac{1}{m_{n}\left(\mathbf{x}_{n}\right)} \prod_{i=1}^{n} f_{\theta}\left(x_{i}\right) \pi(\theta) & \text { if } \mathrm{m}_{n}\left(\mathbf{x}_{n}\right)>0 \\
\pi(\theta) & \text { if } \mathrm{m}_{n}\left(\mathbf{x}_{n}\right)=0\end{cases}  \tag{7.79}\\
\boldsymbol{\Pi}_{n}\left(B \mid \mathbf{x}_{n}\right) & =\int_{B} \pi_{n}\left(\theta \mid \mathbf{x}_{n}\right) \boldsymbol{\tau}(d \theta), \quad B \in \mathfrak{B}_{\Delta}, \mathrm{P}_{n} \Pi \text {-a.s. } \tag{7.80}
\end{align*}
$$

Then $\boldsymbol{\Pi}_{n}$ is a version of the posterior distribution.
The subsequent result on the posterior robustness can be found in Ghosh and Ramamoorthi (2003), from where the proof has been taken. Suppose the priors $\Pi_{i}, i=1,2$, are absolutely continuous with respect to $\tau$ with densities $\pi_{i}, i=1,2$. Suppose that the posterior densities $\pi_{i, n}$ are defined by (7.79), and the posterior distributions $\boldsymbol{\Pi}_{i, n}, i=1,2$, are defined by (7.80) with $\pi_{n}$ replaced with $\pi_{i, n}, i=1,2$.

Theorem 7.118. Assume that $\mathcal{X}$ and $\Delta$ are Polish spaces, endowed with the Borel $\sigma$-algebras $\mathfrak{A}$ and $\mathfrak{B}_{\Delta}$, and that (A5) is satisfied. Suppose $\Pi_{i} \ll \tau$, $\pi_{i}=d \Pi_{i} / d \boldsymbol{\tau}, i=1,2$, are continuous and positive at $\theta_{0}$. If the posterior distributions $\boldsymbol{\Pi}_{i, n}, i=1,2$, are both strongly consistent at $\theta_{0}$, then

$$
\left\|\boldsymbol{\Pi}_{1, n}\left(\cdot \mid X_{1}, \ldots, X_{n}\right)-\boldsymbol{\Pi}_{2, n}\left(\cdot \mid X_{1}, \ldots, X_{n}\right)\right\| \rightarrow 0, \quad P_{\theta_{0}}^{\otimes \infty}{ }_{-a . s .}
$$

Proof. Set $h_{n}(\theta, \omega)=\prod_{i=1}^{n} f_{\theta}\left(X_{i}(\omega)\right)$ and put, for $A \in \mathfrak{B}_{\Delta}$,

$$
\mu_{i, n}(A, \omega)=\int I_{A}(\theta) h_{n}(\theta, \omega) \Pi_{i}(d \theta)
$$

Let $O_{1} \supseteq O_{2} \supseteq \cdots$ be a sequence of open balls with centers $\theta_{0}$ and diameters tending to zero. Then there is a set $A \in \mathfrak{F}$ with $P_{\theta_{0}}^{\otimes \infty}(A)=1$ so that for every $\omega \in A$ and a given $\eta>1$ there exists some $n_{0}(\eta, m)$ with

$$
\boldsymbol{\Pi}_{i, n}\left(O_{m} \mid X_{1}(\omega), \ldots, X_{n}(\omega)\right)=\frac{\mu_{i, n}\left(O_{m}, \omega\right)}{\mu_{i, n}(\Delta, \omega)} \geq \frac{1}{\eta}
$$

for every $n \geq n_{0}(\eta, m)$. The continuity of $\pi_{1}$ and $\pi_{2}$ yields the existence of $m_{0}$ such that

$$
\frac{\alpha}{\eta} \leq \frac{\pi_{1}(\theta)}{\pi_{2}(\theta)} \leq \eta \alpha, \quad \theta \in O_{m_{0}}
$$

where $\alpha=\pi_{1}\left(\theta_{0}\right) / \pi_{2}\left(\theta_{0}\right)$. Hence for every $n \geq n_{0}\left(\eta, m_{0}\right)$ and $A \in \mathfrak{B}_{\Delta}$

$$
\begin{aligned}
\frac{\alpha}{\eta} & \leq \frac{\mu_{1, n}\left(A \cap O_{m_{0}}, \omega\right)}{\mu_{2, n}\left(A \cap O_{m_{0}}, \omega\right)} \leq \eta \alpha \\
\frac{\mu_{1, n}(\Delta, \omega)}{\mu_{2, n}(\Delta, \omega)} & =\frac{\mu_{1, n}(\Delta, \omega)}{\mu_{1, n}\left(O_{m_{0}}, \omega\right)} \frac{\mu_{2, n}\left(O_{m_{0}}, \omega\right)}{\mu_{2, n}(\Delta, \omega)} \frac{\mu_{1, n}\left(O_{m_{0}}, \omega\right)}{\mu_{2, n}\left(O_{m_{0}}, \omega\right)} \\
\frac{\alpha}{\eta^{2}} & \leq \frac{\mu_{1, n}(\Delta, \omega)}{\mu_{2, n}(\Delta, \omega)} \leq \eta^{2} \alpha
\end{aligned}
$$

Therefore, and with $\mu_{i, n}(\Delta, \omega)=\mathrm{m}_{i, n}\left(\mathbf{X}_{n}(\omega)\right)$,

$$
\begin{aligned}
& \boldsymbol{\Pi}_{1, n}\left(A \mid X_{1}(\omega), \ldots, X_{n}(\omega)\right)-\boldsymbol{\Pi}_{2, n}\left(A \mid X_{1}(\omega), \ldots, X_{n}(\omega)\right) \\
& \leq \frac{\mu_{1, n}\left(A \cap O_{m_{0}}, \omega\right)}{\mu_{1, n}(\Delta, \omega)}-\frac{\mu_{2, n}\left(A \cap O_{m_{0}}, \omega\right)}{\mu_{2, n}(\Delta, \omega)}+\frac{\mu_{1, n}\left(\Delta \backslash O_{m_{0}}, \omega\right)}{\mu_{1, n}(\Delta, \omega)} \\
& \leq\left(\eta^{3}-1\right) \frac{\mu_{2, n}\left(O_{m_{0}}, \omega\right)}{\mu_{2, n}(\Delta, \omega)}+\frac{\mu_{1, n}\left(\Delta \backslash O_{m_{0}}, \omega\right)}{\mu_{1, n}(\Delta, \omega)}
\end{aligned}
$$

Hence by the consistency of $\boldsymbol{\Pi}_{i, n}, i=1,2$,

$$
\limsup _{n \rightarrow \infty} \sup _{A \in \mathfrak{B}_{\Delta}}\left(\boldsymbol{\Pi}_{1, n}\left(A \mid X_{1}(\omega), \ldots, X_{n}(\omega)\right)-\boldsymbol{\Pi}_{2, n}\left(A \mid X_{1}(\omega), \ldots, X_{n}(\omega)\right)\right) \leq \eta^{3}-1
$$

To complete the proof we note that $\eta>1$ was arbitrary and

$$
\left\|\boldsymbol{\Pi}_{1, n}-\boldsymbol{\Pi}_{2, n}\right\|=2 \sup _{A \in \mathfrak{B}_{\Delta}}\left(\boldsymbol{\Pi}_{1, n}(A)-\boldsymbol{\Pi}_{2, n}(A)\right) .
$$

Now we establish conditions that guarantee consistency. A first result in this direction goes back to Doob (1949). It says that for any prior $\Pi$ the posterior distributions are consistent at $\Pi$-almost all $\theta \in \Delta$. Although this results says that consistency holds in almost all cases, the proof ensures only the existence of a subset $\Delta_{0}$ of the parameter space with $\Pi\left(\Delta_{0}\right)=1$ so that we have consistency for $\theta \in \Delta_{0}$. For details of the proof we refer to Ghosh and Ramamoorthi (2003). As Doob's result guarantees only the existence of $\Delta_{0}$, but does not specify $\Delta_{0}$, for a given $\theta$ one cannot decide whether the sequence of priors is consistent at $\theta$. This problem was studied by Schwartz (1965). To present this result we recall the Kullback-Leibler distance, i.e., $\mathrm{K}(P, Q)=\int \ln (d P / d Q) d P$ if $P \ll Q$, and $\mathrm{K}(P, Q)=\infty$ else; see (1.81). Applying this to the product measures we get from Proposition A. 29 that

$$
\begin{equation*}
\mathrm{K}\left(P_{\theta_{0}}^{\otimes n}, P_{\theta}^{\otimes n}\right)=n \mathrm{~K}\left(P_{\theta_{0}}, P_{\theta}\right) \tag{7.81}
\end{equation*}
$$

Subsequently, we often have some functions that are well defined, $\mathrm{P}_{n} \Pi$ a.s., but we want them to be well defined, $P_{\theta_{0}}^{\otimes n}$-a.s. This is certainly true if $P_{\theta_{0}}^{\otimes n} \ll P_{n} \Pi$. The next problem gives a sufficient condition.

Problem 7.119.* If (A5) is satisfied and $\Pi\left(\left\{\theta: \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty\right\}\right)>0$, then $P_{\theta_{0}}^{\otimes n} \ll \mathrm{P}_{n} \Pi$ for every $n$.

Given a family $\left(P_{\theta}\right)_{\theta \in \Delta}$ we introduce the Kullback-Leibler neighborhood of $\theta_{0}$ by

$$
\mathcal{K}_{\varepsilon}\left(\theta_{0}\right)=\left\{\theta: \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\varepsilon\right\} .
$$

If condition (A5) is satisfied, then $\theta \mapsto \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)=\int \ln \left(f_{\theta_{0}} / f_{\theta}\right) d P_{\theta_{0}}$ is a measurable function so that $\mathcal{K}_{\varepsilon}\left(\theta_{0}\right) \in \mathfrak{B}_{\Delta}$. If $\Pi$ is a prior, we say that $\theta_{0}$ belongs to the Kullback-Leibler support of $\Pi$ if $\Pi\left(\mathcal{K}_{\varepsilon}\left(\theta_{0}\right)\right)>0$ for every $\varepsilon>0$.

We express the condition for consistency with the help of the conditional densities $\pi_{n}$ in (7.79). If $\theta_{0}$ belongs to the Kullback-Leibler support of the prior $\Pi$, then by $\mathcal{L}\left(X_{1}, \ldots, X_{n} \mid P_{\theta_{0}}^{\otimes \infty}\right)=P_{\theta_{0}}^{\otimes n}$ and Problem 7.119 it holds

$$
\Pi_{n}\left(\Delta \backslash O \mid X_{1}, \ldots, X_{n}\right)=\frac{\int I_{\Delta \backslash O}(\theta) \prod_{i=1}^{n} f_{\theta}\left(X_{i}\right) \Pi(d \theta)}{\int \prod_{i=1}^{n} f_{\theta}\left(X_{i}\right) \Pi(d \theta)}, \quad P_{\theta_{0}}^{\otimes \infty}-a . s .
$$

Thus it suffices to show that for every open set $O$ that contains $\theta_{0}$,

$$
\frac{\int I_{\Delta \backslash O}(\theta) \prod_{i=1}^{n}\left(f_{\theta}\left(X_{i}\right) / f_{\theta_{0}}\left(X_{i}\right)\right) \Pi(d \theta)}{\int \prod_{i=1}^{n}\left(f_{\theta}\left(X_{i}\right) / f_{\theta_{0}}\left(X_{i}\right)\right) \Pi(d \theta)} \rightarrow 0 \quad P_{\theta_{0}}^{\otimes \infty} \text {-a.s. }
$$

The idea is to find conditions so that, $P_{\theta_{0}}^{\otimes \infty}$-a.s., for every $\beta>0$, and for some $\beta_{0}>0$,

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \exp \{n \beta\} \int \prod_{i=1}^{n} \frac{f_{\theta}\left(X_{i}\right)}{f_{\theta_{0}}\left(X_{i}\right)} \Pi(d \theta)=\infty  \tag{7.82}\\
& \limsup _{n \rightarrow \infty}^{n} \exp \left\{n \beta_{0}\right\} \int I_{\Delta \backslash O}(\theta) \prod_{i=1}^{n} \frac{f_{\theta}\left(X_{i}\right)}{f_{\theta_{0}}\left(X_{i}\right)} \Pi(d \theta)=0 \tag{7.83}
\end{align*}
$$

Lemma 7.120. Suppose condition (A5) is fulfilled. If $\theta_{0}$ is in the KullbackLeibler support of the prior $\Pi$, then (7.82) holds.

Proof. Suppose $\Pi\left(\mathcal{K}_{\varepsilon}\left(\theta_{0}\right)\right)>0$, and set $\Pi_{\varepsilon}(B)=\Pi\left(B \mid \mathcal{K}_{\varepsilon}\left(\theta_{0}\right)\right)$. For every $\theta \in \mathcal{K}_{\varepsilon}\left(\theta_{0}\right)$ it holds $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty$ and thus $P_{\theta_{0}} \ll P_{\theta}$. Hence for $\mathrm{w}_{1}(t)=$ $t \ln t-t+1$,

$$
\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)=\int \ln \left(\frac{f_{\theta_{0}}(x)}{f_{\theta}(x)}\right) P_{\theta_{0}}(d x)=\int \mathrm{w}_{1}\left(\frac{f_{\theta_{0}}(x)}{f_{\theta}(x)}\right) f_{\theta}(x) \boldsymbol{\mu}(d x) .
$$

As $w_{1} \geq 0$ the subsequent integrals are well defined, and by Fubini's theorem

$$
\int\left[\int \mathrm{w}_{1}\left(\frac{f_{\theta_{0}}(x)}{f_{\theta}(x)}\right) f_{\theta}(x) \Pi_{\varepsilon}(d \theta)\right] \boldsymbol{\mu}(d x)=\int \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right) \Pi_{\varepsilon}(d \theta) \leq \varepsilon
$$

Hence,

$$
\begin{equation*}
-\infty<\int\left[\int \ln \frac{f_{\theta_{0}}(x)}{f_{\theta}(x)} \Pi_{\varepsilon}(d \theta)\right] P_{\theta_{0}}(d x) \leq \varepsilon \tag{7.84}
\end{equation*}
$$

We consider the i.i.d. random variables

$$
Y_{i}=\int\left(\ln \frac{f_{\theta_{0}}\left(X_{i}\right)}{f_{\theta}\left(X_{i}\right)}\right) \Pi_{\varepsilon}(d \theta), \quad i=1,2, \ldots
$$

on the probability space (7.78). Then $\mathbb{E} Y_{1} \leq \varepsilon$ by (7.84). The strong law of large numbers provides the existence of an $\Omega_{0} \in \mathfrak{F}$ with $P_{\theta_{0}}^{\otimes \infty}\left(\Omega_{0}\right)=1$ and

$$
\frac{1}{n} \sum_{i=1}^{n} Y_{i}(\omega) \rightarrow \mathbb{E} Y_{1} \leq \varepsilon, \quad \omega \in \Omega_{0}
$$

Hence by the convexity of $\exp \{x\}$, Jensen's inequality, and Fatou's lemma,

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \exp \{2 n \varepsilon\} \int \prod_{i=1}^{n} \frac{f_{\theta}\left(X_{i}(\omega)\right)}{f_{\theta_{0}}\left(X_{i}(\omega)\right)} \Pi(d \theta) \\
\geq & \liminf _{n \rightarrow \infty} \int I_{\mathcal{K}_{\varepsilon}\left(\theta_{0}\right)}(\theta) \exp \left\{n\left[2 \varepsilon-\frac{1}{n} \sum_{i=1}^{n} \ln \frac{f_{\theta}\left(X_{i}(\omega)\right)}{f_{\theta_{0}}\left(X_{i}(\omega)\right)}\right]\right\} \Pi(d \theta) \\
\geq & \Pi\left(\mathcal{K}_{\varepsilon}\left(\theta_{0}\right)\right) \liminf _{n \rightarrow \infty} \exp \left\{n\left(2 \varepsilon-\frac{1}{n} \sum_{i=1}^{n} Y_{i}(\omega)\right)\right\}=\infty .
\end{aligned}
$$

For $\Pi(\Delta \backslash O)>0$ we set $\Pi_{\Delta \backslash O}(B)=\Pi(B \mid \Delta \backslash O)$ and assume that for some $D_{O}>0$ and $q_{O}<1$,

$$
\begin{equation*}
\mathrm{H}_{1 / 2}\left(P_{\theta_{0}}^{\otimes n}, \mathrm{P}_{n} \Pi_{\Delta \backslash O}\right) \leq D_{O} q_{O}^{n} . \tag{7.85}
\end{equation*}
$$

Lemma 7.121. If (A5) is satisfied, then the condition (7.85) implies the existence of some $\beta_{0}>0$ such that (7.83) holds.

Proof. We have only to consider the case of $\Pi(\Delta \backslash O)>0$. Then

$$
\begin{aligned}
& \mathrm{H}_{1 / 2}\left(P_{\theta_{0}}^{\otimes n}, \mathrm{P}_{n} \Pi_{\Delta \backslash O}\right) \\
= & \int\left[\prod_{i=1}^{n} f_{\theta_{0}}\left(x_{i}\right)\right]^{1 / 2}\left[\int \prod_{i=1}^{n} f_{\theta}\left(x_{i}\right) \Pi_{\Delta \backslash O}(d \theta)\right]^{1 / 2} \boldsymbol{\mu}^{\otimes n}\left(d x_{1}, \ldots, d x_{n}\right) \\
= & \mathbb{E} g^{1 / 2}\left(X_{1}, \ldots, X_{n}\right) \leq D_{O} q_{O}^{n},
\end{aligned}
$$

where $g\left(X_{1}, \ldots, X_{n}\right)=\int \prod_{i=1}^{n}\left(f_{\theta}\left(X_{i}\right) / f_{\theta_{0}}\left(X_{i}\right)\right) \Pi_{\Delta \backslash O}(d \theta)$. If $Z \geq 0$, then $\mathbb{P}(Z>1) \leq \mathbb{E} Z$. Hence for $r>0$,

$$
\mathbb{P}\left(r^{2 n} g\left(X_{1}, \ldots, X_{n}\right) \geq 1\right)=\mathbb{P}\left(r^{n} g^{1 / 2}\left(X_{1}, \ldots, X_{n}\right) \geq 1\right) \leq D_{O}\left(r q_{O}\right)^{n}
$$

Choose $1<r<1 / q_{O}$. Then by Borel-Cantelli's lemma, with $P_{\theta_{0}}^{\otimes \infty}$-probability one, the inequality $r^{2 n} g\left(X_{1}, \ldots, X_{n}\right) \geq 1$ holds only for a finite number of $n$. Hence we get (7.83) for every $\beta_{0}>0$ that satisfies $\exp \left\{\beta_{0}\right\}<r$.

The condition (7.85) implies, in view of Lemma 1.66 and the inequality $\min (a, b) \leq \sqrt{a b}$, that the minimal Bayes risk $\mathrm{b}_{1 / 2}\left(P_{\theta_{0}}^{\otimes n}, \mathrm{P}_{n} \Pi_{\Delta \backslash O}\right)$ for testing $\mathrm{H}_{0}: P_{\theta_{0}}^{\otimes n}$ versus $\mathrm{H}_{A}: \mathrm{P}_{n} \Pi_{\Delta \backslash O}$ tends to zero at an exponential rate.

Now we establish equivalent conditions that are sufficient for (7.85). In the proof we make use of a special case of Hoeffding's inequality. If $Z_{1}, \ldots, Z_{n}$ are independent and $\left|Z_{i}\right| \leq 1$, then

$$
\begin{equation*}
\mathbb{P}\left(\sum_{i=1}^{n}\left(Z_{i}-\mathbb{E} Z_{i}\right) \geq t\right) \leq \exp \left\{-\frac{2 t^{2}}{n}\right\}, \quad t \geq 0 \tag{7.86}
\end{equation*}
$$

For a proof we refer to Hoeffding (1963). The next proposition is taken from Ghosh and Ramamoorthi (2003). It studies the behavior of error probabilities for the sequence of testing problems $\mathrm{H}_{0}: P_{\theta_{0}}^{\otimes n}$ versus $\mathrm{H}_{A}: P_{\theta}^{\otimes n}, \theta \in \Delta \backslash O$.

Proposition 7.122. Let $O$ be an open set that contains $\theta_{0}$. Then the following conditions are equivalent and imply (7.85).
(A) There exists a sequence of tests $\varphi_{n}$ that is uniformly consistent in the sense that

$$
\int \varphi_{n} d P_{\theta_{0}}^{\otimes n}+\sup _{\theta \in \Delta \backslash O} \int\left(1-\varphi_{n}\right) d P_{\theta}^{\otimes n} \rightarrow 0
$$

(B) For some $m$ there exists a strictly unbiased test $\varphi$ in the sense that

$$
\int \varphi d P_{\theta_{0}}^{\otimes m}<\inf _{\theta \in \Delta \backslash O} \int \varphi d P_{\theta}^{\otimes m}
$$

(C) There exists a sequence of nonrandomized tests $\varphi_{n}$ and $C, \beta>0$ with

$$
\int \varphi_{n} d P_{\theta_{0}}^{\otimes n}+\sup _{\theta \in \Delta \backslash O} \int\left(1-\varphi_{n}\right) d P_{\theta}^{\otimes n} \leq C \exp \{-n \beta\}
$$

Proof. It is clear that $(A)$ implies $(B)$, and $(C)$ implies $(A)$. We show that $(B)$ implies $(C)$ and consider first the case $m=1$. It holds $\alpha=\int \varphi d P_{\theta_{0}}<\gamma=$ $\inf _{\theta \in \Delta \backslash O} \int \varphi d P_{\theta}$. Set

$$
A_{n}=\left\{\left(x_{1}, \ldots, x_{n}\right): \sum_{i=1}^{n}\left(\varphi\left(x_{i}\right)-\alpha\right)>\frac{n}{2}(\gamma-\alpha)\right\}
$$

Then by Hoeffding's inequality (7.86) it follows that

$$
P_{\theta_{0}}^{\otimes n}\left(A_{n}\right) \leq \exp \left\{-\frac{n^{2}(\gamma-\alpha)^{2}}{4 n}\right\}
$$

On the other hand, for $\theta \in \Delta \backslash O$ by $\alpha<\int \varphi d P_{\theta}$ it follows that
$P_{\theta}^{\otimes n}\left(A_{n}\right) \geq P_{\theta}^{\otimes n}\left(\sum_{i=1}^{n}\left[\varphi\left(X_{i}\right)-\int \varphi d P_{\theta}\right]>\frac{n}{2}(\alpha-\gamma)\right) \geq 1-\exp \left\{-\frac{n^{2}(\gamma-\alpha)^{2}}{4 n}\right\}$,
where the second inequality follows from an application of Hoeffding's inequality (7.86) to $\varphi\left(X_{i}\right)$. Thus $\varphi_{n}=I_{A_{n}}$ is the required sequence of tests.

Now we consider the case where $m$ is arbitrary. Then we replace $P_{\theta}$ with $P_{\theta}^{\otimes m}$ to get a sequence of tests $\psi_{k}$, some $\widetilde{\beta}>0$, and $\widetilde{C}>0$ so that

$$
\int \psi_{k} d P_{\theta_{0}}^{\otimes k m}+\sup _{\theta \in \Delta \backslash O} \int\left(1-\psi_{k}\right) d P_{\theta}^{\otimes k m} \leq \widetilde{C} \exp \{-k \widetilde{\beta}\}
$$

It remains to set $\varphi_{n}=\psi_{k}$ if $(k-1) m \leq n<k m$. Indeed, as $\varphi_{n}$ depends only on $x_{1}, \ldots, x_{(k-1) m}$ it follows that

$$
\int \varphi_{n} d P_{\theta_{0}}^{\otimes n}+\sup _{\theta \in \Delta \backslash O} \int\left(1-\varphi_{n}\right) d P_{\theta}^{\otimes n} \leq \widetilde{C} \exp \{-(k-1) \widetilde{\beta}\} \leq C \exp \{-n \beta\}
$$

where $C=\widetilde{C} \exp \{\widetilde{\beta}\}$ and $\beta=\widetilde{\beta} / m$. Finally we show that $(C)$ implies the condition (7.85). Set $A_{n}=\left\{\varphi_{n}=1\right\}$. Then by Schwarz' inequality

$$
\begin{aligned}
& \mathrm{H}_{1 / 2}\left(P_{\theta_{0}}^{\otimes n}, \mathrm{P}_{n} \Pi_{\Delta \backslash O}\right) \\
= & \int\left(\prod_{i=1}^{n} f_{\theta_{0}}\left(x_{i}\right)\right)^{1 / 2}\left[\int \prod_{i=1}^{n} f_{\theta}\left(x_{i}\right) \Pi_{\Delta \backslash O}(d \theta)\right]^{1 / 2} \boldsymbol{\mu}^{\otimes n}\left(d x_{1}, \ldots, d x_{n}\right) \\
\leq & \left(P_{\theta_{0}}^{\otimes n}\left(A_{n}\right)\right)^{1 / 2}\left(\mathrm{P}_{n} \Pi_{\Delta \backslash O}\left(A_{n}\right)\right)^{1 / 2} \\
& +\left(P_{\theta_{0}}^{\otimes n}\left(\mathcal{X}^{n} \backslash A_{n}\right)\right)^{1 / 2}\left(\mathrm{P}_{n} \Pi_{\Delta \backslash O}\left(\mathcal{X}^{n} \backslash A_{n}\right)\right)^{1 / 2} .
\end{aligned}
$$

The inequality (7.85) follows from $P_{\theta_{0}}^{\otimes n}\left(A_{n}\right) \leq C \exp \{-n \beta\}$ and

$$
\begin{aligned}
& \left(\mathrm{P}_{n} \Pi_{\Delta \backslash O}\right)\left(\mathcal{X}^{n} \backslash A_{n}\right) \\
\leq & \frac{1}{\Pi(\Delta \backslash O)} \int I_{\Delta \backslash O}(\theta) P_{\theta}^{\otimes n}\left(A_{n}\right) \Pi(d \theta) \leq \frac{C}{\Pi(\Delta \backslash O)} \exp \{-n \beta\}
\end{aligned}
$$

Now we are ready to formulate the result of Schwartz (1965) on the consistency of posterior distributions.

Theorem 7.123. (Schwartz) Let $\mathcal{X}$ and $\Delta$ be Polish spaces, endowed with the Borel $\sigma$-algebras $\mathfrak{A}$ and $\mathfrak{B}_{\Delta}$, respectively, and assume that condition (A5) is satisfied. Let $\Pi$ be a prior on $\left(\Delta, \mathfrak{B}_{\Delta}\right)$. If $\theta_{0}$ belongs to the Kullback-Leibler support of $\Pi$, and the condition (7.85) holds for every open set $O$ that contains $\theta_{0}$, then the sequence of posterior $\boldsymbol{\Pi}_{n}$ in (7.72) is strongly consistent.

Proof. Apply Lemmas 7.120 and 7.121 with $\beta=\beta_{0}$.
Now we discuss the condition that $\theta_{0}$ belongs to the Kullback-Leibler support of $\Pi$ and present examples where condition (7.85), or one of the
conditions in Lemma 7.122, is satisfied. Suppose that $\theta_{0}$ belongs to the support of the prior $\Pi$, i.e., $\Pi\left(U_{\theta_{0}}\right)>0$ for every open neighborhood of $\theta_{0}$. If the function $\theta \mapsto \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)$ is continuous at $\theta_{0}$, then $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta_{0}}\right)=0$ implies that $\theta_{0}$ belongs to the Kullback-Leibler support of $\Pi$. If $\theta \mapsto \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)$ is not continuous, and instead of the condition that $\theta_{0}$ belongs to the support of $\Pi$ the stronger condition $\Pi\left(\left\{\theta_{0}\right\}\right)>0$ holds, then $\theta_{0}$ belongs again to the Kullback-Leibler support of $\Pi$. We give examples where $\theta \mapsto \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)$ is continuous, and one where it is not.

Example 7.124. Suppose $\Delta$ is a compact metric space and $\mathfrak{B}_{\Delta}$ is the $\sigma$-algebra of Borel sets. Suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated, say by $\boldsymbol{\mu}$, the densities satisfy $f_{\theta}(x)>0, x \in \mathcal{X}, \theta \in \Delta$, and $\theta \mapsto f_{\theta}(x)$ is continuous for every $x$. If

$$
\int \sup _{\theta \in \Delta}\left|\ln f_{\theta_{0}}(x)-\ln f_{\theta}(x)\right| P_{\theta_{0}}(d x)<\infty,
$$

then Lebesgue's theorem implies the continuity of $\theta \mapsto \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)$. If in addition $\theta_{0}$ belongs to the support of the prior $\Pi$, then under (7.85) we have a situation where the sequence of posteriors is strongly consistent, and in view of Corollary 7.79 we have at the same time that every sequence of maximum likelihood estimators is strongly consistent.

Example 7.125. If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is an exponential family with natural parameter $\theta \in$ $\Delta$, then $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)$ can be explicitly evaluated. By (1.6) and (1.23), for $\theta_{0} \in \Delta^{0}$,

$$
\begin{aligned}
\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right) & =\int \ln \left(d P_{\theta_{0}} / d P_{\theta}\right) d P_{\theta_{0}}=\int\left(\left\langle\theta_{0}-\theta, T(x)\right\rangle-K\left(\theta_{0}\right)+K(\theta)\right) P_{\theta_{0}}(d x) \\
& =K(\theta)-K\left(\theta_{0}\right)-\left\langle\theta-\theta_{0}, \nabla K\left(\theta_{0}\right)\right\rangle .
\end{aligned}
$$

For $\theta_{0} \in \Delta^{0}$ the continuity of $\theta \mapsto \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)$ at $\theta_{0}$ follows from Theorem 1.17.
Example 7.126. Consider the family of uniform distributions $\mathbf{U}(0, \theta)$ on $(0, \theta)$, where $\theta \in \Delta=(0, \infty)$. Fix $\theta_{0} \in(0, \infty)$. For $\theta<\theta_{0}$ the distribution $\mathbf{U}\left(0, \theta_{0}\right)$ is not absolutely continuous with respect $\mathrm{U}(0, \theta)$ so that $\mathrm{K}\left(\mathrm{U}\left(0, \theta_{0}\right), \mathrm{U}(0, \theta)\right)=\infty$ and $\theta \mapsto \mathrm{K}\left(\mathrm{U}\left(0, \theta_{0}\right), \mathrm{U}(0, \theta)\right)$ is not continuous at $\theta_{0}$.

Now we give examples where the assumptions of Schwartz' theorem hold.
Example 7.127. We assume that Condition 7.82 is fulfilled. Using the notation from there we get with $O=\left\{\theta: \rho_{\Delta}\left(\theta, \theta_{0}\right)<\varepsilon\right\}, f_{n, \theta}(x)=\prod_{i=1}^{n} f_{\theta}\left(x_{i}\right), x=$ $\left(x_{1}, \ldots, x_{n}\right)$, and $f_{n, C_{\varepsilon, i}}(x)=\sup _{\theta \in C_{\varepsilon, i}} f_{n, \theta}(x)$,

$$
\begin{aligned}
\mathrm{H}_{1 / 2}\left(P_{\theta_{0}}^{\otimes n}, \mathrm{P}_{n} \Pi_{\Delta \backslash O}\right) & =\int\left[f_{n, \theta_{0}}(x)\right]^{1 / 2}\left[\int f_{n, \theta}(x) \Pi_{\Delta \backslash O}(d \theta)\right]^{1 / 2} \boldsymbol{\mu}^{\otimes n}(d x) \\
& \leq \int\left[f_{n, \theta_{0}}(x)\right]^{1 / 2}\left[\sum_{i=1}^{N_{\varepsilon}} \Pi_{\Delta \backslash O}\left(C_{\varepsilon, i}\right) f_{n, C_{\varepsilon, i}}(x)\right]^{1 / 2} \boldsymbol{\mu}^{\otimes n}(d x)
\end{aligned}
$$

The inequality $\left(\sum_{i=1}^{N_{\varepsilon}} a_{i}\right)^{1 / 2} \leq \sum_{i=1}^{N_{\varepsilon}} a_{i}^{1 / 2}, \Pi_{\Delta \backslash O}\left(C_{\varepsilon, i}\right) \leq 1$, and (7.45) yield

$$
\begin{aligned}
\mathrm{H}_{1 / 2}\left(P_{\theta_{0}}^{\otimes n}, \mathrm{P}_{n} \Pi_{\Delta \backslash O}\right) & \leq \sum_{i=1}^{N_{\varepsilon}} \int\left[f_{n, \theta_{0}}(x)\right]^{1 / 2}\left[f_{n, C_{\varepsilon, i}}(x)\right]^{1 / 2} \boldsymbol{\mu}^{\otimes n}(d x) \\
& \leq N_{\varepsilon}\left(\max _{1 \leq i \leq N_{\varepsilon}} \int\left[f_{\theta_{0}}(x)\right]^{1 / 2}\left[\sup _{\theta \in C_{\varepsilon, i}} f_{\theta}(x)\right]^{1 / 2} \boldsymbol{\mu}(d x)\right)^{n} .
\end{aligned}
$$

Hence Condition 7.82 implies (7.85). If in addition $\theta_{0}$ belongs to the Kullback-Leibler support of the prior $\Pi$, then we have a situation where the sequence of posteriors is strongly consistent, and in view of Theorem 7.84 we have at the same time that every sequence of maximum likelihood estimators is strongly consistent.

Now we give an example where the condition $(B)$ in Proposition 7.122 is fulfilled.

Example 7.128. Let $\left(P_{\theta}\right)_{\theta \in(a, b)}$ be a one-parameter exponential family with natural parameter $\theta$, and let $\theta_{0} \in(a, b)$ and $\alpha \in(0,1)$ be fixed. Under the standard conditions (A1) and (A2) we show in Theorem 8.11 that the power function of the uniformly best unbiased level $\alpha$ test $\varphi$ for testing $\mathbf{H}_{0}: \theta=\theta_{0}$ versus $\mathbf{H}_{A}: \theta \neq \theta_{0}$ is strictly decreasing for $\theta<\theta_{0}$, strictly increasing for $\theta>\theta_{0}$, and equal to $\alpha$ at $\theta_{0}$. This means that the condition ( $B$ ) in Proposition 7.122 is satisfied.

Above we have given examples where both the strong consistency of the posterior distributions and the strong consistency of every sequence of MLEs are satisfied. One could get here the impression that one has in any case either consistency or inconsistency of both the posteriors and the MLE. This, however, is not true. There are examples where the MLE is consistent but the posteriors are inconsistent, and vice versa. For the detailed construction of these examples, and for references to other examples in literature, we refer to Ghosh and Ramamoorthi (2003) and Diaconis and Freedman (1986a,b). Finally, we refer to Strasser (1981a), who refined Perlman's necessary and sufficient conditions for the consistency of the MLE to show that under weak regularity conditions the consistency of the MLE implies the consistency of the Bayes estimator.

### 7.6 Asymptotic Distributions of Estimators

### 7.6.1 Asymptotic Distributions of $M$-Estimators

## Approximation of the Criterion Function

After the consistency of a special type of estimators has been established the question is now what are good sequences of estimators. Consistency is a qualitative property that does not say anything about the rate of convergence. One way of specifying what good estimators are is based on the rate of convergence of $\mathbb{P}\left(\rho_{\Delta}\left(\hat{\theta}_{n}, \theta\right)>\varepsilon\right)$ to zero. This sequence typically tends to zero at an exponential rate, so that $\lim _{\sup _{n \rightarrow \infty}} \ln \mathbb{P}\left(\rho_{\Delta}\left(\widehat{\theta}_{n}, \theta\right)>\varepsilon\right)$ is an appropriate measure of the quality of estimators. The proofs of the corresponding results require techniques from the area of large deviations. We do not go into detail for results of this type which can be found in Bahadur (1960) and Kester and Kallenberg (1986). Instead of following this way we use a sequence of constants $c_{n} \rightarrow \infty$ and study the limit distribution of $c_{n}\left(\widehat{\theta}_{n}-\theta\right)$, provided it exists. A typical form of the constants $c_{n}$ is $c_{n}=\sqrt{n}$, and the limit distribution is
usually a normal distribution, say $\mathrm{N}(0, \Sigma)$, where $\Sigma$ depends on the concrete sequence of estimators under consideration. As different types of estimators have different covariance matrices in the limit distribution comparisons of estimators can be made based on their associated covariance matrices of the limit distributions.

It proves useful to reformulate the weak convergence of distributions of statistics $S_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{d}$ directly with the help of the models $\left(\mathcal{X}_{n}, \mathfrak{A}_{n}, P_{n}\right)$. If $Q$ is a distribution on $\left(\mathbb{R}^{d}, \mathfrak{B}_{d}\right)$, then we write $\mathcal{L}\left(S_{n} \mid P_{n}\right) \Rightarrow Q$ if

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{P_{n}} \varphi\left(S_{n}\right)=\int \varphi(x) Q(d x)
$$

for every $\varphi \in \mathrm{C}_{b}\left(\mathbb{R}^{d}\right)$. We say that $S_{n}$ converges $P_{n}$-stochastically to $a \in \mathbb{R}^{d}$ if $P_{n}\left(\left\|S_{n}-a\right\|>\varepsilon\right) \rightarrow 0, \varepsilon>0$, and denote this by $S_{n} \rightarrow^{P_{n}} a$.

We recall the useful Landau and stochastic Landau symbols. If $a_{n}$ and $b_{n}$ are any sequences of real numbers, then we write $a_{n}=O\left(b_{n}\right)$ if $b_{n} \neq 0$ for all $n \geq n_{0}$ and $a_{n} / b_{n}$ is bounded for $n \geq n_{0}$. Similarly $a_{n}=o\left(b_{n}\right)$ if $b_{n} \neq 0$ for all $n \geq n_{0}$ and $a_{n} / b_{n}$ tends to zero as $n \rightarrow \infty$.

We call $S_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{m}$ stochastically bounded, if

$$
\begin{equation*}
\lim _{c \rightarrow \infty} \limsup _{n \rightarrow \infty} P_{n}\left(\left\|S_{n}\right\|>c\right)=0 \tag{7.87}
\end{equation*}
$$

We write $S_{n}=O_{P_{n}}\left(c_{n}\right)$ if $\left(1 / c_{n}\right) S_{n}$ is stochastically bounded. We write $S_{n}=$ $o_{P_{n}}\left(c_{n}\right)$ if $\left(1 / c_{n}\right) S_{n}$ tends $P_{n}$-stochastically to zero. If $S_{n}$ are random matrices, then we write $S_{n}=O_{P_{n}}\left(c_{n}\right)$ if all entries of $S_{n}$ are $O_{P_{n}}\left(c_{n}\right)$ and use a similar convention for the other cases. We write, similarly to (7.34),

$$
\begin{equation*}
S_{n}=\mathbf{o}_{P_{n}}(0), \quad \text { if } \quad P_{n}\left(S_{n} \neq 0\right) \rightarrow 0, \text { as } n \rightarrow \infty \tag{7.88}
\end{equation*}
$$

We do not use separate symbols for scalars, vectors, and matrices. Whether $O_{P_{n}}, o_{P_{n}}, \mathbf{o}_{P_{n}}$ is a scalar, vector, or matrix should be clear from the context. The next problem collects well-known rules for dealing with $O_{P_{n}}, o_{P_{n}}, \mathbf{o}_{P_{n}}$ symbols.

Problem 7.129.* If $T_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{d}, T: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$, and $\mathcal{L}\left(T_{n} \mid P_{n}\right) \Rightarrow \mathcal{L}(T \mid P)$, then $T_{n}=O_{P_{n}}(1)$. It holds $O_{P_{n}}(1)+o_{P_{n}}(1)=O_{P_{n}}(1), O_{P_{n}}(1) o_{P_{n}}(1)=o_{P_{n}}(1)$. If $S_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{d}$ and $A_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{k d}$ are random matrices, then $S_{n}=\mathbf{o}_{P_{n}}(0)$ implies $A_{n} S_{n}=\mathbf{o}_{P_{n}}(0)$.

Problem 7.130.* If $U_{n}: \mathcal{X}_{n} \rightarrow \mathbb{R}^{d}$ is stochastically bounded and $U_{n}=(\Sigma+$ $\left.o_{P_{n}}(1)\right) V_{n}+o_{P_{n}}(1)$, where $\Sigma$ is a nonsingular matrix, then $V_{n}=\Sigma^{-1} U_{n}+o_{P_{n}}(1)$.

The first question, of course, is which constants should be used when studying the limit distribution of $T_{n}=c_{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$. If the distributions of $c_{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$ converge, then this sequence is stochastically bounded. Given a sequence of models $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right)$, where $\Delta \subseteq \mathbb{R}^{d}$ is a Borel set, and $c_{n} \rightarrow \infty$, we say a sequence of estimators $\widehat{\theta}_{n}: \mathcal{X}_{n} \rightarrow_{m} \Delta$ is $c_{n}$-consistent at $\theta_{0}$ if

$$
\lim _{c \rightarrow \infty} \limsup _{n \rightarrow \infty} P_{n, \theta_{0}}\left(c_{n}\left\|\widehat{\theta}_{n}-\theta_{0}\right\|>c\right)=0
$$

i.e., $c_{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$ is stochastically bounded with respect to $P_{n, \theta_{0}}$. If this condition is satisfied for every $\theta_{0}$, then we say $\widehat{\theta}_{n}$ is $c_{n}$-consistent. We call $\widehat{\theta}_{n}$ uniformly $c_{n}$-consistent on $K$ if

$$
\lim _{c \rightarrow \infty} \limsup _{n \rightarrow \infty} \sup _{\theta \in K} P_{n, \theta}\left(c_{n}\left\|\widehat{\theta}_{n}-\theta\right\|>c\right)=0
$$

For regular models and uniformly consistent estimators the sequence $c_{n}$ cannot tend to infinity faster than $\sqrt{n}$.

Proposition 7.131. Let $\Delta \subseteq \mathbb{R}^{d}$, and suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$. Suppose $O \subseteq \Delta^{0}$ is an open set that contains $\theta_{0}$. Then for the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$ there is no sequence of estimators that is uniformly $c_{n}$-consistent on $O$ for any sequence $c_{n}$ with $c_{n} / \sqrt{n} \rightarrow \infty$.

Proof. We get from (1.134) that

$$
\mathrm{H}_{1 / 2}\left(P_{\theta_{0}+u}, P_{\theta_{0}}\right)=1-\frac{1}{8} u^{T} \mathbf{I}\left(\theta_{0}\right) u+R(u) \quad \text { and } \quad \lim _{u \rightarrow 0}\|u\|^{-2} R(u)=0 .
$$

Hence by (1.117)

$$
\begin{align*}
\mathrm{H}_{1 / 2}\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}, P_{\theta_{0}}^{\otimes n}\right) & =\left(1-\frac{1}{8 n} h^{T} \mathbf{I}\left(\theta_{0}\right) h+R(h / \sqrt{n})\right)^{n}  \tag{7.89}\\
& \rightarrow \exp \left\{-\frac{1}{8} h^{T} \mathbf{I}\left(\theta_{0}\right) h\right\} .
\end{align*}
$$

Set

$$
A_{n}=\left\{\left\|c_{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)\right\| \geq\left\|c_{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-c_{n} h / \sqrt{n}\right\|\right\}
$$

Suppose there are $\hat{\theta}_{n}$ and $c_{n}$ with $c_{n} / \sqrt{n} \rightarrow \infty$ such that the sequence $T_{n}=$ $c_{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$ is stochastically bounded under $P_{\theta_{0}}^{\otimes n}$. Then

$$
P_{\theta_{0}}^{\otimes n}\left(A_{n}\right)=P_{\theta_{0}}^{\otimes n}\left(\left\|T_{n}\right\| \geq\left\|T_{n}-c_{n} h / \sqrt{n}\right\|\right) \rightarrow 0, \quad h \neq 0 .
$$

On the other hand, for all sufficiently large $n$ it holds $\theta_{0}+h / \sqrt{n} \in O$, and $c_{n}\left(\widehat{\theta}_{n}-\left(\theta_{0}+h / \sqrt{n}\right)\right)=T_{n}-c_{n} h / \sqrt{n}$ is, in view of the uniform consistency for $\theta \in O$, stochastically bounded under $P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}$. Otherwise, $\left\|T_{n}\right\|$ tends stochastically to $\infty$ with respect to $P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}$. Hence $P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\left(A_{n}\right) \rightarrow 1$. Using the inequality in Problem 1.79 we get

$$
\begin{aligned}
\mathrm{H}_{1 / 2}\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}, P_{\theta_{0}}^{\otimes n}\right) \leq & {\left[P_{\theta_{0}}^{\otimes n}\left(A_{n}\right) P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\left(A_{n}\right)\right]^{1 / 2} } \\
& +\left[\left(1-P_{\theta_{0}}^{\otimes n}\left(A_{n}\right)\right)\left(1-P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\left(A_{n}\right)\right)\right]^{1 / 2} \rightarrow 0,
\end{aligned}
$$

which contradicts (7.89).

In nonregular models there may exist estimators that are $n^{\alpha}$-consistent with $\alpha>1 / 2$. We demonstrate this by an example. For a general treatment of such models we refer to Akahira and Takeuchi (1981) and Janssen and Mason (1990).

Example 7.132. Suppose $X_{1}, \ldots, X_{n}$ is a sample from a uniform distribution $\mathbf{U}(0, \theta)$ with $\theta>0$. For $\theta>1$ we consider $1-H_{1 / 2}(\mathbf{U}(0, \theta), U(0,1))=1-\theta^{-1 / 2}$. Comparing this with (1.134) we see that $(U(0, \theta))_{\theta>0}$ is not $\mathbb{L}_{2}$-differentiable at $\theta_{0}=1$. Similarly it follows that $(\mathbf{U}(0, \theta))_{\theta>0}$ is not $\mathbb{L}_{2}$-differentiable at any $\theta_{0}>0$. We consider the estimator $\widehat{\theta}_{n}=\max \left(X_{1}, \ldots, X_{n}\right)$. It holds $F_{n}(t)=\mathbb{P}\left(\widehat{\theta}_{n} \leq t\right)=F^{n}(t)$, where $F(t)=\theta^{-1} t I_{[0, \theta)}(t)+I_{[\theta, \infty)}(t)$. Hence
$\mathbb{P}\left(n\left(\widehat{\theta}_{n}-\theta\right) \leq t\right)=I_{[0, \infty)}(t)+I_{[-n \theta, 0)}(t)\left(1+\frac{t}{n \theta}\right)^{n} \rightarrow \exp \left\{\frac{t}{\theta}\right\} I_{(-\infty, 0)}(t)+I_{[0, \infty)}(t)$
as $n \rightarrow \infty$. As the weak convergence of the distributions of $n\left(\widehat{\theta}_{n}-\theta\right)$ implies the stochastic boundedness we see that $\widehat{\theta}_{n}$ is $n$-consistent.

Suppose $\varrho: \Delta \times \mathcal{X} \rightarrow \mathbb{R}$ is a contrast function in the sense of Definition 7.58 which yields the criterion function

$$
M_{n}\left(\theta,\left(x_{1}, \ldots, x_{n}\right)\right)=\frac{1}{n} \sum_{i=1}^{n} \varrho_{\theta}\left(x_{i}\right)
$$

To establish the asymptotic distribution of a consistent minimizer there are several approaches. One way to get the asymptotic distribution of the minimizer is to study $\left(M_{n}(\theta)\right)_{\theta \in \Delta}$ as a stochastic process. Then the technique of local parameters proves useful. We set

$$
\begin{equation*}
W_{n}(h)=\sum_{i=1}^{n}\left(\varrho_{\theta_{0}+h / \sqrt{n}}\left(X_{i}\right)-\varrho_{\theta_{0}}\left(X_{i}\right)\right), \tag{7.90}
\end{equation*}
$$

and minimize $W_{n}(h)$ over $h$. The minimizers obtained by minimizing $M_{n}$ and $W_{n}$ are related by $\widehat{h}_{n}=\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$. Let $\dot{\varrho}_{\theta_{0}}:=\nabla \varrho_{\theta_{0}}$ be the gradient (a column vector) and $\ddot{\varrho}_{\theta_{0}}=\nabla \nabla^{T} \varrho_{\theta_{0}}$ be the matrix of the second derivatives, where the derivatives refer to the components of $\theta$. A formal Taylor expansion gives

$$
W_{n}(h)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} h^{T} \dot{\varrho}_{\theta_{0}}\left(X_{i}\right)+\frac{1}{2 n} \sum_{i=1}^{n} h^{T} \ddot{\varrho}_{\theta_{0}}\left(X_{i}\right) h+R_{n}(h) .
$$

If we could neglect the remainder $R_{n}(h)$, then we would have to minimize only a quadratic function. The difficulty comes with the remainder term which we want to be uniformly small in $h \in \mathbb{R}^{d}$, but that is hard to prove. One needs maximal inequalities and techniques from the theory of large deviations. For details we refer to Ibragimov and Has'minskii (1981). The above-mentioned difficulties disappear when the $W_{n}$ are convex stochastic processes. For such processes Hjort and Pollard (1993) obtained the following result.

Theorem 7.133. Let $\left(W_{n}(h)\right)_{h \in \mathbb{R}^{d}}$ be a sequence of convex stochastic processes on $(\Omega, \mathfrak{F}, \mathbb{P})$. If there exists a sequence of random vectors $S_{n}$ with $\mathcal{L}\left(S_{n}\right) \Rightarrow \mathrm{N}\left(0, \Sigma_{0}\right)$, where $\operatorname{det}\left(\Sigma_{0}\right) \neq 0$, and a nonsingular symmetric matrix $\Sigma_{1}$ such that

$$
\begin{equation*}
W_{n}(h)-h^{T} S_{n} \rightarrow^{\mathbb{P}} \frac{1}{2} h^{T} \Sigma_{1} h, \quad h \in \mathbb{R}^{d} \tag{7.91}
\end{equation*}
$$

then for every sequence $\widehat{h}_{n}$ of minimizers of $W_{n}$ it holds

$$
\mathcal{L}\left(\widehat{h}_{n} \mid \mathbb{P}\right) \Rightarrow \mathrm{N}\left(0, \Sigma_{1}^{-1} \Sigma_{0} \Sigma_{1}^{-1}\right)
$$

Corollary 7.134. Suppose $\varrho_{\theta}$ is convex in $\theta \in \mathbb{R}^{d}$, $W_{n}(h), h \in \mathbb{R}^{d}$, is defined in (7.90), and $\widehat{\theta}_{n}$ is a minimizer of $M_{n}(\theta)=(1 / n) \sum_{i=1}^{n} \varrho_{\theta}\left(X_{i}\right)$. If $W_{n}$ satisfies the conditions of the theorem, then

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \Sigma_{1}^{-1} \Sigma_{0} \Sigma_{1}^{-1}\right)
$$

Proof. The stochastic processes $\widetilde{W}_{n}(h)=W_{n}(h)-h^{T} S_{n}, h \in \mathbb{R}^{d}$, are convex, and by assumption $\widetilde{W}_{n}(h) \rightarrow^{\mathbb{P}} \frac{1}{2} h^{T} \Sigma_{1} h$. Set $V_{n}(h)=h^{T} S_{n}+\frac{1}{2} h^{T} \Sigma_{1} h$. Then by Lemma 7.75 it holds for every $c>0$,

$$
\begin{equation*}
\sup _{\|h\| \leq c}\left|W_{n}(h)-V_{n}(h)\right|=\sup _{\|h\| \leq c}\left|\widetilde{W}_{n}(h)-\frac{1}{2} h^{T} \Sigma_{1} h\right| \rightarrow^{\mathbb{P}} 0 . \tag{7.92}
\end{equation*}
$$

Note that $U_{n}=-\Sigma_{1}^{-1} S_{n}$ is the minimizer of $V_{n}(h)$ over $h \in \mathbb{R}^{d}$. Set
$\Delta_{n}=\sup _{h \in \mathbb{R}^{d},\left\|h-U_{n}\right\| \leq \varepsilon}\left|W_{n}(h)-V_{n}(h)\right|, \quad \delta_{n}=\inf _{h \in \mathbb{R}^{d},\left\|h-U_{n}\right\|=\varepsilon} V_{n}(h)-V_{n}\left(U_{n}\right)$.
Then

$$
\begin{gathered}
\delta_{n}=\inf _{h \in \mathbb{R}^{d},\|h\|=\varepsilon}\left[\left(U_{n}+h\right)^{T} S_{n}+\frac{1}{2}\left(U_{n}+h\right)^{T} \Sigma_{1}\left(U_{n}+h\right)-U_{n}^{T} S_{n}\right. \\
\left.-\frac{1}{2} U_{n}^{T} \Sigma_{1} U_{n}\right]=\frac{1}{2} \inf _{h \in \mathbb{R}^{d},\|h\|=\varepsilon} h^{T} \Sigma_{1} h=\frac{1}{2} \lambda_{\min } \varepsilon^{2}
\end{gathered}
$$

where $\lambda_{\min }>0$ is the smallest eigenvalue of $\Sigma_{1}$. We apply Lemma 7.76 to the convex processes $W_{n}$ and $V_{n}$ with $f=W_{n}$ and $g=V_{n}$ to get

$$
\mathbb{P}\left(\left\|\widehat{h}_{n}-U_{n}\right\|>\varepsilon\right) \leq \mathbb{P}\left(\Delta_{n} \geq \frac{1}{2} \delta_{n}\right)=\mathbb{P}\left(\Delta_{n} \geq \frac{1}{4} \lambda_{\min } \varepsilon^{2}\right)
$$

where $\widehat{h}_{n}$ is a minimizer of $W_{n}(h)$. The statement follows from Slutsky's lemma (see Lemma A.46) and $\mathcal{L}\left(S_{n}\right) \Rightarrow \mathrm{N}\left(0, \Sigma_{0}\right)$. To prove the corollary we remark that for every minimizer $\widehat{\theta}_{n}$ of $M_{n}(\theta)$ the function $W_{n}(h)$ in (7.90) is minimized by $\widehat{h}_{n}=\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$.

To apply Theorem 7.133 to linear regression models with a convex criterion function we study first the location model. Suppose $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ is a convex
function and assume that condition (7.54) is satisfied. We study the behavior of the function

$$
\mathrm{w}_{\varrho}(a)=\mathbb{E}\left(\varrho(Z+a)-\varrho(Z)-a\left(D^{+} \varrho(Z)\right)\right)=\mathrm{v}_{\varrho}(a)-a \mathbb{E}\left(D^{+} \varrho(Z)\right)
$$

in a neighborhood of $a=0$. As in view of Problem 7.104 $D^{+} \mathrm{v}_{\varrho}(0)=\mathbb{E} D^{+} \varrho(Z)$ we have $D^{+} \mathrm{w}_{\varrho}(0)=0$. The definition of $\gamma_{\mathrm{v}_{\varrho}}$ in (7.57) yields $\gamma_{\mathrm{v}_{\varrho}}=\gamma_{\mathrm{w}_{\varrho}}$. Using the generalized Taylor formula in Lemma 1.52 we arrive at

$$
\mathrm{w}_{\varrho}(a)= \begin{cases}\int(a-u) I_{(0, a]}(u) \gamma_{\mathrm{v}_{\varrho}}(d u), & a>0  \tag{7.93}\\ \int(u-a) I_{(a, 0]}(u) \gamma_{\mathrm{v}_{\varrho}}(d u), & a<0\end{cases}
$$

Lemma 7.135. Let $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ be a convex function, and assume that condition (7.54) is satisfied. If for some $\delta_{0}>0$,

$$
\begin{equation*}
\gamma_{\mathrm{v}_{e}}\left(\cdot \cap\left(-\delta_{0}, \delta_{0}\right)\right) \ll \boldsymbol{\lambda}, \quad g=\frac{d \gamma_{\mathrm{v}_{e}}\left(\cdot \cap\left(-\delta_{0}, \delta_{0}\right)\right)}{d \boldsymbol{\lambda}} \tag{7.94}
\end{equation*}
$$

and $g(t)$ is continuous at $t=0$, then $\lim _{a \rightarrow 0} \mathrm{w}_{\varrho}(a) / a^{2}=\frac{1}{2} g(0)$.
Proof. If $a>0$, then by (7.93)

$$
\frac{1}{a^{2}} \mathrm{w}_{\varrho}(a)-\frac{1}{2} g(0)=\frac{1}{a^{2}} \int(a-u) I_{(0, a]}(u)(g(u)-g(0)) d u \rightarrow \frac{1}{2} g(0),
$$

where the last statement follows from the continuity of $g$ at $u=0$. The case $a<0$ is similar.

Now we consider a linear regression model under the following conditions.

$$
\begin{align*}
& Y_{i}=\theta_{0}^{T} x_{i}+\varepsilon_{i}, \quad i=1, \ldots, n, \quad \text { where } \varepsilon_{1}, \ldots, \varepsilon_{n} \text { are i.i.d., } \\
& x_{1}, \ldots, x_{n} \in \mathbb{R}^{d}, \quad\left\|x_{i}\right\| \leq C, \quad \text { and } \Sigma_{n}:=\frac{1}{n} \sum_{i=1}^{n} x_{i} x_{i}^{T} \rightarrow \Sigma \tag{7.95}
\end{align*}
$$

Set $\mathbf{Y}_{n}=\left(Y_{1}, \ldots, Y_{n}\right)$. The subsequent result is closely related to the results in Jurečková and Sen (1996), Chapter 5, and Liese and Vajda (2003b, 2004).

Theorem 7.136. Let $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ be convex with $\mathbb{E}\left|\varrho\left(\varepsilon_{i}+a\right)-\varrho\left(\varepsilon_{i}\right)\right|<\infty$, $a \in \mathbb{R}, \mathbb{E} D^{+} \varrho\left(\varepsilon_{i}\right)=0$, and $\sigma^{2}=\mathbb{E}\left(D^{+} \varrho\left(\varepsilon_{i}\right)\right)^{2}<\infty$. Suppose that (7.94) is satisfied, $g$ is continuous in $\left(-\delta_{0}, \delta_{0}\right), g(0)>0$, and

$$
\begin{equation*}
R(a):=\mathbb{E}\left(\varrho\left(\varepsilon_{1}-a\right)-\varrho\left(\varepsilon_{1}\right)+a D^{+} \varrho\left(\varepsilon_{1}\right)\right)^{2}=o\left(a^{2}\right) \tag{7.96}
\end{equation*}
$$

Assume that (7.95) is fulfilled and $\Sigma$ is nonsingular. If $\widehat{\theta}_{n}:\left(\mathbb{R} \times \mathbb{R}^{d}\right)^{n} \rightarrow_{m} \mathbb{R}^{d}$ minimizes $M_{n}(\theta)=(1 / n) \sum_{i=1}^{n} \varrho\left(Y_{i}-\theta^{T} x_{i}\right)$, then

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}\left(\mathbf{Y}_{n}\right)-\theta_{0}\right)\right) \Rightarrow \mathrm{N}\left(0, \frac{\sigma^{2}}{g^{2}(0)} \Sigma^{-1}\right)
$$

Proof. Set

$$
\begin{aligned}
W_{n}(h) & =\sum_{i=1}^{n}\left[\varrho\left(Y_{i}-\left(\theta_{0}+n^{-1 / 2} h\right)^{T} x_{i}\right)-\varrho\left(Y_{i}-\theta_{0}^{T} x_{i}\right)\right] \\
& =\sum_{i=1}^{n}\left[\varrho\left(\varepsilon_{i}-n^{-1 / 2} h^{T} x_{i}\right)-\varrho\left(\varepsilon_{i}\right)\right]
\end{aligned}
$$

and define $S_{n}$ in (7.91) to be $S_{n}=-n^{-1 / 2} \sum_{i=1}^{n} D^{+} \varrho\left(\varepsilon_{i}\right) x_{i}$. Note that $\mathbb{E} D^{+} \varrho\left(\varepsilon_{i}\right) x_{i}=0$ follows from $\mathbb{E} D^{+} \varrho\left(\varepsilon_{i}\right)=0$. Then

$$
\begin{aligned}
W_{n}(h)-h^{T} S_{n} & =\sum_{i=1}^{n} V_{i}(h), \quad \text { where } \\
V_{i}(h) & =\varrho\left(\varepsilon_{i}-n^{-1 / 2} h^{T} x_{i}\right)-\varrho\left(\varepsilon_{i}\right)+n^{-1 / 2} D^{+} \varrho\left(\varepsilon_{i}\right) h^{T} x_{i} .
\end{aligned}
$$

By the independence of $\varepsilon_{1}, \ldots, \varepsilon_{n}$,

$$
\begin{aligned}
\mathbb{E} \sum_{i=1}^{n}\left(V_{i}(h)-\mathbb{E} V_{i}(h)\right)^{2} & =\sum_{i=1}^{n} \mathbb{V}\left(V_{i}(h)\right) \leq \sum_{i=1}^{n} \mathbb{E}\left(V_{i}(h)\right)^{2} \\
& =\frac{1}{n} \sum_{i=1}^{n} n R\left(h^{T} x_{i} / \sqrt{n}\right) .
\end{aligned}
$$

As $\left\|x_{i}\right\| \leq C$ condition (7.96) implies $\lim _{n \rightarrow \infty} \max _{1 \leq i \leq n} n R\left(h^{T} x_{i} / \sqrt{n}\right)=0$. Hence $\sum_{i=1}^{n}\left(V_{i}(h)-\mathbb{E} V_{i}(h)\right) \rightarrow^{\mathbb{P}} 0$. Set

$$
r(\delta)=\sup _{|a| \leq \delta} \frac{1}{a^{2}}\left|\mathrm{w}_{\varrho}(a)-\frac{a^{2}}{2} g(0)\right| .
$$

Then

$$
\begin{aligned}
\left\lvert\, \sum_{i=1}^{n} \mathbb{E} V_{i}(h)-\frac{1}{n} \sum_{i=1}^{n}\left(h^{T} x_{i}\right)^{2}\right. & \frac{1}{2} g(0) \left\lvert\, \leq \frac{1}{n} \sum_{i=1}^{n}\left(h^{T} x_{i}\right)^{2} r\left(\left\|x_{i}\right\|\|h\| / \sqrt{n}\right)\right. \\
& \leq r(C\|h\| / \sqrt{n}) h^{T}\left(\frac{1}{n} \sum_{i=1}^{n}\left(x_{i} x_{i}^{T}\right)\right) h \rightarrow 0
\end{aligned}
$$

as $(1 / n) \sum_{i=1}^{n}\left(x_{i} x_{i}^{T}\right) \rightarrow \Sigma$. Hence we have obtained

$$
W_{n}(h)+n^{-1 / 2} \sum_{i=1}^{n} D^{+} \varrho\left(\varepsilon_{i}\right) h^{T} x_{i} \rightarrow^{\mathbb{P}} \frac{1}{2} g(0) h^{T} \Sigma h .
$$

The sequence of random variables $(1 / \sqrt{n}) D^{+} \varrho\left(\varepsilon_{i}\right) h^{T} x_{i}$ satisfies the Lindeberg condition, which follows from Problem 6.82. As $\mathbb{E} D^{+} \varrho\left(\varepsilon_{i}\right)=0$, and the variance of $(1 / \sqrt{n}) \sum_{i=1}^{n} D^{+} \varrho\left(\varepsilon_{i}\right) h^{T} x_{i}$ is $\sigma^{2} h^{T}\left(\Sigma_{n}\right) h \rightarrow \sigma^{2} h^{T} \Sigma h$, we obtain

$$
\mathcal{L}\left(n^{-1 / 2} \sum_{i=1}^{n} D^{+} \varrho\left(\varepsilon_{i}\right) h^{T} x_{i}\right) \Rightarrow \mathrm{N}\left(0, \sigma^{2} h^{T} \Sigma h\right)
$$

so that by the Cramér-Wold device

$$
\mathcal{L}\left(n^{-1 / 2} \sum_{i=1}^{n} D^{+} \varrho\left(\varepsilon_{i}\right) x_{i}\right) \Rightarrow \mathrm{N}\left(0, \sigma^{2} \Sigma\right)
$$

It remains to apply Theorem 7.133 with $\Sigma_{0}=\sigma^{2} \Sigma$ and $\Sigma_{1}=g(0) \Sigma$.

Problem 7.137.* If the convex function $\varrho$ is twice continuously differentiable, $\ddot{\varrho}(x)>0, x \in \mathbb{R}$, and

$$
\begin{equation*}
\mathbb{E} \sup _{|a| \leq \delta_{0}}\left|\ddot{\varrho}\left(\varepsilon_{1}+a\right)\right|^{2}<\infty \tag{7.97}
\end{equation*}
$$

for some $\delta_{0}>0$, then the conditions (7.94) and (7.96) are fulfilled.
Problem 7.138.* If $\varrho(t)=\tau_{\alpha}(t)$ is from Example 7.107 and the distribution $P$ of $\varepsilon_{1}$ has a Lebesgue density $f$ that is continuous in a neighborhood of 0 with $f(0)>0$, then the conditions (7.94) and (7.96) are fulfilled.

Example 7.139. This is a continuation of Example 7.108. Let $X_{1}, \ldots, X_{n}$ be i.i.d. with common distribution $P$ and c.d.f. $F$. Let $u_{\alpha}$ be an $\alpha$-quantile of $F$; that is, $F\left(u_{\alpha}-0\right) \leq \alpha \leq F\left(u_{\alpha}\right)$. Assume that $P$ has a Lebesgue density $f$ which is positive at $u_{\alpha}$ and continuous in a neighborhood of $u_{\alpha}$. Let $\widehat{\theta}_{n}$ be a sample $\alpha$-quantile; that is, $\widehat{F}_{n}\left(\widehat{\theta}_{n}-0\right) \leq \alpha \leq \widehat{F}_{n}\left(\widehat{\theta}_{n}\right)$, where $\widehat{F}_{n}(t)=(1 / n) \sum_{i=1}^{n} I_{(-\infty, t]}\left(X_{i}\right)$. By Example $7.107 \widehat{\theta}_{n}$ is a minimizer of

$$
M_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n} \tau_{\alpha}\left(X_{i}-\theta\right)
$$

The assumptions on $f$ imply (7.62). Hence $\widehat{\theta}_{n} \rightarrow u_{\alpha}, \mathbb{P}$-a.s., by Example 7.108. The c.d.f. $F$ is continuous at $u_{\alpha}$ and it holds $F\left(u_{\alpha}\right)=\alpha$. Hence

$$
\begin{aligned}
\mathbb{E} D^{+} \tau_{\alpha}\left(X_{1}\right) & =-(1-\alpha) \mathbb{P}\left(X_{1}<u_{\alpha}\right)+\alpha \mathbb{P}\left(X_{1} \geq u_{\alpha}\right)=0, \\
\mathbb{E}\left(D^{+} \tau_{\alpha}\left(X_{1}-u_{\alpha}\right)\right)^{2} & =(1-\alpha)^{2} \alpha+\alpha^{2}(1-\alpha)=\alpha(1-\alpha) .
\end{aligned}
$$

We set $\varepsilon_{i}=X_{i}-u_{\alpha}$. Then the $\varepsilon_{i}$ have the density $g(t)=f\left(t+u_{\alpha}\right)$. As $D^{+} \tau_{\alpha}(t)=$ $-(1-\alpha) I_{(-\infty, 0)}(t)+\alpha I_{[0, \infty)}(t)$ the curvature measure $\gamma_{\tau_{\alpha}}$ in (7.57) is given by $\gamma_{\tau_{\alpha}}=\boldsymbol{\delta}_{0}$, so that by Problem 7.104 it holds $\gamma_{v_{\tau_{\alpha}}}=Q$, where $Q=\mathcal{L}\left(\varepsilon_{i}\right)$. As $Q$ has the Lebesgue density $g$ we get from Problem 7.138 that (7.94) and (7.96) are satisfied. We consider the location model $Y_{i}=\theta+\varepsilon_{i}$ as a special regression model with $x_{i}=1$ and obtain from Theorem 7.136 , with $\sigma^{2}=\alpha(1-\alpha)$, the well-known asymptotic normality of the sample $\alpha$-quantiles,

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-u_{\alpha}\right) \mid P^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \alpha(1-\alpha) / f^{2}\left(u_{\alpha}\right)\right) .
$$

We conclude this section with the remark that the technique for proving Theorem 7.136 also works if the function $\varrho$ is not necessarily convex, but of locally bounded variation. The advantage of this approach is that typical functions of robust statistics which have at some points only one-sided derivatives are included. But in contrast to the case of a convex function $\varrho$ one needs additional conditions to guarantee the consistency. For details we refer to Liese and Vajda (2003b, 2004).

## Asymptotic Solution of $M$-Equation

As before at some places in previous chapters subsequently we need regularity conditions that guarantee a Taylor expansion. If $A$ is a $k \times m$ matrix with entries $a_{i, j}$ we set $\|A\|=\sup _{\|x\| \leq 1}\|A x\|$. Then obviously $\|A x\| \leq\|A\|\|x\|$.

Suppose $O \subseteq \mathbb{R}^{d}$ is open. We denote by $\mathrm{C}^{(k)}(O)$ the class of all $k$ times continuously differentiable functions $\psi: O \rightarrow \mathbb{R}$. For the space of continuous functions we simply write also $\mathrm{C}(O)$ instead of $\mathrm{C}^{(0)}(O)$. Let $(\mathcal{X}, \mathfrak{A})$ be a measurable space, and let $\mathrm{C}_{m}^{(k)}(O, \mathcal{X})$ be defined as follows.

$$
\begin{align*}
\mathrm{C}_{m}^{(k)}(O, \mathcal{X}) & =\{\psi: \psi: O \times \mathcal{X} \rightarrow \mathbb{R}, \\
\theta & \mapsto \psi_{\theta}(x) \text { belongs to } \mathrm{C}^{(k)}(O), \text { for every } x \in \mathcal{X},  \tag{7.98}\\
x & \left.\mapsto \psi_{\theta}(x) \text { is measurable for every } \theta \in O\right\} .
\end{align*}
$$

We note that every $\psi \in \mathrm{C}_{m}^{(0)}(O, \mathcal{X})$ is a measurable function of $(\theta, x)$. This follows from Problem 1.116. If $\psi: O \rightarrow \mathbb{R}^{l}$, then $\psi \in \mathrm{C}_{m}^{(k)}(O, \mathcal{X})$ means that $\psi=\left(\psi_{1}, \ldots, \psi_{l}\right)^{T}$ and $\psi_{i} \in \mathrm{C}_{m}^{(k)}(O, \mathcal{X}), i=1, \ldots, l$. Then $\dot{\psi}=J_{\psi}^{T}$, where $J_{\psi}$ is the Jacobian $J_{\psi}(\theta)=\left(\left(\partial \psi_{i} / \partial \theta_{j}\right)\right)_{1 \leq i \leq l, 1 \leq j \leq d}$, is the derivative of $\psi$. The columns of $\dot{\psi}_{\theta}$ are $\nabla \psi_{i}$, i.e., the gradient of $\psi_{i}, i=1, \ldots, l$. All derivatives refer to the components of $\theta=\left(\theta_{1}, \ldots, \theta_{d}\right)$. With these notations we see that the first-order Taylor expansion in Theorem A. 2 can be written as

$$
\begin{equation*}
\psi_{\theta+h}-\psi_{\theta}=\int_{0}^{1} \dot{\psi}_{\theta+s h}^{T} h d s, \quad \theta, \theta+h \in O \tag{7.99}
\end{equation*}
$$

(A9) Given a model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ with $\Delta \subseteq \mathbb{R}^{d}$, we assume that $\psi_{\theta}(x)$, $\theta \in \Delta, x \in \mathcal{X}$, satisfies for some open neighborhood $U\left(\theta_{0}\right)$ of $\theta_{0} \in \Delta^{0}$
(A) $\psi \in \mathrm{C}_{m}^{(1)}\left(U\left(\theta_{0}\right), \mathcal{X}\right)$.
(B) $\mathrm{E}_{\theta_{0}}\left(\sup _{\theta \in U\left(\theta_{0}\right)}\left\|\dot{\psi}_{\theta}\right\|\right)<\infty$.
(C) $\mathrm{E}_{\theta_{0}}\left\|\psi_{\theta_{0}}\right\|^{2}<\infty$.

A consequence of these regularity conditions is that differentiation and expectation can be exchanged.
Problem 7.140.* If $\psi \in \mathrm{C}_{m}^{(1)}\left(U\left(\theta_{0}\right), \mathcal{X}\right)$ and condition ( $B$ ) in (A9) is satisfied, then

$$
\nabla\left(\mathrm{E}_{\theta_{0}} \psi_{\theta}\right)=\mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta}, \quad \theta \in U\left(\theta_{0}\right)
$$

The following statement on the remainder term in a stochastic Taylor expansion is used subsequently at several places. For a set $\Delta \subseteq \mathbb{R}^{d}$ we consider the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$, and denote by $X_{1}, \ldots, X_{n}$ the projections which are i.i.d. with common distribution $P_{\theta}$ under $P_{\theta}^{\otimes n}$.
Lemma 7.141. Let $\Delta \subseteq \mathbb{R}^{d}$ be a Borel set and $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ with $\widehat{\theta}_{n} \rightarrow_{\theta_{0}}^{\otimes n}$ $\theta_{0}$. If for some open neighborhood $U\left(\theta_{0}\right)$ of $\theta_{0} \in \Delta^{0}$ the function $\varphi: \Delta \times \mathcal{X} \rightarrow$ $\mathbb{R}^{k}$ satisfies $\varphi \in \mathrm{C}_{m}\left(U\left(\theta_{0}\right), \mathcal{X}\right)$, and it holds $\mathrm{E}_{\theta_{0}} \sup _{\theta \in U\left(\theta_{0}\right)}\left\|\varphi_{\theta}\right\|<\infty$, then

$$
S_{n}=\frac{1}{n} \sum_{i=1}^{n} \varphi_{\widehat{\theta}_{n}}\left(X_{i}\right) \rightarrow_{\theta_{0}}^{P_{0}} \mathrm{E}_{\theta_{0}} \varphi_{\theta_{0}}
$$

If $\psi: \Delta \times \mathcal{X} \rightarrow \mathbb{R}^{d}$ satisfies $(A)$ and ( $B$ ) in (A9), then

$$
T_{n}=\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{1}\left(\dot{\psi}_{\theta_{0}+s\left(\widehat{\theta}_{n}-\theta_{0}\right)}\left(X_{i}\right)-\dot{\psi}_{\theta_{0}}\left(X_{i}\right)\right) d s \rightarrow_{P_{\theta_{0}}^{\otimes n}}^{P^{*}} 0 .
$$

Proof. Let $\delta>0$ be so small that $\left\{\left\|\theta-\theta_{0}\right\|<\delta\right\} \subseteq U\left(\theta_{0}\right)$ and set $A_{n}=\left\{\left\|\widehat{\theta}_{n}-\theta_{0}\right\|<\delta\right\}$. Then

$$
\begin{aligned}
\left\|S_{n}-\mathrm{E}_{\theta_{0}} \varphi_{\theta_{0}}\right\| I_{A_{n}} & \leq I_{A_{n}} \frac{1}{n} \sum_{i=1}^{n} \sup _{\left\|\theta-\theta_{0}\right\|<\delta}\left\|\varphi_{\theta}\left(X_{i}\right)-\varphi_{\theta_{0}}\left(X_{i}\right)\right\| \\
+ & \left\|\frac{1}{n} \sum_{i=1}^{n} \varphi_{\theta_{0}}\left(X_{i}\right)-\mathrm{E}_{\theta_{0}} \varphi_{\theta_{0}}\right\|=S_{1, n}(\delta)+S_{2, n} .
\end{aligned}
$$

To deal with $S_{1, n}(\delta)$ we note that

$$
\begin{align*}
& \lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} \mathrm{E}_{P_{\theta_{0}}^{\otimes n}} S_{1, n}(\delta)  \tag{7.100}\\
\leq & \lim _{\delta \downarrow 0} \mathrm{E}_{P_{\theta_{0}}} \sup _{\left\|\theta-\theta_{0}\right\|<\delta}\left\|\varphi_{\theta}\left(X_{1}\right)-\varphi_{\theta_{0}}\left(X_{1}\right)\right\|=0
\end{align*}
$$

by Lebesgue's theorem and the continuity of $\theta \mapsto \varphi_{\theta}$. Hence

$$
\begin{aligned}
P_{\theta_{0}}^{\otimes n}\left(\left\|S_{n}-\mathrm{E}_{\theta_{0}} \varphi_{\theta_{0}}\right\|\right. & >\varepsilon) \leq P_{\theta_{0}}^{\otimes n}\left(\bar{A}_{n}\right)+P_{\theta_{0}}^{\otimes n}\left(S_{1, n}(\delta)+S_{2, n}>\varepsilon\right) \\
& \leq P_{\theta_{0}}^{\otimes n}\left(\bar{A}_{n}\right)+P_{\theta_{0}}^{\otimes n}\left(S_{2, n}>\frac{\varepsilon}{2}\right)+P_{\theta_{0}}^{\otimes n}\left(S_{1, n}(\delta)>\frac{\varepsilon}{2}\right) \\
& \leq P_{\theta_{0}}^{\otimes n}\left(\bar{A}_{n}\right)+P_{\theta_{0}}^{\otimes n}\left(S_{2, n}>\frac{\varepsilon}{2}\right)+\frac{2}{\varepsilon} \mathrm{E}_{P_{\theta_{0}}^{\otimes n}} S_{1, n}(\delta) .
\end{aligned}
$$

It holds $P_{\theta_{0}}^{\otimes n}\left(\bar{A}_{n}\right) \rightarrow 0$ by the consistency of $\widehat{\theta}_{n}$. The relation $P_{\theta_{0}}^{\otimes n}\left(S_{2, n}>\right.$ $\varepsilon / 2) \rightarrow 0$ follows from the law of large numbers. Hence

$$
\limsup _{n \rightarrow \infty} P_{\theta_{0}}^{\otimes n}\left(\left\|S_{n}-\mathrm{E}_{\theta_{0}} \varphi_{\theta_{0}}\right\|>\varepsilon\right) \leq \frac{2}{\varepsilon} \mathrm{E}_{\theta_{0}} \sup _{\left\|\theta-\theta_{0}\right\|<\delta}\left\|\varphi_{\theta}\left(X_{1}\right)-\varphi_{\theta_{0}}\left(X_{1}\right)\right\|
$$

Letting $\delta \rightarrow 0$ we get the first statement from (7.100). The proof of the second statement is similar. It holds

$$
\left\|T_{n}\right\| I_{A_{n}} \leq I_{A_{n}} \frac{1}{n} \sum_{i=1}^{n} \sup _{\left\|\theta-\theta_{0}\right\|<\delta}\left\|\dot{\psi}_{\theta}\left(X_{i}\right)-\dot{\psi}_{\theta_{0}}\left(X_{i}\right)\right\|=T_{n}(\delta)
$$

Condition $(A)$, Lebesgue's theorem, and the continuity of $\theta \mapsto \dot{\psi}_{\theta}$ yield

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} \mathrm{E}_{P_{\theta_{0}}^{\otimes n}} T_{n}(\delta) \leq \lim _{\delta \downarrow 0} \mathrm{E}_{\theta_{0}} \sup _{\left\|\theta-\theta_{0}\right\|<\delta}\left\|\dot{\psi}_{\theta}\left(X_{1}\right)-\dot{\psi}_{\theta_{0}}\left(X_{1}\right)\right\|=0 .
$$

The rest of the proof is similar to that of the first statement.
If $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is an $M$-estimator that minimizes the criterion function $M_{n}\left(\theta, \mathbf{x}_{n}\right)=(1 / n) \sum_{i=1}^{n} \varrho_{\theta}\left(x_{i}\right), \mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$, then

$$
\begin{equation*}
\dot{M}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} \dot{\varrho}_{\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)}\left(x_{i}\right)=0 \tag{7.101}
\end{equation*}
$$

provided that $\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)$ belongs to the interior of $\Delta$ and $\varrho$ is differentiable with respect to $\theta$. It should be pointed out that the notion of an $M$-estimator is not unique in the literature. Some authors call every solution of the equation (7.101) an $M$-estimator. It is clear that a minimum point may not solve (7.101) unless it is an interior point, and the solution of (7.101) may not be a minimizer of the criterion function.

We know that even in exponential families the special $M$-estimator, an MLE, may not exist for some outcomes of a sample. However, the probabilities of the events on which an MLE fails to exist typically tend to zero for increasing sample size. Let $A_{n}$ be the event on which $\widehat{\theta}_{n}$ is a minimizer. Suppose $\varrho_{\theta}$ is differentiable with respect to $\theta, \theta_{0} \in \Delta^{0}$, and $\widehat{\theta}_{n}$ is consistent at $\theta_{0}$. If $\varepsilon>0$ is small enough, then $\left\{\theta:\left\|\theta-\theta_{0}\right\|<\varepsilon\right\} \subseteq \Delta^{0}$. Hence for $\mathbf{X}_{n} \in B_{n}=A_{n} \cap\left\{\left\|\widehat{\theta}_{n}-\theta_{0}\right\|<\varepsilon\right\}$ the criterion function has a local minimum at the interior point $\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)$, so that

$$
\dot{M}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \mathbf{X}_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} \dot{\varrho}_{\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)}\left(X_{i}\right)=0, \quad \mathbf{X}_{n} \in B_{n}, \quad P_{n, \theta_{0}}\left(B_{n}\right) \rightarrow 1
$$

It turns out that this property of $\widehat{\theta}_{n}$ only in conjunction with the consistency is enough to develop the complete asymptotic theory of $M$-estimators. As long as we know that a solution of (7.101) is consistent we don't need to check whether the criterion function $M_{n}\left(\theta, \mathbf{x}_{n}\right)$ really has a minimum at $\widehat{\theta}_{n}$. This is a fortunate situation as the sufficient conditions for a function of several variables to have a minimum at a given point are rather unwieldy. Now we adopt a more general point of view. Regardless of whether the function $\psi: \Delta \times \mathcal{X} \rightarrow_{m} \mathbb{R}^{m}$ is given by $\psi_{\theta}=\dot{\varrho}_{\theta}$ or has been motivated by other arguments, we say that a sequence of estimators $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ solves the $M$-equation asymptotically if

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \psi_{\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)}\left(X_{i}\right)=\mathbf{o}_{P_{n, \theta_{0}}}(0) \tag{7.102}
\end{equation*}
$$

where $\mathbf{o}_{P_{n, \theta_{0}}}(0)$ is defined in (7.88). We study systematically sequences of estimators that are consistent and solve a given equation asymptotically in the sense of (7.102). We emphasize that equations of the above type are not necessarily motivated by the minimization of a criterion function. For example, the method of moments that expresses the moments by the parameters, and estimates these moments in a nonparametric way, is another way to establish equations of the type (7.101). For a systematic approach to estimators defined by equations we refer to Godambe (1991).

The function $\psi_{\theta}$ characterizes the influence of the observed data on the values of the estimators. In the so-called gross error model it is allowed that a few values of the sample take on extremely large values and the goal is to construct estimators that are robust to such occurrences. Roughly speaking we have this property if the influence function is either bounded or tends slowly to infinity for $|x| \rightarrow \infty$. A precise formulation can be given by considering
an estimator as a functional of the empirical distribution and by characterizing the influence by suitable differentiability concepts for functionals. For details we refer to the monographs by Huber (1981) and Hampel, Ronchetti, Rousseeuw, and Stahel (1986), and the references given there.

We consider the sequence of models

$$
\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right), \quad P_{n, \theta}=P_{\theta}^{\otimes n}, \quad \Delta \text { open subset of } \mathbb{R}^{d},
$$

denote again by $X_{i}: \mathcal{X}^{n} \rightarrow \mathcal{X}$ the projections, and study estimators that solve asymptotically the $M$-equation in the sense of (7.102).

Theorem 7.142. Assume that $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is a sequence of estimators that is consistent at $\theta_{0}$ and solves the $M$-equation (7.102) asymptotically, condition (A9) is fulfilled, $\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=0, \Sigma_{1}=\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}} \psi_{\theta_{0}}^{T}, \Sigma_{2}=\mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta_{0}}^{T}$, and $\operatorname{det}\left(\Sigma_{2}\right) \neq 0$. Then $\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$ admits the asymptotic linearization

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)=-\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Sigma_{2}^{-1} \psi_{\theta_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) \tag{7.103}
\end{equation*}
$$

and it holds

$$
\begin{equation*}
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}(0, \Sigma) \tag{7.104}
\end{equation*}
$$

where $\Sigma=\Sigma_{2}^{-1} \Sigma_{1} \Sigma_{2}^{-T}$.
Proof. Set $G_{n}(\theta)=(1 / n) \sum_{i=1}^{n} \psi_{\theta}\left(X_{i}\right)$. For $U\left(\theta_{0}\right)$ in (A9) we set

$$
\widetilde{\theta}_{n}=\widehat{\theta}_{n} I_{U\left(\theta_{0}\right)}\left(\widehat{\theta}_{n}\right)+\theta_{0} I_{\Delta \backslash U\left(\theta_{0}\right)}\left(\widehat{\theta}_{n}\right)
$$

Then $\widetilde{\theta}_{n}$ is again an estimator that is consistent at $\theta_{0}$ and satisfies $G_{n}\left(\widetilde{\theta}_{n}\right)=$ $\mathbf{o}_{P_{n}, \theta_{0}}(0)$. We apply the first-order Taylor expansion (see (7.99)) to $G_{n}$ and get

$$
G_{n}\left(\widetilde{\theta}_{n}\right)-G_{n}\left(\theta_{0}\right)=\left[\int_{0}^{1} \frac{1}{n} \sum_{i=1}^{n} \dot{\psi}_{\theta_{0}}^{T}\left(\theta_{0}+s\left(\widetilde{\theta}_{n}-\theta_{0}\right), X_{i}\right) d s\right]\left(\widetilde{\theta}_{n}-\theta_{0}\right)
$$

Note that $G_{n}\left(\widetilde{\theta}_{n}\right)=\mathbf{o}_{P_{n, \theta_{0}}}(0)$ implies

$$
\sqrt{n} G_{n}\left(\widetilde{\theta}_{n}\right)=\sqrt{n} \mathbf{o}_{P_{n, \theta_{0}}}(0)=\mathbf{o}_{P_{n, \theta_{0}}}(0)
$$

Hence by Lemma 7.141, the law of large numbers, and the fact that $\mathbf{o}_{P_{n, \theta_{0}}}(0)$ is a sequence $o_{P_{n, \theta_{0}}}(1)$, we get with $\Sigma_{2}=\mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta_{0}}^{T}$,

$$
-\sqrt{n} G_{n}\left(\theta_{0}\right)=\left(\Sigma_{2}+o_{P_{n, \theta_{0}}}(1)\right) \sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)+o_{P_{n, \theta_{0}}}(1) .
$$

In view of $\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=0$ and the assumption (C) in (A9) we may apply the central limit theorem for i.i.d. random vectors to

$$
\sqrt{n} G_{n}\left(\theta_{0}\right)=n^{-1 / 2} \sum_{i=1}^{n} \psi_{\theta_{0}}\left(X_{i}\right)
$$

and get $\mathcal{L}\left(\sqrt{n} G_{n}\left(\theta_{0}\right) \mid P_{n, \theta_{0}}\right) \Rightarrow \mathrm{N}\left(0, \Sigma_{1}\right)$. Hence $\sqrt{n} G_{n}\left(\theta_{0}\right)$ is stochastically bounded. An application of Problem 7.130 yields the statement (7.103). The already established asymptotic normality of $G_{n}\left(\theta_{0}\right)$ yields (7.104).

In the previous theorem we have proved the asymptotic normality of consistent estimators that solve the $M$-equation asymptotically, where the $M$ equation was a necessary condition for $M$-estimators. Let us go back one more step to the contrast condition (7.31). If we set $\psi_{\theta}=\dot{\varrho}_{\theta}$ and formally carry out the derivative under the expectation in (7.31), then we arrive at $\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=0$ for every $\theta_{0} \in \Delta$. If this condition is at least satisfied in a neighborhood of $\theta_{0}$, and the model is differentiable, then we may express $E_{\theta_{0}} \dot{\psi}_{\theta_{0}}$ with the help of the $\mathbb{L}_{2}$-derivative. The formal calculation is nothing but the product rule. Denote by $L_{\theta_{0}, \theta}$ the likelihood ratio of $P_{\theta}$ with respect to $P_{\theta_{0}}$. Then

$$
0=\nabla \mathrm{E}_{\theta} \psi_{\theta}=\nabla \mathrm{E}_{\theta_{0}} L_{\theta_{0}, \theta} \psi_{\theta}=\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}, \theta} \psi_{\theta}^{T}+\mathrm{E}_{\theta_{0}} L_{\theta_{0}, \theta} \dot{\psi}_{\theta}
$$

The next lemma justifies this calculation.
Lemma 7.143. Assume that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$ with derivative $\dot{L}_{\theta_{0}}$. Suppose that $\psi: \Delta \times \mathcal{X} \rightarrow \mathbb{R}$ satisfies the conditions in (A9). If in addition the conditions

$$
\begin{align*}
& \lim _{\theta \rightarrow \theta_{0}} \mathrm{E}_{\theta}\left\|\psi_{\theta}-\psi_{\theta_{0}}\right\|^{2}=0, \quad \lim _{\theta \rightarrow \theta_{0}} \mathrm{E}_{\theta_{0}}\left\|\psi_{\theta}-\psi_{\theta_{0}}\right\|^{2}=0,  \tag{7.105}\\
& \mathrm{E}_{\theta} \psi_{\theta}=0, \quad \theta \in U\left(\theta_{0}\right)
\end{align*}
$$

are fulfilled, then $\mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta_{0}}=-\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}$.
Proof. By the definition of $\mathbb{L}_{2}$-differentiability it holds $P_{\theta} \ll P_{\theta_{0}}$ for all $\theta$ in some neighborhood $U_{0} \subseteq U\left(\theta_{0}\right)$ of $\theta_{0}$. Then $\mathrm{E}_{\theta_{0}+h} \psi_{\theta_{0}}-\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=$ $-\mathrm{E}_{\theta_{0}+h}\left(\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right)$ by $\mathrm{E}_{\theta} \psi_{\theta}=0, \theta \in U\left(\theta_{0}\right)$, for $\theta_{0}+h \in U_{0}$. The first condition in (7.105) yields $\sup _{\theta \in U_{1}} \mathrm{E}_{\theta}\left\|\psi_{\theta}\right\|^{2}<\infty$ for some neighborhood $U_{1} \subseteq U_{0}$. Hence $\mathrm{E}_{\theta_{0}+h} \psi_{\theta_{0}}-\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=\left(\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}\right) h+o(h)$ by Proposition 1.111. Furthermore by $\left(L_{\theta_{0}+h, \theta_{0}}-1\right)=\left(L_{\theta_{0}+h, \theta_{0}}^{1 / 2}-1\right)\left(L_{\theta_{0}+h, \theta_{0}}^{1 / 2}+1\right)$ and Schwarz' inequality,

$$
\begin{aligned}
& \left\|\mathrm{E}_{\theta_{0}+h}\left(\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right)-\mathrm{E}_{\theta_{0}}\left(\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right)\right\| \\
& =\left\|\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}+h, \theta_{0}}-1\right)\left(\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right)\right\| \\
& \leq\left(\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}+h, \theta_{0}}^{1 / 2}-1\right)^{2}\right)^{1 / 2}\left(\mathrm{E}_{\theta_{0}}\left(L_{\theta_{0}+h, \theta_{0}}^{1 / 2}+1\right)^{2}\left\|\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right\|^{2}\right)^{1 / 2} .
\end{aligned}
$$

The first factor is $O(\|h\|)$ by the definition of $\mathbb{L}_{2}$-differentiability; see Lemma 1.106. To deal with the second factor we remark that $(\sqrt{x}+1)^{2}=x+2 \sqrt{x}+1 \leq$ $2 x+2$. Hence

$$
\begin{aligned}
& \mathrm{E}_{\theta_{0}}\left(\left(L_{\theta_{0}+h, \theta_{0}}^{1 / 2}+1\right)\left\|\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right\|\right)^{2} \\
\leq & 2 \mathrm{E}_{\theta_{0}}\left\|\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right\|^{2}+2 \mathrm{E}_{\theta_{0}+h}\left\|\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right\|^{2},
\end{aligned}
$$

which tend to zero by assumption (7.105). Thus we have by $\mathrm{E}_{\theta} \psi_{\theta}=0$

$$
\left(\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}\right) h+o(h)=-\mathrm{E}_{\theta_{0}+h}\left(\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right)=-\mathrm{E}_{\theta_{0}}\left(\psi_{\theta_{0}+h}-\psi_{\theta_{0}}\right)+o(\|h\|)
$$

To complete the proof we apply Problem 7.140 to $\mathrm{E}_{\theta_{0}} \psi_{\theta}$.
The next statement is a direct consequence of the last lemma and (7.103).
Proposition 7.144. Suppose the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$ with derivative $\dot{L}_{\theta_{0}}$. Suppose condition (A9) is satisfied and (7.105) holds. Suppose $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is a sequence of consistent estimators that is consistent at $\theta_{0}$ and solves the $M$-equation (7.102) asymptotically. If $\Sigma_{0}=\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}$ is nonsingular, then

$$
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Sigma_{0}^{-1} \psi_{\theta_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

Theorem 7.142 is a basic result in the theory of $M$-estimators. It was established and reestablished by several authors; see, for example, Jurečková and Sen (1996), Chapter 5.2, and Liese and Vajda (2004). Later on we use this theorem to establish the limit distribution for consistent MLEs. In the present section we apply this theorem to regression models with random covariates. We consider the nonlinear regression model (7.70) and set $\mathbf{X}_{n}=\left(X_{1}, \ldots, X_{n}\right)$ and $\mathbf{Y}_{n}=\left(Y_{1}, \ldots, Y_{n}\right)$.

The $M$-equation in (7.102) that is associated with the minimization of

$$
M_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n} \varrho\left(Y_{i}-g_{\theta}\left(X_{i}\right)\right)
$$

is as follows.

$$
\begin{equation*}
\dot{M}_{n}\left(\widehat{\theta}_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} \psi_{\hat{\theta}_{n}\left(\mathbf{X}_{n}, \mathbf{Y}_{n}\right)}\left(X_{i}, Y_{i}\right)=\mathbf{o}_{P_{n, \theta_{0}}}(0) \tag{7.106}
\end{equation*}
$$

where $P_{n, \theta_{0}}=\mathcal{L}\left(\mathbf{X}_{n}, \mathbf{Y}_{n}\right)$, and $\psi_{\theta}$ and its derivative are given by

$$
\begin{aligned}
\psi_{\theta}\left(X_{i}, Y_{i}\right) & =-\dot{\varrho}\left(Y_{i}-g_{\theta}\left(X_{i}\right)\right) \dot{g}_{\theta}\left(X_{i}\right) \\
\dot{\psi}_{\theta}\left(X_{i}, Y_{i}\right) & =\ddot{\varrho}\left(Y_{i}-g_{\theta}\left(X_{i}\right)\right)\left(\dot{g}_{\theta}\left(X_{i}\right)\right)\left(\dot{g}_{\theta}\left(X_{i}\right)\right)^{T}-\dot{\varrho}\left(Y_{i}-g_{\theta}\left(X_{i}\right)\right) \ddot{g}_{\theta}\left(X_{i}\right) .
\end{aligned}
$$

As we assume that the estimators are already known to be consistent we operate with the corresponding $M$-equation and require that

$$
\begin{align*}
& \sigma^{2}:=\mathrm{E}_{\theta_{0}}\left(\dot{\varrho}\left(\varepsilon_{1}\right)\right)^{2}<\infty, \quad \mathrm{E}_{\theta_{0}} \dot{\varrho}\left(\varepsilon_{1}\right)=0 \\
& \mathrm{E}_{\theta_{0}}\left|\ddot{\varrho}\left(\varepsilon_{1}\right)\right|<\infty, \quad \lambda:=\mathrm{E}_{\theta_{0}} \ddot{\varrho}\left(\varepsilon_{1}\right) \neq 0  \tag{7.107}\\
& \mathrm{E}_{\theta_{0}}\left\|\dot{g}_{\theta_{0}}\left(X_{1}\right)\right\|^{2}<\infty, \quad \mathrm{E}_{\theta_{0}}\left\|\ddot{g}_{\theta_{0}}\left(X_{1}\right)\right\|^{2}<\infty
\end{align*}
$$

We also suppose that

$$
\begin{align*}
& \Sigma_{0}=\mathrm{E}_{\theta_{0}}\left(\dot{g}_{\theta_{0}}\left(X_{1}\right)\right)\left(\dot{g}_{\theta_{0}}\left(X_{1}\right)\right)^{T} \quad \text { is nonsingular, }  \tag{7.108}\\
& \mathrm{E}_{\theta_{0}}\left\|\psi_{\theta_{0}}\left(X_{1}, Y_{1}\right)\right\|^{2}<\infty, \quad \mathrm{E}_{\theta_{0}}\left(\sup _{\theta \in U\left(\theta_{0}\right)}\left\|\dot{\psi}_{\theta}\left(X_{1}, Y_{1}\right)\right\|\right)<\infty
\end{align*}
$$

We note that by the independence of the $\varepsilon_{1}$ and $X_{1}$,

$$
\begin{aligned}
& \mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}\left(X_{1}, Y_{1}\right)=-\mathrm{E}_{\theta_{0}} \dot{\varrho}\left(\varepsilon_{1}\right) \mathrm{E}_{\theta_{0}} \dot{g}_{\theta_{0}}\left(X_{1}\right)=0, \\
& \mathrm{E}_{\theta_{0}}\left(\psi_{\theta_{0}}\left(X_{1}, Y_{1}\right)\right)\left(\psi_{\theta_{0}}\left(X_{1}, Y_{1}\right)\right)^{T}=\sigma^{2} \Sigma_{0}, \quad \text { and } \quad \mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta_{0}}\left(X_{1}, Y_{1}\right)=\lambda \Sigma_{0}
\end{aligned}
$$

Theorem 7.145. Let $Y_{1}, \ldots, Y_{n}$ be from the regression model (7.70). Suppose that $\varrho \in \mathrm{C}^{(2)}(\mathbb{R}), g \in \mathrm{C}_{m}^{(2)}\left(U\left(\theta_{0}\right), \mathcal{X}\right)$, and (7.107) and (7.108) are satisfied. If $\widehat{\theta}_{n}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow_{m} \Delta$ is consistent at $\theta_{0}$ and satisfies (7.106), then

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}, \mathbf{Y}_{n}\right)-\theta_{0}\right) \mid P_{n, \theta_{0}}\right) \Rightarrow \mathrm{N}(0, \Sigma)
$$

where $\Sigma=\left(\sigma^{2} / \lambda^{2}\right) \Sigma_{0}^{-1}$ with $\Sigma_{0}$ from (7.108) and $\sigma^{2}$ and $\lambda$ in (7.107).
Proof. We replace the observations $X_{i}$ by $\left(X_{i}, Y_{i}\right)$ and apply Theorem 7.142 to the function $\varrho_{\theta}(x, y)=\varrho\left(y-g_{\theta}(x)\right)$. The conditions for $\psi_{\theta}=\dot{\varrho}_{\theta}$ in (A9) follow immediately from (7.107) and (7.108). The structure of $\Sigma$ follows from $\Sigma_{1}=\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}} \psi_{\theta_{0}}^{T}=\sigma^{2} \Sigma_{0}$ and $\Sigma_{2}=\mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta_{0}}^{T}=\lambda \Sigma_{0}^{T}=\lambda \Sigma_{0}$.

Example 7.146. The conditions in the above theorem simplify if the function $\varrho$ is more specific or the regression model is linear. Let us consider robust estimators for the linear regression model $Y_{i}=\theta_{0}^{T} X_{i}+\varepsilon_{i}$. Robust estimators belong to $\varrho$-functions that do not increase too rapidly if $|t| \rightarrow \infty$. This condition guarantees that possible gross errors have only a small influence on the estimator. Suppose that $g(\theta, x)=\theta^{T} x$, and that $\varrho$ is twice continuously differentiable and $\varrho, \dot{\varrho}, \ddot{\varrho}$ are bounded. We suppose that $\mathbb{E} \dot{\varrho}\left(\varepsilon_{1}\right)=0, \mathbb{E} \ddot{\varrho}\left(\varepsilon_{1}\right) \neq 0$, and $\mathbb{E}\left\|X_{1}\right\|^{2}<\infty$. Let $\hat{\theta}_{n}$ be a sequence of consistent estimators that satisfy

$$
\frac{1}{n} \sum_{i=1}^{n} \dot{\varrho}\left(Y_{i}-\widehat{\theta}_{n}^{T} X_{i}\right) X_{i}=\mathbf{o}_{P_{n, \theta_{0}}}(0) .
$$

To calculate the matrix $\Sigma_{0}$ we note that $\dot{g}_{\theta_{0}}\left(X_{1}\right)=X_{1}$. Hence $\Sigma_{0}=\mathbb{E}\left(X_{1} X_{1}^{T}\right)$, which we assume to be nonsingular. Then all conditions of Theorem 7.145 are satisfied and $\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{n, \theta_{0}}\right) \Rightarrow \mathrm{N}(0, \Sigma)$, where

$$
\Sigma=\frac{\mathbb{E}\left(\dot{\varrho}\left(\varepsilon_{1}\right)\right)^{2}}{\left(\mathbb{E} \varrho\left(\varepsilon_{1}\right)\right)^{2}}\left(\mathbb{E}\left(X_{1} X_{1}^{T}\right)\right)^{-1} .
$$

A simple example is $\varrho(t)=t^{2}$. Then the above $M$-equation has an explicit solution. Indeed,

$$
\frac{1}{n} \sum_{i=1}^{n} \dot{\varrho}\left(Y_{i}-X_{i}^{T} \widehat{\theta}_{n}\right) X_{i}=\frac{2}{n} \sum_{i=1}^{n}\left(Y_{i} X_{i}-X_{i} X_{i}^{T} \widehat{\theta}_{n}\right) .
$$

Hence we set

$$
\widehat{\theta}_{n}=\left\{\begin{array}{l}
\left(\frac{1}{n} \sum_{i=1}^{n} X_{i} X_{i}^{T}\right)^{-1}\left(\frac{1}{n} \sum_{i=1}^{n} Y_{i} X_{i}\right) \text { if } \operatorname{det}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i} X_{i}^{T}\right) \neq 0, \\
\tilde{\theta} \quad \text { otherwise }
\end{array}\right.
$$

where $\widetilde{\theta}$ is any fixed value from the parameter space. The strong law of large numbers yields

$$
\frac{1}{n} \sum_{i=1}^{n} X_{i} X_{i}^{T} \rightarrow \mathbb{E} X_{1} X_{1}^{T}, \quad \text { P-a.s. }
$$

If the matrix $\mathbb{E} X_{1} X_{1}^{T}$ is nonsingular, then the probabilities of the events $A_{n}=$ $\left\{\operatorname{det}\left((1 / n) \sum_{i=1}^{n} X_{i} X_{i}^{T}\right) \neq 0\right\}$ tend to one. Hence $\widehat{\theta}_{n}$ satisfies (7.106). To verify that $\widehat{\theta}_{n}$ is consistent we remark that

$$
\frac{1}{n} \sum_{i=1}^{n} Y_{i} X_{i} \rightarrow \mathbb{E} Y_{1} X_{1}=\mathbb{E}\left(\theta_{0}^{T} X_{1}+\varepsilon_{1}\right) X_{1}=\mathbb{E}\left(X_{1} X_{1}^{T}\right) \theta_{0}, \quad \mathbb{P} \text {-a.s. }
$$

by the strong law of large numbers, provided that $\mathbb{E} \varepsilon_{1}=0$. Hence $\widehat{\theta}_{n}$ is strongly consistent. Suppose that $\mathbb{E} \varepsilon_{i}=0$ and $\mathbb{E} \varepsilon_{i}^{2}<\infty$. The constants $\sigma^{2}$ and $\lambda$ in (7.107) are given by $\sigma^{2}=\mathbb{E}\left(2 \varepsilon_{i}\right)^{2}$ and $\lambda=\mathbb{E} 2=2$. Hence we see that $\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{n, \theta_{0}}\right) \Rightarrow$ $\mathrm{N}(0, \Sigma)$, where $\Sigma=\left(\mathbb{E} \varepsilon_{1}^{2}\right)\left(\mathbb{E}\left(X_{1} X_{1}^{T}\right)\right)^{-1}$.

### 7.6.2 Asymptotic Distributions of MLEs

Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a dominated model, where $\Delta \subseteq \mathbb{R}^{d}$ is a Borel set. We consider the sequence of models

$$
\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)
$$

where the projections $X_{i}: \mathcal{X}^{n} \rightarrow \mathcal{X}, i=1, \ldots, n$, are i.i.d. under $P_{\theta}^{\otimes n}$. Set $f_{\theta}=$ $\left(d P_{\theta} / d \mu\right)$ and recall that the log-likelihood is given by $\Lambda_{n}(\theta)=\sum_{i=1}^{n} \ln f_{\theta}\left(X_{i}\right)$, where $\Lambda_{n}(\theta)=\Lambda_{n}\left(\theta, \mathbf{X}_{n}\right)$ is used for brevity. The aim of this section is to study the limit distribution of $\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$ when $\widehat{\theta}_{n}$ is an MLE. We apply the theory of $M$-estimators for the likelihood contrast function $\varrho_{\theta}(x):=-\ln f_{\theta}(x)$. Similar to the considerations of the asymptotic normality of $M$-estimators we suppose that the MLE $\widehat{\theta}_{n}$ is consistent. As a consequence of the considerations on $M$-estimators (see (7.102)) and the definition of an asymptotic MLE (see (7.40)), we get that every consistent sequence of MLEs is an asymptotic solution of the likelihood equation. This means that

$$
\begin{equation*}
\dot{\Lambda}_{n}\left(\widehat{\theta}_{n}\right)=\sum_{i=1}^{n} \nabla \ln f_{\widehat{\theta}_{n}}\left(X_{i}\right)=\mathbf{o}_{P_{\theta_{0}}^{\otimes n}}(0) \tag{7.109}
\end{equation*}
$$

for the log-likelihood $\Lambda_{n}(\theta)=\sum_{i=1}^{n} \ln f_{\theta}\left(X_{i}\right)$, provided that $\ln f_{\theta}(x)$ is differentiable with respect to $\theta, \widehat{\theta}_{n}$ is consistent, and $\theta_{0}$ is an inner point of $\Delta$. The sharper requirement

$$
\begin{equation*}
\dot{\Lambda}_{n}\left(\widehat{\theta}_{n}\right)=\sum_{i=1}^{n} \nabla \ln f_{\widehat{\theta}_{n}}\left(X_{i}\right)=0 \tag{7.110}
\end{equation*}
$$

is called the likelihood equation, which may not have a solution for every sample outcome. We have discussed this issue for exponential families in detail in Proposition 7.93. Similarly as for $M$-estimators we need some regularity conditions. The following assumptions may be considered as a tightening of the regularity condition (A6).
(A10) Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$, where $\Delta \subseteq \mathbb{R}^{d}$ is open. Suppose that for some $\mu \in \mathfrak{M}^{\sigma}(\mathfrak{A})$ and $\theta_{0} \in \Delta^{0}$ the following conditions hold.
(A) $\quad P_{\theta} \ll \mu, \quad f_{\theta}(x)=\frac{d P_{\theta}}{d \mu}(x)>0, \quad(\theta, x) \in \Delta \times \mathcal{X}$.
(B) $f \in \mathrm{C}_{m}^{(2)}\left(U\left(\theta_{0}\right), \mathcal{X}\right)$, for some open neighborhood $U\left(\theta_{0}\right) \subseteq \Delta$.
(C) $\int \nabla \nabla^{T} f_{\theta} d \mu=0, \quad \theta \in U\left(\theta_{0}\right)$.
(D) $\mathrm{E}_{\theta_{0}}\left(\sup _{\theta \in U\left(\theta_{0}\right)}\left\|\nabla \nabla^{T} \ln f_{\theta}\right\|\right)<\infty$.
(E) $\quad \mathrm{E}_{\theta_{0}}\left(\sup _{\theta \in U\left(\theta_{0}\right)}\left\|\nabla \ln f_{\theta}\right\|^{2}\right)<\infty$.

The next lemma shows that under (A10) the function $\psi_{\theta}=-\nabla \ln f_{\theta}$ satisfies the regularity conditions in (A9).

Lemma 7.147. If condition (A10) is satisfied, then the following hold.
(A) The family $\left(P_{\theta}\right)_{\theta \in U\left(\theta_{0}\right)}$ is $\mathbb{L}_{2}$-differentiable with derivative $\dot{L}_{\theta}=\nabla \ln f_{\theta}$, and $\psi_{\theta}=-\dot{L}_{\theta}$ satisfies condition (A9).
(B) The Fisher information $\mathrm{I}(\theta):=\mathrm{E}_{\theta} \dot{L}_{\theta} \dot{L}_{\theta}^{T}$ is continuous in $U\left(\theta_{0}\right)$, and

$$
\begin{align*}
& \mathrm{I}(\theta)=-\mathrm{E}_{\theta}\left(\nabla \nabla^{T} \ln f_{\theta}\right),  \tag{7.111}\\
& \int \nabla f_{\theta} d \mu=\mathrm{E}_{\theta} \dot{L}_{\theta}=0, \quad \theta \in U\left(\theta_{0}\right) . \tag{7.112}
\end{align*}
$$

Proof. First of all we note that by $f_{\theta}>0$ and condition $(B)$ the function $\theta \mapsto \nabla \ln f_{\theta}(x)$ is twice continuously differentiable for every $x$ and $\psi \in C_{m}^{(1)}\left(U\left(\theta_{0}\right), \mathcal{X}\right)$. The conditions $(B)$ and $(C)$ in (A9) follow from ( $D$ ) and $(E)$ in (A10). To prove the $\mathbb{L}_{2}$-differentiability we note that (A10) implies (A6). Thus we have only to prove the continuity of $I(\theta)$ to get the $\mathbb{L}_{2^{-}}$ differentiability from Theorem 1.117. This continuity follows from the condition $(E)$, the continuity of $\theta \mapsto \nabla \ln f_{\theta}(x)$ for every $x$, and Lebesgue's theorem. The first equality in (7.112) follows from Theorem 1.117. The second equality in (7.112) follows for every $\theta \in U\left(\theta_{0}\right)$ from the $\mathbb{L}_{2}$-differentiability and Proposition 1.110. Furthermore,

$$
\begin{aligned}
\nabla \nabla^{T} \ln f_{\theta} & =\nabla\left(\frac{1}{f_{\theta}} \nabla^{T} f_{\theta}\right)=\frac{1}{f_{\theta}} \nabla \nabla^{T} f_{\theta}-\frac{1}{f_{\theta}^{2}}\left(\nabla f_{\theta}\right)\left(\nabla^{T} f_{\theta}\right) \\
& =\frac{1}{f_{\theta}} \nabla \nabla^{T} f_{\theta}-\left(\nabla \ln f_{\theta}\right)\left(\nabla \ln f_{\theta}\right)^{T} .
\end{aligned}
$$

Integrating $f_{\theta}\left(\nabla \nabla^{T} \ln f_{\theta}\right)=\nabla \nabla^{T} f_{\theta}-\left(\nabla \ln f_{\theta}\right)\left(\nabla \ln f_{\theta}\right)^{T} f_{\theta}$ with respect to $\mu$, and using $(C)$, we get the statement (7.111).

Now we are ready to establish the asymptotic normality of MLEs. As in the case of $M$-estimators we assume that the estimators are already known to be consistent.

Theorem 7.148. (Asymptotic Normality of MLEs) Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ satisfy condition (A10), and $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ be consistent at $\theta_{0}$ and fulfil (7.109). If the Fisher information matrix is nonsingular, then

$$
\begin{align*}
& \sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1),  \tag{7.113}\\
& \mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right) .
\end{align*}
$$

Proof. The function $\psi_{\theta}(x)=-\nabla \ln f_{\theta}(x)$ satisfies condition (A9). As

$$
\begin{aligned}
& \Sigma_{1}=\mathrm{E}_{\theta_{0}}\left(\psi_{\theta_{0}}\left(X_{1}\right)\right)\left(\psi_{\theta_{0}}\left(X_{1}\right)\right)^{T}=\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}} \dot{L}_{\theta_{0}}^{T}=\mathrm{I}\left(\theta_{0}\right), \\
& \Sigma_{2}=\mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta_{0}}\left(X_{1}\right)=-\mathrm{E}_{\theta_{0}}\left(\nabla \nabla^{T} \ln f_{\theta_{0}}(x)\right)=\mathrm{I}\left(\theta_{0}\right),
\end{aligned}
$$

and $\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=\mathrm{E}_{\theta_{0}} \dot{L}_{\theta_{0}}=0$, we get the statement from Theorem 7.142.
We apply the above theorem to an exponential family.
Example 7.149. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family with natural parameter $\theta$ and generating statistic $T$. Then $\ln f_{\theta}(x)=\langle\theta, T(x)\rangle-K(\theta)$,

$$
\dot{L}_{\theta}=\nabla \ln f_{\theta}(x)=T(x)-\nabla K(\theta) \quad \text { and } \quad \nabla \nabla^{T} \ln f_{\theta}(x)=-\nabla \nabla^{T} K(\theta) .
$$

We see from here that all conditions in (A10) are satisfied, where $(C)$ follows directly from Theorem 1.17. It holds $\mathbf{I}(\theta)=\nabla \nabla^{T} K(\theta)$. We consider the estimator $\widetilde{\theta}_{n}$ introduced in (7.52). We have shown in Proposition 7.98 that $\widetilde{\theta}_{n}$ is consistent and an asymptotic solution of the likelihood equation

$$
\sum_{i=1}^{n} T\left(X_{i}\right)-n \nabla K\left(\widetilde{\theta}_{n}\right)=\mathbf{o}_{P_{\theta_{0}}^{\otimes n}}(0) .
$$

If the standard assumptions (A1) and (A2) are satisfied, then $\operatorname{det}(I(\theta)) \neq 0$ and we get from Theorem 7.148 that

$$
\mathcal{L}\left(\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right) .
$$

Next we illustrate the limit distribution of an MLE with the location model.

Example 7.150. Suppose $f$ is a Lebesgue density that is everywhere positive and twice continuously differentiable. We consider the location family $f_{\theta}(x)=f(x-\theta)$, $\theta \in \Delta=\mathbb{R}$. Then

$$
\frac{\partial}{\partial \theta} \ln f_{\theta}(x)=-\frac{\dot{f}(x-\theta)}{f(x-\theta)}, \quad \frac{\partial^{2}}{\partial \theta^{2}} \ln f_{\theta}(x)=\frac{f(x-\theta) \ddot{f}(x-\theta)+(\dot{f}(x-\theta))^{2}}{f^{2}(x-\theta)}
$$

and the Fisher information is independent of $\theta$ and given by $\mathrm{I}=\int(\dot{f}(t))^{2} / f(t) d t$, provided the integral is finite. If $X_{1}, \ldots, X_{n}$ have the density $f\left(x-\theta_{0}\right)$, then condition (A10) is satisfied if

$$
\begin{equation*}
\int \ddot{f}(x) d x=0, \quad \int \sup _{\theta:|\theta|<\varepsilon}\left(\frac{\dot{f}(x-\theta)}{f(x-\theta)}\right)^{2} f(x) d x<\infty, \quad \int \sup _{\theta:|\theta|<\varepsilon} \frac{|\ddot{f}(x-\theta)|}{f(x-\theta)} f(x) d x<\infty . \tag{7.114}
\end{equation*}
$$

The MLE $\widehat{\theta}_{n}$ satisfies the likelihood equation

$$
\sum_{i=1}^{n} \dot{f}\left(X_{i}-\widehat{\theta}_{n}\right) / f\left(X_{i}-\widehat{\theta}_{n}\right)=0
$$

Suppose that $f$ satisfies in addition the conditions in Example 7.81. Then from here we see that the MLE $\widehat{\theta}_{n}$ is strongly consistent. Hence under the condition (7.114) and $\mathbf{I}>0$ Theorem 7.148 yields that

$$
\begin{aligned}
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) & =-\sum_{i=1}^{n} \mathrm{I}^{-1} \dot{f}\left(X_{i}-\theta_{0}\right) / f\left(X_{i}-\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1), \\
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) & \Rightarrow \mathrm{N}\left(0, I^{-1}\right) .
\end{aligned}
$$

The likelihood equation in (7.110) is in general a nonlinear system of equations. To solve it one has to use numerical methods, e.g. a Newton approximation or some suitable modification. For all these methods one needs some starting values. One idea that goes back to LeCam is to start with any $\sqrt{n}$ consistent estimator $\theta_{n}^{*}$ and then to make a one-step Newton approximation. Recall that by $\sqrt{n}$-consistency of $\theta_{n}^{*}$ we mean that $\sqrt{n}\left(\theta_{n}^{*}-\theta_{0}\right)=O_{P_{\theta_{0}}{ }^{\otimes n}}(1)$. The somewhat surprising fact is that the new estimator $\widetilde{\theta}_{n}$ obtained from the one-step Newton approximation differs from the MLE $\widehat{\theta}_{n}$ only by terms $o_{P_{\theta_{0}}^{\otimes n}}(1 / \sqrt{n})$, so that $\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right)$ and $\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$ have the same limit distribution. To be more specific let us assume that condition (A10) is satisfied. Then the $\log$-likelihood function $\Lambda_{n}(\theta)=\sum_{i=1}^{n} \ln f_{\theta}\left(X_{i}\right)$ is twice continuously differentiable and the one-step Newton approximation to the likelihood equation $\dot{\Lambda}_{n}(\theta)=0$ is a solution of the equation

$$
\begin{equation*}
\dot{\Lambda}_{n}\left(\theta_{n}^{*}\right)+\ddot{\Lambda}_{n}\left(\theta_{n}^{*}\right)\left(\theta-\theta_{n}^{*}\right)=0 \tag{7.115}
\end{equation*}
$$

We see from Lemma 7.141 that $(1 / n) \ddot{\Lambda}_{n}\left(\theta_{n}^{*}\right) \rightarrow^{P_{\theta_{0}}^{\otimes n}} \mathrm{E}_{\theta_{0}}\left(\nabla \nabla^{T} \ln f_{\theta_{0}}\right)=-\mathrm{I}\left(\theta_{0}\right)$. If the Fisher information matrix is nonsingular, then $P_{\theta_{0}}^{\otimes n}\left(A_{n}\right) \rightarrow 1$, where $A_{n}=\left\{\operatorname{det}\left(\ddot{\Lambda}_{n}\left(\theta_{n}^{*}\right)\right) \neq 0\right\}$. On $A_{n}$ we find the one-step Newton approximation by solving the equation (7.115) and set

$$
\begin{equation*}
\widetilde{\theta}_{n}=\left[\theta_{n}^{*}-\left(\ddot{\Lambda}_{n}\left(\theta_{n}^{*}\right)\right)^{-1} \dot{\Lambda}_{n}\left(\theta_{n}^{*}\right)\right] I_{A_{n}}+\theta_{n}^{*} I_{\mathcal{X}^{n} \backslash A_{n}} . \tag{7.116}
\end{equation*}
$$

The first statement in Lemma 7.141 gives

$$
\ddot{\Lambda}_{n}\left(\theta_{n}^{*}\right)=o_{P_{\theta_{0}}^{\otimes n}}(n)-n \mathbf{I}\left(\theta_{0}\right) .
$$

Using a first-order Taylor expansion we get from the second statement in Lemma 7.141,

$$
\begin{align*}
\dot{\Lambda}_{n}\left(\theta_{n}^{*}\right) & =\dot{\Lambda}_{n}\left(\theta_{0}\right)+\left[\frac{1}{n} \int_{0}^{1} \ddot{\Lambda}_{n}\left(\theta_{0}+s\left(\theta_{n}^{*}-\theta_{0}\right)\right) d s\right] n\left(\theta_{n}^{*}-\theta_{0}\right) \\
& =\dot{\Lambda}_{n}\left(\theta_{0}\right)+\left(o_{P_{\theta_{0}}^{\otimes n}}^{\otimes n}(n)-n \mathbf{I}\left(\theta_{0}\right)\right)\left(\theta_{n}^{*}-\theta_{0}\right) . \tag{7.117}
\end{align*}
$$

Hence,

$$
\begin{aligned}
\left(\widetilde{\theta}_{n}-\theta_{n}^{*}\right) I_{A_{n}} & =-\left(o_{P_{\theta_{0}}^{\otimes n}}(n)-n \mathbf{I}\left(\theta_{0}\right)\right)^{-1} \dot{\Lambda}_{n}\left(\theta_{0}\right) I_{A_{n}} \\
& +\left(o_{P_{\theta_{0}}^{\otimes n}}(n)-n \mathbf{I}\left(\theta_{0}\right)\right)^{-1}\left(o_{P_{\theta_{0}}^{\otimes n}}(n)-n \mathbf{I}\left(\theta_{0}\right)\right)\left(\theta_{n}^{*}-\theta_{0}\right) I_{A_{n}}
\end{aligned}
$$

Multiplying this equation with $\sqrt{n}$ and using $P_{\theta_{0}}^{\otimes n}\left(A_{n}\right) \rightarrow 0$ we get

$$
\begin{aligned}
\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{n}^{*}\right)= & -\left(o_{P_{\theta_{0}}^{\otimes n}}(1)-\mathrm{I}\left(\theta_{0}\right)\right)^{-1} n^{-1 / 2} \dot{\Lambda}_{n}\left(\theta_{0}\right)+\left(o_{P_{\theta_{0}}^{\otimes n}}(1)-\mathrm{I}\left(\theta_{0}\right)\right)^{-1} \\
& \times\left(o_{P_{\theta_{0}}^{\otimes n}}(1)-\mathrm{I}\left(\theta_{0}\right)\right) \sqrt{n}\left(\theta_{n}^{*}-\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) .
\end{aligned}
$$

As the distribution of $n^{-1 / 2} \dot{\Lambda}_{n}\left(\theta_{0}\right)=n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)$ tends to a normal distribution we see that $n^{-1 / 2} \dot{\Lambda}_{n}\left(\theta_{0}\right)$ is stochastically bounded. $\sqrt{n}\left(\theta_{n}^{*}-\theta_{0}\right)$ is stochastically bounded by assumption. Hence,

$$
\begin{align*}
& \sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{n}^{*}\right)=\mathrm{I}^{-1}\left(\theta_{0}\right) n^{-1 / 2} \dot{\Lambda}_{n}\left(\theta_{0}\right)-\sqrt{n}\left(\theta_{n}^{*}-\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1), \\
& \sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right)=\mathrm{I}^{-1}\left(\theta_{0}\right) n^{-1 / 2} \dot{\Lambda}_{n}\left(\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) \tag{7.118}
\end{align*}
$$

Now we compare the one-step Newton approximation $\widetilde{\theta}_{n}$ with the MLE $\widehat{\theta}_{n}$.
Proposition 7.151. If condition (A10) is satisfied, and $\theta_{n}^{*}$ is any estimator that is $\sqrt{n}$-consistent at $\theta_{0}$, then the one-step Newton approximation $\widetilde{\theta}_{n}$ in (7.116) satisfies (7.118) and

$$
\mathcal{L}\left(\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)
$$

If $\widehat{\theta}_{n}$ is a consistent estimator that solves the likelihood equation asymptotically (i.e., if it holds (7.109)), then the one-step Newton approximation $\widetilde{\theta}_{n}$ in (7.116) is asymptotically equivalent to $\widehat{\theta}_{n}$ in the sense that $\sqrt{n}\left(\widehat{\theta}_{n}-\widetilde{\theta}_{n}\right)=$ $o_{P_{\theta_{0}}^{\otimes n}}(1)$.

Proof. The first statement follows from the already established relation (7.118). To prove the second statement we have only to use (7.113).

In (7.117) we have approximated $n^{-1} \ddot{\Lambda}_{n}\left(\theta_{n}^{*}\right)$ by $-\mathrm{I}\left(\theta_{0}\right)$. Under assumption (A10) the Fisher information is a continuous function of $\theta$ in a neighborhood of $\theta_{0}$. Hence $n^{-1} \ddot{\Lambda}_{n}\left(\theta_{n}^{*}\right)=-\mathrm{I}\left(\theta_{n}^{*}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)$. If we use this approximation instead of (7.117), then by almost the same arguments as above one can see that the modified one-step approximation $\widetilde{\widetilde{\theta}}_{n}=\theta_{n}^{*}+\mathrm{I}\left(\theta_{n}^{*}\right)^{-1} \dot{\Lambda}_{n}\left(\theta_{n}^{*}\right)$ satisfies

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\theta}_{n}-\widetilde{\widetilde{\theta}}_{n}\right)=o_{P_{\theta_{0}}^{\otimes n}}(1), \quad \mathcal{L}\left(\sqrt{n}\left(\widetilde{\widetilde{\theta}}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right) \tag{7.119}
\end{equation*}
$$

Example 7.152. We consider the location model $f(x-\theta), \theta \in \mathbb{R}$, where $f$ is a positive and twice continuously differentiable Lebesgue density with Fisher information $\mathbf{I}(\theta)=\int[\dot{f}(x-\theta)]^{2}[f(x-\theta)]^{-1} d x=\int[\dot{f}(x)]^{2}[f(x)]^{-1} d x=: \mathbf{I}<\infty$. It holds

$$
\dot{\Lambda}_{n}\left(\theta, \mathbf{x}_{n}\right)=-\sum_{i=1}^{n} \dot{f}\left(x_{i}-\theta\right) / f\left(x_{i}-\theta\right),
$$

and the modified one-step approximation to the likelihood equation is given by $\widetilde{\widetilde{\theta}}_{n}=\theta_{n}^{*}+\mathrm{I}^{-1} \dot{\Lambda}_{n}\left(\theta_{n}^{*}\right)$. If $\theta_{n}^{*}$ is a $\sqrt{n}$-consistent estimator and the condition (7.114)
is satisfied, then (7.119) holds. If $f$ has a finite second moment and $\int x f(x) d x=0$, then we may estimate $\theta$ by $\bar{X}_{n}$, and the $\sqrt{n}$-consistency follows from the central limit theorem. However, if $f$ is the Cauchy distribution, then the moment condition is not satisfied. But then we may estimate the location parameter $\theta$ by the median which is $\sqrt{n}$-consistent in view of Example 7.139.

We conclude this section with a reference to Searle, Casella, and McCulloch (1992) who have studied the performance of the one-step approximation.

### 7.6.3 Asymptotic Normality of the Posterior

In Section 7.5.2 we have studied the posterior distributions in the frequentist model and have given conditions that imply the consistency. It is clear that asymptotic normality can only be achieved by an appropriate centering and scaling. The famous Bernstein-von Mises theorem states that the right centering point is the MLE, and that after scaling with $\sqrt{n}$ the posterior distributions converge to a normal distribution. Under an additional moment condition on the prior the Bernstein-von Mises theorem implies the asymptotic equivalence of the MLE and the Bayes estimator. We start with an example to illustrate the situation.

Example 7.153. With $X_{1}, \ldots, X_{n}$ as the coordinate projections the MLE for the family $\left(\left((1-p) \boldsymbol{\delta}_{0}+p \boldsymbol{\delta}_{1}\right)^{\otimes n}\right)_{p \in(0,1)}$ is the relative frequency $\widehat{p}_{n}=(1 / n) \sum_{i=1}^{n} X_{i}$. On the other hand, we have seen in Example 7.114 that the Bayes estimator for a Beta prior under the quadratic loss is the conditional expectation, given by

$$
\mathbb{E}\left(\Theta \mid X_{1}, \ldots, X_{n}\right)=\frac{\alpha+\beta}{\alpha+\beta+n} \frac{\alpha}{\alpha+\beta}+\frac{n}{\alpha+\beta+n} \frac{1}{n} \sum_{i=1}^{n} X_{i} .
$$

Hence in the frequentist model (7.78), where the $X_{i}$ are i.i.d., we get

$$
\begin{aligned}
& \sqrt{n}\left(\mathbb{E}\left(\Theta \mid X_{1}, \ldots, X_{n}\right)-\widehat{p}_{n}\right) \\
= & \frac{\sqrt{n}(\alpha+\beta)}{\alpha+\beta+n} \frac{\alpha}{\alpha+\beta}+\sqrt{n}\left(\frac{n}{\alpha+\beta+n}-1\right) \frac{1}{n} \sum_{i=1}^{n} X_{i} \\
= & \frac{\sqrt{n}(\alpha+\beta)}{\alpha+\beta+n} \frac{\alpha}{\alpha+\beta}-\sqrt{n} \frac{\alpha+\beta}{\alpha+\beta+n} \frac{1}{n} \sum_{i=1}^{n} X_{i} \rightarrow{ }^{\mathbb{P}} 0 .
\end{aligned}
$$

This means especially that $\sqrt{n}\left(\mathbb{E}\left(\Theta \mid X_{1}, \ldots, X_{n}\right)-p\right)$ and $\sqrt{n}\left(\widehat{p}_{n}-p\right)$ have the same limit distribution and the Bayes estimator shares the asymptotic optimality of the MLE.

We assume now that the parameter set $\Delta$ is an open subset of $\mathbb{R}^{d}$, the prior $\Pi$ has a density $\pi$ with respect to the Lebesgue measure $\boldsymbol{\lambda}_{d}$, the model $\left(P_{\theta}\right)_{\theta \in \Delta}$ is dominated, and the family $\left(f_{\theta}\right)_{\theta \in \Delta}$ satisfies the condition (A5). We set $\pi(\theta)=0$ for $\theta \in \mathbb{R}^{d} \backslash \Delta$. Let the density of the posterior distribution be defined as in (7.79); that is, for $\mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$ we have

$$
\begin{align*}
\pi_{n}\left(\theta \mid \mathbf{x}_{n}\right) & = \begin{cases}\frac{1}{\mathrm{~m}_{n}\left(\mathbf{x}_{n}\right)} \prod_{i=1}^{n} f_{\theta}\left(x_{i}\right) \pi(\theta) & \text { if } \mathrm{m}_{n}\left(\mathbf{x}_{n}\right)>0, \\
\pi(\theta) & \text { if } \mathrm{m}_{n}\left(\mathbf{x}_{n}\right)=0, \text { where }\end{cases}  \tag{7.120}\\
\mathrm{m}_{n}\left(\mathbf{x}_{n}\right) & =\int \prod_{i=1}^{n} f_{\theta}\left(x_{i}\right) \pi(\theta) \boldsymbol{\lambda}_{d}(d \theta) .
\end{align*}
$$

We denote the log-likelihood function by $\Lambda_{n}\left(\theta, \mathbf{x}_{n}\right)=\sum_{i=1}^{n} \ln f_{\theta}\left(x_{i}\right)$. Suppose that $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is consistent at $\theta_{0}$ and an asymptotic solution of the likelihood equation, i.e., it holds (7.109). In the Bayes model $\pi_{n}\left(\theta \mid \mathbf{x}_{n}\right)$ is the posterior density of $\Theta$ under the prior $\Pi$. We center $\Theta$ at $\widehat{\theta}_{n}$ and consider the scaled variable $\sqrt{n}\left(\Theta-\widehat{\theta}_{n}\right)$ which has, for $\mathrm{m}_{n}\left(\mathbf{x}_{n}\right)>0$, the posterior density

$$
\begin{aligned}
\pi_{n}^{*}\left(\eta \mid \mathbf{x}_{n}\right) & =\frac{\exp \left\{U_{n}\left(\eta, \mathbf{x}_{n}\right)\right\} \pi\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)+\eta / \sqrt{n}\right)}{\int \exp \left\{U_{n}\left(\eta, \mathbf{x}_{n}\right)\right\} \pi\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)+\eta / \sqrt{n}\right) \boldsymbol{\lambda}_{d}(d \eta)}, \quad \text { where } \\
U_{n}\left(\eta, \mathbf{x}_{n}\right) & =\Lambda_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right)+\eta / \sqrt{n}, \mathbf{x}_{n}\right)-\Lambda_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right), \eta \in \mathbb{R}^{d}
\end{aligned}
$$

Although the density $\pi_{n}^{*}\left(\eta \mid \mathbf{x}_{n}\right)$ has been obtained from the Bayes model, where $\Theta$ is a random variable, we may consider $\pi_{n}^{*}\left(\eta \mid \mathbf{x}_{n}\right)$ as a statistic in the frequentist model $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n}, P_{\theta_{0}}^{\otimes n}\right)$ and study the asymptotic as $n$ tends to infinity. In a first step we expand $U_{n}\left(\eta, \mathbf{X}_{n}\right)$.
Lemma 7.154. Suppose that condition (A10) is satisfied, where $\Delta$ is an open subset of $\mathbb{R}^{d}$. Suppose $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is consistent at $\theta_{0}$ and an asymptotic solution of the likelihood equation; that is, it holds (7.109). Then

$$
U_{n}\left(\eta, \mathbf{X}_{n}\right) \rightarrow_{\theta_{0}}^{P_{0}^{\infty}}-\frac{1}{2} \eta^{T} \mathbf{I}\left(\theta_{0}\right) \eta
$$

for every fixed $\eta \in \mathbb{R}^{d}$, where $\mathbf{I}\left(\theta_{0}\right)$ is the Fisher information matrix.
Proof. Set $A_{n}=\left\{\mathbf{x}_{n}: \dot{\Lambda}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right)=0\right\}$. Using a second-order Taylor expansion (see Theorem A.2) we get for

$$
V_{n}=U_{n}\left(\eta, \mathbf{X}_{n}\right)-\frac{1}{2} \eta^{T} \ddot{\Lambda}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \mathbf{X}_{n}\right) \eta
$$

the representation

$$
\begin{aligned}
& V_{n} I_{A_{n}}\left(\mathbf{X}_{n}\right) \\
= & \frac{1}{n} \eta^{T}\left[\int_{0}^{1}(1-s)\left(\ddot{\Lambda}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)+\frac{s}{\sqrt{n}} \eta, \mathbf{X}_{n}\right)-\ddot{\Lambda}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \mathbf{X}_{n}\right)\right) d s\right] \eta I_{A_{n}}\left(\mathbf{X}_{n}\right) .
\end{aligned}
$$

Set $B_{n, \varepsilon}=\left\{\left\|\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)-\theta_{0}\right\| \leq \varepsilon / 2\right\}$ and denote by $\|A\|$ the matrix norm $\|A\|=\sup _{\|x\| \leq 1}\|A x\|$. Then for $n^{-1 / 2} \leq \varepsilon / 2$ it holds

$$
\begin{aligned}
& \mathrm{E}_{n, \theta_{0}}\left|V_{n}\right| I_{A_{n}}\left(\mathbf{X}_{n}\right) \\
\leq & \|\eta\|^{2} \frac{1}{2 n} \sum_{i=1}^{n} \mathrm{E}_{n, \theta_{0}} \sup _{\left\|\theta-\theta_{0}\right\| \leq \varepsilon}\left\|\nabla \nabla^{T} \ln f_{\theta}\left(X_{i}\right)-\nabla \nabla^{T} \ln f_{\theta_{0}}\left(X_{i}\right)\right\| \\
\leq & \|\eta\|^{2} \frac{1}{2} \mathrm{E}_{\theta_{0}} \sup _{\left\|\theta-\theta_{0}\right\| \leq \varepsilon}\left\|\nabla \nabla^{T} \ln f_{\theta}\left(X_{1}\right)-\nabla \nabla^{T} \ln f_{\theta_{0}}\left(X_{1}\right)\right\| .
\end{aligned}
$$

Hence $\lim _{\varepsilon \rightarrow 0} \sup _{n} \mathrm{E}_{n, \theta_{0}}\left|V_{n}\right| I_{A_{n}}\left(\mathbf{X}_{n}\right)=0$ and

$$
P_{\theta_{0}}^{\otimes n}\left(\left|V_{n}\right|>\delta\right) \leq \frac{1}{\delta} \sup _{n} \mathrm{E}_{n, \theta_{0}}\left|V_{n}\right| I_{A_{n}}\left(\mathbf{X}_{n}\right)+P_{\theta_{0}}^{\otimes n}\left(\bar{A}_{n}\right)
$$

Taking first $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$ we get

$$
V_{n} \rightarrow^{P_{\theta_{0}}^{\otimes n}} 0 .
$$

To complete the proof we apply Lemma 7.141 to $\varphi_{\theta}=\nabla \nabla^{T} \ln f_{\theta}$ to get

$$
\begin{aligned}
\ddot{\Lambda}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \mathbf{X}_{n}\right) & =\frac{1}{n} \sum_{i=1}^{n} \nabla \nabla^{T} \ln f_{\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)}\left(X_{i}\right) \\
& =\mathrm{E}_{\theta_{0}} \nabla \nabla^{T} \ln f_{\theta_{0}}\left(X_{1}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)=-\mathrm{I}\left(\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) .
\end{aligned}
$$

Hence

$$
U_{n}\left(\eta, \mathbf{X}_{n}\right)=V_{n}+\frac{1}{2} \eta^{T} \ddot{\Lambda}_{n}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right), \mathbf{X}_{n}\right) \eta=-\frac{1}{2} \eta^{T} \mathbf{I}\left(\theta_{0}\right) \eta+o_{P_{\theta_{0}}^{\otimes n}}(1) .
$$

Theorem 7.155. (Bernstein-von Mises) Assume that condition (A10) is satisfied, where $\Delta$ is an open subset of $\mathbb{R}^{d}$. Suppose $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is consistent at $\theta_{0}$ and an asymptotic solution of the likelihood equation; that is, (7.109) holds. If the prior $\Pi$ has a density $\pi$ with respect to the Lebesgue measure which is continuous at $\theta_{0}$, then

$$
\begin{equation*}
\exp \left\{U_{n}\left(\eta, \mathbf{X}_{n}\right)\right\} \pi\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)+\eta / \sqrt{n}\right) \rightarrow_{\theta_{0}}^{\otimes \infty} \pi\left(\theta_{0}\right) \exp \left\{-\frac{1}{2} \eta^{T} \mathbf{I}\left(\theta_{0}\right) \eta\right\} \tag{7.121}
\end{equation*}
$$

If in addition the matrix $\mathbf{I}\left(\theta_{0}\right)$ is nonsingular, $\pi\left(\theta_{0}\right)>0$, and the condition

$$
\begin{array}{r}
\int \exp \left\{U_{n}\left(\eta, \mathbf{X}_{n}\right)\right\} \pi\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)+\eta / \sqrt{n}\right) \boldsymbol{\lambda}_{d}(d \eta)  \tag{7.122}\\
\rightarrow_{\theta_{0}}^{P_{0}} \pi\left(\theta_{0}\right)(2 \pi)^{d / 2}\left(\operatorname{det}\left(\mathbf{I}\left(\theta_{0}\right)\right)\right)^{-1 / 2}
\end{array}
$$

holds, then

$$
\begin{equation*}
\int\left|\pi_{n}^{*}\left(\eta \mid \mathbf{X}_{n}\right)-\varphi_{0, I^{-1}\left(\theta_{0}\right)}(\eta)\right| \boldsymbol{\lambda}_{d}(d \eta) \rightarrow_{\theta_{0}}^{P_{0}} 0 \tag{7.123}
\end{equation*}
$$

Corollary 7.156. If instead of (7.122) the condition

$$
\begin{align*}
& \int(1+\|\eta\|) \exp \left\{U_{n}\left(\eta, \mathbf{X}_{n}\right)\right\} \pi\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)+\eta / \sqrt{n}\right) \boldsymbol{\lambda}_{d}(d \eta)  \tag{7.124}\\
\rightarrow & P_{\theta_{0}}^{\otimes \infty} \pi\left(\theta_{0}\right) \int(1+\|\eta\|) \exp \left\{-\frac{1}{2} \eta^{T} \mathbf{I}\left(\theta_{0}\right) \eta\right\} \boldsymbol{\lambda}_{d}(d \eta)
\end{align*}
$$

holds, then

$$
\begin{equation*}
\int(1+\|\eta\|)\left|\pi_{n}^{*}\left(\eta \mid \mathbf{X}_{n}\right)-\varphi_{0,1^{-1}\left(\theta_{0}\right)}(\eta)\right| \boldsymbol{\lambda}_{d}(d \eta) \rightarrow_{\theta_{0}}^{\otimes \infty} 0 \tag{7.125}
\end{equation*}
$$

Proof. The first statement follows from Lemma 7.154, the continuity of $\pi$, and the consistency of $\widehat{\theta}_{n}$. To prove the second statement, we introduce a probability measure $\mu$ that is equivalent to the Lebesgue measure by setting $\mu(d \eta)=h(\eta) \boldsymbol{\lambda}_{d}(d \eta)$, where $h$ is a positive and bounded probability density. Furthermore, let

$$
\begin{aligned}
V_{n}\left(\eta, \mathbf{X}_{n}\right) & =\exp \left\{U_{n}\left(\eta, \mathbf{X}_{n}\right)\right\} \pi\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)+\eta / \sqrt{n}\right) \\
W_{n}\left(\eta, \mathbf{X}_{n}\right) & =V_{n}\left(\eta, \mathbf{X}_{n}\right)-\pi\left(\theta_{0}\right) \exp \left\{-\frac{1}{2} \eta^{T} \mathbf{I}\left(\theta_{0}\right) \eta\right\}
\end{aligned}
$$

Then the statement (7.121) may be written as

$$
g_{n}(\eta):=\mathrm{E}_{n, \theta_{0}} \frac{\left|W_{n}\left(\eta, \mathbf{X}_{n}\right)\right|}{1+\left|W_{n}\left(\eta, \mathbf{X}_{n}\right)\right|} \rightarrow 0
$$

As $0 \leq g_{n}(\eta) \leq 1$ we get $\int g_{n}(\eta) \mu(d \eta) \rightarrow 0$ and from Fubini's theorem that

$$
\int \frac{\left|W_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right)\right|}{1+\left|W_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right)\right|}\left(P_{\theta_{0}}^{\otimes \infty} \otimes \mu\right)(d \omega, d \eta) \rightarrow 0
$$

Hence,

$$
\begin{equation*}
W_{n}\left(\eta, \mathbf{X}_{n}\right) \rightarrow_{\theta_{0}}^{\otimes \infty} \otimes \mu \tag{7.126}
\end{equation*}
$$

The integrals in (7.123) are bounded by 2. If (7.123) is not true, then by (7.126) and by turning to a suitable subsequence $n_{k}$ we find a set $A \in \mathfrak{A}^{\otimes \infty} \otimes \mathfrak{B}_{d}$ with $\left(P_{\theta_{0}}^{\otimes \infty} \otimes \mu\right)(A)=1$ and a set $B \in \mathfrak{A}^{\otimes \infty}$ with $P_{\theta_{0}}^{\otimes \infty}(B)=1$ such that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \mathbf{E}_{n_{k}, \theta_{0}} \int\left|\pi_{n_{k}}^{*}\left(\eta \mid \mathbf{X}_{n}\right)-\varphi_{0, I^{-1}\left(\theta_{0}\right)}(\eta)\right| \boldsymbol{\lambda}_{d}(d \eta)>0 \tag{7.127}
\end{equation*}
$$

and

$$
\begin{align*}
& \lim _{k \rightarrow \infty} V_{n_{k}}\left(\eta, \mathbf{X}_{n_{k}}(\omega)\right)=\pi\left(\theta_{0}\right) \exp \left\{-\frac{1}{2} \eta^{T} \mathbf{I}\left(\theta_{0}\right) \eta\right\}, \quad(\omega, \eta) \in A  \tag{7.128}\\
& \int V_{n_{k}}\left(\eta, \mathbf{X}_{n_{k}}(\omega)\right) \boldsymbol{\lambda}_{d}(d \eta) \rightarrow \pi\left(\theta_{0}\right)(2 \pi)^{d / 2} \sqrt{\operatorname{det}\left(\mathbf{I}\left(\theta_{0}\right)\right)}, \quad \omega \in B
\end{align*}
$$

Set $A_{\omega}=\{\eta:(\omega, \eta) \in A\}$. Then $A_{\omega} \in \mathfrak{B}_{d}$, and by Fubini's theorem

$$
\int\left[\int I_{A_{\omega}}(\eta) \mu(d \eta)\right] P_{\theta_{0}}^{\otimes \infty}(d \omega)=\int I_{A}(\omega, \eta)\left(P_{\theta_{0}}^{\otimes \infty} \otimes \mu\right)(d \omega, d \eta)=1
$$

Hence $P_{\theta_{0}}^{\otimes \infty}\left(\left\{\omega: \mu\left(A_{\omega}\right)=1\right\}\right)=1$, and by the equivalence of the measures $\mu$ and $\boldsymbol{\lambda}_{d}$ we get $P_{\theta_{0}}^{\otimes \infty}\left(\left\{\omega: \boldsymbol{\lambda}_{d}\left(\mathbb{R}_{d} \backslash A_{\omega}\right)=0\right\}\right)=1$. Put

$$
C=\left\{\omega: \boldsymbol{\lambda}_{d}\left(\mathbb{R}_{d} \backslash A_{\omega}\right)=0\right\} \cap B
$$

Then for every fixed $\omega \in C$ we obtain from

$$
\pi_{n_{k}}^{*}\left(\eta \mid \mathbf{X}_{n_{k}}(\omega)\right)=\left(\int V_{n_{k}}\left(\eta, \mathbf{X}_{n_{k}}(\omega)\right) \boldsymbol{\lambda}_{d}(d \eta)\right)^{-1} V_{n_{k}}\left(\eta, \mathbf{X}_{n_{k}}(\omega)\right)
$$

and (7.128) that

$$
\pi_{n_{k}}^{*}\left(\eta \mid \mathbf{X}_{n_{k}}(\omega)\right) \rightarrow \varphi_{0,1^{-1}\left(\theta_{0}\right)}(\eta), \boldsymbol{\lambda}_{d} \text {-a.e., and } \int \pi_{n_{k}}^{*}\left(\eta \mid \mathbf{X}_{n}\right) \boldsymbol{\lambda}_{d}(d \eta) \rightarrow 1
$$

An application of Scheffé's lemma (see Lemma A.19) gives for every $\omega \in C$,

$$
\lim _{k \rightarrow \infty} \int\left|\pi_{n_{k}}^{*}\left(\eta \mid \mathbf{X}_{n_{k}}(\omega)\right)-\varphi_{0, \iota^{-1}\left(\theta_{0}\right)}(\eta)\right| \boldsymbol{\lambda}_{d}(d \eta)=0
$$

As $P_{\theta_{0}}^{\otimes \infty}(C)=1$ we may take the expectation, which we may exchange with the limit as the integrals are bounded by 2 , and obtain a contradiction to (7.127). The proof of the corollary is similar.

Remark 7.157. The Bernstein-von Mises theorem has a long history. An early version is in Laplace (1820). This result was reobtained by Bernstein (1917) and von Mises (1931). More general versions are due to LeCam (1958), Bickel and Yahav (1969), and Ibragimov and Has'minskii (1972, 1981). Ghosh, Sinha, and Joshi (1981) give expansions of the posterior that refine posterior normality. For further references we refer to Ghosh and Ramamoorthi (2003). The version that we have presented here follows Ferguson (1986).

We finally note that the assumption that $\mathbf{X}_{n}$ consists of i.i.d. components is used only at a few places. Indeed, to establish Lemma 7.154 one needs only that the MLE is consistent and that the sequence $\ddot{\Lambda}_{n}(\theta)$ is equicontinuous at $\theta_{0}$ in the sense that we may plug in $\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)$ without changing the asymptotic. For details in the more general situation where $X_{1}, X_{2}, \ldots$ are not necessarily i.i.d. we refer to Schervish (1995) and the references there.

In the above version of the Bernstein-von Mises theorem, besides a standard Taylor expansion, the crucial points are the conditions (7.122) and (7.124). These conditions guarantee a uniform integrability of the corresponding functions of $\eta$ which, together with the pointwise convergence in (7.121), provide the $\mathbb{L}_{1}$-convergence. To find sufficient conditions for (7.122) and (7.124) one needs assumptions that allow one to control the log-likelihood and henceforth the posterior density for large $\eta$. For details we refer to Ghosh and Ramamoorthi (2003) and Lehmann (1998). Here we only show that (7.122) and (7.124) are satisfied for exponential families.

Example 7.158. We consider a one-parameter exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ and recall that the density is given by $f_{\theta}(x)=\exp \{\theta T(x)-K(\theta)\}$. If $\theta_{0} \in \Delta^{0}$, then by Proposition 7.93 and the arguments in the proof of Proposition 7.98 there is a set $A \in \mathfrak{A}^{\otimes \infty}$ with $P_{\theta_{0}}^{\otimes \infty}(A)=1$ such that for every $\omega \in A$ the MLE $\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)$ exists for all sufficiently large $n$,

$$
\dot{K}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)\right)=\frac{1}{n} \sum_{i=1}^{n} T\left(X_{i}(\omega)\right) \quad \text { and } \quad \hat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right) \rightarrow \theta_{0}
$$

We fix $\varepsilon>0$ so that $C=\left\{\theta:\left|\theta-\theta_{0}\right| \leq 2 \varepsilon\right\} \subseteq \Delta^{0}$. Put $D_{0}=\inf _{\theta \in C} \ddot{K}(\theta)$. Then $D_{0}>0$, and for all sufficiently large $n$ and $|\eta|<\varepsilon \sqrt{n}$,

$$
\begin{aligned}
& U_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right) \\
& =n\left[\frac{\eta}{\sqrt{n}} \frac{1}{n} \sum_{i=1}^{n} T\left(X_{i}(\omega)\right)-K\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)+\eta / \sqrt{n}\right)+K\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)\right)\right] \\
& =n\left[\frac{\eta}{\sqrt{n}} \dot{K}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)\right)-K\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)+\eta / \sqrt{n}\right)+K\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)\right)\right] \\
& =-\eta^{2} \int_{0}^{1}(1-s) \ddot{K}\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)+s \eta / \sqrt{n}\right) \eta d s \leq-\frac{\eta^{2}}{2} D_{0} .
\end{aligned}
$$

Hence with $D_{1}=\sup _{\theta \in C} \pi(\theta)$, for fixed $\omega$, and all sufficiently large $n$,

$$
V_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right) I_{[-\varepsilon \sqrt{n}, \varepsilon \sqrt{n}]}(\eta) \leq D_{1} \exp \left\{-\frac{\eta^{2}}{2} D_{0}\right\}
$$

To deal with the case $|\eta| \geq \varepsilon \sqrt{n}$ we note that by the strict convexity of $K$

$$
\inf _{\left|\theta-\theta_{0}\right| \leq \varepsilon,|h|>\varepsilon}-[h \dot{K}(\theta)-K(\theta+h)+K(\theta)]=: A>0 .
$$

Hence,

$$
\begin{aligned}
V_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right) I_{[\varepsilon \sqrt{n}, \infty)}(|\eta|) & \leq \exp \{-A n\} \pi\left(\widehat{\theta}_{n}\left(\mathbf{X}_{n}(\omega)\right)+\eta / \sqrt{n}\right) I_{[\varepsilon \sqrt{n}, \infty)}(|\eta|), \\
\int V_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right) I_{[\varepsilon \sqrt{n}, \infty)}(|\eta|) d \eta & \leq \sqrt{n} \exp \{-A n\} \rightarrow 0
\end{aligned}
$$

Lebesgue's theorem yields

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int V_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right) d \eta=\lim _{n \rightarrow \infty} \int V_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right) I_{[-\varepsilon \sqrt{n}, \varepsilon \sqrt{n}]}(\eta) d \eta \\
& =\int \lim _{n \rightarrow \infty} V_{n}\left(\eta, \mathbf{X}_{n}(\omega)\right) d \eta=\int \pi\left(\theta_{0}\right) \exp \left\{-\frac{1}{2} \eta^{T} \mathbf{I}\left(\theta_{0}\right) \eta\right\} d \eta \\
& =\pi\left(\theta_{0}\right)(2 \pi)^{d / 2}\left(\operatorname{det}\left(\mathbf{I}\left(\theta_{0}\right)\right)\right)^{-1 / 2} .
\end{aligned}
$$

With $\pi_{n}\left(\theta \mid \mathbf{x}_{n}\right)$ in (7.120) it holds

$$
\int\|\theta\| \Pi(d \theta)=\int\left[\int\|\theta\| \pi_{n}(\theta \mid x) \boldsymbol{\lambda}_{d}(d \theta)\right]\left(\mathrm{P}_{n} \Pi\right)(d x)
$$

If $\Pi\left(\left\{\theta: \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty\right\}\right)>0$, then $P_{\theta_{0}}^{\otimes n} \ll \mathrm{P}_{n} \Pi$ by Problem 7.119, so that under the condition $\int\|\theta\| \Pi(d \theta)<\infty$,

$$
\widetilde{\theta}_{n}\left(\mathbf{x}_{n}\right):=\int \theta \pi_{n}\left(\theta \mid \mathbf{x}_{n}\right) \boldsymbol{\lambda}_{d}(d \theta)
$$

is $\mathrm{P}_{n} \Pi$-a.s. and $P_{\theta_{0}}^{\otimes n}$-a.s. well defined. If $\int\|\theta\|^{2} \Pi(d \theta)<\infty$, then $\widetilde{\theta}_{n}$ is the Bayes estimator with respect to the quadratic loss function $L(\theta, a)=$ $\|\theta-a\|^{2}$. If the weaker condition

$$
\int\|\theta\|^{2} \pi_{n}\left(\theta \mid \mathbf{x}_{n}\right) \boldsymbol{\lambda}_{d}(d \theta)<\infty, \quad \mathrm{P}_{n} \Pi \text {-a.s. }
$$

holds, then $\widetilde{\theta}_{n}\left(\mathbf{x}_{n}\right)$ is a generalized Bayes estimator in the sense that $\widetilde{\theta}_{n}\left(\mathbf{x}_{n}\right)$ minimizes the posterior risk

$$
r\left(\Pi, a \mid \mathbf{x}_{n}\right)=\int\|\theta-a\|^{2} \pi_{n}\left(\theta \mid \mathbf{x}_{n}\right) \boldsymbol{\lambda}_{d}(d \theta)
$$

of making the decision $a$ after $\mathbf{x}_{n}$ has been observed, see Proposition 7.39.
Theorem 7.159. Suppose condition (A10) is satisfied, where $\Delta$ is an open subset of $\mathbb{R}^{d}$. Suppose $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is consistent at $\theta_{0}$ and an asymptotic solution of the likelihood equation; that is, (7.109) holds. Assume that the prior $\Pi$ has a density $\pi$ with respect to the Lebesgue measure which is continuous at $\theta_{0}, \pi\left(\theta_{0}\right)>0$, and satisfies $\int\|\theta\| \pi(\theta) \boldsymbol{\lambda}_{d}(d \theta)<\infty$. If $\mathrm{I}\left(\theta_{0}\right)$ is nonsingular and the condition (7.124) holds, then

$$
\begin{aligned}
\sqrt{n}\left(\widetilde{\theta}_{n}\left(\mathbf{X}_{n}\right)-\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)\right) & \rightarrow P_{\theta_{0}}^{\otimes \infty} 0 \quad \text { and } \\
\mathcal{L}\left(\sqrt{n}\left(\widetilde{\theta}_{n}\left(\mathbf{X}_{n}\right)-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes \infty}\right) & \Rightarrow \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right) .
\end{aligned}
$$

Proof. It holds

$$
\sqrt{n}\left(\widetilde{\theta}_{n}\left(\mathbf{X}_{n}\right)-\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)\right)=\int \eta \pi_{n}^{*}\left(\eta \mid \mathbf{X}_{n}\right) \boldsymbol{\lambda}_{d}(d \eta), \quad \int \eta \varphi_{0, I^{-1}\left(\theta_{0}\right)}(\eta) \boldsymbol{\lambda}_{d}(d \eta)=0
$$

Hence

$$
\left\|\sqrt{n}\left(\widetilde{\theta}_{n}\left(\mathbf{X}_{n}\right)-\widehat{\theta}_{n}\left(\mathbf{X}_{n}\right)\right)\right\| \leq \int\|\eta\|\left|\pi_{n}^{*}\left(\eta \mid \mathbf{X}_{n}\right)-\varphi_{0, I^{-1}\left(\theta_{0}\right)}(\eta)\right| \boldsymbol{\lambda}_{d}(d \eta) \rightarrow_{\theta_{0}}^{P_{\theta_{0}}} 0
$$

in view of (7.125). The second statement follows from Theorem 7.148 and Slutsky's lemma; see Lemma A.46.

We illustrate the Bernstein-von Mises theorem. A first example is Example 7.153 where we have established the equivalence of the MLE and the Bayes estimators for the binomial model with the conjugate beta prior. The next example concerns the gamma distribution with a gamma prior.

Example 7.160. By taking the derivative with respect to $\beta$ of the log-likelihood function $\sum_{i=1}^{n} \ln \operatorname{ga}_{\lambda, \beta}\left(x_{i}\right)$, and then putting the corresponding expression equal to zero, one can see that for a fixed known $\lambda_{0}$ the solution of the likelihood equation for $\beta$ in the model with $\mathrm{Ga}^{\otimes n}\left(\lambda_{0}, \beta\right)$ is

$$
\widehat{\beta}_{n}\left(x_{1}, \ldots, x_{n}\right)=\frac{\lambda_{0}}{\bar{x}_{n}}
$$

which according to Problem 7.91 is the MLE. If we take for $P_{\theta}$ the distribution $\mathrm{Ga}\left(\lambda_{0}, \beta\right)$, and $\Pi=\mathrm{Ga}(a, b)$ as the prior for the parameter $\beta$, then similar to Problem 1.32 the posterior density in $\pi_{n}$ in (7.120) is given by

$$
\pi_{n}\left(\beta \mid \mathbf{x}_{n}\right)=\operatorname{ga}_{n \lambda_{0}+a, n \bar{x}_{n}+b}(\beta),
$$

where $\mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right)$. As for any $\beta, \lambda>0$ the distribution $\mathrm{Ga}(\lambda, \beta)$ has the expectation $\lambda / \beta$ we get that the Bayes estimator under the quadratic loss is

$$
\widetilde{\beta}_{n}\left(x_{1}, \ldots, x_{n}\right)=\frac{\lambda_{0}+a / n}{\bar{x}_{n}+b / n} .
$$

Hence for $\mathbf{X}_{n} \sim \mathrm{Ga}^{\otimes n}\left(\lambda_{0}, \beta_{0}\right)$,

$$
\begin{aligned}
\sqrt{n}\left(\widetilde{\beta}_{n}\left(\mathbf{X}_{n}\right)-\widehat{\beta}_{n}\left(\mathbf{X}_{n}\right)\right) & =\sqrt{n}\left(\frac{\lambda_{0}+a / n}{\bar{X}_{n}+b / n}-\frac{\lambda_{0}}{\bar{X}_{n}}\right) \\
& =\frac{1}{\sqrt{n} \bar{X}_{n}\left(\bar{X}_{n}+b / n\right)} \bar{X}_{n}\left(a-\lambda_{0} b\right) \longrightarrow \longrightarrow^{\mathrm{Ga}^{\otimes n}\left(\lambda_{0}, \beta_{0}\right)} 0
\end{aligned}
$$

which is the equivalence stated in the previous theorem.

### 7.7 Local Asymptotic Optimality of MLEs

In the first part of this chapter we have established lower bounds for the risk of estimating parameters under finite sample sizes. One of them is given by the Cramér-Rao inequality, and unbiased estimators that attain this lower bound are automatically UMVU. The large sample counterpart of the Cramér-Rao inequality is the lower Hájek-LeCam bound for the risks in a sequence of convergent models, and the natural question arises as to which estimators attain this lower bound.

Another aspect is that in some introductory textbooks a sequence of estimators is called efficient if $\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right)$. One can easily find various examples of estimators that have this property. Moreover, we already know that under weak regularity conditions the MLE also has this property. So one could conclude that the MLE is asymptotically efficient. However, this approach is not satisfactory from a rigorous mathematical point of view. The question that remains open is whether in special situations there are any other suitably constructed estimators that outperform the MLE. The goal of this section is to find additional conditions on the estimators such that within this class one can find asymptotically optimal estimators. Then it turns out that the MLE asymptotically outperforms all estimators from this class. These additional conditions correspond to the finite sample size concepts of unbiasedness, median unbiasedness, and equivariance. It has been a long way for statisticians to figure out such additional conditions that clarify in which sense the MLE is asymptotically the best estimator. For a detailed presentation of the history of asymptotic properties of the MLE we refer to Pfanzagl (1994). Here in this section we follow Pfanzagl (1994), Rieder (1994), and Witting and Müller-Funk (1995), from which the main results have been taken.

The starting point for the development of proving the asymptotic efficiency of the MLE is probably Fisher (1922). A breakthrough was an example by Hodges, Jr. which shows that even in the simple case of estimating the mean of $\mathbf{N}^{\otimes n}(\theta, 1), \theta \in \mathbb{R}$, where the sample mean $\bar{X}_{n}$ is the UMVU estimator and also the MLE, this estimator is asymptotically not the best estimator for every
$\theta \in \mathbb{R}$. This fact is called the effect of superefficiency. The following example is due to Hodges, Jr. who did not publish this result. LeCam (1953) and LeCam and Yang (1990) refer to Hodges, Jr.

Example 7.161. We consider the model $\left(\mathbb{R}, \mathfrak{B},\left(\mathbb{N}(\theta, 1)_{\theta \in \mathbb{R}}\right)\right)$, which at every $\theta_{0} \in$ $\mathbb{R}$ is $\mathbb{L}_{2}$-differentiable and has Fisher information $\boldsymbol{I}\left(\theta_{0}\right)=1$. If we have an i.i.d. sample $X_{1}, \ldots, X_{n}$, then $\bar{X}_{n}$ is the UMVU estimator as well as the MLE, and we have $\mathcal{L}\left(\sqrt{n}\left(\bar{X}_{n}-\theta_{0}\right) \mid \mathbf{N}^{\otimes n}\left(\theta_{0}, 1\right)\right)=\mathbf{N}(0,1)$. As $\mathbf{I}\left(\theta_{0}\right)=1$ one might consider, in view of the above discussion, $\bar{X}_{n}$ as asymptotically efficient. Now we modify $\bar{X}_{n}$ by setting

$$
\widetilde{X}_{n}= \begin{cases}\bar{X}_{n} & \text { if }\left|\bar{X}_{n}\right|>n^{-1 / 4}, \\ \frac{1}{2} \bar{X}_{n} & \text { if }\left|\bar{X}_{n}\right| \leq n^{-1 / 4} .\end{cases}
$$

Put $P_{n, \theta_{0}}=\mathbf{N}^{\otimes n}\left(\theta_{0}, 1\right)$. Then

$$
\begin{aligned}
P_{n, \theta_{0}}\left(\widetilde{X}_{n}\right. & \left.\neq \bar{X}_{n}\right)=P_{n, \theta_{0}}\left(\left|\bar{X}_{n}\right| \leq n^{-1 / 4}\right) \\
& =\Phi_{0,1}\left(-\sqrt{n} \theta_{0}+n^{1 / 4}\right)-\Phi_{0,1}\left(-\sqrt{n} \theta_{0}-n^{1 / 4}\right) .
\end{aligned}
$$

For $\theta_{0} \neq 0$ it follows $P_{n, \theta_{0}}\left(\widetilde{X}_{n} \neq \bar{X}_{n}\right) \rightarrow 0$, and Slutsky's lemma yields

$$
\mathcal{L}\left(\sqrt{n}\left(\widetilde{X}_{n}-\theta_{0}\right) \mid \mathbf{N}^{\otimes n}\left(\theta_{0}, 1\right)\right) \Rightarrow \mathbf{N}(0,1) .
$$

For $\theta_{0}=0$ it holds

$$
P_{n, \theta_{0}}\left(\widetilde{X}_{n} \neq \frac{1}{2} \bar{X}_{n}\right)=P_{n, 0}\left(\left|\bar{X}_{n}\right|>n^{-1 / 4}\right)=1-\Phi_{0,1}\left(n^{1 / 4}\right)+\Phi_{0,1}\left(-n^{1 / 4}\right) \rightarrow 0
$$

and, again by Slutsky's lemma, $\mathcal{L}\left(\sqrt{n} \widetilde{X}_{n} \mid \mathbf{N}^{\otimes n}(0,1)\right) \Rightarrow \mathbf{N}(0,1 / 4)$. Hence at $\theta_{0}=0$ we have the effect of superefficiency in the sense that the variance of the asymptotic normal distribution of the normalized estimator $\sqrt{n}\left(\widetilde{X}_{n}-\theta_{0}\right)$ is smaller than the inverse of the Fisher information, i.e., the lower bound in the Cramér-Rao inequality.

From the above example one can get the impression that a suitable modification of a good estimator with the aim of producing superefficiency is only possible for special points of the parameter space, i.e., that the set of such exceptional points is expected to be small. The subsequent theorem makes "small" precise by showing that this set has Lebesgue measure zero. This results was established by LeCam (1953) and Bahadur (1964).

Theorem 7.162. (LeCam-Bahadur) Suppose $\Delta \subseteq \mathbb{R}^{d}$ is open, the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is $\mathbb{L}_{2}$-differentiable at every $\theta_{0} \in \Delta$, and the Fisher information matrix $\mathrm{I}(\theta)$ is nonsingular for every $\theta \in \Delta$. Let $T_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ be a sequence of estimators such that $\mathcal{L}\left(\sqrt{n}\left(T_{n}-\theta\right) \mid P_{\theta}^{\otimes n}\right) \Rightarrow \mathrm{N}(0, \Sigma(\theta))$ for every $\theta \in \Delta$. Then there is a set $N$ of Lebesgue measure zero such that, in terms of the Löwner semiorder,

$$
\mathrm{I}^{-1}(\theta) \preceq \Sigma(\theta), \quad \theta \in \Delta \backslash N .
$$

The proof of this theorem is based on the asymptotic power of best tests. We deal with this topic in Chapter 8 and thus present a proof of the above theorem there on page 493.

In Theorem 7.162 the sequence of estimators was completely arbitrary. Now we consider estimators that admit similar representations as the $M$ estimators. Let $\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$, with $\Delta \subseteq \mathbb{R}^{d}$, be a sequence of models, and for a fixed $\theta_{0} \in \Delta^{0}$ set $P_{n, \theta_{0}}=P_{\theta_{0}}^{\otimes n}$. Given the sequence of models $\mathcal{M}_{n}$, we say that the sequence of estimators $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is asymptotically linear at $\theta_{0}$ with influence function $\Psi_{\theta_{0}}$ if $\Psi_{\theta_{0}} \in \mathbb{L}_{2, d}^{0}\left(P_{\theta_{0}}\right)$ and

$$
\begin{align*}
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Psi_{\theta_{0}}\left(X_{i}\right)+o_{P_{n, \theta_{0}}}(1) \quad \text { or }  \tag{7.129}\\
\widehat{\theta}_{n} & =\theta_{0}+\frac{1}{n} \sum_{i=1}^{n} \Psi_{\theta_{0}}\left(X_{i}\right)+o_{P_{n, \theta_{0}}}\left(n^{-1 / 2}\right)
\end{align*}
$$

The second statement is often referred to as a first-order stochastic Taylor expansion. The stochastic Taylor expansion (7.129) has been established in Proposition 7.144 for consistent estimators that solve the $M$-equation asymptotically. In that case the influence function had the special structure $\Psi_{\theta_{0}}=\Sigma_{0}^{-1} \psi_{\theta_{0}}$, where $\Sigma_{0}=\mathrm{C}_{\theta_{0}}\left(\psi_{\theta_{0}}, \dot{L}_{\theta_{0}}\right)$, and where $\mathrm{C}_{\theta_{0}}(X, Y)$ is the covariance matrix of the random vectors $X$ and $Y$. If $\widehat{\theta}_{n, M L E}$ is a sequence of MLEs, then the expansion (7.129) is also valid for $\Psi_{\theta_{0}}=I^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}$ under the assumptions formulated in Theorem 7.148. A sequence of estimators $\widehat{\theta}_{n}: \mathcal{X}_{n} \rightarrow_{m} \Delta$ is called regular at $\theta_{0} \in \Delta^{0}$ if there is a distribution $Q_{\theta_{0}}$ on $\left(\mathbb{R}^{d}, \mathfrak{B}_{d}\right)$ such that

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\left(\theta_{0}+h / \sqrt{n}\right)\right) \mid P_{n, \theta_{0}+h / \sqrt{n}}\right) \Rightarrow Q_{\theta_{0}}, \quad h \in \mathbb{R}^{d} .
$$

Proposition 7.163. Suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable with derivative $\dot{L}_{\theta_{0}}$. Then for the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$ a sequence of estimators $\widehat{\theta}_{n}$ that satisfy (7.129) is regular at $\theta_{0}$ if and only if $\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}, \dot{L}_{\theta_{0}}\right)=\mathbf{I}$.

Proof. Corollary 6.74 shows that

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\left(\theta_{0}+h / \sqrt{n}\right)\right) \mid P_{n, \theta_{0}+h / \sqrt{n}}\right) \Rightarrow \mathrm{N}\left(\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}, \dot{L}_{\theta_{0}}\right) h-h, \mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right)\right)
$$

The statement follows as $h$ is arbitrary.
If the conditions in Proposition 7.144 are satisfied, then

$$
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(\mathrm{C}_{\theta_{0}}\left(\psi_{\theta_{0}}, \dot{L}_{\theta_{0}}\right)\right)^{-1} \psi_{\theta_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

so that $\Psi_{\theta_{0}}=\left(\mathrm{C}_{\theta_{0}}\left(\psi_{\theta_{0}}, \dot{L}_{\theta_{0}}\right)\right)^{-1} \psi_{\theta_{0}}$ satisfies the condition $\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}, \dot{L}_{\theta_{0}}\right)=\mathbf{I}$ and $\hat{\theta}_{n}$ is regular.

The motivation for introducing the concept of regularity is to exclude the effect of superefficiency; that is, the opportunity to get an estimator that is
better than the MLE at isolated points. To see that the Hodges estimator $\widetilde{X}_{n}$ is not regular we note that by Problem 1.86 and (1.79) it holds

$$
\begin{aligned}
\mathbf{H}_{s}\left(\mathbf{N}^{\otimes n}(0,1), \mathbf{N}^{\otimes n}(h / \sqrt{n}, 1)\right) & =\left(\mathbf{H}_{s}(\mathbf{N}(0,1), \mathbf{N}(h / \sqrt{n}, 1))\right)^{n} \\
& =\exp \left\{-\frac{1}{2} s(1-s) h^{2}\right\} .
\end{aligned}
$$

Hence $P_{n, h}=\mathrm{N}^{\otimes n}(h / \sqrt{n}, 1) \triangleleft \triangleright P_{n, 0}=\mathrm{N}^{\otimes n}(0,1)$ by Theorem 6.26. Using the notation in Example 7.161 and the fact that $P_{n, h} \triangleleft \triangleright P_{n, 0}$ we get from $(A)$ in Theorem 6.26 that $P_{n, h}\left(\widetilde{X}_{n} \neq \frac{1}{2} \bar{X}_{n}\right) \rightarrow 0$, and by Slutsky's lemma

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \mathcal{L}\left(\sqrt{n}\left(\widetilde{X}_{n}-h / \sqrt{n}\right) \mid \mathbf{N}^{\otimes n}(h / \sqrt{n}, 1)\right) \\
= & \lim _{n \rightarrow \infty} \mathcal{L}\left(\left.\sqrt{n}\left(\frac{1}{2} \bar{X}_{n}-h / \sqrt{n}\right) \right\rvert\, \mathbf{N}^{\otimes n}(h / \sqrt{n}, 1)\right)=\mathrm{N}(-h / 2,1 / 4),
\end{aligned}
$$

which obviously depends on $h$, so that $\widetilde{X}_{n}$ is not regular.
Now we turn back to estimators that have the stochastic Taylor expansion (7.129), which implies the asymptotic normality

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right)\right) .
$$

This allows a comparison, within the class of regular estimators that satisfy (7.129), of the asymptotic efficiency of the estimators by comparing the covariance matrices in the limit distributions.

Proposition 7.164. Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with nonsingular Fisher information matrix $\mathbf{I}\left(\theta_{0}\right)$. Let $\widehat{\theta}_{n}$ be an asymptotic MLE that has the stochastic Taylor expansion (7.113). Then $\widehat{\theta}_{n}$ is asymptotically efficient, in the sense of $\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right) \succeq \mathrm{I}^{-1}\left(\theta_{0}\right)$, within the class of all regular estimators $\widetilde{\theta}_{n}$ that admit a stochastic Taylor expansion (7.129). It holds $\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right)=\mathrm{I}^{-1}\left(\theta_{0}\right)$ if and only if $\Psi_{\theta_{0}}=\mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}, P_{\theta_{0}}-$ a.s..

Proof. First of all we note that by (7.113) the MLE has the influence function $\mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}$ and is thus regular by Proposition 7.163. If $\widetilde{\theta}_{n}$ has the expansion (7.129), then the assumed regularity implies, again by Proposition 7.163, that $\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}, \dot{L}_{\theta_{0}}\right)=\mathbf{I}$. Hence, in terms of the Löwner semiorder,

$$
\begin{aligned}
& 0 \preceq \mathrm{E}_{\theta_{0}}\left(\Psi_{\theta_{0}}-\mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}\right)\left(\Psi_{\theta_{0}}-\mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}\right)^{T} \\
& =\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right)+\mathrm{E}_{\theta_{0}} \mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}} \dot{L}_{\theta_{0}}^{T} \mathrm{I}^{-1}\left(\theta_{0}\right)-\mathrm{E}_{\theta_{0}} \mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}} \Psi_{\theta_{0}}^{T} \\
& \quad \quad-\mathrm{E}_{\theta_{0}} \Psi_{\theta_{0}} \dot{L}_{\theta_{0}}^{T} \mathrm{I}^{-1}\left(\theta_{0}\right)=\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right)-\mathrm{I}^{-1}\left(\theta_{0}\right) .
\end{aligned}
$$

To complete the proof we note that for a random vector $X$ with expectation zero it holds $\mathrm{C}_{\theta_{0}}(X)=0$ if and only if $X=0, P_{\theta_{0}}$-a.s.

Remark 7.165. There is a simple interpretation for the inequality $\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right) \succeq$ $\mathrm{I}^{-1}\left(\theta_{0}\right)$. In the class of all sequences of estimators that admit the representation
(7.129) the estimators for which the influence function $\Psi_{\theta_{0}}$ is constructed with the help of the "gradient" $\dot{L}_{\theta_{0}}$ of the model at $\theta_{0}$ are most efficient. It is clear that after a linearization of the model such statistics reflect best the local behavior of the model. The influence function $\mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}$ that belongs to the MLE is, in view of $\mathrm{C}_{\theta_{0}}\left(\Psi_{\theta_{0}}\right) \succeq I^{-1}\left(\theta_{0}\right)=\mathrm{C}_{\theta_{0}}\left(I^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}\right)$, the most efficient influence function. The $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$ is also called the score function. Thus the score function provides, after a normalization, the most efficient influence function.

We have studied regular estimators with a stochastic Taylor expansion in Proposition 7.164. Now we investigate the larger class of all regular estimators. The condition of regularity corresponds for a fixed sample size to the requirement of equivariance. The latter is a condition that refers to every sample. In contrast to this requirement of equivariance the regularity is formulated in terms of the distributions induced by the sequence of statistics and is adapted to convergent sequences of models. The convolution theorem of Hájek (1970) and Inagaki (1970) states that for sequences of asymptotic normal models every sequence of regular estimators is asymptotically more spread out than the central variable in the limiting Gaussian model. The finite sample counterpart is the fact that the identity is under the squared error loss the best equivariant estimator for the family $\left(\mathbb{N}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}} ;$ see Example 5.59 and Theorem 5.56.

Theorem 7.166. (Hájek-Inagaki) Suppose $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$, $\Delta_{n} \uparrow \mathbb{R}^{d}$, satisfies the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition in Definition 6.63. If $\mathrm{I}_{0}$ is nonsingular and $S_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}^{d}$ is a sequence such that $\mathcal{L}\left(S_{n}-h \mid P_{n, h}\right)$ converges for every $h \in \mathbb{R}$ weakly to some distribution $Q$ that is independent of $h$, then there is a distribution $R$ on $\left(\mathbb{R}^{d}, \mathfrak{B}_{d}\right)$ such that the following hold.

$$
\begin{equation*}
Q=\mathrm{N}\left(0, \mathrm{I}_{0}^{-1}\right) * R . \tag{A}
\end{equation*}
$$

(B) $\mathcal{L}\left(S_{n}-\mathrm{I}_{0}^{-1} Z_{n} \mid P_{n, h}\right) \Rightarrow R$.
$S_{n}=\mathrm{I}_{0}^{-1} Z_{n}+o_{P_{n, 0}}(1) \Leftrightarrow R=\delta_{0}$.
Proof. The LAN condition implies $\mathcal{L}\left(Z_{n} \mid P_{n, 0}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}_{0}\right)$. As by assumption $\mathcal{L}\left(S_{n} \mid P_{n, 0}\right) \Rightarrow Q$, we get that $Z_{n}$ and $S_{n}$ are stochastically bounded with respect to $P_{n, 0}$. Then the vector $\left(S_{n}, Z_{n}\right)$ with values in $\mathbb{R}^{2 d}$ is stochastically bounded as well. As a subset of $\mathbb{R}^{2 d}$ is compact if and only if it is bounded and closed, we get from Theorem A. 48 that the sequence $\mathcal{L}\left(\left(S_{n}, Z_{n}\right) \mid P_{n, 0}\right)$ is tight, so that there is a subsequence $n_{k}$ with $\mathcal{L}\left(\left(S_{n_{k}}, Z_{n_{k}}\right) \mid P_{n, 0}\right) \Rightarrow \mu$ for some distribution $\mu$ on $\mathfrak{B}_{2 d}$. Denote by $S$ and $Z$ the projections of $\mathbb{R}^{2 d}=\mathbb{R}^{d} \times \mathbb{R}^{d}$ on the first and second component of this product, respectively. Hence with this notation and the LAN property

$$
\begin{aligned}
& \mathcal{L}\left(\left(S_{n_{k}}, Z_{n_{k}}\right) \mid P_{n_{k}, 0}\right) \Rightarrow \mathcal{L}((S, Z) \mid \mu) \quad \text { and } \quad \mathcal{L}(Z \mid \mu)=\mathrm{N}\left(0, \mathrm{I}_{0}\right), \\
& L_{n, h}=d P_{n, h} / d P_{n, 0}=\exp \left\{h^{T} Z_{n}-\frac{1}{2} h^{T} \mathbf{l}_{0} h+o_{P_{n, 0}}(1)\right\} .
\end{aligned}
$$

Set

$$
\begin{aligned}
V_{n} & =\exp \left\{i t^{T} S_{n}-i t^{T} h\right\} L_{n, h} \\
& =\exp \left\{i t^{T} S_{n}-i t^{T} h+h^{T} Z_{n}-\frac{1}{2} h^{T} \mathbf{I}_{0} h+o_{P_{n, 0}}(1)\right\} \quad \text { and } \\
V & =\exp \left\{i t^{T} S-i t^{T} h+h^{T} Z-\frac{1}{2} h^{T} \mathbf{I}_{0} h\right\} .
\end{aligned}
$$

The LAN condition implies that the sequence $P_{n, h}$ is contiguous with respect to $P_{n, 0}$; see Corollary 6.67. This implies in view of Theorem 6.26 that the sequence $L_{n_{k}, h}$, and consequently also the sequence $V_{n_{k}}$, is uniformly integrable with respect to $P_{n_{k}, 0}$ in the sense that

$$
\lim _{N \rightarrow \infty} \limsup _{k \rightarrow \infty} \mathrm{E}_{n_{k}, 0}\left|V_{n_{k}}\right| I_{[N, \infty)}\left(\left|V_{n}\right|\right)=0 .
$$

Hence by Slutsky's lemma (see Lemma A.46) and Proposition A.44,

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \mathrm{E}_{n_{k}, 0} V_{n_{k}} & =\lim _{k \rightarrow \infty} \mathrm{E}_{n_{k}, h} \exp \left\{i t^{T} S_{n_{k}}-i t^{T} h\right\} \\
& =\mathrm{E}_{\mu} \exp \left\{i t^{T} S-i t^{T} h+h^{T} Z-\frac{1}{2} h^{T} \mathrm{I}_{0} h\right\}
\end{aligned}
$$

Otherwise, by the assumption $\lim _{n \rightarrow \infty} \mathcal{L}\left(S_{n}-h \mid P_{n, h}\right)=\lim _{n \rightarrow \infty} \mathcal{L}\left(S_{n} \mid P_{n, 0}\right)$,

$$
\lim _{k \rightarrow \infty} \mathrm{E}_{n_{k}, h} \exp \left\{i t^{T} S_{n_{k}}-i t^{T} h\right\}=\lim _{k \rightarrow \infty} \mathrm{E}_{n_{k}, 0} \exp \left\{i t^{T} S_{n_{k}}\right\}=\mathrm{E}_{\mu} \exp \left\{i t^{T} S\right\}
$$

Hence for every $t, h \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\exp \left\{-i t^{T} h-\frac{1}{2} h^{T} \mathrm{I}_{0} h\right\} \mathrm{E}_{\mu} \exp \left\{i t^{T} S+h^{T} Z\right\}=\mathrm{E}_{\mu} \exp \left\{i t^{T} S\right\} \tag{7.130}
\end{equation*}
$$

As $\mathcal{L}(Z \mid \mu)=\mathrm{N}\left(0, \mathrm{I}_{0}\right)$ it holds $\mathrm{E}_{\mu} \exp \left\{h^{T} Z\right\}<\infty$ for every $h$. If we represent $\exp \left\{i t^{T} S\right\}$ as a linear combination of four nonnegative functions $f_{j}$, and set $d \boldsymbol{\mu}_{j}=f_{j} d \mu, j=1, \ldots, 4$, then we get from Lemma 1.16 that $\mathrm{E}_{\mu} \exp \left\{i t^{T} S+\right.$ $\left.z^{T} Z\right\}$ is an analytic function of $z$. Hence (7.130) remains valid if we replace $h$ with $z \in \mathbb{R}^{d}+i \mathbb{R}^{d}$. Thus we may set $h=-i I_{0}^{-1} t$ and obtain

$$
\exp \left\{-\frac{1}{2} t^{T} \mathrm{I}_{0}^{-1} t\right\} \mathrm{E}_{\mu} \exp \left\{i t^{T}\left(S-\mathrm{I}_{0}^{-1} Z\right)\right\}=\mathrm{E}_{\mu} \exp \left\{i t^{T} S\right\}
$$

The facts that the characteristic function of a convolution of distributions is the product of their characteristic functions, and that $\exp \left\{-\left.\frac{1}{2} t^{T}\right|_{0} ^{-1} t\right\}$ is the characteristic function of $\mathrm{N}\left(0, \mathrm{I}_{0}^{-1}\right)$, in conjunction with the uniqueness theorem for characteristic functions (see Theorem A.51) yield statement ( $A$ ) for $Q=\mathcal{L}(S \mid \mu)$ and $R=\mathcal{L}\left(S-I_{0}^{-1} Z \mid \mu\right)$.

To prove $(B)$ we recall that by the proof of $(A)$ the sequence $\left(S_{n}, Z_{n}\right)$ is stochastically bounded with respect to $P_{n, 0}$. Hence by the contiguity of $P_{n, h}$ with respect to $P_{n, 0}$ the sequence $\left(S_{n}, Z_{n}\right)$, and consequently the sequence $S_{n}-\mathrm{I}_{0}^{-1} Z_{n}$, is stochastically bounded under $P_{n, h}$, and thus the sequence of distributions $\mathcal{L}\left(S_{n}-I_{0}^{-1} Z_{n} \mid P_{n, h}\right)$ is tight. We have already shown in the proof
of $(A)$ that $R=\mathcal{L}\left(S-\mathrm{I}_{0}^{-1} Z \mid \mu\right)$ is an accumulation point of the sequence $\mathcal{L}\left(S_{n}-\mathrm{I}_{0}^{-1} Z_{n} \mid P_{n, h}\right)$. If $n_{l}$ is any subsequence so that $\mathcal{L}\left(S_{n_{l}}-\mathrm{I}_{0}^{-1} Z_{n_{l}} \mid P_{n_{l}, h}\right)$ tends weakly to some distribution $\widetilde{R}$, say, then we apply the already established statement $(A)$ to the sequence $n_{l}$ to get $Q=\mathrm{N}\left(0, \mathrm{I}_{0}^{-1}\right) * \widetilde{R}$. On the other hand we already know that $Q=\mathrm{N}\left(0, \mathrm{I}_{0}^{-1}\right) * R$. Turning to characteristic functions and using the fact that the characteristic function of $N\left(0, I_{0}^{-1}\right)$ is $\underset{\sim}{\exp }\left\{-\frac{1}{2} t^{T} I_{0}^{-1} t\right\}$, which is nonzero for every $t$, we get from Theorem A. 51 that $\widetilde{R}=R$. Hence all accumulation points, in the sense of weak convergence, of the tight sequence $\mathcal{L}\left(S_{n}-\mathrm{I}_{0}^{-1} Z_{n} \mid P_{n, h}\right)$ are identical, so that $(B)$ is established. $(C)$ follows from $(B)$ as the weak convergence of the distributions to $\delta_{0}$ and the stochastic convergence to 0 are identical.

Remark 7.167. The statement in Theorem 7.166 was independently established in papers by Hájek (1970) and Inagaki (1970). The proof given above follows Witting and Müller-Funk (1995). For forerunners, other versions, and historical remarks we refer to Pfanzagl (1994) and Strasser (1985).

The essence of the Hájek-Inagaki convolution theorem is that the limit distribution $Q_{\theta_{0}}$ is more spread out than the limit distribution of the MLE. An easy way to see this is to fix independent random vectors $S$ and $U$ such that $\mathcal{L}(S)=\mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)$ and $\mathcal{L}(U)=R$. Then $\mathcal{L}(S+U)=\mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right) * R$. Moreover, if $\mathbb{E}\|U\|^{2}<\infty$, then $\mathrm{C}(S+U) \succeq \mathrm{C}(S)$, in the Löwner semiorder, which clarifies in which sense $\mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right) * R$ is more spread out than $\mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)$. The consideration of the covariance matrices holds for any sum of independent random vectors. However, as we are in the specific situation where $S$ has a normal distribution more can be said. It follows from Anderson's lemma (see Proposition 3.62) that for any nonnegative subconvex and centrally symmetric function $l: \mathbb{R}^{d} \rightarrow_{m} \mathbb{R}_{+}$it holds

$$
\begin{align*}
\mathbb{E} l(S+U) & =\int\left[\int l(s+u) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d s)\right] R(d u)  \tag{7.131}\\
& \geq \int\left[\int l(s) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d s)\right] R(d u)=\mathbb{E} l(S)
\end{align*}
$$

and the statement that $\mathcal{L}(S+U)$ is more spread out than $\mathcal{L}(S)$ is specified by this inequality.

We apply the convolution theorem to regular estimators that are based on i.i.d. observations. Recall that $\mathfrak{L}_{d}$ is the class of all nonnegative measurable subconvex and centrally symmetric functions $l$ on $\mathbb{R}^{d}$.

Proposition 7.168. Let $\Delta \subseteq \mathbb{R}^{d}$ be open. Assume that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$, and that the Fisher information matrix $\mathbf{I}\left(\theta_{0}\right)$ is nonsingular. If $\widetilde{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is a sequence of regular estimators for which the distributions $\mathcal{L}\left(\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right)$ tend weakly to some limit distribution, then

$$
\liminf _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right)\right) d P_{\theta_{0}}^{\otimes n} \geq \int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)
$$

for every continuous $l \in \mathfrak{L}_{d}$. If condition (A10) is fulfilled and $\widehat{\theta}_{n}$ is a sequence of estimators that solves the likelihood equation asymptotically, i.e., satisfies (7.109), and is consistent at $\theta_{0}$, then $\widehat{\theta}_{n}$ is a sequence of regular estimators that is asymptotically efficient in the sense that this sequence achieves the above lower bound for every bounded and continuous $l \in \mathfrak{L}_{d}$, i.e.,

$$
\lim _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)\right) d P_{\theta_{0}}^{\otimes n}=\int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)
$$

Proof. The $\mathbb{L}_{2}$-differentiability implies that the sequence $P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}$ satisfies the ULAN condition. If $l$ is bounded, then the stated inequality follows from Theorem 7.166 and (7.131). To deal with the general case we remark that $l$ is lower bounded and set $l_{N}=\min (l, N)$. Then

$$
\liminf _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right)\right) d P_{\theta_{0}}^{\otimes n} \geq \int l_{N}(t) \varphi_{0, I^{-1}\left(\theta_{0}\right)}(t) \boldsymbol{\lambda}(d t) .
$$

The monotone convergence theorem completes the proof of the first statement. The regularity of $\widehat{\theta}_{n}$ follows from Proposition 7.163 and (7.113). The fact that $\widehat{\theta}_{n}$ attains the lower bound for a bounded and continuous $l \in \mathfrak{L}_{d}$ follows from Theorem 7.148.

In Proposition 7.168 we have established a lower bound for the risk of all regular estimators for which the distributions $\mathcal{L}\left(\sqrt{n}\left(\widetilde{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right)$ converge. This is true for all regular estimators that admit a stochastic Taylor expansion (7.129). Now we operate directly with the family of localized models and find an asymptotic lower bound for the maximum risk by using the HájekLeCam bound in Proposition 6.89, where the concrete bound is provided by the optimal estimator in the Gaussian limit model. More precisely, assume that $\Delta \subseteq \mathbb{R}^{d}$ is open and that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$. We remark that

$$
\begin{aligned}
& \mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right), \quad \text { where } \\
& P_{n, h}=P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}, \quad h \in \Delta_{n}=\left\{h: h \in \mathbb{R}^{d}, \theta_{0}+h / \sqrt{n} \in \Delta\right\},
\end{aligned}
$$

satisfies the ULAN condition; see Theorem 6.70. This implies especially that $\mathcal{M}_{n}$ converges weakly to the Gaussian model $\mathcal{G}_{0}$; that is,

$$
\begin{equation*}
\mathcal{M}_{n} \Rightarrow \mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d}, \mathrm{~N}\left(h, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)_{h \in \mathbb{R}^{d}}\right) \tag{7.132}
\end{equation*}
$$

(see Corollary 6.66). For any given sequence of estimators $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow \Delta$ we introduce estimators for the local parameter $h$ by setting $\widehat{h}_{n}=\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$. Given $l: \mathbb{R}^{d} \rightarrow_{m} \mathbb{R}_{+}$we introduce the risk in the local model by setting it equal to $\int l\left(\widehat{h}_{n}-h\right) d P_{n, h}$. Turning back to the original model we get

$$
\int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h / \sqrt{n}\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}=\int l\left(\widehat{h}_{n}-h\right) d P_{n, h}
$$

Using this relation, an application of Proposition 6.89 gives for $h=0$ asymptotic lower bounds for $\int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)\right) d P_{\theta_{0}}^{\otimes n}$, but we can also arrive at minimax results by letting $h$ vary on compact sets.

Let us first consider the limiting model $\mathcal{G}_{0}$. In Theorem 3.65 it has been shown that

$$
\begin{aligned}
\inf _{\mathrm{D}} \sup _{h \in \mathbb{R}} \mathrm{R}(h, \mathrm{D}) & =\inf _{\mathrm{D}} \sup _{h \in \mathbb{R}} \int\left[\int l(a-h) \mathrm{D}(d a \mid x)\right] \mathrm{N}\left(h, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d x) \\
& =\int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)=\mathrm{R}\left(h, T_{n a t}\right)=\mathrm{R}\left(0, T_{n a t}\right),
\end{aligned}
$$

where $T_{n a t}(x)=x$. Furthermore, by Theorem 3.65,

$$
\begin{gather*}
\lim _{m \rightarrow \infty} \inf _{\mathrm{D}} \sup _{\theta \in \mathbb{R}^{d},\|\theta\| \leq m} \int\left[\int l(a-\theta) \mathrm{D}(d a \mid x)\right] \mathrm{N}\left(\theta, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d x)  \tag{7.133}\\
\quad=\int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t),
\end{gather*}
$$

provided that, in addition, the above $l$ is bounded.
Theorem 7.169. (Local Asymptotic Minimax Theorem) Suppose that $\Delta \subseteq \mathbb{R}^{d}$ is open, $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta, \widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ is a sequence of estimators, and $l \in \mathfrak{L}_{d}$ is continuous. Then

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \liminf _{n \rightarrow \infty} \sup _{\|h\| \leq m} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}  \tag{7.134}\\
\geq & \int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t) .
\end{align*}
$$

If condition (A10) is fulfilled and $\widehat{\theta}_{n}$ is a sequence of estimators that solves the likelihood equation asymptotically (i.e., satisfies (7.109)) and is consistent at $\theta_{0}$, then $\widehat{\theta}_{n}$ is asymptotically minimax in the sense that this sequence achieves the above lower bound for every bounded and continuous $l \in \mathfrak{L}_{d}$, i.e.,

$$
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \sup _{\|h\| \leq m} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}=\int l(t) \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right)(d t)
$$

Proof. By the subconvexity of $l, l \geq 0$, and $l(0)=0$ the function $l\left(t_{1}, \ldots, t_{d}\right)$ is nondecreasing in $t_{i}$ for $t_{i} \geq 0$ and fixed $t_{j}, j \neq i$; see Problem 2.15. Furthermore this function is symmetric in $t_{i} \in \mathbb{R}$. From here it follows that every continuous $l \in \mathfrak{L}_{d}$ can be extended to a continuous function $l: \overline{\mathbb{R}}^{d} \rightarrow[0, \infty]$ in such a way that $l\left(t_{1}, \ldots, t_{i}, \ldots, t_{d}\right) \leq l\left(t_{1}, \ldots, \infty, \ldots, t_{d}\right)$ for every $t_{i} \in \mathbb{R}$ and $t_{j} \in \overline{\mathbb{R}}, j \neq i$. We use the decision space $(\mathcal{D}, \mathfrak{D})=\left(\overline{\mathbb{R}}^{d}, \overline{\mathfrak{B}}_{d}\right)$ and note that $\mathcal{D}$ is a compact metric space. Let $\mathbb{D}_{0}$ be the set of all randomized estimators $\mathrm{D}: \overline{\mathfrak{B}}_{d} \times \mathbb{R}^{d} \rightarrow_{k}[0,1]$ for the model $\mathrm{N}\left(h, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)_{h \in \mathbb{R}^{d}} . \mathbb{D}_{0}$ is closed
as the set of all decisions is sequentially compact; see Theorem 3.17. In view of (7.132) we may apply Proposition 6.89 and obtain

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \sup _{\|h\| \leq m} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n} \\
\geq & \inf _{\mathrm{D} \in \mathbb{D}_{0}} \sup _{\|h\| \leq m} \int\left[\int l(t-h) \mathrm{D}(d t \mid x)\right] \mathrm{N}\left(h, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d x) .
\end{aligned}
$$

To carry out the minimization over $\mathrm{D} \in \mathbb{D}_{0}$ for the model $\mathcal{G}_{0}$ we note that we have to extend the infimum only over all estimators D with $\mathrm{D}\left(\overline{\mathbb{R}}^{d} \backslash \mathbb{R}^{d} \mid x\right)=0$. Hence by (7.133),
$\lim _{m \rightarrow \infty} \liminf _{n \rightarrow \infty} \sup _{\|h\| \leq m} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n} \geq \int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)$,
provided that $l$ is bounded. If $l$ is unbounded we set $l_{N}=\min (l, N)$. Then

$$
\begin{aligned}
\int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n} & \geq \int l_{N}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n} \\
\lim _{N \rightarrow \infty} \int l_{N}(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t) & =\int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)
\end{aligned}
$$

completes the proof of the first statement.
If condition (A10) is fulfilled and $\widehat{\theta}_{n}$ is a sequence of estimators that solves the likelihood equation asymptotically, and is consistent at $\theta_{0}$, then $\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)=\mathrm{I}^{-1}\left(\theta_{0}\right) Z_{n}+o_{P_{\theta_{0}}^{\otimes n}}(1)$; see (7.113). Set $\Psi=\mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}$. Then $\mathrm{C}_{\theta_{0}}\left(\Psi, \dot{L}_{\theta_{0}}\right)=\mathbf{I}, \mathrm{C}_{\theta_{0}}(\Psi)=\mathrm{I}^{-1}\left(\theta_{0}\right)$ and by Corollary 6.74 it follows for every bounded and continuous function $\varphi$

$$
\lim _{n \rightarrow \infty} \int \varphi\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)\right) d P_{\theta_{0}+h_{1} / \sqrt{n}}^{\otimes n}=\int \varphi\left(t+h_{1}\right) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)
$$

for every fixed $h_{1}$. Putting $\varphi_{h_{2}}(t)=l\left(t-h_{2}\right)$ we get for every fixed $h_{2}$

$$
\lim _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h_{2}\right) d P_{\theta_{0}+h_{1} / \sqrt{n}}^{\otimes n}=\int l\left(t+h_{1}-h_{2}\right) \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right)(d t)
$$

The family $\varphi_{h_{2}}(t)=l\left(t-h_{2}\right),\left\|h_{2}\right\| \leq m$, satisfies the conditions in Proposition A.45. Hence the above convergence is uniform in $h_{2}$ for every fixed $h_{1}$. As the family $P_{\theta_{0}+h_{1} / \sqrt{n}}^{\otimes n}$ satisfies the ULAN-condition we get from the asymptotic local equicontinuity of $P_{\theta_{0}+h_{1} / \sqrt{n}}^{\otimes n}$ in the sense of variational distance (see (6.80)) and the boundedness of $l$ that for every $m>0$ the above convergence is simultaneously uniform in $h_{1}$ and $h_{2}$ for $\left\|h_{1}\right\| \leq m$ and $\left\|h_{2}\right\| \leq m$. Putting $h_{1}=h_{2}=h$ we get

$$
\lim _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}=\int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)
$$

locally uniformly in $h$. Hence,

$$
\lim _{n \rightarrow \infty} \sup _{\|h\| \leq m} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}=\int l(t) \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right)(d t)
$$

Taking $m \rightarrow \infty$ we get the second statement.
Remark 7.170. Instead of (7.134) one might also prove

$$
\liminf _{n \rightarrow \infty} \sup _{h \in \Delta_{n}} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n} \geq \int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t)
$$

where $\Delta_{n}=\left\{h: \theta_{0}+\sqrt{n} h \in \Delta\right\}$. If $\Delta=\mathbb{R}^{d}$, then $\Delta_{n}=\mathbb{R}^{d}$ and the lower bound will not be attained in general as the ULAN property gives only the local uniform convergence.

Now we consider the one-dimensional case and asymptotically median unbiased estimators. We show that the MLE is within this class asymptotically uniformly best. To establish this result we apply the lower Hájek-LeCam bound which was established in Section 6.6, where we have assumed that the decision space is compact. Therefore we use the decision space $\overline{\mathbb{R}}=[-\infty, \infty]$. As every $l \in \mathfrak{L}_{1}$ is symmetric, nondecreasing for $t \geq 0$, and nonincreasing for $t \leq 0$, we may extend every continuous $l \in \mathfrak{L}_{1}$ continuously on $\overline{\mathbb{R}}$ by setting $l(-\infty)=l(\infty):=\lim _{t \rightarrow \infty} l(t)$.

Let $\Delta \subseteq \mathbb{R}$ be open and $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter family of distributions on $(\mathcal{X}, \mathfrak{A})$. A sequence of estimators $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \overline{\mathbb{R}}$ for the parameter $\theta \in \Delta$ is called asymptotically median unbiased at $\theta_{0}$ if for every $h \in \mathbb{R}$ and $P_{n, h}=$ $P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}$ it holds

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(\left[P_{n, h}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \leq h\right)\right] \wedge\left[P_{n, h}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \geq h\right)\right]\right) \geq \frac{1}{2} \tag{7.135}
\end{equation*}
$$

The following result is due to Pfanzagl (1970).
Theorem 7.171. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with $\mathbf{I}\left(\theta_{0}\right)>0$. Suppose $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \overline{\mathbb{R}}$ is a sequence of asymptotically median unbiased estimators at $\theta_{0}$. If $l \in \mathfrak{L}_{1}$ is continuous, then for every $h \in \mathbb{R}$,

$$
\liminf _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n} \geq \int l(t) \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right)(d t)
$$

If condition (A10) is fulfilled and $\hat{\theta}_{n}$ is a sequence of estimators that solves the likelihood equation asymptotically (i.e., satisfies (7.109)), and is consistent at $\theta_{0}$, then $\widehat{\theta}_{n}$ is a sequence of asymptotically median unbiased estimators at $\theta_{0}$ that is asymptotically efficient in the sense that this sequence achieves the above lower bound for every bounded and continuous $l \in \mathfrak{L}_{1}$, i.e.,

$$
\lim _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}=\int l(t) \mathrm{N}\left(0, I^{-1}\left(\theta_{0}\right)\right)(d t)
$$

where the convergence is locally uniform in $h$.

Proof. The decision space is $(\mathcal{D}, \mathfrak{D})=(\overline{\mathbb{R}}, \overline{\mathfrak{B}})$ and $\mathcal{D}$ is a compact metric space. Let $\mathbb{D}_{0}$ be the set of all median unbiased randomized estimators $D$ : $\overline{\mathfrak{B}} \times \mathbb{R} \rightarrow_{k}[0,1]$ for the model $\mathrm{N}\left(h, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)_{h \in \mathbb{R}^{d}}$. As by Problem $7.34 \mathbb{D}_{0}$ is closed and it holds (7.132) we may apply Proposition 6.89 to obtain

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \int l\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)-h\right) d P_{\theta_{0}+h / \sqrt{n}}^{\otimes n} \\
\geq & \inf _{\mathrm{D} \in \mathbb{D}_{0}} \int\left[\int l(t-h) \mathrm{D}(d t \mid x)\right] \mathrm{N}\left(h, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d x) \\
= & \int l(t) \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)(d t),
\end{aligned}
$$

where the last equality follows from Theorem 7.36 with $\varrho=l$. If (A10) and (7.109) hold, then by Corollary 6.74 it follows that $\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right) \Rightarrow$ $\mathrm{N}\left(h, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)$ locally uniformly in $h$, which gives the asymptotic median unbiasedness and the stated equality.

We illustrate the efficiency of estimators by considering location models.
Example 7.172. Suppose $f: \mathbb{R} \rightarrow(0, \infty)$ is a twice continuously differentiable Lebesgue density with finite Fisher information $\mathbf{I}=\int[\dot{f}(x)]^{2}[f(x)]^{-1} d x<\infty$. The $\log$-likelihood function for the location model is $\Lambda_{n}\left(\theta, \mathbf{x}_{n}\right)=\sum_{i=1}^{n} \ln f\left(x_{i}-\theta\right)$, and the likelihood equation reads

$$
\dot{\Lambda}_{n}(\theta)=\sum_{i=1}^{n} \dot{f}\left(X_{i}-\theta\right) / f\left(X_{i}-\theta\right)=0 .
$$

Example 7.81 gives the strong consistency of the MLE $\widehat{\theta}_{n}$ under the conditions there which we assume to be fulfilled. If in addition 7.114 is fulfilled, then by Example 7.150 it holds

$$
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)=-\sum_{i=1}^{n} \mathrm{I}^{-1} \dot{f}\left(X_{i}-\theta_{0}\right) / f\left(X_{i}-\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) .
$$

Hence $\widehat{\theta}_{n}$ is a regular and asymptotically median unbiased estimator which is efficient in the sense that it attains the lower bounds in 7.169. Suppose now that the second moment $\int t^{2} f(t) d t$ is finite and it holds $\int t f(t) d t=0$. Then the parameter $\theta$ is the expectation which we may estimate by the arithmetic mean $\bar{X}_{n}$. If $\sigma^{2}$ is the variance of the density $f$, then $\mathcal{L}\left(\sqrt{n}\left(\bar{X}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \sigma^{2}\right)$, so that by Theorem 7.171 $\sigma^{2} \geq \mathbf{I}^{-1}$. If $f=\varphi_{0, \sigma^{2}}$, then we have equality. The question arises as to whether there are other distributions with $\sigma^{2}=1^{-1}$. The answer is given by Proposition 7.164 which says that $\sigma^{2}=\mathrm{I}^{-1}$ implies $\mathrm{I}^{-1} \dot{L}_{\theta_{0}}=\mathrm{I}^{-1} \dot{f}(x) / f(x)=\Psi_{\theta_{0}}(x)=x-\theta_{0}$. By integrating this differential equation we see that $f=\varphi_{\theta_{0}, \sigma^{2}}$. Hence in the class of all location models that satisfy the above regularity conditions the arithmetic mean is asymptotically efficient if and only if the location model is generated by a normal distribution.

Example 7.173. In the previous example we have used relatively strong assumptions to make the general results applicable to the location model. But in more specific location models the MLE is directly available and can be seen to be asymptotically normal. Suppose we are given a location model generated by a positive
strongly unimodal and continuous density $f$. This is equivalent to the log-concavity so that $f(t)=\exp \{-\varrho(t)\}$ for some convex function $\varrho$. We know from Proposition 2.18 that $\lim _{x \rightarrow \pm \infty} f(x)=0$. Suppose that in addition the remaining conditions in (7.41) are satisfied. Then we get from Example 7.81 that the MLE is strongly consistent.

A special strongly unimodal distribution is the Laplace distribution, i.e., $f(t)=$ $\frac{1}{2} \exp \{-|t|\}$. The convex function $\varrho(t)=\frac{1}{2}|t|$ has derivatives from the right and from the left which differ only at zero. Hence $\varrho$ and thus $f$ are differentiable, $\boldsymbol{\lambda}$-a.e., and it holds $\dot{f}(t)=-\operatorname{sgn}(t) \exp \{-|t|\}$ for $t \neq 0$. As $\int_{a}^{b}|\dot{f}(t)| d t<\infty$ for every $a<b$ we get that $f$ is absolutely continuous. Moreover,

$$
\mathbf{I}=\int[\dot{f}(t) / f(t)]^{2} f(t) d t=\int f(t) d t=1
$$

We get from Lemma 1.121 that the location model is $\mathbb{L}_{2}$-differentiable with $\mathbb{L}_{2}$ derivative $\dot{L}_{\theta_{0}}(t)=-\operatorname{sgn}\left(t-\theta_{0}\right)$, $\boldsymbol{\lambda}$-a.e. As

$$
\Lambda_{n}(\theta)=-\sum_{i=1}^{n}\left|X_{i}-\theta\right|-n \ln 2,
$$

we get from Example 7.107 that the MLE is the sample median. From Example 7.139 we get for $\alpha=1 / 2$ the representation of the sample median $\widehat{\theta}_{n}$,

$$
\begin{aligned}
\sqrt{n}\left(\widehat{\theta}_{n}-u_{1 / 2}\right) & =-\left(f\left(u_{1 / 2}\right)\right)^{-1} n^{-1 / 2} 2^{-1} \sum_{i=1}^{n} \operatorname{sgn}\left(X_{i}-\theta_{0}\right)+o_{P \otimes n}(1) \\
& =-n^{-1 / 2} \sum_{i=1}^{n} \operatorname{sgn}\left(X_{i}-\theta_{0}\right)+o_{P \otimes n}(1),
\end{aligned}
$$

where $X_{1}, \ldots, X_{n}$ are i.i.d. with common density $f\left(t-\theta_{0}\right)$. This is, in view of $\dot{L}_{\theta_{0}}(t)=$ $-\operatorname{sgn}\left(t-\theta_{0}\right)$, exactly the expansion (7.113). As $\widehat{\theta}_{n}$ is consistent we see that the median is the asymptotically efficient estimator in the location model generated by the Laplace distribution, where "efficient" is specified by Proposition 7.164 and Theorems 7.171 and 7.169.

Sometimes the parameter vector $\theta=\left(\tau^{T}, \xi^{T}\right)^{T}$ consists of two parts, where $\tau$ is the $k$-dimensional parameter of interest and $\xi$ is the $(d-k)$-dimensional nuisance parameter that is only used to fit the model to the data. We suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable and split the $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta}$ into $U_{\theta}$ and $V_{\theta}$, respectively.

$$
\dot{L}_{\theta}=\binom{U_{\theta}}{V_{\theta}}, \quad \theta=\binom{\tau}{\xi} \in \Delta^{0}
$$

The covariance matrix $\mathrm{C}_{\theta_{0}}\left(\dot{L}_{\theta_{0}}\right)$ is the Fisher information matrix, and we partition it analogously.

$$
\begin{aligned}
\mathrm{C}_{\theta_{0}}\left(\dot{L}_{\theta_{0}}\right)=\mathrm{I}\left(\theta_{0}\right) & =\left(\begin{array}{ll}
\mathrm{I}_{1,1}\left(\theta_{0}\right) & \mathrm{I}_{1,2}\left(\theta_{0}\right) \\
\mathrm{I}_{2,1}\left(\theta_{0}\right) \mathrm{I}_{2,2}\left(\theta_{0}\right)
\end{array}\right) \\
& =\left(\begin{array}{ll}
\mathrm{C}_{\theta_{0}}\left(U_{\theta_{0}}\right) & \mathrm{C}_{\theta_{0}}\left(U_{\theta_{0}}, V_{\theta_{0}}\right) \\
\mathrm{C}_{\theta_{0}}\left(V_{\theta_{0}}, U_{\theta_{0}}\right) & \mathrm{C}_{\theta_{0}}\left(V_{\theta_{0}}\right)
\end{array}\right) .
\end{aligned}
$$

Later on we use the inverse matrix $\mathrm{I}^{-1}\left(\theta_{0}\right)$ also represented by block matrices.

Problem 7.174.* Let I be a symmetric positive semidefinite $d \times d$ matrix consisting of the block matrices $\left(\boldsymbol{I}_{i, j}\right)_{1 \leq i, j \leq 2}$. Then $\boldsymbol{I}$ is invertible if and only if $\boldsymbol{I}_{2,2}$ and $G:=$ $\mathbf{I}_{1,1}-\mathbf{I}_{1,2} I_{2,2}^{-1} \mathbf{I}_{2,1}$ are invertible. In this case $\mathbf{I}$ and $G$ are positive definite and the inverse matrix $\mathrm{J}=\mathrm{I}^{-1}$ has the block matrices $\left(\mathrm{J}_{i, j}\right)_{1 \leq i, j \leq 2}$ given by

$$
\left(\begin{array}{ll}
\mathrm{J}_{1,1} & \mathrm{~J}_{1,2} \\
\mathrm{~J}_{2,1} & \mathrm{~J}_{2,2}
\end{array}\right)=\left(\begin{array}{ll}
\mathrm{G}^{-1} & -\mathrm{G}^{-1} \mathbf{I}_{1,2} \mathbf{I}_{2,2}^{-1} \\
-\left(\mathrm{I}_{1,2} \mathrm{I}_{2,2}^{-1}\right)^{T} \mathrm{G}^{-1} & \mathrm{I}_{2,2}^{-1}+\left(\mathrm{I}_{1,2} \mathbf{I}_{2,2}^{-1}\right)^{T} \mathrm{G}^{-1}\left(\mathrm{I}_{1,2} \mathrm{I}_{2,2}^{-1}\right)
\end{array}\right) .
$$

Problem 7.175.* Let I be symmetric positive definite, and $J_{1,1}$ and $G$ be the matrices introduced in Problem 7.174. Then $\mathrm{I}_{1,1}-\mathrm{G}$ is positive semidefinite, so that $\mathrm{I}_{1,1} \succeq \mathrm{G}$ in the Löwner semiorder.

Problem 7.176. Let $A$ and $B$ be positive definite symmetric matrices. If $A \preceq B$ in the Löwner semiorder, then $B^{-1} \preceq A^{-1}$.

In the presence of a nuisance parameter $\xi_{0}$ one has to distinguish two cases when the parameter of interest $\tau_{0}$ is to be estimated. If $\xi_{0}$ is known, then one has the model $\left(P_{\tau, \xi_{0}}\right)_{\tau \in \Upsilon}$. If the regularity conditions of Theorem 7.148 are satisfied, then the MLE $\widehat{\tau}_{n}$ satisfies $\mathcal{L}\left(\sqrt{n}\left(\widehat{\tau}_{n}-\tau_{0}\right) \mid P_{\tau_{0}, \xi_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}_{1,1}^{-1}\left(\tau_{0}, \xi_{0}\right)\right)$. On the other hand, if $\xi_{0}$ is unknown, then one has to estimate both $\tau_{0}$ and $\xi_{0}$; that is, we have the model $\left(P_{\theta}\right)_{\theta \in \Delta}$, where $\theta=(\tau, \xi) \in \Delta$. If the regularity conditions of Theorem 7.148 are satisfied for this model, then the MLE $\widetilde{\theta}_{n}=$ $\left(\widetilde{\tau}_{n}, \widetilde{\xi}_{n}\right)$ satisfies

$$
\mathcal{L}\left(\left.\sqrt{n}\left(\binom{\widetilde{\tau}_{n}}{\widetilde{\xi}_{n}}-\binom{\tau_{0}}{\xi_{0}}\right) \right\rvert\, P_{\tau_{0}, \xi_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0,\left(\begin{array}{ll}
\mathrm{J}_{1,1} & \mathrm{~J}_{1,2} \\
\mathrm{~J}_{2,1} & \mathrm{~J}_{2,2}
\end{array}\right)\right),
$$

and therefore $\mathcal{L}\left(\sqrt{n}\left(\widetilde{\tau}_{n}-\tau_{0}\right) \mid P_{\tau_{0}, \xi_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{~J}_{1,1}\right)$. In view of Problem 7.175 we have $\mathrm{I}_{1,1} \succeq \mathrm{~J}_{1,1}^{-1}$ and thus $\mathrm{I}_{1,1}^{-1} \preceq \mathrm{~J}_{1,1}$, i.e., for large $n$ the estimator $\widehat{\tau}_{n}$ is more concentrated around $\tau_{0}$ than $\widetilde{\tau}_{n}$. This is not surprising since for the construction of $\widehat{\tau}_{n}$ we could use the known nuisance parameter $\xi_{0}$, but not for the construction of $\widetilde{\tau}_{n}$. Moreover, if $\mathrm{I}_{1,2}\left(\theta_{0}\right)=\mathrm{C}_{\theta_{0}}\left(U_{\theta_{0}}, V_{\theta_{0}}\right)=0$, then $\mathrm{I}_{1,1}^{-1}=\mathrm{J}_{1,1}$ and both estimators have asymptotically the same precision. The condition $\mathrm{C}_{\theta_{0}}\left(U_{\theta_{0}}, V_{\theta_{0}}\right)=0$ can be considered as an orthogonality of the tangent vectors that belong to the parameters $\tau_{0}$ and $\xi_{0}$. In this case it does not matter if $\xi_{0}$ is known or unknown when we estimate $\tau$ by the MLE. Such situations are called adaptive cases. We return to this point in Chapter 8 when we are constructing tests in the presence of nuisance parameters.

Example 7.177. To illustrate the concept of adaptivity we consider the problem of estimating parameters in a location-scale model. Suppose $f: \mathbb{R} \rightarrow(0, \infty)$ is a continuously differentiable Lebesgue density with $\int[\dot{f}(x)]^{2}[f(x)]^{-1} d x<\infty$ and $\int x^{2}[\dot{f}(x)]^{2}[f(x)]^{-1} d x<\infty$. Let $P_{\theta}$ be the distribution with the Lebesgue density

$$
f_{\theta}(x)=\frac{1}{\sigma} f\left(\frac{x-\mu}{\sigma}\right), \quad \theta=(\mu, \sigma) \in \Delta=\mathbb{R} \times(0, \infty)
$$

Then by Example 1.119 the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable, and the Fisher information matrix is given by

$$
\mathbf{I}(\theta)=\frac{1}{\sigma^{2}}\left(\begin{array}{ll}
\int[\dot{f}(x)]^{2}[f(x)]^{-1} d x & \int x[\dot{f}(x)]^{2}[f(x)]^{-1} d x \\
\int x[\dot{f}(x)]^{2}[f(x)]^{-1} d x & \int x^{2}[\dot{f}(x)]^{2}[f(x)]^{-1} d x-1
\end{array}\right) .
$$

If now $f$ is symmetric, then $\int x[\dot{f}(x)]^{2}[f(x)]^{-1} d x=0$, so that adaptivity holds. This situation is especially met for the family of normal distributions.

### 7.8 Solutions to Selected Problems

Solution to Problem 7.12 The continuous differentiability means that the mapping $\theta \mapsto L_{\theta, \theta_{0}}^{1 / 2} \dot{L}_{\theta}$ is continuous in the sense of $\mathbb{L}_{2, d}\left(P_{\theta_{0}}\right)$. The continuity of the scalar product yields the first statement. The $\mathbb{L}_{1}$-differentiability established in Proposition 1.110 implies $P_{\theta_{0}+u}(B)-P_{\theta_{0}}(B)=\mathrm{E}_{\theta_{0}} I_{B}\left\langle u, \dot{L}_{\theta_{0}}\right\rangle+o(\|u\|)$. Hence $\mathrm{E}_{\theta_{0}} I_{B} \dot{L}_{\theta_{0}}$ is the gradient. The continuity follows from

$$
\begin{aligned}
& \left\|\mathrm{E}_{\theta} I_{B} \dot{L}_{\theta}-\mathrm{E}_{\theta_{0}} I_{B} \dot{L}_{\theta_{0}}\right\|=\left\|\mathrm{E}_{\theta_{0}} I_{B}\left(L_{\theta, \theta_{0}} \dot{L}_{\theta}-\dot{L}_{\theta_{0}}\right)\right\| \\
& \leq \mathrm{E}_{\theta_{0}}\left\|L_{\theta, \theta_{0}}^{1 / 2} \dot{L}_{\theta}-\dot{L}_{\theta_{0}}\right\|+\mathrm{E}_{\theta_{0}}\left\|L_{\theta, \theta_{0}}^{1 / 2}\left(\dot{L}_{\theta}-L_{\theta, \theta_{0}}^{1 / 2} \dot{L}_{\theta}\right)\right\| \\
& \leq\left(\mathrm{E}_{\theta_{0}}\left\|L_{\theta, \theta_{0}}^{1 / 2} \dot{L}_{\theta}-\dot{L}_{\theta_{0}}\right\|^{2}\right)^{1 / 2}+\left(\mathrm{E}_{\theta}\left\|\dot{L}_{\theta}\right\|^{2}\right)^{1 / 2}\left(\mathrm{E}_{\theta_{0}}\left(1-L_{\theta, \theta_{0}}^{1 / 2}\right)^{2}\right)^{1 / 2} .
\end{aligned}
$$

The first term tends to zero by the continuous differentiability. $\mathrm{E}_{\theta_{0}}\left(1-L_{\theta, \theta_{0}}^{1 / 2}\right)^{2}=$ $o\left(\left\|\theta-\theta_{0}\right\|\right)$ by (1.133). $\mathbf{E}_{\theta}\left\|\dot{L}_{\theta}\right\|^{2}$ is the trace of $\mathbf{I}(\theta)$ and therefore bounded as $\mathbf{I}(\theta)$ is continuous in $\theta$.

Solution to Problem 7.13: The mapping $\theta \mapsto L_{\theta, \theta_{0}}^{1 / 2} S$ is stochastically continuous with respect to $P_{\theta_{0}}$. The assumed continuity of $\theta \mapsto \mathrm{E}_{\theta}\|S\|^{2}$ and Vitali's theorem imply the continuity of $\theta \mapsto L_{\theta, \theta_{0}}^{1 / 2} S$ in the sense of $\mathbb{L}_{2, d}\left(P_{\theta_{0}}\right)$. As $\theta \mapsto L_{\theta, \theta_{0}}^{1 / 2} \dot{L}_{\theta}$ is continuous in the sense of $\mathbb{L}_{2, d}\left(P_{\theta_{0}}\right)$ by the continuous differentiability, the statement follows from the continuity of the scalar product.

Solution to Problem 7.14: The required equality yields $\langle c-a, T(x)\rangle=d-b$. $\operatorname{det}\left(\mathrm{C}_{\theta}(T)\right) \neq 0$ implies $c=a$ and thus $d=b$, see Problem 1.3.

Solution to Problem 7.23: $\widehat{\sigma^{2}}$ is a function of the complete and sufficient statistic $T(x)=\|x\|^{2} \cdot T / \sigma^{2}$ has a $\chi^{2}$-distribution with $n$ degrees of freedom. Hence $\mathbb{E}\left(\sigma^{2} / T\right)=\left(2^{n / 2} \Gamma(n / 2)\right)^{-1} \sigma^{2} \int_{0}^{\infty}(1 / t) t^{(n / 2)-1} \exp \{-t / 2\} d t=1 /(n-2)$.

Solution to Problem 7.24: For $y \in \mathbb{L}$ it holds $\|x-y\|^{2}=\left\|x_{\mathbb{L}}+x_{\mathbb{L} \perp}-y\right\|^{2}$ $=\left\|x_{\mathbb{L}}-y\right\|^{2}+\left\|x_{\mathbb{L}^{\perp}}\right\|^{2}$, and $\left\|x_{\mathbb{L}}-y\right\|^{2}=0$ for $y=x_{\mathbb{L}}$. The statement follows now with $x_{\mathbb{L}^{\perp}}=x-x_{\mathbb{L}}$.

Solution to Problem 7.25: If $C x=\Pi_{\mathbb{L}}(x)$ for some subspace $\mathbb{L}$, then by (7.10) $x^{T} C y=x^{T} \Pi_{\mathbb{L}}(y)=\left(\Pi_{\mathbb{L}}(x)\right)^{T} \Pi_{\mathbb{L}}(y)=(C x)^{T} \Pi_{\mathbb{L}}(y)=x^{T} C^{T} y$ for every $x, y \in \mathbb{R}^{n}$. $C C=C$ follows from $\Pi_{\mathbb{L}}\left(\Pi_{\mathbb{L}}(x)\right)=x$. Conversely if $C^{T}=C$ and $C C=C$ hold, and $\mathbb{L}$ is generated by the column vectors of $C$, then $C x \in \mathbb{L}$ and $(x-C x)^{T}(C y)=0$, so that $x-C x \perp \mathbb{L}$.

Solution to Problem 7.26: If for some $x \neq 0$ it holds $B^{T} B x=0$, then $\|B x\|^{2}=$ $x^{T} B^{T} B x=0$, which is impossible as the rank of $B$ is $d . C=B\left(B^{T} B\right)^{-1} B^{T}$ satisfies $C=C^{T}, C C=C, C x=x$ if $x \in \mathbb{L}=\left\{B y: y \in \mathbb{R}^{d}\right\}$, and $C x=0$ if $x \perp \mathbb{L}$, as $x \perp \mathbb{L}$ holds if and only if $x^{T} B=0$.

Solution to Problem 7.28: Represent $\Pi_{\mathbb{L}}(Z)$ and $\Pi_{\mathbb{M}}(Z)$ by matrices $\Pi_{\mathbb{L}}(Z)=$ $C_{\mathbb{L}} Z$ and $\Pi_{\mathbb{M}}(Z)=C_{\mathbb{M}} Z$. Then by (7.12) $\mathrm{C}\left(A C_{\mathbb{L}} Z, B C_{\mathbb{M}} Z\right)=A \mathrm{C}\left(C_{\mathbb{L}} Z, C_{\mathbb{M}} Z\right) B^{T}=$ $A C_{\mathbb{L}} \mathrm{C}(Z, Z) C_{\mathbb{M}} B^{T}=\sigma^{2} A C_{\mathbb{L}} \mathbf{I} C_{\mathbb{M}} B^{T}=0$ if $C_{\mathbb{L}} C_{\mathbb{M}}=0$, i.e., $\mathbb{L} \perp \mathbb{M}$.

Solution to Problem 7.29: Let $b_{1}, \ldots, b_{n}$ be an orthonormal basis such that $b_{1}, \ldots, b_{d}$ is a basis for $\mathbb{L}$ and $b_{d+1}, \ldots, b_{n}$ for $\mathbb{L}^{\perp}$. Set $Y=\left(Y_{1}, \ldots, Y_{n}\right)^{T}, Y_{i}=X^{T} b_{i}$. The covariance matrix of $Y$ is $\sigma^{2} \mathbf{I}$. The claim follows from $\left\|\Pi_{\mathbb{L}} \perp(X)\right\|^{2}=\sum_{i=d+1}^{n} Y_{i}^{2}$.

Solution to Problem 7.34: Let $f_{m}: \mathbb{R}$ be the piecewise linear function which is one for $t \geq \kappa(\theta)$, and zero for $t \leq \kappa(\theta)-\frac{1}{m}$. Then $f_{m}$ is bounded and continuous on $\overline{\mathbb{R}}$ and $f_{m} \downarrow I_{[\kappa(\theta), \infty]}$. If the $\mathrm{D}_{n}$ are median unbiased and $\mathrm{D}_{n} \Rightarrow \mathrm{D}$, then

$$
\begin{aligned}
& \frac{1}{2} \leq \lim _{n \rightarrow \infty} \int\left[\int f_{m}(a) \mathrm{D}_{n}(d a \mid x)\right] P_{\theta}(d x)=\int\left[\int f_{m}(a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x), \\
& \frac{1}{2} \leq \lim _{m \rightarrow \infty} \int\left[\int f_{m}(a) \mathrm{D}(d a \mid x)\right] P_{\theta}(d x)=\int \mathrm{D}([\kappa(\theta), \infty] \mid x) P_{\theta}(d x) .
\end{aligned}
$$

The case of $[-\infty, \kappa(\theta)]$ is similar.
Solution to Problem 7.35: As $\varrho(0)=0$ we get from Fubini's theorem

$$
\begin{aligned}
& \int I_{(\theta, \infty)}(s) \varrho(s-\theta) Q(d s)=\int I_{(\theta, \infty)}(s)\left[\int I_{(0, s-\theta]}(t) \mu_{\varrho}(d t)\right] Q(d s) \\
& =\int I_{(0, \infty)}(t)\left[\int I_{[t+\theta, \infty)}(s) Q(d s)\right] \mu_{\varrho}(d t)=\int I_{(0, \infty)}(t) Q([t+\theta, \infty)) \mu_{\varrho}(d t) \\
& \int I_{(-\infty, \theta]}(s) \varrho(s-\theta) Q(d s)=\int I_{(-\infty, \theta]}(s)\left[\int I_{(s-\theta, 0]}(t) \mu_{\varrho}(d t)\right] Q(d s) \\
& =\int I_{(-\infty, 0]}(t)\left[\int I_{(-\infty, t+\theta)}(s) Q(d s)\right] \mu_{\varrho}(d t)=\int I_{(-\infty, 0)}(t) Q((-\infty, t+\theta]) \mu_{\varrho}(d t),
\end{aligned}
$$

where the last equality follows from $\mu_{\varrho}(\{a\})=0, a \in \mathbb{R}$. If $Q$ and $\mu_{\varrho}$ are symmetric, then

$$
\begin{aligned}
\int I_{(-\infty, 0)}(t) Q((-\infty, t+\theta]) \mu_{\varrho}(d t) & =\int I_{(-\infty, 0)}(t) Q([-t-\theta, \infty)) \mu_{\varrho}(d t) \\
& =\int I_{(0, \infty)}(t) Q([t-\theta, \infty)) \mu_{\varrho}(d t)
\end{aligned}
$$

Solution to Problem 7.43: Without loss of generality we assume that $u_{\alpha}=0$. For $\theta>0$ and $P=\mathcal{L}(X)$ it holds

$$
\tau_{\alpha}(X-\theta)-\tau_{\alpha}(X)=\theta(1-\alpha) I_{(-\infty, 0]}(X)+[-X+\theta(1-\alpha)] I_{(0, \theta]}(X)-\alpha \theta I_{(\theta, \infty)}(X),
$$

$$
\begin{aligned}
& \mathbb{E}\left(\tau_{\alpha}(X-\theta)-\tau_{\alpha}(X)\right) \\
& =(1-\alpha) \theta F(0)-\mathbb{E} X I_{(0, \theta]}(X)+(1-\alpha) \theta(F(\theta)-F(0))-\alpha \theta(1-F(\theta)) \\
& \left.=-\int I_{(0, \theta]}(t)\left[\int I_{(0, t)}(s) d s\right)\right] P(d t)-\theta(\alpha-F(\theta)) \\
& =-\int I_{(0, \theta]}(s)\left[\int I_{(s, \theta]}(t) P(d t)\right] d s-\theta(\alpha-F(\theta)) \\
& =-\int I_{(0, \theta]}(s)(F(\theta)-F(s)) d s-\theta(\alpha-F(\theta))=\int I_{[0, \theta]}(s)(F(s)-\alpha) d s
\end{aligned}
$$

The case of $\theta<0$ is similar.

Solution to Problem 7.49: If $P_{\theta_{0}}(A)=0$, then by the homogeneity of the model $P_{\theta}(A)=0, \theta \in \Delta$, and thus $(\mathrm{P} \Pi)(A)=\int P_{\theta}(A) \Pi(d \theta)=0, \theta \in \Delta$. Conversely, $(\mathrm{P} \Pi)(A)=0$ implies $P_{\theta_{0}}(A)=0$ for at least one $\theta_{0}$ and thus $P_{\theta}(A)=0, \theta \in \Delta$.

Solution to Problem 7.53: $\mathcal{L}\left(\|X-\theta\|^{2}\right)$ is a $\chi^{2}$-distribution with noncentrality $\delta^{2}=\|\theta\|^{2}$ and $d$ degrees of freedom. We know from Theorem 2.27 that $\mathcal{L}\left(\|X-\theta\|^{2}\right)$ is stochastically nondecreasing in $\delta^{2}$. Hence by Proposition $2.7 \mathbb{E}\|X-\theta\|^{-2} \leq$ $\mathbb{E}\|X\|^{-2}=2^{-d / 2} \Gamma(d / 2) \int_{0}^{\infty}(1 / t) t^{(d / 2)-1} \exp \{-t / 2\} d t<\infty$ if $d \geq 3$.

Solution to Problem 7.72: As in the one-dimensional case one can see that the left- and right-hand partial derivatives exist and it holds $\partial^{-} f / \partial x_{i} \leq \partial^{+} f / \partial x_{i}$. Set $\varepsilon_{i}(x)=\operatorname{sgn}\left(x_{i}-c_{i}\right)$ for fixed $x=\left(x_{1}, \ldots, x_{d}\right)$ and $c=\left(c_{1}, \ldots, c_{d}\right)$. The function $v(t)=f(c+t(x-c))$ is convex and satisfies $D^{+} v(0)=\sum_{i=1}^{d}\left(\partial^{\varepsilon_{i}(x)} f(c) / \partial x_{i}\right)\left(x_{i}-c_{i}\right)$. Hence $f(c+(x-c))-f(c)-\sum_{i=1}^{d}\left(\partial^{\varepsilon_{i}(x)} f(c) / \partial x_{i}\right)\left(x_{i}-c_{i}\right) \geq 0$ by (1.55). For any $\varepsilon_{i} \in\{+,-\}$ it holds $\left(\partial^{\varepsilon_{i}(x)} f(c) / \partial x_{i}\right)\left(x_{i}-c_{i}\right) \geq\left(\partial^{\varepsilon_{i}} f(c) / \partial x_{i}\right)\left(x_{i}-c_{i}\right)$ and the statement is established.

Solution to Problem 7.73: Fix $x, y \in K$ and put $z=x+\varepsilon(y-x) /\|y-x\|$. Then $z \in K_{\varepsilon}$ and for $\alpha=(1 / \varepsilon)\|y-x\| \leq 1$ it holds $y=(1-\alpha) x+\alpha z$, and

$$
\begin{aligned}
f(y) & \leq(1-\alpha) f(x)+\alpha f(z)=f(x)+\alpha(f(z)-f(x)) \\
f(y)-f(x) & \leq \alpha(f(z)-f(x)) \leq \alpha\left(\sup _{x \in K_{\varepsilon}} f(x)-\inf _{x \in K_{\varepsilon}} f(x)\right)
\end{aligned}
$$

As $x$ and $y$ are arbitrary we get for $\|y-x\| \leq \varepsilon$

$$
|f(x)-f(y)| \leq \varepsilon^{-1}\|y-x\|\left(\sup _{x \in K_{\varepsilon}} f(x)-\inf _{x \in K_{\varepsilon}} f(x)\right)
$$

But for $\|y-x\|>\varepsilon$ this inequality is trivial.
Solution to Problem 7.74: If $v$ is a convex function on an open interval $(a, b)$ of the real line, then by (1.54) the function $(v(t)-v(u)) /(t-u)$ is nondecreasing in $t$ and nonincreasing in $u$. Hence for $a+\varepsilon<x<b-\varepsilon$,

$$
\frac{\mathrm{v}(x)-\mathrm{v}(x-\varepsilon)}{\varepsilon} \leq \mathrm{D}^{+} \mathrm{v}(x) \leq \frac{\mathrm{v}(x+\varepsilon)-\mathrm{v}(x)}{\varepsilon}
$$

Let $e_{i}$ be the vector with 1 in the $i$ th component and 0 in the others. Let $c \in K$ be fixed. Let $\varepsilon>0$ be so small that $K_{\varepsilon} \subseteq O$. It holds

$$
\left|\frac{\partial^{+} f}{\partial x_{i}}(c)\right| \leq \frac{1}{\varepsilon}\left|f\left(c+\varepsilon e_{i}\right)-f(c)\right| \leq \frac{1}{\varepsilon}\left(\max \left(\left|f\left(c+\varepsilon e_{i}\right)\right|,\left|f\left(c-\varepsilon e_{i}\right)\right|\right)+|f(c)|\right)
$$

Denote the vectors $c \pm \varepsilon e_{i} c$ by $b_{1}, \ldots, b_{2^{d}+1}$. Then $g_{f}(x)=f(c)+\sum_{i=1}^{n} \frac{\partial^{+} f}{\partial x_{i}}(c)\left(x_{i}-c_{i}\right)$ satisfies

$$
\begin{aligned}
\left|g_{f}(x)-g_{f}(y)\right| & \leq\|x-y\| \sum_{i=1}^{d}\left|\frac{\partial^{+} f}{\partial x_{i}}(c)\right| \leq\|x-y\| \frac{1}{\varepsilon}\left(\sum_{i=1}^{2^{d}}\left|f\left(b_{i}\right)\right|+d|f(c)|\right) \\
\left|g_{f}(x)\right| & \leq\left(\sup _{x, y \in K_{\varepsilon}}\|x-y\|\right) \frac{1}{\varepsilon} \sum_{i=1}^{2^{d}}\left|f\left(b_{i}\right)\right|+|f(c)| \leq M \sum_{i=1}^{2^{d}+1}\left|f\left(b_{i}\right)\right|,
\end{aligned}
$$

where $M$ is some constant. $\tilde{f}(x)=f(x)-g_{f}(x)$ is a nonnegative convex function. Hence by Problem7.73 $|\widetilde{f}(x)-\widetilde{f}(y)| \leq \varepsilon^{-1}\|x-y\| \sup _{x \in K_{\varepsilon}} \widetilde{f}(x)$. As $O$ is open and $K_{\varepsilon} \subseteq O$ we may cover $K_{\varepsilon}$ by a finite number of cubes whose union is contained in $O$. For $x$ in some cube the value of $\widetilde{f}(x)$ does not exceed the maximum of the values of $\tilde{f}$ at the vertices. Denoting all vertices of the cubes by $\widetilde{b}_{1}, \ldots, \widetilde{b}_{N}$ we get

$$
\begin{aligned}
& |\widetilde{f}(x)-\widetilde{f}(y)| \leq \frac{1}{\varepsilon}\|x-y\| \sum_{i=1}^{N} \tilde{f}\left(\widetilde{b}_{i}\right) \\
& \quad \leq \frac{1}{\varepsilon}\|x-y\| \sum_{i=1}^{N}\left(\left|f\left(\widetilde{b}_{i}\right)\right|+M \sum_{j=1}^{2^{d}+1}\left|f\left(b_{j}\right)\right|\right) .
\end{aligned}
$$

Now use $f=\widetilde{f}+g_{f}$ and $\left|g_{f}(x)-g_{f}(y)\right| \leq\|x-y\| \varepsilon^{-1}\left(\sum_{i=1}^{2^{d}}\left|f\left(b_{i}\right)\right|+d|f(c)|\right)$.
Solution to Problem 7.83: If $C_{\varepsilon}(\theta)=\left\{\eta: \rho_{\Delta}(\eta, \theta)<\varepsilon\right\}$, then by Lebesgue's theorem $\lim _{\varepsilon \downarrow 0} \mathcal{H}\left(\theta_{0}, C_{\varepsilon}(\theta)\right)=\mathrm{H}_{s}\left(P_{\theta_{0}}, P_{\theta}\right)<1$. Hence for every $\theta \in B_{\varepsilon}$ there is some $\varepsilon(\theta)$ with $\mathcal{H}\left(\theta_{0}, C_{\varepsilon(\theta)}(\theta)\right)<1$. The rest follows from the compactness of $B_{\varepsilon}$.

Solution to Problem 7.91: $(A) \Rightarrow(B) \Rightarrow(C)$ is clear. Fix any $\theta \in \Delta^{0}$ and consider the function $\varphi(s)=\Lambda(\widehat{\theta}(x)+s(\theta-\widehat{\theta}(x)), x)$, which for a sufficiently small $\varepsilon>0$ is defined on $(-\varepsilon, 1+\varepsilon)$. As

$$
\varphi^{\prime \prime}(s)=-(\theta-\widehat{\theta}(x))^{T} \nabla \nabla^{T} K(\widehat{\theta}(x)+s(\theta-\widehat{\theta}(x))(\theta-\widehat{\theta}(x))<0,
$$

the function $\varphi$ is strictly concave for $\widehat{\theta}(x) \neq \theta$. If $(C)$ is fulfilled, then $\varphi^{\prime}(0)=0$ and the function $\varphi$ is strictly decreasing for $s>0$. Hence $\ln L(\widehat{\theta}(x), x)>\ln L(\theta, x)$ which gives $(A)$. The global maximum point is uniquely determined as the function is strictly concave.

Solution to Problem 7.92: Choose $\theta \in \Delta^{0}$, and consider the function

$$
\kappa^{*}(\lambda):=K\left(\lambda \theta+(1-\lambda) \theta_{0}\right)-\left\langle\lambda \theta+(1-\lambda) \theta_{0}, t\right\rangle .
$$

It holds $\frac{d \kappa^{*}(\lambda)}{d \lambda}=\left\langle\nabla K\left(\lambda \theta+(1-\lambda) \theta_{0}\right), \theta-\theta_{0}\right\rangle-\left\langle t, \theta-\theta_{0}\right\rangle$. Suppose that $\theta_{0} \in \partial \Delta$. Then the steepness condition (7.49) implies $\lim _{\lambda \downarrow 0} \frac{d \kappa^{*}(\lambda)}{d \lambda}=-\infty$, so that there exists at least one $\lambda_{0} \in(0,1)$ with

$$
K\left(\lambda_{0} \theta+\left(1-\lambda_{0}\right) \theta_{0}\right)-\left\langle\lambda_{0} \theta+\left(1-\lambda_{0}\right) \theta_{0}, t\right\rangle=\kappa^{*}\left(\lambda_{0}\right)<\kappa^{*}(0)=K\left(\theta_{0}\right)-\left\langle\theta_{0}, t\right\rangle,
$$

which contradicts $K\left(\theta_{0}\right)-\left\langle\theta_{0}, t\right\rangle \leq K(\theta)-\langle\theta, t\rangle, \theta \in \Delta$.

Solution to Problem 7.99: We use Proposition 2.17. It is sufficient to consider the case of $\mathbb{P}(Z=0)=0$. The distribution of $Z$ has a density $f(s)$ that is nonincreasing for $s>0$. As the distribution of $Z$ is symmetric we may assume that $f$ is symmetric. Hence $\mathbb{P}(|Z-a|<t)=F(a+t)-F(a-t)$, which is the integral over the $\boldsymbol{\lambda}$-a.e. existing derivative $f(a+t)-f(a-t) \leq 0, a>0$.

Solution to Problem 7.103: $D^{-} \mathrm{v}\left(\theta_{0}\right) \leq 0 \leq D^{+} \mathrm{v}\left(\theta_{0}\right)$ follows from the definition of $D^{-} \mathrm{v}$ and $D^{+} \mathrm{v}$. Conversely, if these inequalities hold, then by (1.58) the function v is nonincreasing for $t \leq \theta_{0}$ and nondecreasing for $t \geq \theta_{0}$. The minimizer is unique if and only if this monotonicity is strict. By (1.58) this is equivalent to $D^{-} v\left(\theta_{0}-\varepsilon\right)<$ $0<D^{+} \mathrm{v}\left(\theta_{0}+\varepsilon\right), \epsilon>0$. The strict convexity of v in a neighborhood of $\theta_{0}$ implies that $D^{+} \vee$ is strictly increasing.

Solution to Problem 7.104: It holds

$$
\frac{1}{h}\left[\mathrm{v}_{\varrho}(a+h)-\mathrm{v}_{\varrho}(a)\right]=\int \frac{1}{h}[\varrho(t+(a+h))-\varrho(t+a)] P(d t) .
$$

To carry out the limit under the integral we remark that by (1.54) for $h \in(0,1)$,

$$
\begin{aligned}
& \varrho(t+a)-\varrho(t+a-1) \leq \frac{1}{h}[\varrho(t+a)-\varrho(t+a-h)] \leq D^{-} \varrho(t+a) \\
& \leq D^{+} \varrho(t+a) \leq \frac{1}{h}[\varrho(t+a+h)-\varrho(t+a)] \leq \varrho(t+a+1)-\varrho(t+a)
\end{aligned}
$$

This inequality implies $\mathbb{E}\left|D^{ \pm} \varrho(Z+a)\right|<\infty$, and the first statement in (7.58) is obtained by an application of Lebesgue's theorem. To determine $\gamma_{v_{e}}$ we calculate $\gamma_{v_{e}}((a, b])$. It holds

$$
\begin{aligned}
\gamma_{\mathrm{v}_{\varrho}}((a, b]) & =D^{+} \mathrm{v}_{\varrho}(b)-D^{+} \mathrm{v}_{\varrho}(a)=\mathbb{E} D^{+} \varrho(Z+b)-\mathbb{E} D^{+} \varrho(Z+a) \\
& =\int \gamma_{\varrho}((a, b]+t) P(d t) .
\end{aligned}
$$

Solution to Problem 7.119: In view of (7.81) it suffices to consider the case $n=1$. If $(\mathrm{P} \Pi)(A)=\int P_{\theta}(A) \Pi(d \theta)=0$ for some $A \in \mathfrak{A}$, then there exists at least one $\theta \in\left\{\theta: \mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty\right\}$ with $P_{\theta}(A)=0$. As $\mathrm{K}\left(P_{\theta_{0}}, P_{\theta}\right)<\infty$ we get $P_{\theta_{0}} \ll P_{\theta}$ and therefore $P_{\theta_{0}}(A)=0$.

Solution to Problem 7.129: It is enough to consider the case of $d=1$. Let $\rho_{N}: \mathbb{R} \rightarrow \mathbb{R}$ be the piecewise linear function which is defined by the following conditions. $0 \leq \rho_{N} \leq 1, \rho_{N}(t)=1$ for $|t| \geq N$, and $\rho_{N}(t)=0$ for $|t|<N-1$. Then $\mathcal{L}\left(T_{n} \mid P_{n}\right) \Rightarrow \mathcal{L}(T \mid P)$ implies
$\lim _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} P_{n}\left(\left|T_{n}\right|>N\right) \leq \lim _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} \int \rho_{N}\left(T_{n}\right) d P_{n}=\lim _{N \rightarrow \infty} \int \rho_{N}(T) d P=0$,
where the last equality follows from Lebesgue's theorem. If $X_{n}=O_{P_{n}}(1)$ and $Y_{n}=$ $o_{P_{n}}(1)$, then

$$
\limsup _{n \rightarrow \infty} P_{n}\left(\left|X_{n} Y_{n}\right|>\varepsilon\right) \leq \limsup _{n \rightarrow \infty} P_{n}\left(\left|Y_{n}\right|>\varepsilon / N\right)+\limsup _{n \rightarrow \infty} P_{n}\left(\left|X_{n}\right|>N\right) .
$$

The first term on the right-hand side is zero, whereas the second tends to zero as $N \rightarrow \infty$. The last statement is clear from the definition of $\mathbf{o}_{P_{n}}(0)$.

Solution to Problem 7.130: The mapping $A \mapsto \operatorname{det}(A)$ is continuous. Hence $P_{n}\left(A_{n}\right) \rightarrow 1$, where $A_{n}=\left\{\operatorname{det}\left(\Sigma+o_{P_{n}}(1)\right) \neq 0\right\}$. Hence $V_{n} I_{A_{n}}=(\Sigma+$ $\left.o_{P_{n}}(1)\right)^{-1} U_{n} I_{A_{n}}+\left(\Sigma+o_{P_{n}}(1)\right)^{-1} o_{P_{n}}(1)=\left(\Sigma+o_{P_{n}}(1)\right)^{-1} U_{n} I_{A_{n}}+o_{P_{n}}(1)$. As $U_{n}$ is stochastically bounded we have $\left(\Sigma+o_{P_{n}}(1)\right)^{-1} U_{n}=\Sigma^{-1} U_{n}+o_{P_{n}}(1)$. Hence $V_{n}=\Sigma^{-1} U_{n}+o_{P_{n}}(1)$.

Solution to Problem 7.137: It holds $\gamma_{\varrho}(B)=\int_{B} \varrho^{\prime \prime}(x) \boldsymbol{\lambda}(d x)$; see (1.60). Hence by Remark $7.105 f(x)=\int \varrho^{\prime \prime}(x+t) P(d t)=\mathbb{E} \varrho^{\prime \prime}(\varepsilon+x)$ is a Lebesgue density of $\gamma_{v_{e}}$ which is strictly positive. The continuity of $f$ follows from the continuity of $\varrho^{\prime \prime}$, as by (7.97) we may pull the limit $t \rightarrow t_{0}$ under the integral sign. The Taylor formula in Theorem A. 2 gives $\mathbb{E}\left(\varrho\left(\varepsilon_{1}+a\right)-\varrho\left(\varepsilon_{1}\right)-a \varrho^{\prime}\left(\varepsilon_{1}\right)\right)^{2}=a^{4} \mathbb{E}\left(\int_{0}^{1}(1-s) \varrho^{\prime \prime}(\varepsilon+s a) d s\right)^{2} \leq$ $a^{4} \int_{0}^{1} \mathbb{E}\left(\varrho^{\prime \prime}(\varepsilon+s a)\right)^{2} d s=O\left(a^{4}\right)=o\left(a^{2}\right)$.

Solution to Problem 7.138: To verify (7.94) use Remark 7.105. It holds $\tau_{\alpha}\left(\varepsilon_{1}+\right.$ $a)-\tau_{\alpha}\left(\varepsilon_{1}\right)-a D^{+} \tau_{\alpha}\left(\varepsilon_{1}\right)=0$ if $\operatorname{sgn}\left(\varepsilon_{1}+a\right)=\operatorname{sgn}\left(\varepsilon_{1}\right)$. If $a>0, \varepsilon_{1}+a>0$, then with $\varepsilon_{1}<0$,

$$
\begin{aligned}
& \tau_{\alpha}\left(\varepsilon_{1}+a\right)-\tau_{\alpha}\left(\varepsilon_{1}\right)-a D^{+} \tau_{\alpha}\left(\varepsilon_{1}\right) I_{(-a, 0)}\left(\varepsilon_{1}\right) \\
& =\left[\alpha\left(\varepsilon_{1}+a\right)-(1-\alpha) \varepsilon_{1}+a(1-\alpha)\right] I_{(-a, 0)}\left(\varepsilon_{1}\right)=\left[(2 \alpha-1) \varepsilon_{1}+a\right] I_{(-a, 0)}\left(\varepsilon_{1}\right), \\
& \mathbb{E}\left[\tau_{\alpha}\left(\varepsilon_{1}+a\right)-\tau_{\alpha}\left(\varepsilon_{1}\right)-a D^{+} \tau_{\alpha}\left(\varepsilon_{1}\right)\right]^{2} I_{(-a, 0)}\left(\varepsilon_{1}\right) \\
& \leq 4 a^{2} \mathbb{E} I_{(-a, 0)}\left(\varepsilon_{1}\right)=4 a^{2} \int_{-a}^{0} f(t) d t=o\left(a^{2}\right) . \text { The other cases are similar. }
\end{aligned}
$$

## Solution to Problem 7.140: It holds

$$
\begin{aligned}
\mathrm{E}_{\theta_{0}}\left(\psi_{\theta+h}-\psi_{\theta}\right)-\mathrm{E}_{\theta_{0}}\left(\dot{\psi}_{\theta}^{T} h\right) & =\mathrm{E}_{\theta_{0}} \int_{0}^{1}\left(\dot{\psi}_{\theta+s h}^{T} h-\mathrm{E}_{\theta_{0}}\left(\dot{\psi}_{\theta}^{T} h\right)\right) d s \\
\left\|\mathrm{E}_{\theta_{0}}\left(\psi_{\theta+h}-\psi_{\theta}\right)-\mathrm{E}_{\theta_{0}} \dot{\psi}_{\theta}^{T} h\right\| & \leq \int_{0}^{1} \mathrm{E}_{\theta_{0}}\left\|\dot{\psi}_{\theta+s h}^{T} h-\dot{\psi}_{\theta}^{T} h\right\| d s=o(\|h\|),
\end{aligned}
$$

where the last equality follows from $\mathrm{E}_{\theta_{0}} \sup _{\theta \in U\left(\theta_{0}\right)}\left\|\dot{\psi}_{\theta}\right\|<\infty$, Lebesgue's theorem, and the continuity of $\dot{\psi}_{\theta}$.

Solution to Problem 7.174: If $I$ is invertible, then for every $z=\left(x^{T}, y^{T}\right)^{T} \neq 0$

$$
0<z^{T} \mathbf{I} z=x^{T} \mathbf{I}_{1,1} x+2 x^{T} \mathbf{I}_{1,2} y+y^{T} \mathbf{I}_{1,1} y .
$$

$x=0$ gives that $I_{2,2}$ is invertible. Set $y=-I_{2,2}^{-1} I_{2,1} x$. Then $0<z^{T} I z=x^{T}\left(I_{1,1}-\right.$ $\left.I_{1,2} I_{2,2}^{-1} I_{2,1}\right) x$ shows that $G$ is invertible. The representation of $I^{-1}$ follows by the multiplication of the two matrices. For example,

$$
\begin{aligned}
& \left(\mathbf{J}_{1,1},-\mathbf{J}_{1,1} \mathbf{I}_{1,2} \mathbf{I}_{2,2}^{-1}\right)\left(\mathbf{I}_{1,1}, \mathbf{I}_{2,1}\right)^{T} \\
= & \left(\mathbf{I}_{1,1}-\mathbf{I}_{1,2} \mathbf{I}_{2,2}^{-1} \mathbf{I}_{2,1}\right)^{-1} \mathbf{I}_{1,1}-\left(\mathbf{I}_{1,1}-\mathbf{I}_{1,2} \mathbf{I}_{2,2}^{-1} \mathbf{I}_{2,1}\right)^{-1} \mathbf{I}_{1,2} \mathbf{I}_{2,2}^{-1} \mathbf{I}_{2,1}=\mathbf{I} .
\end{aligned}
$$

Solution to Problem 7.175: $\mathrm{I}_{2,2}$ and $\mathrm{I}_{2,2}^{-1}$ are symmetric and positive definite. Furthermore, $x^{T} \mathbf{I}_{1,1} x-x^{T}\left(\mathbf{I}_{1,1}-\mathbf{I}_{1,2} \mathbf{I}_{2,2}^{-1} \mathbf{I}_{2,1}\right) x=\left(\mathbf{I}_{2,1} x\right)^{T} \mathbf{I}_{2,2}^{-1}\left(\mathbf{I}_{2,1} x\right) \geq 0$.

## Testing

The foundation of the framework of testing statistical hypotheses has been laid in Section 2.2. For a statistical model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ a test $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$ decides, based on an observation from some $P_{\theta}$ with an unknown $\theta \in \Delta$, whether the null hypothesis $\mathrm{H}_{0}: \theta \in \Delta_{0}$ or the alternative $\mathrm{H}_{A}: \theta \in \Delta_{A}$ is true, where $\Delta_{0}$ and $\Delta_{A}$ is a fixed given partition of $\Delta$. A comprehensive presentation of the theory of optimal tests is provided by Lehmann $(1959,1986)$ and Lehmann and Romano (2005), where also notes on historical developments can be found. Other books in this area are by Ferguson (1967), Hájek and Šidák (1967), Strasser (1985), Witting (1985), and Schervish (1995), where the majority of the subsequent results can be found.

### 8.1 Best Tests for Exponential Families

### 8.1.1 Tests for One-Parameter Exponential Families

In this section tests for one-parameter exponential families $\left(P_{\theta}\right)_{\theta \in \Delta}$ are considered. According to Definition 1.1 the $\boldsymbol{\mu}$-density of $P_{\theta}$ is

$$
\begin{equation*}
f_{\theta}(x)=\exp \{\theta T(x)-K(\theta)\}, \quad x \in \mathcal{X}, \theta \in \Delta \tag{8.1}
\end{equation*}
$$

Here $\Delta \subseteq \mathbb{R}$ is a convex set and thus an interval that may be open or closed, and finite or infinite, on either side. For (8.1) the likelihood ratio

$$
L_{\theta_{0}, \theta_{1}}(x)=\exp \left\{\left(\theta_{1}-\theta_{0}\right) T(x)-K\left(\theta_{1}\right)+K\left(\theta_{0}\right)\right\}, \quad x \in \mathcal{X},
$$

of $P_{\theta_{1}}$ with respect to $P_{\theta_{0}}$ is an increasing function of $T(x)$ for every $x \in \mathcal{X}$ and $\theta_{0}, \theta_{1} \in \Delta$ with $\theta_{0}<\theta_{1}$. If we reparametrize the family and introduce a new parameter $\eta$ by setting $\theta=\kappa(\eta)$, then the MLR property is preserved if $\kappa$ is nondecreasing. Such reparametrizations have been systematically considered in Chapter 1. We also recall the assumptions (A1) and (A2) for exponential families that have been made at the beginning of Chapter 1. (A1) guarantees
that the generating statistic $T$ is not a constant, $P_{\theta}$-a.s.; that is, $\mathrm{V}_{\theta}(T)=$ $K^{\prime \prime}(\theta)>0, \theta \in \Delta$. (A2) guarantees that $\Delta^{0} \neq \emptyset$.

Uniformly best level $\alpha$ tests for one-sided hypotheses under nondecreasing likelihood ratio in $T$ have been established already in Theorem 2.49. In this section we also consider systematically the hypotheses summarized below.

| Testing Problem | $\mathrm{H}_{0}: \theta \in \Delta_{0}$ | $\mathrm{H}_{A}: \theta \in \Delta_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $\Delta_{0}=\left(-\infty, \theta_{0}\right] \cap \Delta$ | $\Delta_{A}=\left(\theta_{0}, \infty\right) \cap \Delta$ |
| $(I I)$ | $\Delta_{0}=\left\{\theta_{0}\right\}$ | $\Delta_{A}=\Delta \backslash\left\{\theta_{0}\right\}$ |
| $(I I I)$ | $\Delta_{0}=\Delta \backslash\left(\theta_{1}, \theta_{2}\right)$ | $\Delta_{A}=\left(\theta_{1}, \theta_{2}\right) \cap \Delta$ |
| $(I V)$ | $\Delta_{0}=\left[\theta_{1}, \theta_{2}\right] \cap \Delta$ | $\Delta_{A}=\Delta \backslash\left[\theta_{1}, \theta_{2}\right]$ |

For testing problem ( $I$ ) a uniformly best (UMP) level $\alpha$ test has been given in (2.19). Testing problem (IV) is in some way a reflection of testing problem (III). Somewhat surprising, there exists a uniformly best level $\alpha$ test for testing problem (III), but not for the testing problems (II) and (IV). We also remark that $(I I)$ is a limiting case of $(I V)$. Tests for $(I I)$ and $(I V)$ are used to test whether the true parameter deviates from a norm values or is outside of a norm interval, respectively. In contrast to this the tests for

$$
\text { (V) } \mathrm{H}_{0}: \theta \in \Delta \backslash\left\{\theta_{0}\right\} \quad \text { versus } \quad \mathrm{H}_{A}: \theta=\theta_{0} \in \Delta
$$

and (III) are used to show that the data are from a model for which the true parameter is a given standard value or belongs to a standard interval, respectively. Tests for such hypotheses are called equivalence tests. If the power function is continuous, which holds, for example, in exponential models, then every level $\alpha$ test for testing problem $(V)$ has at most power $\alpha$ on the alternative. One way to remedy this is to stretch the alternative by turning to testing problem (III). For more details on equivalence tests we refer to Wellek (2003) and Lehmann and Romano (2005).

To deal with the above testing problems we need some general concepts that are introduced and discussed subsequently. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model, and $\Delta_{0}$ and $\Delta_{A}$ be a fixed given partition of $\Delta$.

Definition 8.1. A level $\alpha$ test $\varphi$ for

$$
\begin{equation*}
\mathrm{H}_{0}: \theta \in \Delta_{0} \quad \text { versus } \quad \mathrm{H}_{A}: \theta \in \Delta_{A} \tag{8.3}
\end{equation*}
$$

is called unbiased if $\inf _{\theta \in \Delta_{A}} \mathrm{E}_{\theta} \varphi \geq \alpha$. A test $\psi$ is called a uniformly best unbiased level $\alpha$ test for (8.3) if it is an unbiased level $\alpha$ test for (8.3) and $\mathrm{E}_{\theta} \psi \geq \mathrm{E}_{\theta} \phi, \theta \in \Delta_{A}$, holds for every unbiased level $\alpha$ test $\phi$ for (8.3).

Uniformly best unbiased is also called uniformly most powerful unbiased (UMPU). UMPU level $\alpha$ tests are admissible in a special way.

Problem 8.2.* Let $\alpha \in(0,1)$ be fixed. Every uniformly best unbiased level $\alpha$ test $\psi$ for (8.3) is admissible in the following sense. There is no level $\alpha$ test $\phi$ for (8.3) with $\mathrm{E}_{\theta} \psi \leq \mathrm{E}_{\theta} \phi, \theta \in \Delta_{A}$, and $\mathrm{E}_{\theta_{1}} \psi<\mathrm{E}_{\theta_{1}} \phi$ at some $\theta_{1} \in \Delta_{A}$.

For $\Delta \subseteq \mathbb{R}^{d}$ the boundary of $\Delta_{0}$ and $\Delta_{A}$, denoted by $J$, is the set of all $\theta \in \Delta$ for which there are points from both, $\Delta_{0}$ and $\Delta_{A}$, in every open ball $B \subseteq \mathbb{R}^{d}$ with center $\theta$. Note that this boundary may be empty. This happens, e.g., if the two hypotheses consist of two disjoint closed intervals. A test $\varphi$ is called $\alpha$-similar on the boundary of $\Delta_{0}$ and $\Delta_{A}$ if $\mathrm{E}_{\theta} \varphi=\alpha$ for every $\theta \in J$.

Problem 8.3. If $\Delta \subseteq \mathbb{R}^{d}$ and $J \neq \emptyset$, then every unbiased level $\alpha$ test for (8.3) for which $\theta \mapsto \mathrm{E}_{\theta} \varphi$ is continuous is $\alpha$-similar on the boundary.

Thus in particular every unbiased level $\alpha$ test $\varphi$ for (8.3) for which $\theta \mapsto \mathrm{E}_{\theta} \varphi$ is continuous attains the level $\alpha$, in the sense of Definition 2.30, provided that $J \neq \emptyset$. This holds especially for an exponential family that satisfies (A1) and (A2), as in this case $\theta \mapsto \mathrm{E}_{\theta} \varphi$ is continuous for every test $\varphi$; see Lemma 1.16.

Problem 8.4.* Suppose that $\theta \mapsto \mathrm{E}_{\theta} \psi$ is continuous for every test $\psi$. Let $\varphi$ be a level $\alpha$ test for (8.3) that is $\alpha$-similar on the boundary $J$, where $J \neq \emptyset$. If $\mathrm{E}_{\theta} \phi \leq \mathrm{E}_{\theta} \varphi$, $\theta \in \Delta_{A}$, for every test $\phi$ with $\mathrm{E}_{\theta} \phi=\alpha, \theta \in J$, then $\varphi$ is a uniformly best unbiased level $\alpha$ test for (8.3).

Two-sided testing problems in (8.2) for $\Delta \subseteq \mathbb{R}$ and $\alpha \in(0,1)$ are considered next. First it is shown that there are no uniformly best level $\alpha$ tests for $(I I)$ and (IV).

Proposition 8.5. Let $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}$, be a one-parameter exponential family in natural form that satisfies (A1) and (A2). Let $\theta_{1}, \theta_{2} \in \Delta^{0}$ with $\theta_{1}<\theta_{2}$ and $\alpha \in(0,1)$. Then there does not exist a uniformly best level $\alpha$ test for the testing problems (II) and (IV) in (8.2).

Proof. Take $a, b \in \Delta$ with $\left[\theta_{1}, \theta_{2}\right] \subseteq(a, b)$ and consider the two testing problems $\mathrm{H}_{0}: \theta \leq \theta_{1}$ versus $\mathrm{H}_{A}: \theta>\theta_{1}$ and $\mathrm{H}_{0}: \theta \leq \theta_{2}$ versus $\mathrm{H}_{A}: \theta>\theta_{2}$.

For the first testing problem, let $\mathrm{p}_{1}(\theta)$ denote the power function of the uniformly best $(1-\alpha)$ level test that appears in Proposition 2.51. Similarly, let $\mathrm{p}_{2}(\theta)$ denote the power function of the uniformly best level $\alpha$ test for the second testing problem. If $\psi$ is a uniformly best level $\alpha$ test for problem (IV) with power function $\mathrm{p}(\theta)=\mathrm{E}_{\theta} \psi$, then $\mathrm{p}_{2}(\theta)=\mathrm{p}(\theta), \theta>\theta_{2}$, and therefore, in view of Theorem A.3, $\mathrm{p}_{2}(\theta)=\mathrm{p}(\theta)$ for every $\theta \in(a, b)$ as both functions are analytic; see Lemma 1.16. Similarly it follows that $1-p_{1}(\theta)=p(\theta)$ for every $\theta \in(a, b)$. This, however, is impossible as $\mathrm{p}_{1}$ and $\mathrm{p}_{2}$ are increasing functions; see Proposition 2.51. The proof for problem (II) is analogous.

Tests for problem ( $I$ ) in (8.2) have been studied already in Chapter 2. It has been shown (see Theorem 2.49) that for families with MLR in $T$ every test of the form $I_{(c, \infty)}(T)+\gamma I_{\{c\}}(T)$ is a uniformly best level $\alpha$ test if the constants $c \in \mathbb{R}$ and $\gamma \in[0,1]$ are determined by $\alpha=\mathrm{E}_{\theta_{0}}\left(I_{(c, \infty)}(T)+\gamma I_{\{c\}}(T)\right)$. We show in the subsequent theorems that for the two-sided testing problems (II),
(III), and (IV) in (8.2) the optimal tests, for $(I I)$ and $(I V)$ restricted to the class of unbiased tests, are also piecewise constant. The display below gives the structure of these optimal tests and the conditions for their constants.

| Test | Structure of Test | Constraints |
| :---: | :---: | :---: |
| $\varphi_{I}(T)$ | $\varphi_{I}=I_{(c, \infty)}+\gamma I_{\{c\}}$ | $E_{\theta_{0}} \varphi_{I}(T)=\alpha$ |
| $\varphi_{I I}(T)$ | $\begin{align*} \varphi_{I I}= & I_{\left(-\infty, b_{1}\right)}+\varsigma_{1} I_{\left\{b_{1}\right\}} \\ & +\varsigma_{2} I_{\left\{b_{2}\right\}}+I_{\left(b_{2}, \infty\right)} \tag{8.4} \end{align*}$ | $\begin{aligned} & E_{\theta_{0}} \varphi_{I I}(T)=\alpha \\ & E_{\theta_{0}} \varphi_{I I}(T) T=\alpha E_{\theta_{0}} T \end{aligned}$ |
| $\varphi_{I I I}(T)$ | $\varphi_{I I I}=I_{\left(c_{1}, c_{2}\right)}+\varsigma_{1} I_{\left\{c_{1}\right\}}+\varsigma_{2} I_{\left\{c_{2}\right\}}$ | $\begin{aligned} & E_{\theta_{1}} \varphi_{I I I}(T)=\alpha \\ & E_{\theta_{2}} \varphi_{I I I}(T)=\alpha \end{aligned}$ |
| $\varphi_{I V}(T)$ | $\begin{aligned} \varphi_{I V}= & I_{\left(-\infty, b_{1}\right)}+\varsigma_{1} I_{\left\{b_{1}\right\}} \\ & +\varsigma_{2} I_{\left\{b_{2}\right\}}+I_{\left(b_{2}, \infty\right)} \end{aligned}$ | $\begin{aligned} & E_{\theta_{1}} \varphi_{I V}(T)=\alpha \\ & E_{\theta_{2}} \varphi_{I V}(T)=\alpha \end{aligned}$ |

The following theorem establishes the optimal tests for problem (IV).
Theorem 8.6. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter exponential family in natural form that satisfies (A1) and (A2), and let $\theta_{1}, \theta_{2} \in \Delta^{0}$ with $\theta_{1}<\theta_{2}$ be fixed.
(A) For every $\alpha \in(0,1)$ there exist $b_{1}, b_{2} \in \mathbb{R}$ and $\varsigma_{1}, \varsigma_{2} \in[0,1]$ such that

$$
\begin{equation*}
\mathrm{E}_{\theta_{1}} \varphi_{I V}(T)=\mathrm{E}_{\theta_{2}} \varphi_{I V}(T)=\alpha \tag{8.5}
\end{equation*}
$$

(B) Every test $\varphi_{I V}(T)$ in (8.4) that satisfies (8.5) is a uniformly best unbiased level $\alpha$ test for the testing problem (IV) in (8.4).
(C) For every test $\varphi_{I V}(T)$ from (8.4) that satisfies (8.5) the power $\mathrm{E}_{\theta} \varphi_{I V}(T)$ has a minimum at some uniquely determined $\theta_{*} \in\left(\theta_{1}, \theta_{2}\right)$, and it increases as $\theta$ tends away from $\theta_{*}$ in either direction.

Proof. For a proof of $(A)$ we refer to Lehmann (1959), Ferguson (1967), and Witting (1985). Now we prove statement $(B)$. To this end we remark that it suffices to consider the case where $[0,1] \subseteq \Delta^{0}, \theta_{1}=0$, and $\theta_{2}=1$, as the general case can be reduced to this case by a linear transformation of the parameter set. Using the density $f_{\theta}$ in (8.1) we consider the function

$$
\begin{aligned}
\rho\left(t, \rho_{1}, \rho_{2}\right) & =\rho_{1} \frac{f_{0}(t)}{f_{\theta}(t)}+\rho_{2} \frac{f_{1}(t)}{f_{\theta}(t)} \\
& =\rho_{1} \exp \{-\theta t-K(0)+K(\theta)\}+\rho_{2} \exp \{(1-\theta) t-K(1)+K(\theta)\}
\end{aligned}
$$

along with the equations

$$
\begin{equation*}
\rho\left(b_{1}, \rho_{1}, \rho_{2}\right)=\rho\left(b_{2}, \rho_{1}, \rho_{2}\right)=1 \tag{8.6}
\end{equation*}
$$

The solution $\rho_{1}^{*}, \rho_{2}^{*}$ is given by

$$
\begin{align*}
\rho_{1}^{*} & =\frac{1}{D}\left[\exp \left\{(1-\theta) b_{2}\right\}-\exp \left\{(1-\theta) b_{1}\right\}\right]  \tag{8.7}\\
\rho_{2}^{*} & =\frac{1}{D}\left[\exp \left\{-\theta b_{1}\right\}-\exp \left\{-\theta b_{2}\right\}\right] \\
D & =\exp \left\{(1-\theta) b_{2}-\theta b_{1}\right\}-\exp \left\{(1-\theta) b_{1}-\theta b_{2}\right\}>0 .
\end{align*}
$$

The inequality $(1-\theta) b_{2}-\theta b_{1}-(1-\theta) b_{1}+\theta b_{2}=b_{2}-b_{1}>0$ implies

$$
\begin{array}{llll}
\rho_{1}^{*}>0 & \text { and } & \rho_{2}^{*}<0 & \text { for } \quad \theta<0  \tag{8.8}\\
\rho_{1}^{*}<0 & \text { and } & \rho_{2}^{*}>0 & \text { for } \\
1<\theta .
\end{array}
$$

The derivative $\rho^{\prime}\left(t, \rho_{1}^{*}, \rho_{2}^{*}\right)=-\rho_{1}^{*} \theta \exp \{-\theta t\}+\rho_{2}^{*}(1-\theta) \exp \{(1-\theta) t\}$ of the function $\rho\left(t, \rho_{1}^{*}, \rho_{2}^{*}\right)$ has the unique zero

$$
t_{0}=\ln \frac{\rho_{1}^{*} \theta}{\rho_{2}^{*}(1-\theta)}
$$

which by (8.6) belongs to $\left[b_{1}, b_{2}\right]$. From (8.8) and $\lim _{t \rightarrow \infty} \rho\left(t, \rho_{1}^{*}, \rho_{2}^{*}\right)=-\infty$ we obtain

$$
\begin{array}{ll}
\rho\left(t, \rho_{1}^{*}, \rho_{2}^{*}\right) \geq 1, & \text { for } b_{1} \leq t \leq b_{2}  \tag{8.9}\\
\rho\left(t, \rho_{1}^{*}, \rho_{2}^{*}\right) \leq 1, & \text { for } t \leq b_{1} \text { and } t \geq b_{2}
\end{array}
$$

As $\mathrm{E}_{0} \varphi_{I V}(T)=\mathrm{E}_{1} \varphi_{I V}(T)=\alpha$, it holds for every test $\psi$ that satisfies (8.5),

$$
\begin{aligned}
\mathrm{E}_{\theta}\left(\varphi_{I V}(T)-\psi\right) & =\mathrm{E}_{\theta}\left(\varphi_{I V}(T)-\psi\right)-\rho_{1}^{*} \mathrm{E}_{0}\left(\varphi_{I V}(T)-\psi\right)-\rho_{2}^{*} \mathrm{E}_{1}\left(\varphi_{I V}(T)-\psi\right) \\
& =\mathrm{E}_{\theta}\left(\varphi_{I V}(T)-\psi\right)\left[1-\rho\left(T, \rho_{1}^{*}, \rho_{2}^{*}\right)\right]
\end{aligned}
$$

By the definition of $\varphi_{I V}(T)$ and (8.9) both brackets are simultaneously positive or negative so that the product is nonnegative in any case. This gives

$$
\mathrm{E}_{\theta}\left(\varphi_{I V}(T)-\psi\right) \geq 0, \quad \theta \notin[0,1]
$$

Especially, $\psi \equiv \alpha$ is an unbiased level $\alpha$ test, and thus the inequality $\mathrm{E}_{\theta} \varphi_{I V}(T) \geq \alpha, \theta \notin[0,1]$, is established. As $\theta$ was arbitrary we see that $\varphi_{I V}(T)$ is a uniformly best unbiased test, provided that

$$
\mathrm{E}_{\theta} \varphi_{I V}(T) \leq \alpha, \quad 0 \leq \theta \leq 1
$$

As we have noted at the beginning of the proof the consideration of $\theta_{1}=0$ and $\theta_{2}=1$ is no restriction of generality. Hence we obtain the following remarkable property of the power function $\mathrm{p}(\theta):=\mathrm{E}_{\theta} \varphi_{I V}(T)$. For any $\eta_{1}<\eta_{2}$ and $\eta \notin\left[\eta_{1}, \eta_{2}\right]$,

$$
0<\mathrm{E}_{\eta_{1}} \varphi_{I V}(T)=\mathrm{E}_{\eta_{2}} \varphi_{I V}(T)<1 \quad \text { implies } \quad \mathrm{E}_{\eta} \varphi_{I V}(T) \geq \mathrm{E}_{\eta_{1}} \varphi_{I V}(T)
$$

This property and the continuity of the function $\mathrm{p}(\eta)=\mathrm{E}_{\eta} \varphi_{I V}(T)$ (see Lemma 1.16) implies that $\mathrm{p}(\eta)$ does not cross any level more than twice in $0 \leq \eta \leq 1$.

Because $\mathrm{p}(\eta)$ is an analytic function that is uniquely determined by its values in any open subset of $\Delta$, and $\varphi_{I V}(T)$ is not a constant (i.e., equal to $\alpha, P_{\theta^{-}}$ a.s.) there is a uniquely determined $\theta_{*}$ at which $\mathrm{p}(\eta)$ attains the minimum, and $\mathrm{p}(\eta)$ increases if $\eta$ tends away from $\theta_{*}$. This completes the proof of $(B)$, and also the proof of $(C)$.

Problem 8.7. Suppose that $P_{\theta}$ has the Lebesgue density $f_{\theta}(x)=\theta x^{\theta-1} I_{[0,1]}(x)$, $x \in \mathbb{R}, \theta \in \Delta=(0, \infty)$. For $0<\theta_{1}<\theta_{2}$ fixed, let $\mathbf{H}_{0}: \theta \in\left[\theta_{1}, \theta_{2}\right]$ and $\mathbf{H}_{A}: \theta \in$ $\left(0, \theta_{1}\right) \cup\left(\theta_{2}, \infty\right)$. For a fixed $\alpha \in(0,1)$ find a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$.

Now we deal with testing problem (III) in (8.2) for $\alpha \in(0,1)$. For $c_{1}, c_{2} \in$ $\mathbb{R}$ with $c_{1}<c_{2}$, and $\gamma_{1}, \gamma_{2} \in[0,1]$, let $\varphi_{I I I}(T)$ be defined in (8.4). In contrast to the previous theorem this test, subject to

$$
\begin{equation*}
\mathrm{E}_{\theta_{1}} \varphi_{I I I}(T)=\mathrm{E}_{\theta_{2}} \varphi_{I I I}(T)=\alpha, \tag{8.10}
\end{equation*}
$$

turns out to be a uniformly best level $\alpha$ test for testing problem (III), that is, not only in the restricted class of unbiased level $\alpha$ tests, but in the class of all level $\alpha$ tests.

Theorem 8.8. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter exponential family in natural form that satisfies (A1) and (A2), and let $\theta_{1}, \theta_{2} \in \Delta^{0}$ with $\theta_{1}<\theta_{2}$ be fixed.
(A) For every $\alpha \in(0,1)$ there exist $c_{1}, c_{2} \in \mathbb{R}$ and $\gamma_{1}, \gamma_{2} \in[0,1]$ such that (8.10) holds.
(B) Every test $\varphi_{I I I}(T)$ from (8.4) that satisfies (8.10) is a uniformly best level $\alpha$ test for the testing problem (III) in (8.2).
(C) The power $\mathrm{E}_{\theta} \varphi_{I I I}(T)$ of every test $\varphi_{I I I}(T)$ from (8.4) that satisfies (8.10) has a maximum at some $\theta_{*} \in\left(\theta_{1}, \theta_{2}\right)$. Moreover, it decreases as $\theta$ tends away from $\theta_{*}$ in either direction.

Proof. The proof is similar to that of the previous theorem. For a proof of (A) we refer again to Lehmann (1959), Ferguson (1967), and Witting (1985). Now we prove statement $(B)$ and assume again without loss of generality that $\theta_{1}=0$ and $\theta_{2}=1$. As before we start with the system of equations (8.6) which has the solution (8.7). But now $0<\theta<1$, which implies that $\rho_{1}^{*}, \rho_{2}^{*}$ are positive, and thus $\rho\left(t, \rho_{1}^{*}, \rho_{2}^{*}\right)$ is a strictly convex function. In view of $\mathbf{E}_{0} \psi \leq \alpha$, $\mathrm{E}_{1} \psi \leq \alpha$, and $\rho_{i}^{*} \geq 0, i=1,2$, we have

$$
\begin{aligned}
& \mathrm{E}_{\theta}\left(\varphi_{I I I}(T)-\psi\right) \\
\geq & \mathrm{E}_{\theta}\left(\varphi_{I I I}(T)-\psi\right)-\rho_{1}^{*} \mathrm{E}_{0}\left(\varphi_{I I I}(T)-\psi\right)-\rho_{2}^{*} \mathrm{E}_{1}\left(\varphi_{I I I}(T)-\psi\right) \\
= & \mathrm{E}_{\theta}\left(\varphi_{I I I}(T)-\psi\right)\left[1-\rho\left(T, \rho_{1}^{*}, \rho_{2}^{*}\right)\right] \geq 0
\end{aligned}
$$

by the definition of $\varphi_{I I I}(T)$ and the property (8.9) of $\rho\left(t, \rho_{1}^{*}, \rho_{2}^{*}\right)$. Statement $(C)$ follows from the analogous statement $(C)$ in Theorem 8.6 by using $\varphi_{I I I}(T):=1-\varphi_{I V}(T)$.

Problem 8.9. As before in Problem 8.7, let $P_{\theta}$ have the Lebesgue density $f_{\theta}(x)=$ $\theta x^{\theta-1} I_{[0,1]}(x), x \in \mathbb{R}, \theta \in \Delta=(0, \infty)$. For $0<\theta_{1}<\theta_{2}$ fixed, let $H_{0}: \theta \in\left(0, \theta_{1}\right] \cup$ $\left[\theta_{2}, \infty\right)$ and $\mathbf{H}_{A}: \theta \in\left(\theta_{1}, \theta_{2}\right)$. For a fixed $\alpha \in(0,1)$ find a uniformly best level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$.

Now we discuss the duality between Theorems 8.6 and 8.8. If $\psi$ is any level $\alpha$ test for $(I V)$ in (8.2) that is $\alpha$-similar on the boundary $\left\{\theta_{1}, \theta_{2}\right\}$ (i.e., $\mathrm{E}_{\theta_{1}} \psi=\mathrm{E}_{\theta_{2}} \psi=\alpha$ ), then $\bar{\psi}=1-\psi$ is a level $1-\alpha$ test for $(I I I)$ in (8.2) that is $(1-\alpha)$-similar on the boundary $\left\{\theta_{1}, \theta_{2}\right\}$. Especially we have for the tests from (8.4)

$$
\begin{equation*}
1-\varphi_{I V}(T)=I_{\left[b_{1}, b_{2}\right]}(T)+\left(1-\varsigma_{1}\right) I_{\left\{b_{1}\right\}}(T)+\left(1-\varsigma_{2}\right) I_{\left\{b_{2}\right\}}(T)=\varphi_{I I I}(T) \tag{8.11}
\end{equation*}
$$

by setting $b_{i}=c_{i}$ and $\gamma_{i}=\left(1-\varsigma_{i}\right), i=1,2$. However, if $\psi$ is a uniformly most powerful level $\alpha$ test for testing problem (III), then $1-\psi$ is only a uniformly most powerful in the class of all unbiased level $1-\alpha$ test for testing problem $(I V)$. Despite this fact, the relationship between $\varphi_{I I I}(T)$ and $\varphi_{I V}(T)$ leads to a statement of the power function of $\varphi_{I V}(T)$.

Proposition 8.10. Suppose that the assumptions of Theorems 8.6 and 8.8 are fulfilled. Then for every unbiased level $\alpha$ test $\psi$ for the testing problem (IV) in (8.2) with $\mathrm{E}_{\theta_{1}} \psi=\mathrm{E}_{\theta_{2}} \psi$ it holds that $\mathrm{E}_{\theta} \varphi_{I V}(T) \leq \mathrm{E}_{\theta} \psi$ for all $\theta \in\left[\theta_{1}, \theta_{2}\right]$, and $\mathrm{E}_{\theta} \varphi_{I V}(T) \geq \mathrm{E}_{\theta} \psi$ for all $\theta \notin\left[\theta_{1}, \theta_{2}\right]$.

Proof. The second statement is clear from Theorem 8.6. To prove the first statement we remark that $1-\varphi_{I V}(T)$ is by assumption a level $1-\alpha$ test for the testing problem (III) in (8.2). Hence this test is, according to Theorem 8.8 and (8.11), a uniformly best level $1-\alpha$ test for the testing problem (III) in (8.2). This proves the first statement.

Consider the testing problem (II) in (8.2) at the level $\alpha \in(0,1)$. In view of Lemma 1.16 the power function $\mathrm{p}(\theta):=\mathrm{E}_{\theta} \psi$ of a test $\psi$ is infinitely often differentiable, and the differentiation can be carried out under the expectation. If $\psi$ is an unbiased level $\alpha$ test, then the power function $\mathfrak{p}(\theta):=\mathrm{E}_{\theta} \psi$ has a local minimum at $\theta=\theta_{0}$ so that by Lemma 1.16 and $K^{\prime}(\theta)=\mathrm{E}_{\theta} T$ from (1.23) it holds

$$
\mathrm{p}^{\prime}(\theta)=\mathrm{E}_{\theta}(T \psi)-\mathrm{E}_{\theta}\left(\psi K^{\prime}(\theta)\right)=0
$$

Hence we see that every unbiased level $\alpha$ test that attains the level $\alpha$ satisfies the conditions

$$
\begin{align*}
\mathrm{E}_{\theta_{0}} \psi & =\alpha,  \tag{8.12}\\
\mathrm{E}_{\theta_{0}}(T \psi) & =\alpha \mathrm{E}_{\theta_{0}} T . \tag{8.13}
\end{align*}
$$

Now we show that tests with the structure $\varphi_{I I}(T)$ in (8.4) are uniformly best unbiased level $\alpha$ tests for the testing problem (II) in (8.2).

Theorem 8.11. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter exponential family in natural form that satisfies (A1) and (A2), and let $\theta_{0} \in \Delta^{0}$ be fixed.
(A) For every $\alpha \in(0,1)$ there exist $b_{1}, b_{2} \in \mathbb{R}$ and $\varsigma_{1}, \varsigma_{2} \in[0,1]$ such that $a$ test $\varphi_{I I}(T)$ in (8.4) satisfies (8.12) and (8.13).
(B) Every test $\varphi_{I I}(T)$ in (8.4) that satisfies (8.12) and (8.13) is a uniformly best unbiased level $\alpha$ test for testing problem (II) in (8.2).
(C) The power $\mathrm{E}_{\theta} \varphi_{I I}(T)$ of every test $\varphi_{I I}(T)$ from (8.4) that satisfies (8.12) and (8.13) has a minimum at $\theta_{0}$ and increases as $\theta$ tends away from $\theta_{0}$ in either direction.

Proof. The proof is similar to that of Theorem 8.6. For $(A)$ we refer again to Lehmann (1959), Ferguson (1967), and Witting (1985). Now we prove ( $B$ ) and similarly as before assume without loss of generality that $\theta_{0}=0$. For $\theta \neq 0$ we study the function $\rho\left(t, \rho_{1}, \rho_{2}\right)=\exp \{\theta t-K(\theta)+K(0)\}+\rho_{1}+\rho_{2} t$. As the first expression on the right-hand side is a strictly convex function of $t$ we find $\rho_{1}^{*}$ and $\rho_{2}^{*}$ such that line $\rho_{1}^{*}+\rho_{2}^{*} t$ crosses this function at the points $b_{1}$ and $b_{2}$. Hence, $\rho\left(t, \rho_{1}, \rho_{2}\right) \geq 0$ for $b_{1} \leq t \leq b_{2}$ and $\rho\left(t, \rho_{1}, \rho_{2}\right) \leq 0$ otherwise. Let $\psi$ be any test that satisfies the conditions (8.12) and (8.13). Then

$$
\begin{aligned}
\mathrm{E}_{\theta}\left(\varphi_{I I}(T)-\psi\right) & =\mathrm{E}_{\theta}\left(\varphi_{I I}(T)-\psi\right)+\mathrm{E}_{0}\left(\rho_{1}^{*}+\rho_{2}^{*} T\right)\left(\varphi_{I I}(T)-\psi\right) \\
& =\mathrm{E}_{0}\left(\varphi_{I I}(T)-\psi\right) \rho\left(T, \rho_{1}^{*}, \rho_{2}^{*}\right)
\end{aligned}
$$

By the definition of $\varphi_{I I}(T)$ and the construction of $\rho\left(T, \rho_{1}^{*}, \rho_{2}^{*}\right)$ the two terms $\varphi_{I I}(T)-\psi$ and $\rho\left(T, \rho_{1}^{*}, \rho_{2}^{*}\right)$ have the same sign. Hence $\mathrm{E}_{\theta}\left(\varphi_{I I}(T)-\psi\right) \geq 0$ so that $\varphi_{I I}(T)$ is uniformly best among all tests that satisfy the conditions (8.12) and (8.13), which are also satisfied by the constant test $\psi \equiv \alpha$. As $\varphi_{I I}(T)$ is a level $\alpha$ test we arrive at

$$
\mathrm{E}_{0} \varphi_{I I}(T) \leq \alpha \leq \mathrm{E}_{\theta} \varphi_{I I}(T), \quad \theta \in \Delta_{A}
$$

Hence $\varphi_{I I}(T)$ is an unbiased level $\alpha$ test. As the class of all unbiased test level $\alpha$ tests is a subclass of tests that satisfy (8.12) and (8.13), and $\varphi_{I I}(T)$ is uniformly best in this class, we see that $\varphi_{I I}(T)$ is a uniformly best unbiased level $\alpha$ test. The proof of $(C)$ is similar to that in Theorem 8.6.

Problem 8.12. As before in Problem 8.7, let $P_{\theta}$ have the Lebesgue density $f_{\theta}(x)=$ $\theta x^{\theta-1} I_{[0,1]}(x), x \in \mathbb{R}, \theta \in \Delta=(0, \infty)$. For some fixed $\theta_{0}>0$ let $\mathrm{H}_{0}: \theta=\theta_{0}$ and $\mathrm{H}_{A}: \theta \neq \theta_{0}$. For a fixed $\alpha \in(0,1)$ find a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$.

Problem 8.13. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample from a Poisson distribution $\operatorname{Po}(\lambda)$ with $\lambda>0$. For some fixed $\lambda_{0}>0$ let $\mathrm{H}_{0}: \lambda=\lambda_{0}$ and $\mathrm{H}_{A}: \lambda \neq \lambda_{0}$. For a fixed $\alpha \in(0,1)$ find a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$.

Fortunately, an occasional symmetry in the model allows for a simpler determination of the constants $b_{1}, b_{2}, \varsigma_{1}, \varsigma_{2}$ in (8.4) that specify the optimal tests in the Theorems 8.8 and 8.11. Suppose that for every $\theta \in \Delta$ there exists an $m(\theta)$ such that $T-m(\theta)$ and $m(\theta)-T$ have the same distribution under $P_{\theta}$, i.e., that

$$
\begin{equation*}
P_{\theta}(T-m(\theta) \leq t)=P_{\theta}(m(\theta)-T \leq t), \quad t \in \mathbb{R}, \theta \in \Delta . \tag{8.14}
\end{equation*}
$$

In this case, of course, we also have

$$
\begin{equation*}
m(\theta)=\mathrm{E}_{\theta} T, \quad \theta \in \Delta . \tag{8.15}
\end{equation*}
$$

By utilizing the symmetry that is given by (8.14) we can represent the test $\varphi_{2, T}$ in a symmetric version. Let $F_{\theta_{0}}(t):=P_{\theta_{0}}\left(T-m\left(\theta_{0}\right) \leq t\right), t \in \mathbb{R}$, and put for $\alpha \in(0,1)$

$$
\begin{align*}
\psi_{s y}(T)= & I_{\left(-\infty,-c_{1-\alpha / 2}\right)}\left(T-m\left(\theta_{0}\right)\right)+\gamma I_{\left\{-c_{1-\alpha / 2}\right\}}\left(T-m\left(\theta_{0}\right)\right)  \tag{8.16}\\
& +\gamma I_{\left\{c_{1-\alpha / 2}\right\}}\left(T-m\left(\theta_{0}\right)\right)+I_{\left(c_{1-\alpha / 2}, \infty\right)}\left(T-m\left(\theta_{0}\right)\right), \\
\gamma= & \left(F_{\theta_{0}}\left(c_{1-\alpha / 2}\right)-(1-\alpha / 2)\right) \oslash P_{\theta_{0}}\left(T-m\left(\theta_{0}\right)=c_{1-\alpha / 2}\right),
\end{align*}
$$

where $c_{1-\alpha / 2}=F_{\theta_{0}}^{-1}(1-\alpha / 2)$. By this construction the condition (8.12) is fulfilled. Moreover, because the test $\psi_{s y}(T)$ is symmetric in $T-m\left(\theta_{0}\right)$, we also have $\mathrm{E}_{\theta_{0}}\left(T-m\left(\theta_{0}\right)\right) \psi_{s y}(T)=0$, which, together with (8.15), gives the second side condition (8.13).

Proposition 8.14. Under the conditions of Theorem 8.11 and the symmetry assumption (8.14), the test $\psi_{s y}(T)$ given by (8.16) is identical with test $\varphi_{I I}(T)$ in Theorem 8.11, and thus it has the optimality properties stated there.

In the above theorems we have constructed optimal tests, but the problem of uniqueness has been left open. In general one cannot expect uniqueness in the class of all level $\alpha$ tests. However, if we consider only tests that depend on $T$, then there is uniqueness, as specified in the following remark.

Remark 8.15. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter exponential family in natural form that satisfies (A1) and (A2). If for two tests $\psi_{1}(T)$ and $\psi_{2}(T)$, and some interval $(a, b) \subseteq \Delta^{0}$, it holds $\mathrm{E}_{\theta} \psi_{1}(T)=\mathrm{E}_{\theta} \psi_{2}(T)$ for every $\theta \in(a, b)$, then $\psi_{1}(T)=\psi_{2}(T)$, $P_{\theta}$-a.s., $\theta \in \Delta$, follows from the completeness of the generating statistic $T$ in an exponential family; see Theorem 4.73.

If the exponential family is represented in reparametrized form $\left(P_{p e, \eta}\right)_{\eta \in \Lambda}$, as specified in (1.11), then for a strictly monotone mapping $\kappa: \Lambda \rightarrow \Delta$ the above hypotheses are transformed to hypotheses that are again intervals.

Remark 8.16. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a one-parameter exponential family with generating statistic $T$ and natural parameter $\theta$. If $\eta=\kappa(\theta)$ and $S=g(T)$ is another test statistic, where $\kappa$ and $g$ are increasing, then the optimal tests $\varphi_{I}(T), \ldots, \varphi_{I V}(T)$ can be found in the following way. Formulate the testing problems in terms of $\eta$; find constants so that the tests $\widetilde{\varphi}_{I}(S), \ldots, \widetilde{\varphi}_{I V}(S)$ are piecewise constant and satisfy the constraints in (8.4). Then $\widetilde{\varphi}_{I}(g(T)), \ldots, \widetilde{\varphi}_{I V}(g(T))$ are optimal level $\alpha$ tests for the corresponding problems. This simple fact shows that we don't have to go back to the original parameter $\theta$ and the generating statistic $T$. If we have increasing functions of these terms, then it is enough to mimic the construction of the optimal tests $\varphi_{I}(T), \ldots, \varphi_{I V}(T)$.

In the first of the following three examples symmetry is utilized to simplify two-sided tests.

Example 8.17. We consider the family $\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)\right)_{\mu \in \mathbb{R}}$, where $\mu \in \mathbb{R}$ is unknown, but $\sigma_{0}^{2}>0$ is known. By (1.11) $\mathrm{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)$ is a one parameter exponential family with natural parameter $\theta=\mu / \sigma_{0}^{2}$ and generating statistic $T(x)=\sum_{i=1}^{n} x_{i}, x=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. As $\theta$ and $\mu$ differ only by a constant positive factor the null hypotheses that appear in (8.2) can be written as follows.

| Testing Problem | $\mathrm{H}_{0}$ | $\mathrm{H}_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $\mu \leq \mu_{0}$ | $\mu>\mu_{0}$ |
| $(I I)$ | $\mu=\mu_{0}$ | $\mu \neq \mu_{0}$ |
| $(I I I)$ | $\left\|\mu-\mu_{0}\right\| \geq d \sigma_{0} / \sqrt{n}$ | $\left\|\mu-\mu_{0}\right\|<d \sigma_{0} / \sqrt{n}$ |
| $(I V)$ | $\left\|\mu-\mu_{0}\right\| \leq d \sigma_{0} / \sqrt{n}$ | $\left\|\mu-\mu_{0}\right\|>d \sigma_{0} / \sqrt{n}$ |

where $d>0$ is a constant. As the family of normal distributions is generated by location-scale transformations we may obtain the constants that appear in the optimal tests from $\mathbf{N}(0,1)$. For $0<\gamma<1$ let $u_{\gamma}$ be the $\gamma$-quantile of $\mathbf{N}(0,1)$, i.e., $\Phi\left(u_{\gamma}\right)=\gamma$. We note that for every $d>0$ and $0<\alpha<1$ the equation $\Phi(z-d)-\Phi(-z-d)=\alpha$ has a unique positive solution $z_{d, \alpha}$, say. We set

## Standard Gauss Tests

$$
\begin{array}{ll}
\psi_{I}(s)=I_{\left(u_{1-\alpha}, \infty\right)}(s), & \psi_{I I}(s)=1-I_{\left(-u_{1-\alpha / 2}, u_{1-\alpha / 2}\right)}(s),  \tag{8.18}\\
\psi_{I I I}(s)=I_{\left(-z_{d, \alpha}, z_{d, \alpha}\right)}(s), & \psi_{I V}(s)=1-I_{\left(-z_{d, 1-\alpha}, z_{d, 1-\alpha}\right)}(s),
\end{array}
$$

and call the tests $\psi_{I}, \ldots, \psi_{I V}$ Gauss tests. We consider the testing problems (8.17) for the model $\mathcal{M}$ and the test statistic $S$ given by

$$
\begin{equation*}
\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)\right)_{\mu \in \mathbb{R}}\right) \quad \text { and } \quad S=\sqrt{n}\left(\bar{X}_{n}-\mu_{0}\right) / \sigma_{0} \tag{8.19}
\end{equation*}
$$

respectively, where $X_{1}, \ldots, X_{n}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are the i.i.d. projections and $\bar{X}_{n}=$ $(1 / n) \sum_{i=1}^{n} X_{i}$. Then

$$
\begin{aligned}
\mathrm{E}_{\mu_{0}} \psi_{I}(S) & =\mathrm{E}_{\mu_{0}} \psi_{I I}(S)=\alpha, \\
\mathrm{E}_{\mu_{0} \pm d \sigma_{0} / \sqrt{n}} \psi_{I I I}(S) & =\mathrm{E}_{\mu_{0} \pm d \sigma_{0} / \sqrt{n}} \psi_{I V}(S)=\alpha .
\end{aligned}
$$

We already know from Example 2.52 that $\psi_{I}(S)$ is a uniformly best level $\alpha$ test for testing problem ( $I$ ) in (8.17). By Remark 8.16, Proposition 8.14, Theorems 8.8 and 8.6, the tests $\psi_{I I}(S), \psi_{I I I}(S)$, and $\psi_{I V}(S)$, with $S$ from (8.19), have the following optimality properties.

$$
\begin{array}{ll}
\psi_{I}(S) & \text { UMP for }(I),
\end{array} \psi_{I I}(S) \text { UMPU for }(I I), ~ 子, ~ U M P \text { for }(I V) .
$$

Problem 8.18. Evaluate the power of the tests $\psi_{I}(S), \ldots, \psi_{I V}(S)$ in Example 8.17.
Example 8.19. We consider the family $\left(\mathbf{N}^{\otimes n}\left(\mu_{0}, \sigma^{2}\right)\right)_{\sigma^{2}>0}$, where $\mu_{0} \in \mathbb{R}$ is known, but $\sigma^{2}>0$ is unknown. By (1.11) we know that $\mathrm{N}^{\otimes n}\left(\mu_{0}, \sigma^{2}\right)$ is a oneparameter exponential family with natural parameter $\theta=\kappa\left(\sigma^{2}\right)=-\left(2 \sigma^{2}\right)^{-1}$ and generating statistic $T(x)=\sum_{i=1}^{n}\left(x_{i}-\mu_{0}\right)^{2}, x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. Let $\sigma_{0}^{2}>0$ and $\alpha \in(0,1)$ be fixed. We follow again the advice in Remark 8.16 and use the test statistic $S=\sigma_{0}^{-2} T$, which under $\mathbf{N}^{\otimes n}\left(\mu_{0}, \sigma_{0}^{2}\right)$ has the $\chi^{2}$-distribution with $n$ degrees of freedom $\mathbf{H}(n)$. Symmetry cannot be utilized to simplify the construction of the optimal test for the testing problem $\mathrm{H}_{0}: \sigma^{2}=\sigma_{0}^{2}$ versus $\mathrm{H}_{A}: \sigma^{2} \neq \sigma_{0}^{2}$, which is problem (II) in (8.2). Denote by $\chi_{1-\alpha, n}^{2}$ the $1-\alpha$ quantile of $\mathbf{H}(n)$. It holds $\mathrm{E}_{\mu_{0}, \sigma_{0}^{2}} T=n \sigma_{0}^{2}$. According to the constraints in (8.12) and (8.13) we have to find $\alpha_{1}, \alpha_{2}>0$ such that for $c_{1}=\chi_{\alpha_{1}, n}^{2}$ and $c_{2}=\chi_{1-\alpha_{2}, n}^{2}$,

$$
\varphi_{I I}(T)=I_{\left(0, c_{1}\right]}\left(T / \sigma_{0}^{2}\right)+I_{\left[c_{2}, \infty\right)}\left(T / \sigma_{0}^{2}\right)
$$

satisfies $\mathbf{E}_{\mu_{0}, \sigma_{0}^{2}} \varphi_{I I}(T)=\alpha_{1}+\alpha_{2}=\alpha$ and $\mathbf{E}_{\mu_{0}} \varphi_{I I}(T) T=\alpha n \sigma_{0}^{2}$. The latter can be written as

$$
\int_{\chi_{\alpha_{1}, n}^{2}}^{\chi_{1-\alpha_{2}, n}^{2}} s \mathrm{~h}_{n}(s) d s=(1-\alpha) n,
$$

where $h_{n}$ is the Lebesgue density of $\mathbf{H}(n)$, given by

$$
\mathrm{h}_{n}(s)=\frac{1}{2^{n / 2} \Gamma\left(\frac{n}{2}\right)} s^{(n / 2)-1} \exp \left\{-\frac{s}{2}\right\} I_{(0, \infty)}(s), \quad s \in \mathbb{R} .
$$

Hence $s \boldsymbol{h}_{n}(s)=n \mathbf{h}_{n+2}(s)$, and with $\mathbf{H}_{n}(t)=\int_{0}^{t} \mathbf{h}_{n}(s) d s$ the side conditions now read

$$
\begin{aligned}
\mathbf{H}_{n+2}\left(\chi_{1-\alpha_{2}, n}^{2}\right)-\mathbf{H}_{n+2}\left(\chi_{\alpha_{1}, n}^{2}\right) & =1-\alpha, \\
\alpha_{1}+\alpha_{2} & =\alpha .
\end{aligned}
$$

To find $\alpha_{1}$ and $\alpha_{2}$ one has to solve this system of nonlinear equations numerically. The quite often-made choice of $\alpha_{1}=\alpha_{2}=\alpha / 2$ is an approximation for large $n$ as then $\mathrm{H}_{n+2} \approx \mathrm{H}_{n}$. Finally we remark that the other testing problems studied in Theorems 8.8 and 8.6 can be treated similarly.

The next example studies tests for the scale parameter in a family of gamma distributions. It is a generalization of the result in the previous example as every $\chi^{2}$-distribution is a special gamma distribution.

Example 8.20. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample from a gamma distribution $\mathrm{Ga}(\lambda, \beta)$ with Lebesgue density

$$
\operatorname{ga}_{\lambda, \beta}(x)=\frac{\beta^{\lambda}}{\Gamma(\lambda)} x^{\lambda-1} \exp \{-\beta x\} I_{(0, \infty)}(x), x \in \mathbb{R}, \beta>0
$$

where $\lambda>0$ is known. $\mathrm{Ga}^{\otimes n}(\lambda, \beta)$ is an exponential family with natural parameter $\theta=\kappa(\beta)=-\beta$ and generating statistic $T\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i}$. Testing $\mathrm{H}_{0}: \beta=\beta_{0}$ versus $\mathrm{H}_{A}: \beta \neq \beta_{0}$ for a given $\beta_{0} \in(0, \infty)$ is covered by Theorem 8.11. A uniformly best unbiased level $\alpha$ test is given by

$$
\varphi_{2, T}=I_{\left(0, b_{1}\right]}(T)+I_{\left[b_{2}, \infty\right)}(T),
$$

where $b_{1}$ and $b_{2}$ are determined according to (8.12) and (8.13). To calculate the constants $b_{1}, b_{2}$ we remark that $T / \beta_{0}$ has under $\mathbf{H}_{0}$ the density $\mathrm{ga}_{\lambda, 1}^{\otimes n}$, so that

$$
\int_{\beta_{0} b_{1}}^{\beta_{0} b_{2}} \operatorname{ga}_{n \lambda, 1}(t) d t=1-\alpha \text { and } \int_{\beta_{0} b_{1}}^{\beta_{0} b_{2}} \operatorname{tga}_{n \lambda, 1}(t) d t=(1-\alpha) n \lambda .
$$

Also here, in practice quite often the $\alpha / 2$-approach is chosen; see Example 8.19.
Example 8.21. Let $X$ follow a binomial distribution $\mathrm{B}(n, p)$, where $p \in(0,1)$ is unknown. We know from Example 1.7 that $\mathrm{B}(n, p)$ is an exponential family with natural parameter $\theta=\kappa(p)=\ln (p /(1-p))$ and generating statistic $T(x)=x$. As $\kappa$ is increasing we may use the advice in Remark 8.16. By Theorem 8.6 a uniformly best unbiased level $\alpha$ test for $\mathbf{H}_{0}: p \in\left[p_{1}, p_{2}\right]$ versus $\mathrm{H}_{A}: p \in\left(0, p_{1}\right) \cup\left(p_{2}, 1\right)$ is

$$
\varphi_{I V}(T(x))=I_{\left\{0, \ldots, b_{1}-1\right\}}(x)+\varsigma_{1} I_{\left\{b_{1}\right\}}(x)+\varsigma_{2} I_{\left\{b_{2}\right\}}(x)+I_{\left\{b_{2}+1, \ldots, n\right\}}(x),
$$

$x \in\{0,1, \ldots, n\}$, where $b_{1}, b_{2}$ and $\varsigma_{1}, \varsigma_{2}$ are determined by

$$
\sum_{k=0}^{b_{1}-1} \mathbf{b}_{n, p_{j}}(k)+\varsigma_{1} \mathbf{b}_{n, p_{j}}\left(b_{1}\right)+\varsigma_{2} \mathbf{b}_{n, p_{j}}\left(b_{2}\right)+\sum_{x=b_{2}+1}^{n} \mathbf{b}_{n, p_{j}}(k)=\alpha, j=1,2 .
$$

Calculating the values of $b_{1}, b_{2}$ and $\varsigma_{1}, \varsigma_{2}$ in concrete situations usually requires the use of a computer program. When testing $\mathrm{H}_{0}: p=p_{0}$ versus $\mathrm{H}_{A}: p \neq p_{0}$ for a given $p_{0} \in(0,1)$, in practice quite often the $\alpha / 2$-approach is chosen and that, conservatively, without randomization; that is, $\mathrm{H}_{0}$ is rejected at $x$ whenever $\mathrm{B}\left(n, p_{0}\right)(\{0,1, \ldots, x\}) \leq \alpha / 2$ or $\mathrm{B}\left(n, p_{0}\right)(\{x, x+1, \ldots, n\}) \leq \alpha / 2$.

### 8.1.2 Tests in Multivariate Normal Distributions

We consider the Gaussian model

$$
\mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(\theta, \Sigma_{0}\right)\right)_{\theta \in \mathbb{R}^{d}}\right),
$$

where $\Sigma_{0}$ is known. Here we want to test linear hypotheses in terms of $c^{T} \theta$, where $c \in \mathbb{R}^{d}$ is a fixed given vector. The four testing problems considered are those given in (8.17), where in the present setting $\mu=c^{T} \theta$. If $X$ has the distribution $\mathrm{N}\left(\theta, \Sigma_{0}\right)$, then it seems intuitively reasonable to use $c^{T} X$ as the test statistic and switch to the reduced model $\left(\mathbb{R}, \mathfrak{B},\left(\mathbb{N}\left(c^{T} \theta, c^{T} \Sigma_{0} c\right)\right)_{\theta \in \mathbb{R}^{d}}\right)$ for which the optimal tests are readily available from Example 8.17. It may be somewhat surprising that this simple idea in fact provides the optimal tests. However, closer inspection reveals that this is the right approach. Indeed, $\tau=c^{T} \theta$ is the parameter of interest, and the projection of $\theta$ on the linear subspace, say $\mathbb{L}_{c}^{\perp}$, that is orthogonal to $c$ is a nuisance parameter that may vary freely in the $(d-1)$-dimensional subspace $\mathbb{L}_{c}^{\perp}$. Intuitively it is clear that a level $\alpha$ test should not depend on that projection $\Pi_{\mathbb{L}_{c}^{\perp}} X$ but only on $c^{T} X$. First, it should be pointed out that by a linear transformation the testing problem can be reduced to $c=(1,0, \ldots, 0)^{T}$, i.e., where we test the first component of $\theta$. Second, when testing $\tau \leq a_{0}, \xi \in \mathbb{R}^{d-1}$, versus $\tau>a_{0}$, $\xi \in \mathbb{R}^{d-1}$, it is enough to consider the case $a_{0}=0$.

Denote by $U$ the projection on the first $k$, and by $V$ the projection on the remaining $d-k$ components in the model $\mathcal{G}_{0}$. Let $\Sigma_{i, j}, 1 \leq i, j \leq 2$, be the block matrices of $\Sigma_{0}$, i.e., $\Sigma_{1,1}=\mathrm{C}_{\theta}(U, U), \Sigma_{1,2}=\mathrm{C}_{\theta}(U, V), \Sigma_{2,1}=\mathrm{C}_{\theta}(V, U)$, and $\Sigma_{2,2}=\mathrm{C}_{\theta}(V, V)$. Suppose that $\Sigma_{1,1}$ is nonsingular, introduce the linear mapping and its inverse by

$$
\begin{equation*}
B(u, v)=\binom{u}{v-\Sigma_{2,1} \Sigma_{1,1}^{-1} u} \text { and } \widetilde{B}(y, z)=\binom{y}{z+\Sigma_{2,1} \Sigma_{1,1}^{-1} y} \tag{8.21}
\end{equation*}
$$

respectively, and set

$$
\binom{Y}{Z}=B(U, V)=\binom{U}{V-\Sigma_{2,1} \Sigma_{1,1}^{-1} U}
$$

Then it holds

$$
\mathrm{C}_{\theta}(Y, Z)=\mathrm{C}_{\theta}\left(V-\Sigma_{2,1} \Sigma_{1,1}^{-1} U, U\right)=\mathrm{C}_{\theta}(V, U)-\mathrm{C}_{\theta}\left(\Sigma_{2,1} U, U\right) \Sigma_{1,1}^{-1}=0
$$

As $B$ is a linear mapping and $\left(Y^{T}, Z^{T}\right)^{T}$ has a normal distribution we get that $Y$ and $Z$ are independent. The definition of $\left(Y^{T}, Z^{T}\right)^{T}$ implies

$$
\begin{align*}
\mathrm{N}\left(\theta, \Sigma_{0}\right) \circ B^{-1} & =\mathcal{L}\left(\left(Y^{T}, Z^{T}\right)^{T} \mid \mathrm{N}\left(\theta, \Sigma_{0}\right)\right) \\
& =\mathrm{N}\left(\tau, \Sigma_{1,1}\right) \otimes \mathrm{N}\left(\xi-\Sigma_{2,1} \Sigma_{1,1}^{-1} \tau, \Gamma\right) \tag{8.22}
\end{align*}
$$

with $\Gamma=\Sigma_{2,2}-\Sigma_{2,1} \Sigma_{1,1}^{-1} \Sigma_{1,2}$. This relation between the family $\left(\mathrm{N}\left(\theta, \Sigma_{0}\right)\right)_{\theta \in \mathbb{R}^{d}}$ and the family $\left(\mathrm{N}\left(\theta, \Sigma_{0}\right) \circ B^{-1}\right)_{\theta \in \mathbb{R}^{d}}$ is the crucial point in the proof of the next theorem. Parts of this theorem, proved with different arguments, can also be found in van der Vaart (1998) and Lehmann and Romano (2005). We consider the following testing problems.

| Testing Problem | $\mathrm{H}_{0}$ | $\mathrm{H}_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $c^{T} \theta \leq 0$ | $c^{T} \theta>0$ |
| $(I I)$ | $c^{T} \theta=0$ | $c^{T} \theta \neq 0$ |
| $(I I I)$ | $\left\|c^{T} \theta\right\| \geq d \sigma_{0}$ | $\left\|c^{T} \theta\right\|<d \sigma_{0}$ |
| $(I V)$ | $\left\|c^{T} \theta\right\| \leq d \sigma_{0}$ | $\left\|c^{T} \theta\right\|>d \sigma_{0}$ |

Theorem 8.22. For the model $\mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathbb{N}\left(\theta, \Sigma_{0}\right)\right)_{\theta \in \mathbb{R}^{d}}\right)$ with known covariance matrix $\Sigma_{0}$ and $\sigma_{0}^{2}=c^{T} \Sigma_{0} c>0$, the hypotheses in (8.23), the Gauss tests $\psi_{I}, \ldots, \psi_{I V}$ in (8.18), and $T(x)=c^{T} x / \sigma_{0}, x \in \mathbb{R}^{d}$, the subsequent tests are level $\alpha$ tests and optimal as stated below.

$$
\begin{array}{lll}
\psi_{I}(T) \quad U M P \text { for }(I), & \psi_{I I}(T) & \text { UMPU for }(I I), \\
\psi_{I I I}(T) \text { UMP for }(I I I), & \psi_{I V}(T) \text { UMPU for }(I V)
\end{array}
$$

Proof. We have seen already that it is enough to consider the special case of $c=(1,0, \ldots, 0)^{T}$. The assumption $c^{T} \Sigma_{0} c>0$ gives $\sigma_{0}^{2}=\Sigma_{1,1}>0$. We set $k=1$ and note that the mapping $B$ in (8.21) is one-to-one. Therefore we have only to consider tests that depend on $(Y, Z)$, i.e., we consider the model (8.22). In the first part of the proof we consider the testing problem ( $I$ ) in (8.23). Let $\varphi$ be any level $\alpha$ test; that is,

$$
\int\left[\int \varphi(y, z) \mathrm{N}\left(\tau, \Sigma_{1,1}\right)(d y)\right] \mathrm{N}\left(\xi-\Sigma_{2,1} \Sigma_{1,1}^{-1} \tau, \Gamma\right)(d z) \leq \alpha, \quad \tau \leq 0, \xi \in \mathbb{R}^{d-1}
$$

As $\xi \in \mathbb{R}^{d-1}$ is arbitrary we get with $\sigma_{0}^{2}=\Sigma_{1,1}$

$$
\int\left[\int \varphi(y, z) \mathrm{N}\left(\tau, \sigma_{0}^{2}\right)(d y)\right] \mathrm{N}(\xi, \Gamma)(d z) \leq \alpha, \quad \tau \leq 0, \xi \in \mathbb{R}^{d-1}
$$

For fixed $\xi \in \mathbb{R}^{d-1}$ the test $\psi_{\xi}(y):=\int \varphi(y, z) \mathrm{N}(\xi, \Gamma)(d z)$ is a level $\alpha$ test for $\mathrm{H}_{0}: \mathbf{N}\left(\tau, \sigma_{0}^{2}\right), \tau \leq 0$, versus $\mathrm{H}_{A}: \mathbf{N}\left(\tau, \sigma_{0}^{2}\right), \tau>0$. As $\psi_{I}\left(t / \sigma_{0}\right)=$ $I_{\left(u_{1-\alpha}, \infty\right)}\left(t / \sigma_{0}\right)$ is a uniformly best level $\alpha$ test (see Example 2.52) we get

$$
\begin{aligned}
& \int\left[\int \varphi(y, z) \mathrm{N}\left(\tau, \sigma_{0}^{2}\right)(d y)\right] \mathrm{N}(\xi, \Gamma)(d z) \\
\leq & \int\left[\int \psi_{I}\left(y / \sigma_{0}\right) \mathrm{N}\left(\tau, \sigma_{0}^{2}\right)(d y)\right] \mathrm{N}(\xi, \Gamma)(d z)
\end{aligned}
$$

so that $\psi_{I}\left(y / \sigma_{0}\right)$ has a power not smaller than that of $\varphi(y, z)$ at every $\tau>0$ and $\xi \in \mathbb{R}^{d-1}$, and therefore at every $\tau>0$ and $\xi-\Sigma_{2,1} \Sigma_{1,1}^{-1} \tau$. The proofs for the cases $(I I),(I I I)$, and (IV) in (8.17) with $\mu-\mu_{0}=c^{T} \theta$ are similar if we use Example 8.17, where in the cases (II) and (IV) we have to take into account that $\psi_{\xi}(y)$ is unbiased if $\varphi$ is.
Problem 8.23. The power functions of the tests $\psi_{I}(T), \ldots, \psi_{I V}(T)$ are given by

$$
\begin{aligned}
\mathrm{p}_{I}(\theta) & =1-\Phi\left(u_{1-\alpha}-\left(c^{T} \theta\right) / \sigma_{0}\right), \\
\mathfrak{p}_{I I}(\theta) & =1-\Phi\left(u_{1-\alpha / 2}-\left(c^{T} \theta\right) / \sigma_{0}\right)+\Phi\left(-u_{1-\alpha / 2}-\left(c^{T} \theta\right) / \sigma_{0}\right), \\
\mathrm{p}_{I I I}(\theta) & =\Phi\left(z_{d, \alpha}-\left(c^{T} \theta\right) / \sigma_{0}\right)-\Phi\left(-z_{d, \alpha}-\left(c^{T} \theta\right) / \sigma_{0}\right), \\
\mathbf{p}_{I V}(\theta) & =1-\Phi\left(z_{d, 1-\alpha}-\left(c^{T} \theta\right) / \sigma_{0}\right)+\Phi\left(-z_{d, 1-\alpha}-\left(c^{T} \theta\right) / \sigma_{0}\right) .
\end{aligned}
$$

Now we allow the parameter of interest to be $k$-dimensional and consider maximin tests. We fix $\delta>0$, assume that the $k \times k$ matrix $\Sigma_{1,1}$ is nonsingular, and consider the testing problem

$$
\begin{equation*}
\mathrm{H}_{0}: \tau=0, \xi \in \mathbb{R}^{d-k} \quad \text { versus } \quad \mathrm{H}_{A}: \tau^{T} \Sigma_{1,1}^{-1} \tau \geq \delta^{2}, \xi \in \mathbb{R}^{d-k} \tag{8.24}
\end{equation*}
$$

The next statement is a well-known property of the $\chi^{2}$-test. See, for example, Strasser (1985), Chapter 6. Denote by $\chi_{1-\alpha, k}^{2}$ the $1-\alpha$ quantile of the $\chi^{2}-$ distribution with $k$ degrees of freedom, and by $\mathrm{H}_{k, \delta^{2}}$ the c.d.f. of the $\chi^{2}$ distribution with $k$ degrees of freedom and parameter of noncentrality $\delta^{2}$. As before, let $U$ be the projection on the first $k$ coordinates.

Theorem 8.24. For the model $\mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(\theta, \Sigma_{0}\right)\right)_{\theta \in \mathbb{R}^{d}}\right)$, with known covariance matrix $\Sigma_{0}$ and nonsingular $\Sigma_{1,1}$, the test

$$
\begin{equation*}
\varphi_{\chi^{2}, \mathcal{G}_{0}}=I_{\left(\chi_{1-\alpha, k}^{2}, \infty\right)}\left(U^{T} \Sigma_{1,1}^{-1} U\right) \tag{8.25}
\end{equation*}
$$

is a maximin level $\alpha$ test for the testing problem (8.24), where the maximin value of the power is given by $\inf _{\tau^{T} \Sigma_{1,1}^{-1} \tau \geq \delta^{2}} \mathrm{E}_{\theta} \varphi_{\chi^{2}, \mathcal{G}_{0}}=1-\mathrm{H}_{k, \delta^{2}}\left(\chi_{1-\alpha, k}^{2}\right)$.

Proof. We use the one-to-one mapping $B$ in (8.21) to turn to the family $\mathrm{N}\left(\tau, \Sigma_{1,1}\right) \otimes \mathrm{N}\left(\xi-\Sigma_{2,1} \Sigma_{1,1}^{-1} \tau, \Gamma\right)$. The minimum power of any test $\varphi$ satisfies

$$
\begin{aligned}
& \inf _{\tau^{T} \Sigma_{1,1} \tau \geq \delta^{2}, \xi \in \mathbb{R}^{d-k}} \int\left[\int \varphi(u, v) \mathrm{N}\left(\tau, \Sigma_{1,1}\right)(d u)\right] \mathrm{N}\left(\xi-\Sigma_{2,1} \Sigma_{1,1}^{-1} \tau, \Gamma\right)(d v) \\
\leq & \inf _{\tau^{T} \Sigma_{1,1} \tau \geq \delta^{2}} \int\left[\int \varphi(u, v) \mathrm{N}(0, \Gamma)(d v)\right] \mathrm{N}\left(\tau, \Sigma_{1,1}\right)(d u) .
\end{aligned}
$$

Hence it remains to search for maximin level $\alpha$ tests that depend only on $u$. Denote by $\Sigma_{1,1}^{-1 / 2}$ a positive definite symmetric matrix with $\Sigma_{1,1}^{-1 / 2} \Sigma_{1,1}^{-1 / 2}=$ $\Sigma_{1,1}^{-1}$ and set $T=\Sigma_{1,1}^{-1 / 2} U$. Then $\mathcal{L}\left(T \mid \mathrm{N}\left(\tau, \Sigma_{1,1}\right)\right)=\mathrm{N}\left(\Sigma_{1,1}^{-1 / 2} \tau, \mathbf{I}\right)$. Theorem 5.43 yields that $\varphi_{\chi^{2}, \alpha}$ is a maximin level $\alpha$ test for the family $\mathrm{N}(\mu, \mathbf{I})$ for testing $\mu=0$ versus $\|\mu\|^{2} \geq \delta^{2}$. Hence $\varphi_{\chi^{2}, \alpha}\left(\|T\|^{2}\right)$ is a maximin level $\alpha$ test for the family $\mathrm{N}\left(\tau, \Sigma_{1,1}\right)$ for testing $\tau=0$ versus $\left\|\Sigma_{1,1}^{-1 / 2} \tau\right\|^{2}=\tau^{T} \Sigma_{1,1}^{-1} \tau \geq \delta^{2}$.

Example 8.25. Suppose we want to compare the means of two normal distributions with known variances. By a reduction by sufficiency we may assume that the sample size is one for each population, so that we have the model

$$
\left(\mathbb{R}^{2}, \mathfrak{B}_{2},\left(\mathbf{N}\left(\mu_{1}, \sigma_{1}^{2}\right) \otimes \mathbf{N}\left(\mu_{2}, \sigma_{2}^{2}\right)\right)_{\left(\mu_{1}, \mu_{2}\right) \in \mathbb{R}^{2}}\right),
$$

where $\sigma_{1}^{2}, \sigma_{2}^{2}>0$ are known. Set $\sigma_{0}^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}, \theta=\left(\mu_{1}, \mu_{2}\right)^{T}, c=(1,-1)^{T}$ and $T(x, y)=x-y$. Then the following tests are level $\alpha$ tests, and they are optimal level $\alpha$ test as stated below.

$$
\begin{aligned}
& \psi_{I}\left(T / \sigma_{0}\right) \text { UMP for } \mu_{1} \leq \mu_{2} \text { versus } \mu_{1}>\mu_{2}, \\
& \psi_{I I}\left(T / \sigma_{0}\right) \text { UMPU for } \mu_{1}=\mu_{2} \text { versus } \mu_{1} \neq \mu_{2}, \\
& \psi_{I I I}\left(T / \sigma_{0}\right) \text { UMP for }\left|\mu_{1}-\mu_{2}\right| \geq d \sigma_{0} \text { versus }\left|\mu_{1}-\mu_{2}\right|<d \sigma_{0}, \\
& \psi_{I V}\left(T / \sigma_{0}\right) \text { UMPU for }\left|\mu_{1}-\mu_{2}\right| \leq d \sigma_{0} \text { versus }\left|\mu_{1}-\mu_{2}\right|>d \sigma_{0} .
\end{aligned}
$$

### 8.1.3 Tests for $d$-Parameter Exponential Families

Now we deal with $d$-parameter exponential families where the parameter $\theta$ is split again into a parameter of interest $\tau$ and a nuisance parameter $\xi$. To construct optimal tests for hypotheses in terms of $\tau$ in the model $\mathcal{M}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ we reduce it with a statistic $T=(U, V)$, where $U$ and
$V$ are measurable mappings from $(\mathcal{X}, \mathfrak{A})$ into the spaces $(\mathcal{U}, \mathfrak{U})$ and $(\mathcal{V}, \mathfrak{V})$, respectively. Then with $Q_{\theta}=P_{\theta} \circ T^{-1}$ the reduced model can be written as $\mathcal{N}=\left(\mathcal{U} \times \mathcal{V}, \mathfrak{U} \otimes \mathfrak{V},\left(Q_{\theta}\right)_{\theta \in \Delta}\right)$. Occasionally, in favorable situations, the conditional distribution of $U$, given $V$, is independent of the nuisance parameter. Then, under the assumption that $(\mathcal{U}, \mathfrak{U})$ is a Borel space, we can find a family of stochastic kernels $\mathrm{K}_{\tau}: \mathfrak{U} \otimes \mathcal{V} \rightarrow_{k}[0,1]$ such that for $\theta=(\tau, \xi)$ the distribution $Q_{\theta}$ can be written as $Q_{\theta}=\mathrm{K}_{\tau} \otimes P_{\theta, V}$, where $P_{\theta, V}=P_{\theta} \circ V^{-1}$ is the marginal distribution of $Q_{\theta}$ induced by $V$; see Lemma A.41. This representation of $Q_{\theta}$ is equivalent to the requirement that for every $h: \mathcal{U} \times \mathcal{V} \rightarrow_{m}[0, \infty)$,

$$
\begin{equation*}
\mathrm{E}_{\theta} h(U, V)=\int\left[\int h(u, v) \mathrm{K}_{\tau}(d u \mid v)\right] P_{\theta, V}(d v) \tag{8.26}
\end{equation*}
$$

To construct a level $\alpha$ test for $\mathrm{H}_{0}:(\tau, \xi) \in \Delta_{0}$ for some $\Delta_{0} \subseteq \Delta$ we could, in a first step, choose any test $\varphi: \mathcal{U} \times \mathcal{V} \rightarrow_{m}[0,1]$ that satisfies

$$
\int \varphi(u, v) \mathrm{K}_{\tau}(d u \mid v) \leq \alpha, \quad P_{(\tau, \xi), V^{-a . s .},}(\tau, \xi) \in \Delta_{0}
$$

Such a test $\varphi(\cdot, v)$ is called a conditional level $\alpha$ test, given $V=v$. Then (8.26) yields

$$
\mathrm{E}_{\theta} \varphi(U, V)=\int\left[\int \varphi(u, v) \mathrm{K}_{\tau}(d u \mid v)\right] P_{\theta, V}(d v) \leq \alpha, \quad \theta=(\tau, \xi) \in \Delta_{0}
$$

so that $\varphi(U, V)$ is a level $\alpha$ test for $\mathrm{H}_{0}$. If we turn to a reduced model we may have a loss of information and a best test within a specific class of tests may not be a function of $T$. This issue disappears if $T$ is sufficient, as it is the case when $T=(U, V)$ is the generating statistic of an exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$, $\Delta \subseteq \mathbb{R}^{d}$, in natural form where the parameter vector is split into $\theta=(\tau, \xi)$. A first essential step is to investigate whether the nuisance parameter can be eliminated under the null hypothesis by conditioning on $V$. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$, $\Delta \subseteq \mathbb{R}^{d}$, be an exponential family in natural form, with natural parameter $\theta$ and generating statistic $T$, as given by (1.5). Denote by $Q_{\theta}=P_{\theta} \circ T^{-1}$ the distribution of $T$ under $P_{\theta}$. Starting with $\theta=\left(\theta_{1}, \ldots, \theta_{d}\right)$ and $T=\left(T_{1}, \ldots, T_{d}\right)$, we set

$$
\begin{gather*}
U=T_{1} \quad \text { and } \quad V=\left(T_{2}, \ldots, T_{d}\right)  \tag{8.27}\\
\tau=\theta_{1} \quad \text { and } \quad \xi=\left(\theta_{2}, \ldots, \theta_{d}\right)
\end{gather*}
$$

To avoid overly convoluted formulations we impose a weak condition on the parameter set that is satisfied in all subsequent special cases. We assume that $\Delta=\Upsilon \times \Xi$, where $\Upsilon$ is an open interval of $\mathbb{R}$ and $\Xi$ is an open subset of $\mathbb{R}^{d-1}$. We consider the following four testing problems, where $\tau_{i} \in \Upsilon, i=0,1,2$, are fixed.

| Testing Problem | $\mathrm{H}_{0}: \theta=(\tau, \xi) \in \Delta_{0}$ | $\mathrm{H}_{A}: \theta=(\tau, \xi) \in \Delta_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $\tau \leq \tau_{0}, \xi \in \Xi$, | $\tau>\tau_{0}, \xi \in \Xi$, |
| $(I I)$ | $\tau=\tau_{0}, \xi \in \Xi$, | $\tau \neq \tau_{0}, \xi \in \Xi$, |
| $(I I I)$ | $\tau \notin\left(\tau_{1}, \tau_{2}\right), \xi \in \Xi$, | $\tau \in\left(\tau_{1}, \tau_{2}\right), \xi \in \Xi$, |
| $(I V)$ | $\tau \in\left[\tau_{1}, \tau_{2}\right], \xi \in \Xi$, | $\tau \notin\left[\tau_{1}, \tau_{2}\right], \xi \in \Xi$. |

The boundary $J$ of $\Delta_{0}$ and $\Delta_{A}$ depends on the testing problem and is

$$
\begin{array}{ll}
J=\left\{\tau_{0}\right\} \times \Xi & \text { for }(I) \text { and }(I I) \\
J=\left\{\tau_{1}\right\} \times \Xi \cup\left\{\tau_{2}\right\} \times \Xi & \text { for }(I I I) \text { and }(I V) \tag{8.29}
\end{array}
$$

Let now $\theta_{*}=\left(\tau_{*}, \xi_{*}\right) \in \Delta$ be fixed. Since $U$ takes on values in $\mathbb{R}$ there exists a regular conditional distribution of $U$, given $V=v$, i.e., a stochastic kernel $\mathrm{K}_{\theta_{\star}}: \mathfrak{B}_{1} \times \mathbb{R}^{d-1} \rightarrow_{k}[0,1]$ with $Q_{\theta_{*}}=\mathrm{K}_{\theta_{*}} \otimes P_{\theta_{*}, V}$. At any $\theta=(\tau, \xi) \in \Delta$ it holds

$$
\begin{aligned}
& \mathrm{E}_{\theta} h(U, V)=\int h(u, v) Q_{\theta}(d u, d v) \\
& =\int h(u, v) \exp \left\{\left(\tau-\tau_{\star}\right) u+\left\langle\xi-\xi_{\star}, v\right\rangle-K(\theta)+K\left(\theta_{\star}\right)\right\} Q_{\theta_{\star}}(d u, d v) \\
& =\int\left[\int h(u, v) \exp \left\{\left(\tau-\tau_{\star}\right) u\right\} \mathrm{K}_{\theta_{\star}}(d u \mid v)\right] \\
& \quad \times \exp \left\{\left\langle\xi-\xi_{\star}, v\right\rangle-K(\theta)+K\left(\theta_{\star}\right)\right\} P_{\theta_{\star}, V}(d v)
\end{aligned}
$$

Hence,

$$
\begin{align*}
\frac{d P_{\theta, V}}{d P_{\theta_{\star}, V}}(v) & =\exp \left\{\left\langle\xi-\xi_{\star}, v\right\rangle+K_{v}(\tau)-K(\theta)+K\left(\theta_{\star}\right)\right\}  \tag{8.30}\\
K_{v}(\tau) & =\ln \left\{\int \exp \left\{\left\langle\tau-\tau_{\star}, u\right\rangle\right\} \mathrm{K}_{\theta_{\star}}(d u \mid v)\right\}
\end{align*}
$$

We note that $K_{v}(\tau)<\infty, P_{\theta_{\star}, V^{-}}$a.s., take some generic distribution $Q$ on $(\mathbb{R}, \mathfrak{B})$, and introduce a stochastic kernel $\mathrm{K}_{\tau}$ by

$$
\mathrm{K}_{\tau}(B \mid v)= \begin{cases}\int_{B} \exp \left\{\left\langle\tau-\tau_{\star}, u\right\rangle-K_{v}(\tau)\right\} \mathrm{K}_{\theta_{\star}}(d u \mid v) & \text { if } K_{v}(\tau)<\infty  \tag{8.31}\\ Q(B) & \text { otherwise }\end{cases}
$$

Then the above representation of $\mathrm{E}_{\theta} h(U, V)$ and (8.30) yield $Q_{\theta}=\mathrm{K}_{\tau} \otimes P_{\theta, V}$ and we see that there exists a regular conditional distribution $\mathrm{K}_{\tau}$ of $U$, given $V=v$, that is independent of the nuisance parameter $\xi$.

Proposition 8.26. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family in natural form, with natural parameter $\theta=(\tau, \xi)$ and generating statistic $T=(U, V)$, where $\tau=\theta_{1}$ and $U=T_{1}$. Then the conditional distribution of $U$, given $V=v$, as specified in (8.31) is independent of the nuisance parameter $\xi$.

For dimension one the constants that appear in the tests (8.4) have been chosen in Theorem 8.6 in such a way that the test attains the level $\alpha$ on the boundary. Thus for constructing conditional tests one could try to construct tests that satisfy

$$
\begin{equation*}
\int \varphi(u, v) \mathrm{K}_{\tau}(d u \mid v)=\alpha, \quad P_{\theta, V} \text {-a.s., } \theta \in J \tag{8.32}
\end{equation*}
$$

where in $J$ from (8.29) $\tau=\tau_{0}$, or $\tau=\tau_{1}$ and $\tau=\tau_{2}$, depending on which of the four problems of (8.28) is being considered. Tests that satisfy the condition (8.32) are said to have Neyman structure. The lemma below shows that this condition is not very restrictive.

Lemma 8.27. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family that satisfies (A1) and (A2), where $\Delta=\Upsilon \times \Xi$ is open, along with the splitting from (8.27), and $\alpha \in(0,1)$ be fixed. Then every unbiased level $\alpha$ test $\varphi$ for each of the four testing problems in (8.28) has Neyman structure (8.32) at $\tau_{0}, \tau_{0}, \tau_{1}$ and $\tau_{2}$, and $\tau_{1}$ and $\tau_{2}$, respectively.

Proof. For an exponential family the power function $\mathrm{E}_{\theta} \psi$ of every test $\psi$ is continuous on $\Delta$; see Lemma 1.16. Hence by Problem 8.3 every unbiased level $\alpha$ test is $\alpha$-similar on $J$. Thus

$$
\int\left[\int \varphi(u, v) \mathrm{K}_{\tau}(d u \mid v)-\alpha\right] P_{(\tau, \xi), V}(d v)=0, \quad(\tau, \xi) \in J
$$

where in $J$ we have $\tau=\tau_{i}, i \in\{0,1,2\}$, depending on the testing problem. As $\Xi$ is open we get from Theorem 4.73 that the exponential family $P_{\left(\tau_{i}, \xi\right), V}$,
 As all distributions $P_{\theta, V}, \theta \in \Delta$, are equivalent the statement follows.

To construct, for a fixed given $\alpha \in(0,1)$, an optimal level $\alpha$ test in the class of all unbiased tests we search for an optimal test in the class of all (all unbiased) level $\alpha$ tests $\varphi(\cdot, v)$ that satisfy (8.32). As $\mathrm{K}_{\tau}(\cdot \mid v)$ is an exponential family we employ the results on optimal tests for one-parametric exponential families. The only difference is that the constants that appear in (8.4) now depend on the condition $v$. The technical arguments are similar. For the given $\alpha$ and any fixed $v \in \mathbb{R}^{d-1}$ we now construct a test $\varphi_{I, U}: \mathbb{R}^{d} \rightarrow_{m}[0,1]$ by setting

$$
\begin{equation*}
\varphi_{I, U}(u, v)=I_{\left(c_{1-\alpha}(v), \infty\right)}(u)+\gamma(v) I_{\left\{c_{1-\alpha}(v)\right\}}(u), \quad u \in \mathbb{R} \tag{8.33}
\end{equation*}
$$

where $c_{1-\alpha}(v) \in \mathbb{R}$ and $0 \leq \gamma(v) \leq 1$ are chosen in such a way that

$$
\int \varphi_{I, U}(u, v) \mathrm{K}_{\tau_{0}}(d u \mid v)=\alpha
$$

Suitable constants $c_{1-\alpha}(v)$ and $\gamma(v)$ can be found by using

$$
F_{\tau_{0}}(t \mid v):=\mathrm{K}_{\tau_{0}}((-\infty, t] \mid v), \quad t \in \mathbb{R}
$$

the c.d.f. of the conditional distribution of $U$, given $V=v$, taking

$$
\begin{align*}
c_{1-\alpha}(v) & =F_{\tau_{0}}^{-1}((1-\alpha) \mid v) \quad \text { and }  \tag{8.34}\\
\gamma(v) & =\left[F_{\tau_{0}}\left(c_{1-\alpha}(v)\right)-(1-\alpha)\right] \oslash\left(\mathrm{K}_{\tau_{0}}\left(\left\{c_{1-\alpha}(v)\right\}\right) \mid v\right), \quad v \in \mathbb{R}^{d-1} .
\end{align*}
$$

Obviously, the mapping $v \rightarrow\left(c_{1-\alpha}(v), \gamma(v)\right)$ is measurable, which implies that $\varphi_{I, U}: \mathbb{R}^{d} \rightarrow_{m}[0,1]$.

Theorem 8.28. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family in natural form that satisfies (A1) and (A2), $\Delta=\Upsilon \times \Xi$ be open, along with the splitting from (8.27), and $\alpha \in(0,1)$ be fixed. For $c_{1-\alpha}(v)$ and $\gamma(v)$ given by (8.34), the test $\varphi_{I, U}(u, v)$ is a uniformly best unbiased level $\alpha$ test for testing problem (I) in (8.28).

Proof. First we note that by (8.33) and (8.34) the test $\varphi_{I, U}$ is an unbiased level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$. Let now $\psi$ be any other unbiased level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$. By Lemma 8.27,

$$
\int \psi(u, v) \mathrm{K}_{\tau_{0}}(d u \mid v)=\alpha, \quad P_{\theta, V} \text {-a.s., } \theta \in \Delta .
$$

In view of Theorem 2.49 we have for every $\tau>\tau_{0}$,

$$
\int \psi(u, v) \mathrm{K}_{\tau}(d u \mid v) \leq \int \varphi_{I, U}(u, v) \mathrm{K}_{\tau}(d u \mid v), \quad P_{\theta, V^{-a . s .}} \theta \in \Delta
$$

Integration of both sides with respect to $P_{\theta, V}, \theta=(\tau, \xi) \in \Delta$ with $\tau>\tau_{0}$, gives by (8.26) the inequality $\mathrm{E}_{\theta} \psi(U, V) \leq \mathrm{E}_{\theta} \varphi_{I, U}(U, V)$, and the proof is completed.

The previous theorem shows the line of how to deal with the other testing problems in (8.28). Subsequently we focus only on the testing problem (II) which is of special importance. Let us discuss the constraints that follow for tests that are supposed to be unbiased. If the test $\psi$ is unbiased, then its power function $\tau \mapsto \mathrm{E}_{(\tau, \xi)} \psi,(\tau, \xi) \in \Delta$, has a local minimum at $\tau_{0}$ for every fixed $\xi \in \Xi$. Both $\mathrm{K}_{\tau}$ and $P_{(\tau, \xi), V}$ are exponential families, and thus the power function of $\psi$ has derivatives of all orders in the open set $\Delta$, where we may exchange differentiation with respect to $\tau$ with the integrations; see Lemma 1.16. By utilizing this and (8.31) we arrive at

$$
\int\left[\int\left(u \psi(u, v)-K_{v}^{\prime}\left(\tau_{0}\right) \psi(u, v)\right) \mathrm{K}_{\tau_{0}}(d u \mid v)\right] P_{\left(\tau_{0}, \xi\right), V}(d v)=0
$$

The completeness of the family $P_{\left(\tau_{0}, \xi\right), V}$ for $\xi \in \Xi$ implies that $P_{\left(\tau_{0}, \xi\right), V^{-}}$-a.s., and consequently $P_{\theta, V}$-a.s., for every $\theta \in \Delta$,

$$
\int u \psi(u, v) \mathrm{K}_{\tau_{0}}(d u \mid v)=K_{v}^{\prime}\left(\tau_{0}\right) \int \psi(u, v) \mathrm{K}_{\tau_{0}}(d u \mid v)=\int u \mathrm{~K}_{\tau_{0}}(d u \mid v) \alpha
$$

where the second equation follows from Corollary 1.19 and (8.32). Thus every unbiased level $\alpha$ test $\varphi$ satisfies

$$
\begin{align*}
\int \varphi(u, v) \mathrm{K}_{\tau_{0}}(d u \mid v) & =\alpha, \quad P_{\theta, V^{-}} \text {a.s., } \theta \in \Delta  \tag{8.35}\\
\int u \varphi(u, v) \mathrm{K}_{\tau_{0}}(d u \mid v) & =\alpha \int u \mathrm{~K}_{\tau_{0}}(d u \mid v), \quad P_{\theta, V^{-}} \text {a.s. }, \theta \in \Delta
\end{align*}
$$

Analogously to (8.4) we set
$\varphi_{I I, U}(u, v)=I_{\left(-\infty, b_{1}(v)\right)}(u)+\varsigma_{1}(v) I_{\left\{b_{1}(v)\right\}}(u)+\varsigma_{2}(v) I_{\left\{b_{2}(v)\right\}}(u)+I_{\left(b_{2}(v), \infty\right)}(u)$
and state the following.
Theorem 8.29. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family in natural form that satisfies (A1) and (A2), where $\Delta=\Upsilon \times \Xi$ is open, along with the splitting from (8.27), and $\alpha \in(0,1)$ be fixed.
(A) There exist measurable functions $b_{i}(v)$ and $\varsigma_{i}(v), i=1,2$, such that $\varphi_{I I, U}$ defined above satisfies $\varphi_{I I, U}: \mathbb{R}^{d} \rightarrow_{m}[0,1]$ and the conditions in (8.35).
(B) The test $\varphi_{I I, U}(U, V)$ is a uniformly best unbiased level $\alpha$ test for the testing problem (II) in (8.28).

Proof. For the proof of $(A)$ we refer to Lehmann (1959), Ferguson (1967), and Witting (1985). To prove statement $(B)$, we note that by Theorem 8.11, for every $\tau \neq \tau_{0}$ and every $v \in \mathbb{R}^{d-1}$,

$$
\alpha=\int \varphi_{I I, U}(u, v) \mathrm{K}_{\tau_{0}}(d u \mid v) \leq \int \varphi_{I I, U}(u, v) \mathrm{K}_{\tau}(d u \mid v), \quad P_{\theta, V} \text {-a.s., } \theta \in \Delta .
$$

Thus, integration with respect to $P_{(\tau, \xi), V}$ gives the unbiasedness of $\varphi_{I I, U}$. Above, when motivating the relations in (8.35), we have shown that every unbiased level $\alpha$ test $\varphi$ satisfies (8.35). As $\varphi_{I I, U}$ also satisfies these conditions we get that, $P_{\theta, V}$-a.s., the conditional power $\int \varphi(u, v) \mathrm{K}_{\tau}(d u \mid v)$ of $\varphi$ does not exceed the conditional power of $\varphi_{I I, U}$. Integration with respect to $P_{(\tau, \xi), V}$ completes the proof.

In the examples to follow, one-sided tests in the setting of Theorem 8.28 and two-sided tests in the setting of Theorem 8.29 are considered. First, for a normal distribution with unknown mean and variance, the one-sided Student's $t$-test for the mean and the one-sided chi-square test for the variance are derived. According to the above considerations we have to deal with the conditional distribution $\mathrm{K}_{\tau_{0}}$ and its quantiles, which may be cumbersome.

Helpful hereby is an idea, following below, that can be utilized in this and in similar situations. Let $\alpha \in(0,1)$ be fixed. If $Z$ has the distribution $Q$ on $(\mathbb{R}, \mathfrak{B})$ with c.d.f. $G$ we set $c_{1-\alpha}=G^{-1}(1-\alpha)$ and

$$
\begin{aligned}
\varphi_{I, G}(z) & =I_{\left(c_{1-\alpha}, \infty\right.}(z)+\gamma_{1} I_{\left\{c_{1-\alpha}\right\}}(z), \quad \text { where } \\
\gamma_{1} & =\left[G\left(c_{1-\alpha}\right)-(1-\alpha)\right] \oslash Q\left(\left\{c_{1-\alpha}\right\}\right) .
\end{aligned}
$$

If the distribution $Q$ of $Z$ is symmetric about 0 , then we also set

$$
\begin{aligned}
\varphi_{I I, G}(z)= & I_{\left(c_{1-\alpha / 2}, \infty\right)}(z)+\gamma_{2} I_{\left\{c_{1-\alpha / 2}\right\}}(z) \\
& +\gamma_{2} I_{\left\{c_{1-\alpha / 2}\right\}}(-z)+I_{\left(c_{1-\alpha / 2}, \infty\right)}(-z), \quad \text { where } \\
\gamma_{2}= & {\left[G\left(c_{1-\alpha / 2}\right)-(1-\alpha / 2)\right] \oslash Q\left(\left\{c_{1-\alpha / 2}\right\}\right) . }
\end{aligned}
$$

Proposition 8.30. Let $\left(P_{\theta}\right)_{\Delta}$ be an exponential family with natural parameter $\theta$, where $\Delta=\Upsilon \times \Xi$ is open, along with the splitting from (8.27), and $\tau_{0} \in \Upsilon$ be fixed. Suppose that there is a family of mappings $u \mapsto h_{v}(u)$ from $\mathbb{R}$ into $\mathbb{R}$ that are strictly increasing and continuous in $u$ for $P_{\left(\tau_{0}, \xi\right), V}$-almost all $v$, and measurable in $(u, v)$. If the distribution $Q$ of $Z:=h_{V}(U)$ under $P_{\left(\tau_{0}, \xi\right)}$ does not depend on $\xi$, then $Z$ and $V$ are independent under $P_{\left(\tau_{0}, \xi\right)}$. In this case

$$
\begin{equation*}
\psi_{I}(u, v)=\varphi_{I, G}\left(h_{v}(u)\right) \tag{8.36}
\end{equation*}
$$

is a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}: \tau \leq \tau_{0}, \xi \in \Xi$, versus $\mathrm{H}_{A}: \tau>\tau_{0}, \xi \in \Xi$. If in addition the distribution of $Z$ under $P_{\left(\tau_{0}, \xi\right)}$ is symmetric, then

$$
\begin{equation*}
\psi_{I I}(u, v)=\varphi_{I I, G}\left(h_{v}(u)\right) \tag{8.37}
\end{equation*}
$$

is a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}: \tau=\tau_{0}, \xi \in \Xi$, versus $\mathrm{H}_{A}: \tau \neq \tau_{0}, \xi \in \Xi$.

Proof. The statistic $Z$ is ancillary for the family $P_{\left(\tau_{0}, \xi\right)}, \xi \in \Xi$. As $V$ is sufficient for the same family and $P_{\left(\tau_{0}, \xi\right), V}, \xi \in \Xi$, is complete we get the independence of $Z$ and $V$ under $P_{\left(\tau_{0}, \xi\right)}$ from Basu's theorem; see Theorem 4.82. This means that there is a version of the conditional distribution $\mathrm{K}_{\tau_{0}}(\cdot \mid v)$ that does not depend on $v$, and it holds $Q=\mathrm{K}_{\tau_{0}}(\cdot \mid v) \circ h_{v}^{-1}$. This, and the strict monotonicity and continuity of $u \mapsto h_{v}(u)$, yield

$$
\psi_{I}(U, V)=\varphi_{I, U}(U, V), \quad P_{\left(\tau_{0}, \xi\right)} \text {-a.s. }, \quad \xi \in \Xi
$$

and thus $P_{\theta}$-a.s. for every $\theta \in \Delta$, where $\varphi_{I, U}(U, V)$ is the test in (8.33). This, in view of Theorem 8.28, proves the first statement. The proof of the second statement is similar and uses Theorem 8.29.

Example 8.31. We consider the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\left(\mu, \sigma^{2}\right) \in \mathbb{R} \times(0, \infty)}\right)$ for which the projections on the coordinates $X_{1}, \ldots, X_{n}$ are i.i.d. with common distribution $\mathrm{N}\left(\mu, \sigma^{2}\right)$, where $\left(\mu, \sigma^{2}\right) \in \mathbb{R} \times(0, \infty)$ is unknown. We recall the statistics

$$
\bar{X}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i} \quad \text { and } \quad S_{n}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2} .
$$

By Example $1.11 \mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right)$ can be represented as an exponential family in natural form with natural parameter $\theta=(\tau, \xi)=\left(\mu / \sigma^{2},-1 /\left(2 \sigma^{2}\right)\right)$, parameter set $\Delta=$ $\mathbb{R} \times(-\infty, 0)$, and generating statistic $T=(U, V)=\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} X_{i}^{2}\right)$. Suppose we want to test, for a fixed given $\mu_{0} \in \mathbb{R}, \mathrm{H}_{0}: \mu \leq \mu_{0}, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mu>\mu_{0}$, $\sigma^{2}>0$. We assume without loss of generality that $\mu_{0}=0$, as otherwise we may switch from $X_{1}, \ldots, X_{n}$ to $X_{1}-\mu_{0}, \ldots, X_{n}-\mu_{0}$. Expressed in terms of the natural parameters the hypotheses read

$$
\begin{equation*}
\mathrm{H}_{0}: \tau \leq 0, \xi<0 \quad \text { versus } \quad \mathrm{H}_{A}: \tau>0, \xi<0 . \tag{8.38}
\end{equation*}
$$

$\Delta=\mathbb{R} \times(-\infty, 0)=\Upsilon \times \Xi$ is open and thus we may apply Theorem 8.28. Instead of constructing the conditional test we apply Proposition 8.30 with

$$
h_{v}(u)=\sqrt{n} \frac{\frac{1}{n} u}{\sqrt{\frac{1}{n-1}\left(v-\frac{1}{n} u^{2}\right)}},
$$

where $u=n \bar{x}_{n}$ and $v=\sum_{i=1}^{n} x_{i}^{2}$ are the generating statistics. It is easy to see that $(\partial / \partial u) h_{v}(u)>0$ holds for every fixed $v>0$, so that the assumptions on $h_{v}(u)$ in Proposition 8.30 are satisfied. Set $x=\left(x_{1}, \ldots, x_{n}\right)$. As the distribution of

$$
h_{V}(U)=\sqrt{n} \bar{X}_{n} / \sqrt{S_{n}^{2}}
$$

under $P_{\left(\tau_{0}, \xi\right)}=\mathrm{N}^{\otimes n}\left(0, \sigma^{2}\right)$ is $\mathrm{T}(n-1)$ (i.e., Student's $t$-distribution with $n-1$ degrees of freedom) we see that this distribution is independent of $\xi$. Hence for the testing problem (8.38) a uniformly best unbiased level $\alpha$ test from (8.36) is given by

$$
\begin{equation*}
\varphi_{I, U}(U, V)=I_{\left[t_{1-\alpha, n-1}, \infty\right)}\left(\sqrt{n} \bar{X}_{n} / \sqrt{S_{n}^{2}}\right), \tag{8.39}
\end{equation*}
$$

where $t_{1-\alpha, n-1}$ is the $1-\alpha$ quantile of $\mathbf{T}(n-1)$. This is the one-sided version of Student's $t$-test from (2.24).

The testing problem $\mathrm{H}_{0}: \mu=\mu_{0}, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mu \neq \mu_{0}, \sigma^{2}>0$, can be treated similarly. For $\mu_{0}=0$ the resulting uniformly best unbiased level $\alpha$ test from (8.37) is the two-sided version of Student's $t$-test, given by

$$
\begin{equation*}
\varphi_{I I, U}(U, V)=I_{\left[t_{1-\alpha / 2, n-1}, \infty\right)}\left(\left|\sqrt{n} \bar{X}_{n} / \sqrt{S_{n}^{2}}\right|\right) \tag{8.40}
\end{equation*}
$$

Suppose now that we want to test, for a fixed given $\sigma_{0}^{2}>0, \mathrm{H}_{0}: \sigma^{2} \leq \sigma_{0}^{2}$, $\mu \in \mathbb{R}$, versus $\mathrm{H}_{A}: \sigma^{2}>\sigma_{0}^{2}, \mu \in \mathbb{R}$. With respect to the previous testing problem, the roles of $U$ and $V$ and those of $\tau$ and $\xi$ are now exchanged. We set $(\widetilde{\tau}, \widetilde{\xi}):=$ $\left(-1 /\left(2 \sigma^{2}\right), \mu / \sigma^{2}\right)$ and $(\widetilde{U}, \widetilde{V})=\left(\sum_{i=1}^{n} X_{i}^{2}, \sum_{i=1}^{n} X_{i}\right)$, and consider

$$
h_{\widetilde{v}}(\widetilde{u})=\frac{1}{\sigma_{0}^{2}}\left(\widetilde{u}-\frac{1}{n} \widetilde{v}^{2}\right),
$$

which is strictly increasing and continuous in $\widetilde{u}$ for every fixed $\widetilde{v} \in \mathbb{R}$. As $h_{\tilde{V}}(\widetilde{U})$, defined by

$$
h_{\tilde{V}(x)}(\widetilde{U})=\frac{1}{\sigma_{0}^{2}} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2},
$$

has under $P_{\tilde{\tau}_{0}, \tilde{\xi}}=\mathrm{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)$ a chi-square distribution $\mathbf{H}(n-1)$ with $n-1$ degrees of freedom, which is independent of $\mu$, we may apply the same arguments as above.

This shows that the test (8.36) turns out to be the one-sided $\chi^{2}$-test, which is given by

$$
\widetilde{\varphi}_{\tilde{U}}(\widetilde{U}, \widetilde{V})=I_{\left[\chi_{1-\alpha, n-1}^{2}, \infty\right)}\left(\frac{1}{\sigma_{0}^{2}} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}\right)
$$

where $\chi_{1-\alpha, n-1}^{2}$ is the $1-\alpha$ quantile of $\mathbf{H}(n-1)$.
In the next example, Fisher's exact test is derived.
Example 8.32. Let $X$ and $Y$ be two independent random variables, where $X \sim$ $\mathrm{B}(n, p)$ with $n \in \mathbb{N}$ and $p \in(0,1)$, and $Y \sim \mathrm{~B}(m, q)$ with $m \in \mathbb{N}$ and $q \in(0,1)$. The distribution of $(X, Y)$ belongs to the family $(\mathrm{B}(n, p) \otimes \mathrm{B}(m, q))_{p, q \in(0,1)}$ with probability mass function

$$
\mathbf{b}_{n, p}(x) \mathbf{b}_{m, q}(y)=\binom{n}{x} p^{x}(1-p)^{n-x}\binom{m}{y} q^{y}(1-q)^{m-y},
$$

$(x, y) \in \mathcal{X}:=\{0,1, \ldots, n\} \times\{0,1, \ldots, m\}, p, q \in(0,1)$. Suppose we want to test $\mathrm{H}_{0}: p \leq q$ versus $\mathrm{H}_{A}: p>q$. Intuitively, one would represent the family as a two-parameter exponential family in natural form, with natural parameter $\widetilde{\theta}(p, q)=$ $(\ln (p /(1-p)), \ln (q /(1-q)))$ and generating statistic $\widetilde{T}(x, y)=(x, y)$. However, in this form Theorem 8.28 cannot be used to find a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$. A more suitable representation has natural parameter

$$
\theta(p, q)=\left(\ln \frac{p(1-q)}{(1-p) q}, \ln \frac{q}{1-q}\right)
$$

and generating statistic $T(x, y)=(U(x), V(x))=(x, x+y)$. With respect to the dominating measure $\boldsymbol{\mu}$ with point mass $\binom{n}{x}\binom{m}{y}$ at $(x, y) \in \mathcal{X}$, the density of $P_{\theta(p, q)}:=$ $\mathrm{B}(n, p) \otimes \mathrm{B}(m, q)$ at $(x, y) \in \mathcal{X}$ is

$$
f_{p, q}(x, y)=\exp \left\{\theta_{1}(p, q) x+\theta_{2}(q)(x+y)+n \ln (1-p)+m \ln (1-q)\right\}
$$

where $\left(\theta_{1}, \theta_{2}\right) \in \Delta=\mathbb{R}^{2}$. Testing $\mathbf{H}_{0}$ versus $\mathbf{H}_{A}$ is equivalent to testing $\mathbf{H}_{0}: \theta_{1} \leq 0$ versus $\mathrm{H}_{A}: \theta_{1}>0$. By Theorem 8.28 we get a uniformly best unbiased level $\alpha$ test $\varphi_{U}$. To calculate the conditional distribution of $U$, given $V$, at $\theta_{1}=0$ (i.e., at $p=q$ ) we note that in this case $X+Y$ has a binomial distribution with parameters $m+n$ and $p$. Put $P_{p}=\mathrm{B}(n, p) \otimes \mathrm{B}(m, p), p \in(0,1)$. Then for $0 \vee(v-m) \leq u \leq n \wedge v$ and $v \in\{0,1, \ldots, n+m\}$,

$$
\begin{aligned}
& \mathrm{K}_{0}(\{u\} \mid v)=P_{p}(U=u \mid V=v)=\frac{P_{p}(X=u) P_{p}(Y=v-u)}{P_{p}(V=v)} \\
& =\frac{\mathrm{b}_{n, p}(u) \mathrm{b}_{m, p}(v-u)}{\mathrm{b}_{n+m, p}(v)}=\frac{\binom{n}{u}\binom{m}{v-u}}{\binom{n+m}{v}}
\end{aligned}
$$

which is a hypergeometric distribution. Given $v \in\{0,1, \ldots, n+m\}$, we set

$$
\varphi_{I, U}(u, v)=I_{[b(v)+1, \ldots, n \wedge v]}(u)+\varsigma(v) I_{\{b(v)\}}(u), 0 \vee(v-m) \leq u \leq n \wedge v,
$$

where $b(v) \in[0 \vee(v-m), n \wedge v] \cap \mathbb{N}$ and $\varsigma(v) \in[0,1]$ are determined by

$$
\sum_{u=0 \vee(v-m)}^{n \wedge v} \varphi_{I, U}(u, v) \mathrm{K}_{0}(\{u\} \mid v)=\alpha .
$$

The numerical evaluation of $b(v)$ and $\varsigma(v)$ has to be done on a computer. Further results on this test and its two-sided version can be found in Finner and Strassburger (2002b).

The data in Example 8.32 are typically presented in form of a $2 \times 2$ contingency table, i.e.,

| $x_{1,1}$ | $x_{1,2}$ | $x_{1, \cdot}=x_{1,1}+x_{1,2}$ |
| :--- | :--- | :--- |
| $x_{2,1}$ | $x_{2,2}$ | $x_{2, \cdot}=x_{2,1}+x_{2,2}$ |
| $x_{\cdot, 1}=n$ | $x_{\cdot, 2}=m$ | $N=m+n$ |

where the marginal totals are indicated by dots in the subscripts. Such tables may also arise in other settings, as we show in the next example. In the above Example 8.32, $x_{\cdot, 1}=n$ and $x_{\cdot, 2}=m$ are fixed given, $N=n+m$, whereas $x_{1, \text {. }}$ and $x_{2, .}$ are the outcomes of the random variables $V$ and $n+m-V$, respectively. The optimal test is a conditional test based on $x_{1,1}$, the outcome of $X$, given the total $X+Y=x_{1, .}$.

Another quite common situation where data in a $2 \times 2$ contingency table have to be analyzed is considered in the next example. At this point it should also be mentioned that the results of Examples 8.32 and 8.33 can be extended to similar analyses of $a \times b$ contingency tables by using similar approaches, see Agresti (1992, 2002) for further details.

Example 8.33. Let $W_{1}, \ldots, W_{N}$ be an i.i.d. sample from a distribution on the points $(1,1),(1,2),(2,1),(2,2)$, with probabilities $p_{i, j}>0, i, j=1,2$. Assume that with respect to two certain characteristics A and B , say, $(1,1)$ means that both, A and B , are present, $(1,2)$ means that A is present but not $\mathrm{B},(2,1)$ means that A is not present but B is, and $(2,2)$ means that both, A and B , are not present. An interesting question is whether the occurrences of A and B are stochastically independent or not. In the latter case, A and B are said to be associated. A test for this purpose is now derived. Let

$$
p_{i, \cdot}=p_{i, 1}+p_{i, 2} \quad \text { and } \quad p_{\cdot, j}=p_{1, j}+p_{2, j}, \quad i, j=1,2 .
$$

The null hypothesis ("independence") is that $p_{i, j}=p_{i, \cdot} \cdot p_{\cdot, j}$ holds for all $i, j=1,2$, whereas the alternative ("dependence") is its complement. In the present $2 \times 2$ layout, the null hypothesis is equivalent to $p_{1,1}=p_{1, \cdot} \cdot p_{\cdot, 1}$. However, for larger $a \times b$ layouts more than just one equation of the type $p_{i, j}=p_{i, \cdot} \cdot p_{, j}$ would have to be stated in the null hypothesis. Let

$$
X_{i, j}:=\left|\left\{k: W_{k}=(i, j), k=1, \ldots, N\right\}\right|, \quad i, j=1,2 .
$$

These outcomes can be summarized in a $2 \times 2$ contingency table of the form

| $x_{1,1}$ | $x_{1,2}$ | $x_{1, \cdot}=x_{1,1}+x_{1,2}$ |
| :--- | :--- | :--- |
| $x_{2,1}$ | $x_{2,2}$ | $x_{2, \cdot}=x_{2,1}+x_{2,2}$ |
| $x_{\cdot, 1}=x_{1,1}+x_{2,1}$ | $x_{\cdot, 2}=x_{1,2}+x_{2,2}$ | $N$ |

In contrast to the contingency table (8.41) $x_{\cdot, 1}$ and $x_{\cdot, 2}$ are now realizations of random variables, so that all four marginal totals $x_{1, \cdot}, x_{2, \cdot,} x_{\cdot, 1}$, and $x_{\cdot, 2}$ in
the $2 \times 2$ contingency table are the outcomes of random variables. Apparently, $X=\left(X_{1,1}, X_{1,2,} X_{2,1}, X_{2,2}\right)$ follows a multinomial distribution $\mathrm{M}(N, p)$ with parameters $N$ and $p=\left(p_{1,1}, p_{1,2}, p_{2,1}, p_{2,2}\right)$ and p.m.f.

$$
\frac{N!}{x_{1,1}!x_{1,2}!x_{2,1}!x_{2,2}!} p_{1,1}^{x_{1,1}} p_{1,2}^{x_{1,2}} p_{2,1}^{x_{2,1}} p_{2,2}^{x_{2,2}},
$$

where $x_{i, j} \in\{0, \ldots, N\}$ and $x_{1,1}+x_{1,2}+x_{2,1}+x_{2,2}=N$. We have seen in Example 1.5 that with respect to the dominating measure $\boldsymbol{\mu}$ with point masses $N!/\left(x_{1,1}!x_{1,2}!x_{2,1}!x_{2,2}!\right)$ the family $\mathrm{M}(N, p)$ can be represented as an exponential family in natural form with natural parameter

$$
\widetilde{\theta}\left(p_{1,1}, p_{1,2}, p_{2,1}\right)=\left(\ln \left(\frac{p_{1,1}}{p_{2,2}}\right), \ln \left(\frac{p_{1,2}}{p_{2,2}}\right), \ln \left(\frac{p_{2,1}}{p_{2,2}}\right)\right)
$$

and generating statistic $\widetilde{T}\left(x_{11}, x_{12}, x_{21}\right)=\left(x_{1,1}, x_{1,2}, x_{2,1}\right)$. As before in Example 8.32, however, we need another representation that is more suitable for the testing problem at hand. This can be achieved by using as a natural parameter $\theta=(\tau, \xi)$ with

$$
\tau\left(p_{1,1}, p_{1,2}, p_{2,1}\right)=\ln \left(\frac{p_{1,1} p_{2,2}}{p_{1,2} p_{2,1}}\right) \quad \text { and } \quad \xi\left(p_{1,1}, p_{1,2}, p_{2,1}\right)=\left(\ln \left(\frac{p_{1,2}}{p_{2,2}}\right), \ln \left(\frac{p_{2,1}}{p_{2,2}}\right)\right)
$$

and as generating statistics $T=(U, V)$ with

$$
U\left(x_{1,1}, x_{1,2}, x_{2,1}\right)=x_{1,1} \quad \text { and } \quad V\left(x_{1,1}, x_{1,2}, x_{2,1}\right)=\left(x_{1, .}, x_{\cdot, 1}\right) .
$$

Because $p_{1, \cdot} \cdot p_{\cdot, 1}=p_{1,1}-\left(p_{1,1} p_{2,2}-p_{1,2} p_{2,1}\right)$, the null hypothesis is equivalent to $\mathrm{H}_{0}: \tau=0$, and the alternative is equivalent to $\mathrm{H}_{A}: \tau \neq 0$. A uniformly best unbiased level $\alpha$ test $\varphi_{I I, U}$ is provided by Theorem 8.29 which is based on the conditional distribution of $U$ given $V=\left(x_{1, \cdot}, x_{\cdot, 1}\right)$ at $\tau=0$. The distribution is given in the problem below.

Problem 8.34. Show that in Example 8.33,

$$
P_{0, \xi_{1}, \xi_{2}}\left(U=u \mid V_{1}=x_{1, .}, V_{2}=x_{\cdot, 1}\right)=\frac{\binom{x_{,, 1}, 1}{u}\binom{N-x_{,, 1}}{x_{1,-}}}{\binom{N}{x_{1,}, .}},
$$

where $0 \vee\left(x_{1, \cdot}+x_{\cdot, 1}-N\right) \leq u \leq x_{1, \cdot} \wedge x_{\cdot, 1}$ and $x_{1, \cdot} \in\{0,1, \ldots, N\}$. Compare this with the conditional distribution of $U$, given $V$, at $\theta_{1}=0$, in Example 8.32.

It is interesting to note that in Example 8.32, the uniformly best unbiased level $\alpha$ test for testing $\mathrm{H}_{0}: p=q$ versus $\mathrm{H}_{A}: p \neq q$ provided by Theorem 8.29, which has not been derived here for brevity, turns out to be technically identical with the test $\varphi_{I I, U}$ in Example 8.33. Likewise, in Example 8.33, the uniformly best unbiased level $\alpha$ test for testing $\mathrm{H}_{0}: p_{1,1} / p_{\cdot, 1} \leq p_{1,2} / p_{, 2}$ versus $\mathrm{H}_{A}: p_{1,1} / p_{\cdot, 1}>p_{1,2} / p_{\cdot, 2}$ provided by Theorem 8.28 , which has not been derived here, turns out to be technically identical with the test $\varphi_{I, U}$ in Example 8.32. Despite these technical identities, however, Examples 8.32 and 8.33 are based on different statistical models. Therefore the respective tests for one-sided hypotheses provide different decisions, and the same holds for two-sided hypotheses.

Problem 8.35.* Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample from a Poisson distribution $\operatorname{Po}\left(\lambda_{1}\right)$ with $\lambda_{1}>0$, and $Y_{1}, \ldots, Y_{n}$ be an i.i.d. sample from a Poisson distribution $\operatorname{Po}\left(\lambda_{2}\right)$ with $\lambda_{2}>0$, where the samples are independent. Let $\alpha \in(0,1)$ be fixed given. As an application of Theorem 8.28, find a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}: \lambda_{1} \leq \lambda_{2}$ versus $\mathrm{H}_{A}: \lambda_{1}>\lambda_{2}$. As an application of Theorem 8.29, find a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}: \lambda_{1}=\lambda_{2}$ versus $\mathrm{H}_{A}: \lambda_{1} \neq \lambda_{2}$.

### 8.2 Confidence Regions and Confidence Bounds

For a statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ with $\Delta \subseteq \mathbb{R}^{d}$ we have considered the problem of estimating $\theta$ under various aspects in Chapter 7. An estimator, by definition, is a mapping $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$. After observing $x \in \mathcal{X}$ the estimate for $\theta$ is $S(x)$, but it does not provide any information on how close it is to $\theta$. The concept of confidence regions is tailored for this need. In this approach the idea of using a point estimator $S: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ is abandoned in favor of a region estimator $\mathcal{C}: \mathcal{X} \rightarrow \mathfrak{P}(\Delta)$, where $\mathfrak{P}(\Delta)$ is the set of all subsets of $\Delta$. Here one has to assume that $\{x: \theta \in \mathcal{C}(x)\} \in \mathfrak{A}$ for every $\theta \in \Delta$. After observing $x \in \mathcal{X}$ the set $\mathcal{C}(x) \subseteq \mathbb{R}^{d}$ is interpreted as the region where $\theta$ is estimated to be located. The attractive feature of a confidence region is that it comes along with a lower bound on the probability of including the true $\theta$. For $d=1$ (i.e., $\Delta \subseteq \mathbb{R}$ ) and for most of the concrete models studied so far, confidence regions are either finite or one-sided intervals.

Definition 8.36. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a given model with $\Delta \subseteq \mathbb{R}^{d}$, and let $\alpha \in(0,1)$ be fixed. A mapping $\mathcal{C}: \mathcal{X} \rightarrow \mathfrak{P}(\Delta)$ is called a confidence region at the level $1-\alpha$ if $\{x: \theta \in \mathcal{C}(x)\} \in \mathfrak{A}$ for every $\theta \in \Delta$, and

$$
P_{\theta}(\theta \in \mathcal{C}) \geq 1-\alpha, \quad \theta \in \Delta
$$

For $\Delta \subseteq \mathbb{R}$ some special forms are distinguished.

$$
\begin{array}{ll}
\mathcal{C}(x)=\left[B_{\mathrm{lcb}}(x), \infty\right) & \text { lower confidence bound } B_{\mathrm{lcb}}(x) \\
\mathcal{C}(x)=\left[B_{\mathrm{lci}}(x), B_{\mathrm{uci}}(x)\right] & \text { confidence interval }\left[B_{\mathrm{lci}}(x), B_{\mathrm{uci}}(x)\right] \tag{8.42}
\end{array}
$$

The upper confidence bounds can be introduced and treated in a similar way as the lower confidence bounds.

The standard technique to construct confidence regions is based on a duality between confidence regions and the acceptance regions of tests. Let $\alpha \in(0,1)$ be fixed given. We consider a family of testing problems with simple null hypotheses for which there is a family of nonrandomized level $\alpha$ tests $\psi=\left(\psi_{\theta}\right)_{\theta \in \Delta}$; that is,

$$
\begin{aligned}
& \mathrm{H}_{0}\left(\theta_{0}\right): \theta=\theta_{0} \quad \text { versus } \quad \mathrm{H}_{A}\left(\theta_{0}\right): \theta \in \Delta_{A}\left(\theta_{0}\right), \text { where } \\
& \Delta_{A}\left(\theta_{0}\right) \subseteq \Delta \backslash\left\{\theta_{0}\right\} \quad \text { is predetermined, and } \\
& \psi_{\theta_{0}}: \mathcal{X} \rightarrow_{m}\{0,1\}, \quad \mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=\alpha, \quad \theta_{0} \in \Delta .
\end{aligned}
$$

It is important to note that $\Delta_{A}\left(\theta_{0}\right)$ does not have to be equal to $\Delta \backslash\left\{\theta_{0}\right\}$. The interpretation of $\Delta_{A}\left(\theta_{0}\right)$ is that it contains the unacceptable parameter values when $\theta_{0}$ is true. For example, in a location parameter problem we may have $\Delta_{A}\left(\theta_{0}\right)=\left(\theta_{0}, \infty\right) \subset \Delta=\mathbb{R}$. We restrict ourselves to the most common special cases where $\Delta_{A}\left(\theta_{0}\right)=\left(-\infty, \theta_{0}\right) \cap \Delta$ for all $\theta_{0} \in \Delta, \Delta_{A}\left(\theta_{0}\right)=\Delta \backslash\left\{\theta_{0}\right\}$ for all $\theta_{0} \in \Delta$, or $\Delta_{A}\left(\theta_{0}\right)=\left(\theta_{0}, \infty\right) \cap \Delta$ for all $\theta_{0} \in \Delta$. This is good enough to establish optimal confidence bounds and intervals for models with oneparameter families of distributions that have MLR, or are even exponential families. For a broader coverage of this topic we refer to Lehmann $(1959,1986)$. A more general approach to confidence regions that includes composite null hypotheses can be found in Witting (1985). The restriction to nonrandomized tests is made here to avoid technical complications; see Remark 8.37. Let

$$
\begin{array}{ll}
\mathcal{A}_{\psi}(\theta)=\left\{x: \psi_{\theta}(x)=0\right\}, & \theta \in \Delta, \quad \text { and } \\
\mathcal{C}_{\psi}(x)=\left\{\theta: x \in \mathcal{A}_{\psi}(\theta)\right\}, & x \in \mathcal{X} \tag{8.43}
\end{array}
$$

Then $\mathcal{A}_{\psi}(\theta)$ is the acceptance region of the test $\psi_{\theta}, \theta \in \Delta$, and

$$
\begin{equation*}
x \in \mathcal{A}_{\psi}(\theta) \quad \text { if and only if } \quad \theta \in \mathcal{C}(x), \quad x \in \mathcal{X}, \theta \in \Delta \tag{8.44}
\end{equation*}
$$

shows that $\{x: \theta \in \mathcal{C}(x)\} \in \mathfrak{A}, \theta \in \Delta$. If for each $\theta \in \Delta$ the test $\psi_{\theta}$ is a level $\alpha$ test for $\mathrm{H}_{0}(\theta)$, we get

$$
\begin{equation*}
P_{\theta}\left(\theta \in \mathcal{C}_{\psi}\right)=1-\mathrm{E}_{\theta} \psi_{\theta} \geq 1-\alpha, \quad \theta \in \Delta \tag{8.45}
\end{equation*}
$$

Thus we have constructed a confidence region $\mathcal{C}_{\psi}$ at the level $1-\alpha$ from the family of tests $\psi=\left(\psi_{\theta}\right)_{\theta \in \Delta}$, where $\psi_{\theta_{0}}$ is a level $\alpha$ test for $\mathrm{H}_{0}\left(\theta_{0}\right): \theta=\theta_{0}$ for every $\theta_{0} \in \Delta$. We call $\mathcal{C}_{\psi}$ the confidence region associated with the family of tests $\psi=\left(\psi_{\theta}\right)_{\theta \in \Delta}$. Apparently, the form of $\Delta_{A}\left(\theta_{0}\right), \theta_{0} \in \Delta$, has not been used hereby.

Conversely, suppose we are given a confidence region $\mathcal{C}$ at the level $1-\alpha$. Then we set

$$
\begin{equation*}
\psi_{\mathcal{C}, \theta_{0}}(x)=1-I_{\mathcal{C}(x)}\left(\theta_{0}\right), \quad x \in \mathcal{X}, \theta_{0} \in \Delta \tag{8.46}
\end{equation*}
$$

If $\mathcal{C}$ is at the level $1-\alpha$ we get

$$
\begin{equation*}
\mathrm{E}_{\theta_{0}} \psi_{\mathcal{C}, \theta_{0}}=1-P_{\theta_{0}}\left(\theta_{0} \in \mathcal{C}\right) \leq \alpha, \quad \theta_{0} \in \Delta \tag{8.47}
\end{equation*}
$$

Thus, for every $\theta_{0} \in \Delta$ the test $\psi_{\mathcal{C}, \theta_{0}}$ is a level $\alpha$ test for $\mathrm{H}_{0}\left(\theta_{0}\right): \theta=\theta_{0}$ versus $\mathrm{H}_{A}\left(\theta_{0}\right): \theta \in \Delta_{A}\left(\theta_{0}\right)$, where $\Delta_{A}\left(\theta_{0}\right) \subseteq \Delta \backslash\left\{\theta_{0}\right\}$ may be chosen in any way. We call $\psi_{\mathcal{C}, \theta_{0}}, \theta_{0} \in \Delta$, the family of tests associated with the confidence region $\mathcal{C}$.

Remark 8.37. If the confidence region in (8.43) were based on a family $\psi=$ $\left(\psi_{\theta}\right)_{\theta \in \Delta}$ of randomized tests, then at any $x \in \mathcal{X}$ and $\theta \in \Delta$ with $\psi_{\theta}(x) \in(0,1)$ the parameter value $\theta$ would have to be included in $\mathcal{C}(x)$ with probability $1-\psi_{\theta}(x)$. To make such an approach rigorous additional concepts would be needed that go beyond the short introduction into confidence regions given in this section.

For a family $\psi=\left(\psi_{\theta}\right)_{\theta \in \Delta}$ of nonrandomized level $\alpha$ tests $\psi_{\theta_{0}}$ for $\mathrm{H}_{0}\left(\theta_{0}\right)$ : $\theta=\theta_{0}, \theta_{0} \in \Delta$, let us examine how their power on the respective alternatives $\mathrm{H}_{A}\left(\theta_{0}\right): \theta \in \Delta_{A}\left(\theta_{0}\right) \subseteq \Delta \backslash\left\{\theta_{0}\right\}, \theta_{0} \in \Delta$, affects the performance of the associated confidence region $\mathcal{C}_{\psi}$. From (8.44) we get

$$
\begin{equation*}
\mathrm{E}_{\theta} \psi_{\theta_{0}}=1-P_{\theta}\left(\theta_{0} \in \mathcal{C}_{\psi}\right), \quad \theta \neq \theta_{0}, \quad \theta_{0} \in \Delta \tag{8.48}
\end{equation*}
$$

This can be utilized to derive optimal confidence regions from optimal tests, and vice versa. The optimality concept for confidence regions is now established.

Definition 8.38. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a model with $\Delta \subseteq \mathbb{R}^{d}$, and let $\Delta_{A}(\theta) \subseteq \Delta \backslash\{\theta\}$ be given for very $\theta \in \Delta$. For $\alpha \in(0,1)$ a confidence region $\mathcal{C}^{*}$ at the level $1-\alpha$ is called a uniformly most accurate confidence region with respect to $\left(\Delta_{A}(\theta)\right)_{\theta \in \Delta}$ at the level $1-\alpha$ if for every confidence region $\mathcal{C}$ at the level $1-\alpha$ it holds

$$
P_{\theta}\left(\theta_{0} \in \mathcal{C}^{*}\right) \leq P_{\theta}\left(\theta_{0} \in \mathcal{C}\right), \quad \theta \in \Delta_{A}\left(\theta_{0}\right), \quad \theta_{0} \in \Delta .
$$

Especially for $\Delta \subseteq \mathbb{R}$, a lower confidence bound $B_{\text {lcb }}^{*}(x)$ at the level $1-\alpha$ is called a uniformly most accurate lower confidence bound at the level $1-\alpha$ if for every lower confidence bound $B_{\text {lcb }}(x)$ at the level $1-\alpha$ it holds

$$
P_{\theta}\left(B_{\mathrm{lcb}}^{*} \leq \theta_{0}\right) \leq P_{\theta}\left(B_{\mathrm{lcb}} \leq \theta_{0}\right), \quad \theta \in\left(\theta_{0}, \infty\right) \cap \Delta, \quad \theta_{0} \in \Delta .
$$

The duality of lower confidence bounds for $\theta$ at the level $1-\alpha$ and level $\alpha$ tests for $\mathrm{H}_{0}\left(\theta_{0}\right): \theta=\theta_{0}$ versus $\mathrm{H}_{A}\left(\theta_{0}\right): \theta \in\left(\theta_{0}, \infty\right) \cap \Delta, \theta_{0} \in \Delta$, is extended below to include optimality.

Let now $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model with $\Delta=(a, b) \subseteq \mathbb{R}$. Furthermore, let $T: \mathcal{X} \rightarrow_{m} \mathbb{R}$ be a statistic. To avoid too many technical difficulties we assume here for $F_{\theta}(t)=P_{\theta}(T \leq t), t \in \mathbb{R}$, that

$$
\begin{align*}
& F_{\theta}(t) \text { is continuous in } t \in \mathbb{R} \text { for } \theta \in(a, b)  \tag{8.49}\\
& F_{\theta}(t) \text { is decreasing in } \theta \in(a, b) \text { for } t \in \mathbb{R} \text { with } 0<F_{\theta}(t)<1 .
\end{align*}
$$

The next statement is a special case of Theorem 4 on p. 90 in Lehmann (1986).
Theorem 8.39. Suppose that $\left(P_{\theta}\right)_{\theta \in(a, b)}$ with $(a, b) \subseteq \mathbb{R}$ has $M L R$ in $T$, and that $F_{\theta}(t)$ satisfies (8.49). Let $\alpha \in(0,1)$ be fixed. If there exists a $B_{l c b}^{*}: \mathcal{X} \rightarrow_{m}$ $(a, b)$ with

$$
\begin{equation*}
F_{B_{l c b}^{*}(x)}(T(x))=1-\alpha, \quad P_{\theta} \text {-a.s., } \theta \in(a, b), \tag{8.50}
\end{equation*}
$$

then $B_{l c b}^{*}(x)$ is a uniformly most accurate lower confidence bound at the level $1-\alpha$.

Proof. For every lower confidence bound $B_{\mathrm{lcb}}(x)$ at the level $1-\alpha$ and fixed $\theta_{0} \in(a, b)$ we introduce the test $\psi_{\theta_{0}}(x)=I_{\left(\theta_{0}, b\right)}\left(B_{\text {lcb }}(x)\right)$. By (8.45) $\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}=P_{\theta_{0}}\left(\theta_{0}<B_{\text {lcb }}\right) \leq \alpha$, and thus $\psi_{\theta_{0}}$ is a level $\alpha$ test for $\mathrm{H}_{0}\left(\theta_{0}\right): \theta=\theta_{0}$
versus $\mathrm{H}_{A}\left(\theta_{0}\right): \theta \in\left(\theta_{0}, b\right)$. For $\theta \in\left(\theta_{0}, b\right)$ we get from (8.48) $\mathrm{E}_{\theta} \psi_{\theta_{0}}=1-$ $P_{\theta}\left(B_{\text {lcb }} \leq \theta_{0}\right)$. Due to the continuity of $F_{\theta_{0}}$ it holds

$$
P_{\theta_{0}}\left(F_{\theta_{0}}^{-1}(1-\alpha) \leq T\right)=P_{\theta_{0}}\left(F_{\theta_{0}}^{-1}(1-\alpha)<T\right)=\alpha
$$

so that by Theorem 2.49 the test $\psi:=I_{(1-\alpha, 1]}\left(F_{\theta_{0}}(T)\right)$ is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}\left(\theta_{0}\right): \theta=\theta_{0}$ versus $\mathrm{H}_{A}\left(\theta_{0}\right): \theta \in\left(\theta_{0}, b\right)$. Because $F_{\theta}(t)$ is decreasing in $\theta \in(a, b)$ for every $t \in \mathbb{R}$ with $0<F_{\theta}(t)<1$ it holds in view of (8.50),

$$
\theta_{0}<B_{\mathrm{lcb}}^{*}(x) \quad \Leftrightarrow \quad F_{\theta_{0}}(T(x))>F_{B_{\mathrm{lcb}}^{*}(x)}(T(x))=1-\alpha, \quad P_{\theta} \text {-a.s., } \theta \in(a, b) .
$$

Thus the test $\psi_{\theta_{0}}^{*}(x)=I_{\left(\theta_{0}, b\right)}\left(B_{\text {lcb }}^{*}(x)\right)$ satisfies $\psi_{\theta_{0}}^{*}(x)=\psi(x), P_{\theta}$-a.s., $\theta \in$ $(a, b)$, and is a uniformly best level $\alpha$ test for $\mathrm{H}_{0}\left(\theta_{0}\right): \theta=\theta_{0}$ versus $\mathrm{H}_{A}\left(\theta_{0}\right)$ : $\theta \in\left(\theta_{0}, b\right)$. This shows that $1-\alpha \leq 1-\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}}^{*}=P_{\theta_{0}}\left(B_{\mathrm{lcb}}^{*} \leq \theta_{0}\right)$ and
$P_{\theta}\left(B_{\mathrm{lcb}}^{*} \leq \theta_{0}\right)=1-\mathrm{E}_{\theta} \psi_{\theta_{0}}^{*} \leq 1-\mathrm{E}_{\theta} \psi_{\theta_{0}}=P_{\theta}\left(B_{\mathrm{lcb}} \leq \theta_{0}\right), \theta \in\left(\theta_{0}, b\right), \theta_{0} \in \Delta$,
which completes the proof.
Example 8.40. We consider the family $\left(P_{\mu}\right)_{\mu \in \mathbb{R}}=\left(\mathrm{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)\right)_{\mu \in \mathbb{R}}$, where $\sigma_{0}^{2}$ is known, and the level $\alpha$ Gauss test $\psi_{I}\left(\sqrt{n}\left(\bar{X}_{n}-\mu_{0}\right) / \sigma_{0}\right)$ for testing $\mathrm{H}_{0}\left(\mu_{0}\right): \mu \leq \mu_{0}$ versus $\mathrm{H}_{A}\left(\mu_{0}\right): \mu>\mu_{0}$ from (8.18) and (8.19). For

$$
\psi=\psi_{I}\left(\sqrt{n}\left(\bar{X}_{n}-\mu_{0}\right) / \sigma_{0}\right), \quad \mu_{0} \in \mathbb{R},
$$

we have $\mathcal{A}_{\psi}\left(\mu_{0}\right)=\left\{x: \bar{x}_{n}<\mu_{0}+u_{1-\alpha} \sigma_{0} / \sqrt{n}, x \in \mathbb{R}^{n}\right\}, \mu_{0} \in \mathbb{R}$, and thus

$$
\begin{aligned}
\mathcal{C}_{\psi}(x) & =\left\{\mu_{0}: x \in \mathcal{A}_{\psi}\left(\mu_{0}\right)\right\}=\left[B_{\mathrm{lcb}}^{*}(x), \infty\right), \quad x \in \mathbb{R}^{n}, \quad \text { where } \\
B_{\text {lcb }}^{*}(x) & =\bar{x}_{n}-u_{1-\alpha} \sigma_{0} / \sqrt{n},
\end{aligned}
$$

and the conditions (8.49) and (8.50) are satisfied. If now $B_{\mathrm{lcb}}(x)$ is another lower confidence bound at the level $1-\alpha$, then $\widetilde{\psi}_{\mu_{0}}(x)=I_{\left(\mu_{0}, \infty\right)}\left(B_{\text {lcb }}(x)\right)$ is a level $\alpha$ test for testing $\mathrm{H}_{0}: \mu_{0}$ versus $\mathrm{H}_{A}: \mu>\mu_{0}$ for every $\mu_{0} \in \mathbb{R}$. As the Gauss test is uniformly most powerful at the level $\alpha$ we get $\mathrm{E}_{\mu} \psi_{\mu_{0}} \leq \mathrm{E}_{\mu} \psi_{I}$ for $\mu>\mu_{0}$, which implies

$$
P_{\mu}\left(B_{\mathrm{lcb}}^{*} \leq \mu_{0}\right) \leq P_{\mu}\left(B_{\mathrm{lcb}} \leq \mu_{0}\right), \quad \mu>\mu_{0}, \mu_{0} \in \mathbb{R} .
$$

Example 8.41. We consider binomial distributions $\mathrm{B}(n, p), p \in(0,1)$, as in Example 2.53, but this time with the goal to construct a lower confidence bound for the parameter $p$. The difficulties pointed out in Remark 8.37 are avoided here by utilizing the interpolation technique of Proposition 2.58. Let $Q_{p}$ be the distribution of $Y=X+U$, where $X$ and $U$ are independent, $X$ follows a binomial distribution $\mathrm{B}(n, p)$, and $U$ is uniformly distributed in $(0,1), p \in(0,1)$. By Proposition 2.58 $\left(Q_{p}\right)_{p \in(0,1)}$ has MLR in the identity. According to (8.50) we have to find for $X=x$ and $U=u$ (i.e., $Y=x+u=y)$ a solution $p \in(0,1)$ for the equation

$$
\begin{equation*}
\sum_{i=0}^{[y]-1} \mathbf{b}_{n, p}(i)+(y-[y]) \mathbf{b}_{n, p}([y])=1-\alpha, \tag{8.51}
\end{equation*}
$$

where $[y]$ denotes the integer part of $y$. As the family of binomial distributions has strict MLR in the identity the expression on the left-hand side is a continuous and
decreasing function of $p \in(0,1)$ so that there exists a unique solution $B_{\mathrm{lcb}}^{*}(y)$ for $p$ in (8.51), which by Theorem 8.39 is a uniformly most accurate lower confidence bound at the level $1-\alpha$.

To simplify matters in practice often the solution $\widetilde{B}_{0}(y)$ of $\sum_{i=0}^{[y]-1} \mathbf{b}_{n, p}(i)=1-\alpha$ is used instead. Then, because of $[y]=x$, the random variable $U$ can be ignored altogether. Here we have $\widetilde{B}_{0}(y) \leq B_{0}(y)$ and thus another lower confidence bound at the level $1-\alpha$, but it is conservative. This is the classical Clopper-Pearson lower confidence bound; see Witting (1985).

Problem 8.42. The Clopper-Pearson lower confidence bounds for the binomial distributions $\mathrm{B}(n, p), p \in(0,1)$, are solutions of the equation

$$
\frac{n!}{([y]-1)!(n-[y])!} \int_{p}^{1} t^{[y]-1}(1-t)^{n-[y]} d t=1-\alpha .
$$

Now we apply the results on optimal two-sided tests to the construction of confidence intervals $\mathcal{C}(x)=\left[B_{\text {lci }}(x), B_{\text {uci }}(x)\right]$; see (8.42). Suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a one-parameter family of distributions on $(\mathcal{X}, \mathfrak{A})$, where $\Delta=(a, b) \subseteq \mathbb{R}$ is an open interval. Let $T: \mathcal{X} \rightarrow \mathbb{R}$ be a statistic, where $F_{\theta}(t)=P_{\theta}(T \leq t)$ is continuous in $t \in \mathbb{R}$ for $\theta \in(a, b)$. Let $\alpha \in(0,1)$ be fixed. Suppose that $c_{i}\left(\theta_{0}, \alpha\right), i=1,2$, are functions on $\Delta \times(0,1)$ such that for every $\theta_{0} \in \Delta$,

$$
\begin{equation*}
\psi_{\theta_{0}}(x)=1-I_{\left[c_{1}\left(\theta_{0}, \alpha\right), c_{2}\left(\theta_{0}, \alpha\right)\right]}(T(x)), \quad x \in \mathcal{X} \tag{8.52}
\end{equation*}
$$

is a level $\alpha$ test for $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$. If the functions $c_{i}\left(\theta_{0}, \alpha\right)$ are nondecreasing and continuous in $\theta_{0} \in \Delta$, then

$$
\left\{\theta_{0}: c_{1}\left(\theta_{0}, \alpha\right) \leq T(x) \leq c_{2}\left(\theta_{0}, \alpha\right), \quad \theta_{0} \in \Delta\right\}
$$

is an interval with endpoints $B_{\psi, \mathrm{lci}}(x)$ and $B_{\psi, \text { uci }}(x)$. To get a closed interval, i.e., $\left[B_{\psi, \mathrm{lci}}(x), B_{\psi, \text { uci }}(x)\right]$, we assume for simplicity that $\lim _{\theta_{0} \downarrow a} c_{1}\left(\theta_{0}, \alpha\right)=$ $-\infty$ and $\lim _{\theta_{0} \uparrow b} c_{2}\left(\theta_{0}, \alpha\right)=\infty$. It is called the confidence interval associated with the family of tests $\psi=\left(\psi_{\theta}\right)_{\theta \in \Delta}$, and by (8.45) its confidence level is $1-\alpha$; that is, it holds

$$
\begin{equation*}
P_{\theta_{0}}\left(B_{\psi, \text { lci }}(x) \leq \theta_{0} \leq B_{\psi, \text { uci }}(x)\right) \geq 1-\alpha, \quad \theta_{0} \in \Delta . \tag{8.53}
\end{equation*}
$$

Conversely, if $\left[B_{\text {lci }}(x), B_{\text {uci }}(x)\right], x \in \mathcal{X}$, is a confidence interval at the level $1-\alpha$, then for every $\theta_{0} \in \Delta$

$$
\begin{equation*}
\psi_{B, \theta_{0}}(x)=1-I_{\left[B_{\mathrm{lci}}(x), B_{\mathrm{uci}}(x)\right]}\left(\theta_{0}\right), \quad x \in \mathcal{X}, \tag{8.54}
\end{equation*}
$$

by (8.47) is a level $\alpha$ test for $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$, called the test associated with the confidence interval $\left[B_{\text {lci }}, B_{\text {uci }}\right]$. Similar as for twosided tests, a restriction to unbiased confidence intervals is needed to get optimality. A confidence interval $\left[B_{\text {lci }}, B_{\text {uci }}\right]$ is called unbiased at the level $1-\alpha$ if it satisfies (8.53) and

$$
P_{\theta_{1}}\left(B_{\mathrm{lci}}(x) \leq \theta_{0} \leq B_{\mathrm{uci}}(x)\right) \leq 1-\alpha, \quad \theta_{0} \neq \theta_{1}, \quad \theta_{0}, \theta_{1} \in \Delta .
$$

Similarly to confidence bounds (see Theorem 8.39) optimality properties of the tests $\psi_{\theta_{0}}, \theta_{0} \in \Delta$, lead to optimality properties of the confidence interval associated with the tests $\psi_{\theta_{0}}, \theta_{0} \in \Delta$.

Proposition 8.43. Suppose that $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta=(a, b) \subseteq \mathbb{R}$, is an exponential family, where $F_{\theta}(t)$ is continuous in $t \in \mathbb{R}$ for $\theta \in(a, b)$. Let $\alpha \in(0,1)$ be fixed. Assume that for every $\theta_{0} \in \Delta$ the test $\psi_{\theta_{0}}$ is an unbiased level $\alpha$ test for $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$, where the functions $c_{i}\left(\theta_{0}, \alpha\right)$ are nondecreasing and continuous in $\theta_{0} \in \Delta$ with $\lim _{\theta_{0} \downarrow a} c_{1}\left(\theta_{0}, \alpha\right)=-\infty$ and $\lim _{\theta_{0} \uparrow b} c_{2}\left(\theta_{0}, \alpha\right)=\infty$. Then $\left[B_{\psi, l c i}, B_{\psi, u c i}\right]$ is an unbiased confidence interval at the level $1-\alpha$. Moreover, if for every $\theta_{0} \in \Delta$ the test $\psi_{\theta_{0}}$ is a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$, then $\left[B_{\psi, l c i}, B_{\psi, u c i}\right]$ is uniformly most accurate unbiased in the sense that for every $\theta_{0}, \theta_{1} \in \Delta$ with $\theta_{1} \neq \theta_{0}$ it holds

$$
P_{\theta_{1}}\left(B_{\psi, l c i}(x) \leq \theta_{0} \leq B_{\psi, u c i}(x)\right) \leq P_{\theta_{1}}\left(B_{l c i}(x) \leq \theta_{0} \leq B_{u c i}(x)\right)
$$

for every unbiased confidence interval $\left[B_{l c i}, B_{u c i}\right]$ at the level $1-\alpha$.
Proof. The definition of $\psi_{\theta_{0}}$ in (8.52) yields $B_{\psi, \text { lci }}(x) \leq \theta_{0} \leq B_{\psi, \text { uci }}(x)$ if and only if $\psi_{\theta_{0}}(x)=0$. $\mathrm{E}_{\theta_{0}} \psi_{\theta_{0}} \leq \alpha$ implies $P_{\theta_{0}}\left(B_{\psi, \mathrm{lci}} \leq \theta_{0} \leq B_{\psi, \text { uci }}\right) \geq 1-\alpha$, and $\mathrm{E}_{\theta_{1}} \psi_{\theta_{0}} \geq \alpha$ implies $P_{\theta_{1}}\left(B_{\psi, \text { lci }} \leq \theta_{0} \leq B_{\psi, \text { uci }}\right) \leq 1-\alpha$.

Now we prove the second statement. Let $\left[B_{\text {lci }}, B_{\text {uci }}\right]$ be any confidence interval that is unbiased at the level $1-\alpha$. Then for every $\theta_{0} \in \Delta$ the test $\psi_{B, \theta_{0}}$ in (8.54) satisfies

$$
\mathrm{E}_{\theta_{1}} \psi_{B, \theta_{0}}=1-P_{\theta_{1}}\left(B_{\mathrm{lci}}(x) \leq \theta_{0} \leq B_{\mathrm{uci}}(x)\right), \quad \theta_{0}, \theta_{1} \in \Delta,
$$

and is thus an unbiased level $\alpha$ test for $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$. As $\psi_{\theta_{0}}$ is a uniformly best unbiased level $\alpha$ test for $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$ for every $\theta_{0} \in \Delta$, the proof is completed.
Example 8.44. Consider the family $\left(\mathbf{N}^{\otimes n}\left(\mu, \sigma_{0}^{2}\right)\right)_{\mu \in \mathbb{R}}$, where $\sigma_{0}^{2}>0$ is known. To construct a uniformly most accurate unbiased confidence interval for $\mu \in \mathbb{R}$ at the level $1-\alpha$ we use the Gauss test $\psi_{I I}\left(\sqrt{n}\left(\bar{X}_{n}-\mu_{0}\right) / \sigma_{0}\right)=I_{\left(u_{1-\alpha / 2}, \infty\right)}\left(\sqrt{n} \mid \bar{X}_{n}-\right.$ $\left.\mu_{0} \mid / \sigma_{0}\right)$ from Example 8.17. The confidence interval associated with this test is

$$
\left[\bar{X}_{n}-u_{1-\alpha / 2} \sigma_{0} / \sqrt{n}, \bar{X}_{n}+u_{1-\alpha / 2} \sigma_{0} / \sqrt{n}\right] .
$$

From Proposition 8.43 we get that this is a most accurate unbiased confidence interval for $\mu \in \mathbb{R}$ at the level $1-\alpha$.

We conclude this section with a brief comment on optimal confidence intervals in other situations where optimal tests are available. One is where a uniformly best unbiased level $\alpha$ test for testing a one-dimensional parameter of interest in a $d$-parameter exponential family exists. The considerations on one-parameter exponential families can be extended in a straightforward manner to exponential families with nuisance parameters. Here we give only an example. For further results we refer to Section 5.7 in Lehmann (1986). Analogously to Problem 8.44 we get the following.

Example 8.45. For the family $\left(\mathrm{N}^{\otimes n}\left(\mu, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}, \sigma^{2}>0}$, a uniformly most accurate unbiased confidence interval for $\mu \in \mathbb{R}$ at the level $1-\alpha$ can be derived from the two-sided version of the Student's $t$-test in Example 8.31. It turns out to be

$$
\left[\bar{X}_{n}-(1 / \sqrt{n}) \sqrt{S_{n}^{2}} t_{1-\alpha / 2, n-1}, \bar{X}_{n}+(1 / \sqrt{n}) \sqrt{S_{n}^{2}} t_{1-\alpha / 2, n-1}\right] .
$$

Finally we remark that asymptotic level $\alpha$ tests and locally asymptotically best level $\alpha$ tests can be used to establish asymptotic confidence intervals that have the analogous optimality properties as the tests on which they are based. For details we refer to Chapter 8 in Pfanzagl (1994).

### 8.3 Bayes Tests

In the previous section we have studied testing problems for a one-dimensional parameter, the parameter of interest. Later, a nuisance parameter was admitted to make the model more flexible for a better fit to the data. However, this approach does not cover all interesting situations, for example, composite hypotheses which typically appear in problems that arise with $k$ independent samples. In this section we start out with a general statistical model and later focus on exponential families. Before constructing Bayes tests for concrete testing problems we recall some notations and useful facts from Example 3.47. Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model that satisfies the assumption (A5). We consider the testing problem and the loss function, respectively,

$$
\begin{aligned}
\mathrm{H}_{0} & : \theta \in \Delta_{0} \quad \text { versus } \quad \mathrm{H}_{A}: \theta \in \Delta_{A} \\
L(\theta, a) & =a l_{0}(\theta) I_{\Delta_{0}}(\theta)+(1-a) l_{1}(\theta) I_{\Delta_{A}}(\theta),
\end{aligned}
$$

where $l_{0}, l_{1}: \Delta \rightarrow_{m} \mathbb{R}_{+}$. The risk function and the Bayes risk of a test $\varphi: \mathcal{X} \rightarrow_{m}[0,1]$ are

$$
\begin{aligned}
\mathrm{R}(\theta, \varphi)= & l_{0}(\theta) I_{\Delta_{0}}(\theta) \int \varphi(x) f_{\theta}(x) \boldsymbol{\mu}(d x) \\
& +l_{1}(\theta) I_{\Delta_{A}}(\theta) \int[1-\varphi(x)] f_{\theta}(x) \boldsymbol{\mu}(d x), \quad \theta \in \Delta \\
\mathrm{r}(\Pi, \varphi)= & \int \mathrm{R}(\theta, \varphi) \Pi(d \theta)=\int \varphi(x) g_{0}(x) \boldsymbol{\mu}(d x)+\int[1-\varphi(x)] g_{1}(x) \boldsymbol{\mu}(d x)
\end{aligned}
$$

where

$$
\begin{align*}
g_{0}(x) & =\int I_{\Delta_{0}}(\theta) f_{\theta}(x) l_{0}(\theta) \Pi(d \theta),  \tag{8.55}\\
g_{1}(x) & =\int I_{\Delta_{A}}(\theta) f_{\theta}(x) l_{1}(\theta) \Pi(d \theta)
\end{align*}
$$

The "sufficient part" of the following proposition has been established already in (3.37) and formulated in terms of the posterior risks.

Proposition 8.46. Suppose $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ is a statistical model that satisfies the assumption (A5), and $\Pi$ is a prior with $0<\Pi\left(\Delta_{0}\right)<1$. A test $\varphi_{\Pi}$ is a Bayes test for $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$ if and only if

$$
\varphi_{\Pi}(x)= \begin{cases}1 & \text { if } g_{1}(x)>g_{0}(x)  \tag{8.56}\\ \gamma(x) & \text { if } g_{1}(x)=g_{0}(x) \\ 0 & \text { if } g_{1}(x)<g_{0}(x)\end{cases}
$$

holds $\boldsymbol{\mu}$-a.e., where $\gamma: \mathcal{X} \rightarrow_{m}[0,1]$ may be any measurable function.
Proof. The case $\inf _{\varphi} \mathrm{r}(\Pi, \varphi)=\infty$ is trivial. Let now $\varphi$ be a test with $\mathrm{r}(\Pi, \varphi)<\infty$ and assume that $\varphi_{\Pi}$ satisfies (8.56) $\mathrm{P} \Pi$-a.e. Then

$$
\left[\varphi(x)-\varphi_{\Pi}(x)\right]\left[g_{0}(x)-g_{1}(x)\right] \geq 0, \quad \boldsymbol{\mu} \text {-а.е. }
$$

By integrating both sides with respect to $\boldsymbol{\mu}$, we get $\mathrm{r}(\Pi, \varphi)-\mathrm{r}\left(\Pi, \varphi_{\Pi}\right) \geq 0$. Since $r(\Pi, \varphi)<\infty$, equality holds if and only if the condition (8.56) holds.

Example 8.47. Let $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta=(a, b), a<b$, be a one-parameter exponential family, where $f_{\theta}(x)=\exp \{\theta T(x)-K(\theta)\}$ is the $\boldsymbol{\mu}$-density of $P_{\theta}, \theta \in \Delta$. Consider the testing problem $\mathrm{H}_{0}: \theta \in\left(a, \theta_{0}\right]$ versus $\mathrm{H}_{A}: \theta \in\left(\theta_{0}, b\right)$, where $\theta_{0} \in(a, b)$ is fixed. Let $\Pi$ be a prior on $(a, b)$ with $0<\Pi\left(\left(a, \theta_{0}\right]\right)<1$. Here we use the piecewise linear loss function $l_{0}(\theta)=\left(\theta-\theta_{0}\right) I_{\left(\theta_{0}, b\right)}(\theta)$ and $l_{1}(\theta)=\left(\theta_{0}-\theta\right) I_{\left(a, \theta_{0}\right]}(\theta)$.

Assume that $\int|\theta| \Pi(d \theta)<\infty$, and thus

$$
\begin{equation*}
\int\left[\int|\theta| \exp \{\theta T(x)-K(\theta)\} \Pi(d \theta)\right] \boldsymbol{\mu}(d x)<\infty . \tag{8.57}
\end{equation*}
$$

The functions $g_{0}$ and $g_{1}$ from (8.55) are given by

$$
\begin{array}{ll}
g_{0}(x)=\int\left(\theta-\theta_{0}\right) I_{\left(\theta_{0}, b\right)}(\theta) \exp \{\theta T(x)-K(\theta)\} \Pi(d \theta), & x \in \mathcal{X}, \\
g_{1}(x)=\int\left(\theta_{0}-\theta\right) I_{\left(a, \theta_{0}\right]}(\theta) \exp \{\theta T(x)-K(\theta)\} \Pi(d \theta), & x \in \mathcal{X}
\end{array}
$$

where the integrals are $\boldsymbol{\mu}$-a.e. finite in view of (8.57). Hence $g_{1}(x)<g_{0}(x)$ holds if and only if

$$
\int\left(\theta-\theta_{0}\right) \exp \{\theta T(x)-K(\theta)\} \Pi(d \theta)>0
$$

To analyze this condition in more detail, we set $\nu(d \theta)=\exp \{-K(\theta)\} \Pi(d \theta)$ and consider the function $\phi(t)=\int \exp \{\theta t\} \nu(d \theta), t \in \mathbb{R}$. If $\nu$ is not concentrated at one point, which we assume to hold here, then Hölder's inequality yields

$$
\phi\left(\alpha t_{1}+(1-\alpha) t_{2}\right) \leq\left[\phi\left(t_{1}\right)\right]^{\alpha}\left[\phi\left(t_{2}\right)\right]^{1-\alpha}, \quad t_{1}, t_{2} \in \mathbb{R}, \quad \alpha \in(0,1),
$$

where equality holds if and only if $t_{1}=t_{2}$. Hence, $\ln \phi(t)$ is strictly convex, and $\psi(t)=\phi^{\prime}(t) / \phi(t)$ is a strictly increasing function on $(u, v)$, say, the interior of the interval in which $\phi$ is finite. If now

$$
\lim _{t \downarrow u} \psi(t)=-\infty \quad \text { and } \quad \lim _{t \uparrow v} \psi(t)=\infty,
$$

then there exists a uniquely determined $c$ such that $\psi(c)=\theta_{0}$. In this case $c$ is also the unique solution of the equation

$$
\int\left(\theta-\theta_{0}\right) \exp \{\theta t-K(\theta)\} \Pi(d \theta)=0
$$

This means that $g_{1}(x)<g_{0}(x)$ if and only if $T(x)>c$, and $g_{1}(x)>g_{0}(x)$ if and only if $T(x)<c$. That $g_{1}(x)>g_{0}(x)$ is equivalent to $T(x)<c$ can be shown analogously. To conclude, a test $\varphi_{\Pi}$ is a Bayes test if and only if

$$
\varphi_{\Pi}(x)= \begin{cases}1 & \text { if } T(x)>c \\ \gamma(x) & \text { if } T(x)=c \\ 0 & \text { if } T(x)<c\end{cases}
$$

holds $\boldsymbol{\mu}$-a.e., where $\gamma: \mathcal{X} \rightarrow_{m}[0,1]$ may be any measurable function.
Problem 8.48. In the setting of Example 8.47, let $(X, \Theta)$ have the distribution $\mathrm{P} \otimes \Pi$, where $\mathrm{P}(\cdot \mid \theta)=P_{\theta}, \theta \in \Delta$. Let $\psi(x)=1$ if $\mathbb{E}(\Theta \mid X=x)>\theta_{0}, \psi(x)=0$ if $\mathbb{E}(\Theta \mid X=x)<\theta_{0}$, and $\psi(x)=\gamma(x)$ otherwise, $x \in \mathcal{X}$. Then $\psi \equiv \varphi_{\Pi}$.

In the remainder of this section we only make use of the zero-one loss (i.e., $l_{0}=l_{1}=1$ ) so that

$$
L_{0,1}(\theta, a)=a I_{\Delta_{0}}(\theta)+(1-a) I_{\Delta_{A}}(\theta), \quad \theta \in \Delta, a \in\{0,1\} .
$$

Then the functions $g_{0}$ and $g_{1}$ are closely related to the marginal densities $\mathrm{m}_{0}$ and $\mathrm{m}_{A}$ that correspond to the priors $\Pi_{0}$ and $\Pi_{A}$, respectively. It follows from (3.36) that

$$
\begin{align*}
& g_{0}(x)=v \mathrm{~m}_{0}(x)=v \int f_{\theta}(x) \Pi_{0}(d \theta)  \tag{8.58}\\
& g_{1}(x)=(1-v) \mathrm{m}_{A}(x)=(1-v) \int f_{\theta}(x) \Pi_{A}(d \theta)
\end{align*}
$$

From Proposition 8.46 it follows that $\varphi_{B}$ is a Bayes test for $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$ under the prior $\Pi$ with $0<v=\Pi\left(\Delta_{0}\right)<1$ if and only if $\boldsymbol{\mu}$-a.e.,

$$
\varphi_{B}(x)= \begin{cases}1 & \text { if }(1-v) \mathrm{m}_{A}(x)>v \mathrm{~m}_{0}(x),  \tag{8.59}\\ \gamma(x) & \text { if }(1-v) \mathrm{m}_{A}(x)=v \mathrm{~m}_{0}(x), \\ 0 & \text { if }(1-v) \mathrm{m}_{A}(x)<v \mathrm{~m}_{0}(x)\end{cases}
$$

where $\gamma: \mathcal{X} \rightarrow_{m}[0,1]$ is arbitrary and $\mathrm{m}_{0}$ and $\mathrm{m}_{A}$ are defined in (3.36). It should be noted that the test $\varphi_{B}$ is a likelihood ratio test for testing $\mathrm{P} \Pi_{0}$ versus $\mathrm{P} \Pi_{A}$.

Problem 8.49. Let $(X, \Theta)$ have the distribution $\mathrm{P} \otimes \Pi$, where $\mathrm{P}(\cdot \mid \theta)=P_{\theta}, \theta \in \Delta$. Let $\phi$ be a test with $\phi(x)=1$ if $\mathbb{P}\left(\Theta \in \Delta_{1} \mid X=x\right)>1 / 2$ and $\phi(x)=0$ if $\mathbb{P}\left(\Theta \in \Delta_{1} \mid X=x\right)<1 / 2, x \in \mathcal{X}$. Then $\phi$ is a version, up to $\gamma$, of the Bayes test $\varphi_{B}$ in (8.59).

Let us now consider testing problems where the null hypothesis is simple:

$$
\begin{equation*}
\mathrm{H}_{0}: \theta=\theta_{0} \quad \text { versus } \quad \mathrm{H}_{A}: \theta \in \Delta_{A}=\Delta \backslash\left\{\theta_{0}\right\} \tag{8.60}
\end{equation*}
$$

i.e., where $\Delta_{0}=\left\{\theta_{0}\right\}$ for some fixed $\theta_{0} \in \Delta$. Here we choose some $v \in(0,1)$ and $\Pi=v \boldsymbol{\delta}_{\theta_{0}}+(1-v) \Pi_{A}$, where $\Pi_{A}$ is any distribution on $\Delta$ that satisfies

$$
\begin{equation*}
\Pi_{A}\left(\left\{\theta_{0}\right\}\right)=0 \tag{8.61}
\end{equation*}
$$

For a simple null hypothesis we may set $\mathrm{m}_{0}(x)=f_{\theta_{0}}(x)$ in (8.59). For any $\alpha \in(0,1)$, by suitable choices of $v$ and $\gamma(x)$, we can make $\varphi_{B}$ be a level $\alpha$ test. Indeed, let $F_{\theta_{0}}$ be the c.d.f. of $\mathrm{m}_{A}(X) / \mathrm{m}_{0}(X)$ under $\mathrm{H}_{0}$, and let $c_{1-\alpha}=$ $F_{\theta_{0}}^{-1}(1-\alpha)$ be its $1-\alpha$ quantile. Then the test

$$
\begin{aligned}
& \varphi_{B, \alpha}\left.=I_{\left(c_{1-\alpha}\right.} \mathrm{m}_{0}(x), \infty\right) \\
& \gamma\left.=\left[\mathrm{m}_{A}(x)\right)+\gamma I_{\left\{c_{1-\alpha} \mathrm{m}_{0}(x)\right\}}\left(c_{1-\alpha}\right)-(1-\alpha)\right] \oslash\left[\mathrm{m}_{A}(x)\right), \text { where } \\
&\left.\left.\mathrm{m}_{A}(x)=c_{1-\alpha} \mathrm{m}_{0}(x)\right)\right],
\end{aligned}
$$

satisfies, by construction, $\int \varphi_{B, \alpha} d P_{\theta_{0}}=\alpha$. Hence if $v=c_{1-\alpha} /\left(1+c_{1-\alpha}\right)$, then the test $\varphi_{B, \alpha}$ is a Bayes test, and at the same time a level $\alpha$ test for the simple null hypothesis $\mathrm{H}_{0}: \theta=\theta_{0}$. In the following examples Bayes tests for simple null hypotheses are studied.

Example 8.50. Let $\mathrm{N}\left(\theta, \Sigma_{0}\right), \theta \in \Delta=\mathbb{R}^{d}$, be the family of all normal distributions where $\Sigma_{0}$ is a known nonsingular covariance matrix. We consider the testing problem $\mathrm{H}_{0}: \theta=0$ versus $\mathrm{H}_{A}: \theta \neq 0$. Set $\Pi_{A}=\mathrm{N}\left(0, \Sigma_{1}\right)$, where $\Sigma_{1}$ is nonsingular. Then the condition (8.61) is fulfilled. By construction $\mathrm{m}_{A}$ is the density of $X+\Theta$, where $X \sim \mathrm{~N}\left(\theta, \Sigma_{0}\right)$ and $\Theta \sim \mathrm{N}\left(0, \Sigma_{1}\right)$ are independent. This yields

$$
\mathrm{m}_{A}(x)=\varphi_{0, \Sigma_{0}+\Sigma_{1}}(x)=(2 \pi)^{-d / 2}\left(\operatorname{det}\left(\Sigma_{0}+\Sigma_{1}\right)\right)^{-1 / 2} \exp \left\{-\frac{1}{2}\left\langle x,\left(\Sigma_{0}+\Sigma_{1}\right)^{-1} x\right\rangle\right\} .
$$

As $\mathrm{m}_{0}(x)=\varphi_{0, \Sigma_{0}}(x)$, the Bayes test $\varphi_{B}$ from (8.59) is given by

$$
\varphi_{B}(x)= \begin{cases}1 & \text { if }\left\langle x,\left(\Sigma_{0}^{-1}-\left(\Sigma_{0}+\Sigma_{1}\right)^{-1}\right) x\right\rangle \geq c, \\ 0 & \text { if }\left\langle x,\left(\Sigma_{0}^{-1}-\left(\Sigma_{0}+\Sigma_{1}\right)^{-1}\right) x\right\rangle<c,\end{cases}
$$

where $c=2 \ln (v /(1-v))-\ln \left(\operatorname{det}\left(\Sigma_{0}+\Sigma_{1}\right)\right)+\ln \left(\operatorname{det}\left(\Sigma_{0}\right)\right)$. As $\left(\Sigma_{0}+\Sigma_{1}\right)^{-1} \preceq \Sigma_{0}^{-1}$ in the Löwner semiorder, the null hypothesis is rejected for large values of the nonnegative (quadratic form) statistic

$$
S(x)=\left\langle x,\left(\Sigma_{0}^{-1}-\left(\Sigma_{0}+\Sigma_{1}\right)^{-1}\right) x\right\rangle .
$$

If $\Sigma_{0}$ and $\Sigma_{1}$ are diagonal matrices with diagonal elements $\sigma_{0, i}^{2}$ and $\sigma_{1, i}^{2}$, respectively, then $\Sigma_{0}^{-1}-\left(\Sigma_{0}+\Sigma_{1}\right)^{-1}$ is a diagonal matrix, with $\sigma_{1, i}^{2} /\left(\sigma_{0, i}^{2}\left(\sigma_{0, i}^{2}+\sigma_{1, i}^{2}\right)\right), i=1, \ldots, d$, in the diagonal, so that $\mathrm{H}_{0}$ is rejected for large values of

$$
\sum_{i=1}^{d} \frac{\sigma_{1, i}^{2}}{\sigma_{0, i}^{2}\left(\sigma_{0, i}^{2}+\sigma_{1, i}^{2}\right)} x_{i}^{2}
$$

This test may be viewed as a weighted $\chi^{2}$-test. It reduces to the standard $\chi^{2}$-test under $\sigma_{0,1}^{2}=\cdots=\sigma_{0, d}^{2}$ and $\sigma_{1,1}^{2}=\cdots=\sigma_{1, d}^{2}$.

A variety of Bayes tests can be obtained for exponential families by using conjugate priors. The use of computers may be necessary for explicit evaluations. If the measure $\boldsymbol{\tau}$ that is associated with the conjugate priors (see Definition 1.34) is atomless (i.e., $\boldsymbol{\tau}(\{\theta\})=0$ for every $\theta \in \Delta$ ), then the conjugate priors have the same property, so that $\Pi_{a, b}(\{\theta\})=0, \theta \in \Delta,(a, b) \in \Upsilon$. For $\mathrm{H}_{0}: \theta=\theta_{0}$, the fixed $v \in(0,1)$, and some $(a, b) \in \Upsilon$ we introduce the prior by

$$
\begin{equation*}
\Pi=v \boldsymbol{\delta}_{\theta_{0}}+(1-v) \Pi_{a, b} \tag{8.62}
\end{equation*}
$$

We set $S(x)=L(a+1, b+T(x))-L(a, b)-\left\langle\theta_{0}, T(x)\right\rangle+K\left(\theta_{0}\right)$, where $L(a, b)$ is defined in (1.38).

Proposition 8.51. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family as specified by (1.7). If the dominating measure $\boldsymbol{\tau}$ for the conjugate priors is atomless and $(a, b) \in$ $\Upsilon$, then under the zero-one loss every test of the form

$$
\varphi_{B}(x)= \begin{cases}1 & \text { if } S(x)>\ln \frac{v}{1-v} \\ \gamma(x) & \text { if } S(x)=\ln \frac{v}{1-v} \\ 0 & \text { if } S(x)<\ln \frac{v}{1-v}\end{cases}
$$

where $\gamma: \mathcal{X} \rightarrow_{m}[0,1]$ is arbitrary, is a Bayes test for the testing problem (8.60) under the prior $\Pi$ from (8.62).

Proof. We apply the test (8.59) with $\mathrm{m}_{A}(x)=\mathrm{m}_{a, b}(x)$ from (1.40) and with $\mathrm{m}_{0}(x)=\exp \left\{\left\langle\theta_{0}, T(x)\right\rangle-K\left(\theta_{0}\right)\right\}$.

Example 8.52. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample from an exponential distribution, that is, with the Lebesgue density

$$
f_{\theta}(x)=\theta \exp \{-\theta x\} I_{(0, \infty)}(x), \quad \theta \in \Delta=(0, \infty) .
$$

We use the gamma distribution $\mathrm{Ga}(\lambda, \beta)$ for $\Pi_{A}$. Then

$$
\mathrm{m}_{A}(x)=I_{(0, \infty)}(x) \int_{0}^{\infty} \theta \exp \{-\theta x\} \frac{\beta^{\lambda}}{\Gamma(\lambda)} \theta^{\lambda-1} \exp \{-\beta \theta\} d \theta=\frac{\lambda \beta^{\lambda}}{(x+\beta)^{\lambda+1}}
$$

Hence for the prior $\Pi=v \boldsymbol{\delta}_{\theta_{0}}+(1-v) \mathrm{Ga}(\lambda, \beta)$ it holds

$$
\frac{\mathrm{m}_{A}(x)}{\mathrm{m}_{0}(x)}=\frac{\lambda \beta^{\lambda} \exp \left\{\theta_{0} x\right\}}{\theta_{0}(x+\beta)^{\lambda+1}} I_{(0, \infty)}(x)
$$

From here we get the test (8.59).
Next we deal with testing problems that have composite null hypotheses. We start with a one-sided testing problem in a specific one-parameter exponential family.

Example 8.53. For the family of binomial distributions $\mathrm{B}(n, p), p \in(0,1)$, consider the testing problem $\mathrm{H}_{0}: p \leq 1 / 2$ versus $\mathrm{H}_{A}: p>1 / 2$. Using for $\Pi_{0}$ and $\Pi_{A}$ the uniform distributions on $[0,1 / 2]$ and $(1 / 2,1]$, respectively, we get

$$
\mathrm{m}_{0}(x)=\binom{n}{x} 2 \int_{0}^{1 / 2} p^{x}(1-p)^{n-x} d p \quad \text { and } \quad \mathrm{m}_{A}(x)=\binom{n}{x} 2 \int_{1 / 2}^{1} p^{x}(1-p)^{n-x} d p
$$

Hence,

$$
\frac{\mathrm{m}_{A}(x)}{\mathrm{m}_{0}(x)}=\frac{\int_{0}^{1 / 2} p^{n-x}(1-p)^{x} d p}{\int_{0}^{1 / 2} p^{x}(1-p)^{n-x} d p}
$$

If we choose $v=1 / 2$ in (8.59), then $\varphi_{B}$ is given by

$$
\varphi_{B}(x)=\left\{\begin{array}{ll}
1 & \text { if } x>n / 2 \\
\gamma & \text { if } x=n / 2 \\
0 & \text { if } x<n / 2
\end{array} \text { and } n\right. \text { is even }
$$

Problem 8.54. In the previous example verify the specific form of $\varphi_{B}$ for $v=1 / 2$.
Now we consider composite hypotheses in the multivariate setting. Suppose that $k$ independent populations are associated with the distributions $P_{\theta_{1}}, \ldots, P_{\theta_{k}}$ that all belong to an exponential family $\left(P_{\vartheta}\right)_{\vartheta \in \Delta}$ in natural form. We set $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$. The statistical model is then given by

$$
\left(\mathcal{X}^{k}, \mathfrak{A}^{\otimes k},\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}\right)_{\theta \in \Delta^{k}}\right)
$$

Let the testing problem be $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$, where

$$
\begin{aligned}
\Delta_{0} & =\left\{\theta: \theta_{1}=\cdots=\theta_{k} \in \Delta\right\} \quad \text { and } \\
\Delta_{A} & =\left\{\theta: \theta_{i} \neq \theta_{j} \text { for some } i \text { and } j, \quad \theta \in \Delta^{k}\right\}
\end{aligned}
$$

To create $\Pi_{0}(\cdot)=\Pi\left(\cdot \mid \Delta_{0}\right)$, let $\Xi$ be a random variable with values in $\Delta_{0}$ and $\Pi_{0}$ be the distribution of the vector $(\Xi, \ldots, \Xi)$ which consists of identical components. To define $\Pi_{A}(\cdot)=\Pi\left(\cdot \mid \Delta_{A}\right)$ we randomly spread the values of the vector $(\Xi, \ldots, \Xi)$ in $\Delta_{0}$ into a vector which takes values in $\Delta_{A}$. To this end let $\Xi, \Xi_{1}, \ldots, \Xi_{k}$ be independent random variables with values in $\Delta=\mathbb{R}$, say, where the distributions of $\Xi_{1}, \ldots, \Xi_{k}$ are atomless so that $\left(\Xi_{1}, \ldots, \Xi_{k}\right)$ belongs to $\Delta_{A}$ with probability one. Then $\left(\Xi+\Xi_{1}, \ldots, \Xi+\Xi_{k}\right)$ belongs to $\Delta_{A}$ with probability one. $\Pi_{0}$ is the distribution of $(\Xi, \ldots, \Xi)$, whereas $\Pi_{A}$ is the distribution of $\left(\Xi+\Xi_{1}, \ldots, \Xi+\Xi_{k}\right)$.
Example 8.55. Consider the model $\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\theta_{i}, \sigma^{2}\right)\right)_{\theta \in \mathbb{R}^{k}}\right)$, where $\sigma^{2}>0$ is known, and where we want to test

$$
\mathrm{H}_{0}: \theta_{1}=\cdots=\theta_{k} \quad \text { versus } \quad \mathrm{H}_{A}: \theta_{i} \neq \theta_{j} \quad \text { for some } i \text { and } j
$$

Assume that $\Xi, \Xi_{1}, \ldots, \Xi_{k}$ are independent, where $\Xi$ has the distribution $\mathrm{N}\left(0, \sigma_{0}^{2}\right)$ and $\Xi_{1}, \ldots, \Xi_{k}$ have the common distribution $\mathrm{N}\left(0, \sigma_{A}^{2}\right)$. According to (3.36),

$$
\begin{aligned}
\mathrm{m}_{0}\left(x_{1}, \ldots, x_{k}\right)= & \int \prod_{i=1}^{k} \varphi_{\xi, \sigma^{2}}\left(x_{i}\right) \varphi_{0, \sigma_{0}^{2}}(\xi) d \xi \\
= & \left(2 \pi \sigma^{2}\right)^{-k / 2}\left(\tau_{0}^{2} / \sigma_{0}^{2}\right)^{1 / 2} \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{k} x_{i}^{2}+\frac{\tau_{0}^{2}}{2 \sigma^{4}}\left(\sum_{i=1}^{k} x_{i}\right)^{2}\right\} \\
\mathrm{m}_{A}\left(x_{1}, \ldots, x_{k}\right)= & \int\left[\prod_{i=1}^{k} \int \varphi_{\xi+\xi_{i}, \sigma^{2}}\left(x_{i}\right) \varphi_{0, \sigma_{A}^{2}}\left(\xi_{i}\right) d \xi_{i}\right] \varphi_{0, \sigma_{0}^{2}}(\xi) d \xi \\
= & \int \prod_{i=1}^{k} \varphi_{\xi, \sigma^{2}+\sigma_{A}^{2}}\left(x_{i}\right) \varphi_{0, \sigma_{0}^{2}}(\xi) d \xi=\left(2 \pi\left(\sigma^{2}+\sigma_{A}^{2}\right)\right)^{-k / 2}\left(\tau_{A}^{2} / \sigma_{0}^{2}\right)^{1 / 2} \\
& \times \exp \left\{-\frac{1}{2\left(\sigma^{2}+\sigma_{A}^{2}\right)} \sum_{i=1}^{k} x_{i}^{2}+\frac{\tau_{A}^{2}}{2\left(\sigma^{2}+\sigma_{A}^{2}\right)^{2}}\left(\sum_{i=1}^{k} x_{i}\right)^{2}\right\}
\end{aligned}
$$

where $\tau_{0}^{2}=\sigma_{0}^{2} \sigma^{2} /\left(\sigma^{2}+k \sigma_{0}^{2}\right)$ and $\tau_{A}^{2}=\sigma_{0}^{2}\left(\sigma^{2}+\sigma_{A}^{2}\right) /\left(\sigma^{2}+\sigma_{A}^{2}+k \sigma_{0}^{2}\right)$. With $\mathrm{m}_{0}$ and $\mathrm{m}_{A}$ as calculated above, the Bayes test is given by (8.59).

The question of which prior should be used is one of the basic questions in Bayesian analysis. For detailed discussions of and solutions to the problem of choosing hierarchical priors we refer to Schervish (1995) and Berger (1985).

### 8.4 Uniformly Best Invariant Tests

The framework of uniformly best invariant tests has been introduced in Section 5.2 , but the topic has been touched on only briefly. In this section we study it in more detail. For a given statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ we consider the problem of testing $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$, where $\Delta_{0}$ and $\Delta_{A}$ is a decomposition of $\Delta$, under the zero-one loss at a fixed level $\alpha \in(0,1)$. Suppose that the testing problem is invariant, in the sense of Definition 5.25 with (5.21), under a group of measurable transformations $\mathcal{U}=\left(u_{\gamma}\right)_{\gamma \in \mathcal{G}}$. We restrict ourselves to tests $\varphi$ that are invariant, that is, tests $\varphi$ that satisfy $\varphi\left(u_{\gamma}(x)\right)=\varphi(x), x \in \mathcal{X}, \gamma \in \mathcal{G}$. If there exists a maximal invariant statistic $T$, then we may write $\varphi$ as $\varphi=h(T)$, where $h$ may be chosen to be measurable if the conditions of Problem 5.21, or those of Problem 8.56 below, are satisfied. In such a case it suffices to construct an optimal test for the reduced model $\left(\mathcal{T}, \mathfrak{T},\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}\right)$. This reduction step is called reduction by invariance. Typically the reduction by invariance simplifies the model and facilitates the construction of uniformly best tests for the reduced model, and consequently uniformly best invariant tests for the original model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$. The following technical result is sometimes useful in the reduction process.

Problem 8.56.* Suppose $T$ is a maximal invariant statistic, $T(\mathcal{X})=\mathcal{T}$, and there is a mapping $U: \mathcal{T} \rightarrow_{m} \mathcal{X}$ such that $T(U(t))=t$ for every $t \in \mathcal{T}$. Then for every invariant statistic $S: \mathcal{X} \rightarrow_{m} \mathcal{S}$ it holds $S=h(T)$, where $h=S(U): \mathcal{T} \rightarrow_{m} \mathcal{S}$.

To illustrate the main ideas of a reduction by invariance we begin with a pivotal model and testing problem, respectively,

$$
\begin{aligned}
& \left(\mathbb{R}_{\neq 0}^{n}, \mathfrak{B}_{n, \neq 0},(\mathrm{~N}(\mu, \mathbf{I}))_{\mu \in \mathbb{R}^{n}}\right), \\
& \mathrm{H}_{0}: \mu=0 \quad \text { versus } \quad \mathrm{H}_{A}: \mu \neq 0,
\end{aligned}
$$

that has been considered already in Chapter 5. This decision problem is invariant under the group of rotations $\mathcal{U}_{\text {rot }}$ for which $\chi_{n}^{2}: \mathcal{X}=\mathbb{R}_{\neq 0}^{n} \rightarrow \mathcal{T}=(0, \infty)$, that is, $\chi_{n}^{2}(x)=\|x\|^{2}$, is maximal invariant. According to Problem 8.56 every rotation invariant test is a measurable function of $\chi_{n}^{2}$. Hence we may reduce our model by invariance and get the model

$$
\begin{equation*}
\left(\mathcal{T}, \mathfrak{T},\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}\right)=\left((0, \infty), \mathfrak{B}_{(0, \infty)},\left(\mathrm{H}\left(n, \delta^{2}\right)\right)_{\delta^{2} \geq 0}\right) \tag{8.63}
\end{equation*}
$$

In Theorem 5.33 it has been shown that the test $\varphi_{\chi_{n}^{2}}=I_{\left[\chi_{1-\alpha, n}^{2}, \infty\right)}\left(\chi_{n}^{2}\right)$ is a uniformly best level $\alpha$ test in the class of all tests that are invariant under $\mathcal{U}_{\text {rot }}$. The main ingredient of the proof was the fact that the new family $\mathrm{N}(\mu, \mathbf{I}) \circ\left(\chi_{n}^{2}\right)^{-1}=\mathrm{H}\left(n, \delta^{2}\right)$ of noncentral $\chi^{2}$-distributions with $n$ degrees of freedom and noncentrality parameter $\delta^{2}=\|\mu\|^{2}$ has MLR in the identity; see Theorem 2.27. Hence for $\mathrm{H}_{0}: \delta^{2}=0$ versus $\mathrm{H}_{A}: \delta^{2}>0$ the test $I_{\left[\chi_{1-\alpha, n}^{2}, \infty\right)}$ is a uniformly best level $\alpha$ test for the model (8.63), and $\varphi_{\chi_{n}^{2}}$ is a uniformly best rotation invariant level $\alpha$ test. A similar reduction technique can also be applied in other models.

Problem 8.57.* In Example 8.31, the test $\varphi_{I, U}$ in (8.39) is a uniformly best scaleinvariant level $\alpha$ test for $\mathrm{H}_{0}: \mu \leq 0, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mu>0, \sigma^{2}>0$, and $\varphi_{I I, U}$ in (8.40) is a uniformly best scale-invariant level $\alpha$ test for $\mathrm{H}_{0}: \mu=0, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mu \neq 0, \sigma^{2}>0$.

To construct the analysis of variance (ANOVA) model we choose as the parameter space a $k$-dimensional linear subspace $\mathbb{L}_{k}$, say, of $\mathbb{R}^{n}$. Let $\mathbb{A}_{h}$ be a linear subspace of $\mathbb{L}_{k}$ that represents the null hypothesis. Let $\mathbb{B}_{k-h}$ be the $(k-h)$-dimensional linear subspace of $\mathbb{L}_{k}$ that is orthogonal to $\mathbb{A}_{h}$. Likewise, let $\mathbb{C}_{n-k}$ be the $(n-k)$-dimensional linear subspace of $\mathbb{R}^{n}$ that is orthogonal to $\mathbb{L}_{k}$. This may be expressed by writing $\mathbb{A}_{h} \oplus \mathbb{B}_{k-h}=\mathbb{L}_{k}$ and $\mathbb{L}_{k} \oplus \mathbb{C}_{n-k}=\mathbb{R}^{n}$. Let $\Pi_{\mathbb{A}_{h}} x, \Pi_{\mathbb{B}_{k-h}} x, \Pi_{\mathbb{L}_{k}} x$, and $\Pi_{\mathbb{C}_{n-k}} x$ denote the (orthogonal) projections of $x \in \mathbb{R}^{n}$ on $\mathbb{A}_{h}, \mathbb{B}_{k-h}, \mathbb{L}_{k}$, and $\mathbb{C}_{n-k}$, respectively. Thus the model and the hypotheses are related in the following way.

| Sample space | Model space | $\mathrm{H}_{0}$ | $\mathrm{H}_{A}$ |
| :--- | :--- | :--- | :--- |
| $\mathbb{R}^{n}=\mathbb{L}_{k} \oplus \mathbb{C}_{n-k}$ | $\mathbb{L}_{k}=\mathbb{A}_{h} \oplus \mathbb{B}_{k-h}$ | $\mathbb{A}_{h} \subset \mathbb{L}_{k}$ | $\mathbb{L}_{k} \backslash \mathbb{A}_{h}$ |

Let $\mathcal{O}_{n \times n}$ be the group of orthogonal $n \times n$ matrices that leave the spaces $\mathbb{A}_{h}, \mathbb{B}_{k-h}$, and $\mathbb{C}_{n-k}$ invariant. We consider the linear subspace $\mathbb{A}_{h}$ as an additive group of measurable transformations of $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}\right)$ and introduce the rule of combination on $\mathcal{G}_{A N}:=(0, \infty) \times \mathcal{O}_{n \times n} \times \mathbb{A}_{h}$ by

$$
\gamma_{1} \odot \gamma_{2}=\left(\alpha_{1}, A_{1}, b_{1}\right) \odot\left(\alpha_{2}, A_{2}, b_{2}\right)=\left(\alpha_{1} \alpha_{2}, A_{1} A_{2}, \alpha_{1} A_{1} b_{2}+b_{1}\right)
$$

Then $\mathcal{U}_{A N}=\left\{u_{\gamma}: \gamma \in \mathcal{G}_{A N}\right\}$ with $u_{\gamma}(x)=\alpha O x+b$ is a group of measurable transformations of $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}\right)$. This group leaves the set

$$
\mathcal{X}=\left\{x: \Pi_{\mathbb{L}_{k}} x-\Pi_{\mathbb{A}_{h}} x \neq 0, x-\Pi_{\mathbb{L}_{k}} x \neq 0\right\}
$$

invariant. Putting $\mathfrak{A}=\mathfrak{B}_{h} \otimes \mathfrak{B}_{k-h, \neq 0} \otimes \mathfrak{B}_{n-k, \neq 0}$, we introduce the ANOVA model and testing problem, respectively, by

$$
\begin{align*}
& \mathcal{M}_{A N}=\left(\mathcal{X}, \mathfrak{A},\left(\mathrm{N}\left(\mu, \sigma^{2} \mathbf{I}\right)\right)_{\mu \in \mathbb{L}_{k}, \sigma^{2}>0}\right)  \tag{8.64}\\
& \mathrm{H}_{0}: \mu \in \mathbb{A}_{h} \quad \text { versus } \quad \mathrm{H}_{A}: \mu \in \mathbb{L}_{k} \backslash \mathbb{A}_{h} .
\end{align*}
$$

By construction the model (8.64) is $\mathcal{U}_{A N}$-invariant, and for $\mathcal{V}=\mathcal{U}_{A N}$ the hypothesis testing problem is invariant. Consider the statistic

$$
\begin{equation*}
F(x)=\frac{\frac{1}{k-h}\left\|\Pi_{\mathbb{L}_{k}} x-\Pi_{\mathbb{A}_{h}} x\right\|^{2}}{\frac{1}{n-k}\left\|x-\Pi_{\mathbb{L}_{k}} x\right\|^{2}}, \quad x \in \mathcal{X} . \tag{8.65}
\end{equation*}
$$

It holds $\Pi_{\mathbb{L}_{k}} x-\Pi_{\mathbb{A}_{h}} x=\Pi_{\mathbb{B}_{k-h}} x$ and $x-\Pi_{\mathbb{L}_{k}} x=\Pi_{\mathbb{C}_{n-k}} x, x \in \mathcal{X}$. By construction $F: \mathcal{X} \rightarrow_{m}(0, \infty)$ is an invariant mapping. Moreover, $F$ is maximal invariant. Indeed, if $F(x)=F(y)$, then there is some $\alpha>0$ such that

$$
\left\|\Pi_{\mathbb{B}_{k-h}} \alpha x\right\|^{2}=\left\|\Pi_{\mathbb{B}_{k-h}} y\right\|^{2} \quad \text { and } \quad\left\|\Pi_{\mathbb{C}_{n-k}} \alpha x\right\|^{2}=\left\|\Pi_{\mathbb{C}_{n-k}} y\right\|^{2}
$$

As the rotations from $\mathcal{O}_{n \times n}$ leave the spaces $\mathbb{A}_{h}, \mathbb{B}_{k-h}$, and $\mathbb{C}_{n-k}$ invariant we find a rotation $O \in \mathcal{O}_{n \times n}$ with $\alpha O \Pi_{\mathbb{B}_{k-h}} x=\Pi_{\mathbb{B}_{k-h}} y$ and $\alpha O \Pi_{\mathbb{C}_{n-k}} x=$ $\Pi_{\mathbb{C}_{n-k}} y$. Hence,

$$
\begin{aligned}
y & =\Pi_{\mathbb{A}_{h}} y+\Pi_{\mathbb{B}_{k-h}} y+\Pi_{\mathbb{C}_{n-k}} y=\Pi_{\mathbb{A}_{h}} y+\alpha O \Pi_{\mathbb{B}_{k-h}} x+\alpha O \Pi_{\mathbb{C}_{n-k}} x \\
& =\alpha O \Pi_{\mathbb{A}_{h}} x+\alpha O \Pi_{\mathbb{B}_{k-h}} x+\alpha O \Pi_{\mathbb{C}_{n-k}} x+\Pi_{\mathbb{A}_{h}} y-\alpha O \Pi_{\mathbb{A}_{h}} x=\alpha O x+b,
\end{aligned}
$$

where $b=\Pi_{\mathbb{A}_{h}} y-\alpha O \Pi_{\mathbb{A}_{h}} x \in \mathbb{A}_{h}$.
Finally, we construct the mapping $U:(0, \infty) \rightarrow_{m} \mathcal{X}$ in Problem 8.56 by setting $U(r)=r e_{0}$, where $e_{0} \in \mathbb{R}^{h} \times \mathbb{R}_{\neq 0}^{k-h} \times \mathbb{R}_{\neq 0}^{n-k}$ is any fixed unit vector. Then we see from Problem 8.56 that every $\mathcal{U}_{A N}$-invariant statistic, and especially every invariant test, is a measurable function of $F$.

As we have seen above for the model (8.64), under the transformation group $\mathcal{G}_{A N}$ the statistic $F$ in (8.65) is maximal invariant, and every invariant test is a measurable function of $F$. To get the induced distribution we need the following fact. If the random vector $X$ has the distribution $\mathbf{N}\left(\mu, \sigma^{2} \mathbf{I}\right)$, then

$$
\left(\left(X-\Pi_{\mathbb{L}_{k}} X\right)^{T},\left(\Pi_{\mathbb{L}_{k}} X-\Pi_{\mathbb{A}_{h}} X\right)^{T}\right)
$$

being a linear image of $X$, is again normally distributed. As $\left(\Pi_{\mathbb{L}_{k}} X-\Pi_{\mathbb{A}_{h}} X\right)^{T}$ is a vector that belongs to $\mathbb{L}_{k}$ it is orthogonal to $\left(X-\Pi_{\mathbb{L}_{k}} X\right)^{T}$ which belongs to $\mathbb{L}_{k} \frac{1}{k}$. Hence the covariance matrix between these two vectors is zero, and due to the joint normal distribution they are independent. Thus we turn to the reduced model

$$
\begin{equation*}
\left(\mathcal{T}, \mathfrak{T},\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}\right)=\left((0, \infty), \mathfrak{B}_{(0, \infty)},\left(\mathcal{F}\left(k-h, n-h, \delta^{2}\right)\right)_{\delta^{2} \geq 0}\right) \tag{8.66}
\end{equation*}
$$

where we have used the fact that $\mathrm{N}\left(\mu, \sigma^{2} \mathbf{I}\right) \circ F^{-1}=\mathbf{F}\left(k-h, n-h, \delta^{2}\right)$, the $F$-distribution with $k-h$ and $n-k$ degrees of freedom and noncentrality parameter $\delta^{2}=\left\|\Pi_{\mathbb{L}_{k}} \mu-\Pi_{\mathbb{A}_{h}} \mu\right\| / \sigma^{2}$; see also Example 2.41. In the reduced model the original testing problem $\mathrm{H}_{0}: \mu \in \mathbb{L}_{k}$ versus $\mathrm{H}_{A}: \mu \in \mathbb{L}_{k} \backslash \mathbb{A}_{h}$ has now the form $\mathrm{H}_{0}: \delta^{2}=0$ versus $\mathrm{H}_{A}: \delta^{2}>0$, where $\delta^{2}=\left\|\Pi_{\mathbb{L}_{k}} \mu-\Pi_{\mathbb{A}_{h}} \mu\right\|^{2} / \sigma^{2}$.

We recall from Theorem 2.27 that $\mathrm{F}\left(k-h, n-h, \delta^{2}\right)$ has MLR in the identity. Thus by Theorem 2.49 we get a uniformly best level $\alpha$ test for the
reduced model (8.66), and it rejects $\mathrm{H}_{0}$ for large values of the identity. Let $F_{1-\alpha, k-h, n-k}$ be the $1-\alpha$ quantile of the $F$-distribution $\mathrm{F}(k-h, n-k)$. As the set $\mathbb{R}^{n} \backslash \mathcal{X}=\mathbb{R}^{n} \backslash\left(\mathbb{R}^{h} \times \mathbb{R}_{\neq 0}^{k-h} \times \mathbb{R}_{\neq 0}^{n-k}\right)$ has probability zero under every $\mathrm{N}(\mu, \mathbf{I}), \mu \in \mathbb{R}^{n}$, we may switch back to the original sample space $\mathbb{R}^{n}$ and obtain the following result.

Theorem 8.58. Under the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathrm{~N}\left(\mu, \sigma^{2} \mathbf{I}\right)\right)_{\mu \in \mathbb{R}^{n}, \sigma^{2}>0}\right)$, for testing $\mathrm{H}_{0}: \mu \in \mathbb{A}_{h}, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mu \in \mathbb{L}_{k} \backslash \mathbb{A}_{h}, \sigma^{2}>0$, the $F$-test defined by

$$
\varphi_{F}(x)=\left\{\begin{array}{l}
1 \text { if } \frac{\frac{1}{k-h}\left\|\Pi_{\mathbb{L}_{k}} x-\Pi_{\mathrm{A}_{h}} x\right\|^{2}}{\frac{1}{n-k}\left\|x-\Pi_{\mathbb{L}_{k}} x\right\|^{2}} \geq F_{1-\alpha, k-h, n-k} \\
0 \text { otherwise }
\end{array}\right.
$$

is a uniformly best level $\alpha$ test in the class of the $\mathcal{U}_{A N}$-invariant tests.
Example 8.59. Let us consider the one-way layout ANOVA model. It is given by $X_{i, j}=\mu_{i}+\varepsilon_{i, j}, \mu_{i} \in \mathbb{R}$, where $\varepsilon_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k$, are i.i.d. from $\mathrm{N}\left(0, \sigma^{2}\right)$. Suppose we want to test $\mathrm{H}_{0}: \mu_{1}=\cdots=\mu_{k}, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mu_{i} \neq \mu_{j}$ for some $i \neq j, \sigma^{2}>0$. Set $n=\sum_{i=1}^{k} n_{i}$. The linear subspace $\mathbb{L}_{k}$ is the linear hull of the orthogonal vectors $e_{i}, i=1, \ldots, k$, where the components of $e_{i}$ at the places $n_{1}+\cdots+n_{i-1}+1, \ldots, n_{1}+\cdots+n_{i}$ are equal to 1 and 0 elsewhere, $i=1, \ldots, k$. For example, $e_{1}=(1, \ldots, 1,0, \ldots, 0)^{T}$ where 1 occurs $n_{1}$ times. Furthermore, $h=1$ and $\mathbb{A}_{1}$ is the one-dimensional subspace generated by $\mathbf{1}=(1, \ldots, 1)^{T}$. We introduce the standard ANOVA notation

$$
\begin{aligned}
& \bar{x}_{i, \cdot}=\frac{1}{n_{i}} \sum_{j=1}^{n_{i}} x_{i, j}, \quad i=1, \ldots, k \\
& \bar{x}_{,, \cdot}=\sum_{i=1}^{k} \frac{n_{i}}{n} \bar{x}_{i, \cdot}=\frac{1}{n} \sum_{i=1}^{k} \sum_{j=1}^{n_{i}} x_{i, j} .
\end{aligned}
$$

The projections of the vector $x=\left(x_{1,1}, \ldots, x_{1, n_{1}}, x_{2,1}, \ldots, x_{2, n_{2}}, \ldots, x_{k, 1}, \ldots, x_{k, n_{k}}\right)$ on $\mathbb{L}_{k}$ and $\mathbb{A}_{1}$ are, respectively, given by

$$
\begin{aligned}
\Pi_{\mathbb{L}_{k}} x & =\sum_{i=1}^{k}\left\langle x, \frac{1}{\left\|e_{i}\right\|} e_{i}\right\rangle \frac{1}{\left\|e_{i}\right\|} e_{i}=\sum_{i=1}^{k} \frac{1}{n_{i}} \sum_{j=1}^{n_{i}} x_{i, j} e_{i}=\sum_{i=1}^{k} \bar{x}_{i, \cdot}, e_{i}, \\
\Pi_{\mathbb{A}_{1}} x & =\left\langle x, \frac{1}{\|\mathbf{1}\|} \mathbf{1}\right\rangle \frac{1}{\|\mathbf{1}\|} \mathbf{1}=\bar{x}_{.,, \mathbf{1}} .
\end{aligned}
$$

Hence, by $\mathbf{1}=\sum_{i=1}^{k} e_{i}$ and the orthogonality of the $e_{i}$,

$$
\begin{aligned}
F & =\frac{\frac{1}{k-1}\left\|\Pi_{\mathbb{L}_{k}} x-\Pi_{\mathbb{A}_{1}} x\right\|^{2}}{\frac{1}{n-k}\left\|x-\Pi_{\mathbb{L}_{k}} x\right\|^{2}}=\frac{\frac{1}{k-1}\left\|\sum_{i=1}^{k} \bar{x}_{i} \cdot e_{i}-\bar{x},, \mathbf{1}\right\|^{2}}{\frac{1}{n-k}\left\|x-\sum_{i=1}^{k} \bar{x}_{i, \cdot} e_{i}\right\|^{2}} \\
& =\frac{\frac{1}{k-1} \sum_{i=1}^{k} n_{i}\left(\bar{x}_{i, \cdot}-\bar{x}_{\cdot, \cdot}\right)^{2}}{\frac{1}{n-k} \sum_{i=1}^{k} \sum_{j=1}^{n_{i}}\left(x_{i, j}-\bar{x}_{i, \cdot}\right)^{2}} .
\end{aligned}
$$

This means that the test $\varphi_{F}$ rejects $\mathrm{H}_{0}$ if $F \geq F_{1-\alpha, k-1, n-k}$.
That the distribution of the maximal invariant statistic could be evaluated explicitly, and that the family of distributions in the reduced model
had MLR, have been the crucial points in the above construction of best invariant tests. In the situations considered above the conditions were favorable as to guarantee that the maximal invariant statistic $T$ generates the $\sigma$-algebra $\mathfrak{I}$ of invariant sets, and that every invariant statistic $S$ with values in $\mathbb{R}^{q}$, or more generally in a Borel space, is a measurable function of $T$. As long as this is guaranteed we may, equivalently, deal with either the model $\left(\mathcal{T}, \mathfrak{T},\left(P_{\theta} \circ T^{-1}\right)_{\theta \in \Delta}\right)$ or with $\left(\mathcal{X}, \mathfrak{I},\left(P_{\theta}^{\mathfrak{J}}\right)_{\theta \in \Delta}\right)$, where $P_{\theta}^{\mathfrak{J}}$ is the restriction of $P_{\theta}$ to the sub- $\sigma$-algebra $\mathfrak{I}$. The following simple fact proves useful when evaluating the likelihood ratio in the family $\left(P_{\theta}^{\mathfrak{J}}\right)_{\theta \in \Delta}$.

Problem 8.60.* If $T: \mathcal{X} \rightarrow_{m} \mathcal{T}$ is maximal invariant and generates $\mathfrak{I}$, and $M_{\theta_{0}, \theta}$ is a version of the likelihood ratio of $P_{\theta} \circ T^{-1}$ with respect to $P_{\theta_{0}} \circ T^{-1}$, then $L_{\theta_{0}, \theta}^{\mathcal{J}}:=M_{\theta_{0}, \theta}(T)$ is a version of the likelihood ratio of $P_{\theta}^{\mathcal{J}}$ with respect to $P_{\theta_{0}}^{\mathcal{J}}$.

Next we study some other models where the distribution of the likelihood ratio $L_{\theta_{0}, \theta}^{\mathfrak{J}}$ can be evaluated explicitly. We start with the binary model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left\{P_{0}, P_{1}\right\}\right)$, use the group $\mathcal{U}_{l}$ in (5.4) that generates location models, and denote by $\mathfrak{I}_{l}$ the $\sigma$-algebra of measurable and $\mathcal{U}_{l}$-invariant sets.

Problem 8.61.* Suppose the distributions $P_{0}$ and $P_{1}$ have the Lebesgue densities $f_{0}$ and $f_{1}$, respectively, and set

$$
\begin{aligned}
\bar{f}_{i}\left(x_{1}, \ldots, x_{n}\right) & =\int_{-\infty}^{+\infty} f_{i}\left(x_{1}+s, \ldots, x_{n}+s\right) d s, \quad i=0,1, \\
L_{0,1}^{\mathcal{I}_{l}} & =\left(\bar{f}_{1} / \bar{f}_{0}\right) I_{\left\{\bar{f}_{0}>0\right\}}+\infty I_{\left\{\bar{f}_{0}=0, \bar{f}_{1}>0\right\}}
\end{aligned}
$$

Then $L_{0,1}^{\mathfrak{J}_{l}}$ is a version of the likelihood ratio of $P_{1}^{\mathfrak{J}_{l}}$ with respect to $P_{0}^{\mathfrak{J}_{l}}$.
We consider again the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left\{P_{0}, P_{1}\right\}\right)$, but now we use the group $\mathcal{U}_{l s}$ in (5.5) that generates location-scale models. Let $\Im_{l s}$ be the $\sigma$-algebra of measurable and $\mathcal{U}_{l s}$-invariant sets.

Problem 8.62.* Suppose that the distributions $P_{0}$ and $P_{1}$ have Lebesgue densities $f_{0}$ and $f_{1}$, respectively, and set

$$
\begin{align*}
\bar{f}_{i}\left(x_{1}, \ldots, x_{n}\right) & =\int_{0}^{\infty} w^{n-2}\left[\int_{-\infty}^{\infty} f_{i}\left(w x_{1}+v, \ldots, w x_{n}+v\right) d v\right] d w, \quad i=0,1, \\
L_{0,1}^{\jmath_{l s}} & =\left(\bar{f}_{1} / \bar{f}_{0}\right) I_{\left\{\bar{f}_{0}>0\right\}}+\infty I_{\left\{\bar{f}_{0}=0, \bar{f}_{1}>0\right\}} . \tag{8.67}
\end{align*}
$$

Then $L_{0,1}^{\mathcal{J}_{l s}}$ is a version of the likelihood ratio of $P_{1}^{\jmath_{l s}}$ with respect to $P_{0}^{\mathcal{J}_{l s}}$.
Set $\mathcal{P}_{i}=\left(P_{i} \circ u_{\alpha, \beta}^{-1}\right)_{\alpha \in \mathbb{R}, \beta>0}, i=0,1$, where $u_{\alpha, \beta}\left(x_{1}, \ldots, x_{n}\right)=\left(\beta x_{1}+\right.$ $\left.\alpha, \ldots, \beta x_{n}+\alpha\right)$. In the next theorem we study for the statistical model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}, \mathcal{P}_{0} \cup \mathcal{P}_{1}\right)$ the testing problem $\mathrm{H}_{0}: P \in \mathcal{P}_{0}$ versus $\mathrm{H}_{A}: P \in \mathcal{P}_{1}$. It should be noted that the distributions induced by the maximal invariant statistic $T_{l s}$ from (5.13) do not dependent on $\alpha$ and $\beta$. Indeed, by utilizing the invariance, $T_{l s}\left(u_{\alpha, \beta}(x)\right)=T_{l s}\left(u_{0,1}(x)\right)=T_{l s}(x)$ implies

$$
\begin{equation*}
\left(P_{i} \circ u_{\alpha, \beta}^{-1}\right)\left(T_{l s} \in B\right)=P_{i}\left(T_{l s}\left(u_{\alpha, \beta}\right) \in B\right)=P_{i} \circ T_{l s}^{-1}(B), \quad i=0,1 \tag{8.68}
\end{equation*}
$$

Theorem 8.63. If the distributions $P_{0}$ and $P_{1}$ have Lebesgue densities, then for $L_{0,1}^{\mathfrak{Y}_{l s}}$ in (8.67) the test

$$
\varphi_{\mathfrak{J}_{l s}}=I_{\left(c_{1-\alpha}, \infty\right)}\left(L_{0,1}^{\Im_{l s}}\right)+\gamma I_{\left\{c_{1-\alpha}\right\}}\left(L_{0,1}^{\mathfrak{J}_{l s}}\right),
$$

with $\gamma \in[0,1]$ and $\mathrm{E}_{0} \varphi_{\mathfrak{J}_{l s}}=\alpha$, is a uniformly best $\mathcal{U}_{l s}$-invariant level $\alpha$ test for $\mathrm{H}_{0}: P \in \mathcal{P}_{0}$ versus $\mathrm{H}_{A}: P \in \mathcal{P}_{1}$.

Proof. As the $P_{i}$ have Lebesgue densities it holds $\left(P_{i} \circ u_{\alpha, \beta}^{-1}\right)\left(\mathbb{R}_{\neq}^{n}\right)=1$, $i=0,1$, so that we may switch to the reduced sample space $\mathbb{R}_{\neq}^{n,}$ and consider the distributions $Q_{i}=\left(P_{i} \circ u_{\alpha_{i}, \beta_{i}}^{-1}\right) \circ T_{l s}^{-1}, i=0,1$. The latter are independent of $\alpha_{i}, \beta_{i}$ in view of (8.68). If $M_{0,1}$ is a version of the likelihood ratio of $Q_{1}$ with respect to $Q_{0}$, then in view of Problem $8.60 M_{0,1}\left(T_{l s}\right)$ is a version of the likelihood ratio of $P_{1}^{\mathfrak{J}_{l s}} \circ u_{\alpha_{1}, \beta_{1}}^{-1}$ with respect to $P_{0}^{\boldsymbol{J}_{l s}} \circ u_{\alpha_{0}, \beta_{0}}^{-1}$, which is independent of the $\alpha_{i}, \beta_{i}$ and is, $P_{i}^{\jmath_{l s}}$-a.s., identical with $L_{0,1}^{\mathcal{J}_{l s}}, i=0,1$. To complete the proof we have only to apply Neyman-Pearson's lemma (see Theorem 2.45) and to use the representation of $L_{0,1}^{\mathfrak{Y}_{l s}}$ in Problem 8.62.
Problem 8.64.* If $f_{0}(x)=\prod_{i=1}^{n} \varphi_{0,1}\left(x_{i}\right)$ is the density of $n$ independent standard normal random variables, then

$$
\begin{aligned}
\bar{f}_{0}\left(x_{1}, \ldots, x_{n}\right) & =c_{n}\left[s_{n}\left(x_{1}, \ldots, x_{n}\right)\right]^{-n+1}, \quad \text { where } \\
c_{n} & =\frac{1}{2} n^{-1 / 2}[(n-1) \pi]^{-(n-1) / 2} \Gamma((n-1) / 2), \quad \text { and } \\
s_{n}\left(x_{1}, \ldots, x_{n}\right) & =\left(\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{n}\right)^{2}\right)^{1 / 2} .
\end{aligned}
$$

If $f_{1}(x)=\prod_{i=1}^{n} \exp \left\{-x_{i}\right\} I_{(0, \infty)}\left(x_{i}\right)$ is the density of $n$ independent random variables from an exponential distribution $\operatorname{Ex}(1)$, then with $x_{[1]}=\min \left\{x_{1}, \ldots, x_{n}\right\}$,

$$
\bar{f}_{1}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{n} \Gamma(n-1)\left[n\left(\bar{x}_{n}-x_{[1]}\right)\right]^{-n+1} .
$$

Next we take $\operatorname{Ex}(\alpha, \beta)$, the shifted exponential distribution with Lebesgue density $\operatorname{ex}_{\alpha, \beta}(t)=\beta \exp \{-\beta(t-\alpha)\} I_{[\alpha, \infty)}(t)$, as the alternative hypothesis to normality.

Example 8.65. To find the uniformly best $\mathcal{U}_{l s}$-invariant level $\alpha$ test for testing $\mathrm{H}_{0}: \mathbf{N}^{\otimes n}\left(\mu, \sigma^{2}\right), \mu \in \mathbb{R}, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mathrm{Ex}^{\otimes n}(\alpha, \beta), \alpha \in \mathbb{R}, \beta>0$, we consider the ratio of the densities in the previous problem. With some constant $d(n)$ that depends only on $n$ we get

$$
L_{0,1}^{\mathfrak{J}_{l s}}\left(x_{1}, \ldots, x_{n}\right)=d(n)\left(\frac{s_{n}\left(x_{1}, \ldots, x_{n}\right)}{\bar{x}_{n}-x_{[1]}}\right)^{n-1}
$$

Note that $T_{n}\left(x_{1}, \ldots, x_{n}\right)=s_{n}\left(x_{1}, \ldots, x_{n}\right) /\left(\bar{x}_{n}-x_{[1]}\right)$ has a distribution with a continuous c.d.f. According to Neyman-Pearson's lemma the uniformly best level $\alpha$ test rejects $\mathrm{H}_{0}$ for large values of $\bar{f}_{1} / \bar{f}_{0}$, which is an increasing function of $T_{n}$. Thus the uniformly best level $\alpha$ test is given by $\varphi=I_{\left(c_{1-\alpha}, \infty\right)}\left(T_{n}\right)$, where $c_{1-\alpha}$ is the $1-\alpha$ quantile of the distribution of $T_{n}$ under $\mathrm{N}^{\otimes n}(0,1)$.

Problem 8.66.* If $f_{0}(x)=\prod_{i=1}^{2} \prod_{j=1}^{n_{i}} \varphi_{0,1}\left(x_{i, j}\right)$, and

$$
f_{1}(x)=\prod_{a=1}^{n_{1}} \varphi_{\mu, 1}\left(x_{1, a}\right) \prod_{b=1}^{n_{2}} \varphi_{0,1}\left(x_{2, b}\right)
$$

for $x=\left(x_{1,1}, \ldots, x_{2, n_{2}}\right) \in \mathbb{R}^{n}$ and $n=n_{1}+n_{2}$, then

$$
\begin{align*}
L_{0,1}^{\mathfrak{J}_{l s}}(x)= & \exp \left\{-\frac{n_{1} n_{2} \mu^{2}}{2 n}\right\} 2^{-(n-3) / 2}\left(\Gamma\left(\frac{n-1}{2}\right)\right)^{-1}  \tag{8.69}\\
& \times \int_{0}^{\infty} w^{n-2} \exp \left\{-\frac{w^{2}}{2}+w \mu V(x)\right\} d w,
\end{align*}
$$

where

$$
\begin{equation*}
V(x)=\frac{n_{1} n_{2}}{n}\left(\bar{x}_{1, \cdot}-\bar{x}_{2, .}\right)\left(\sum_{i=1}^{2} \sum_{j=1}^{n_{i}}\left(x_{i, j}-\bar{x}_{\cdot, \cdot}\right)^{2}\right)^{-1 / 2} \tag{8.70}
\end{equation*}
$$

and where $\bar{x}_{1, .}, \bar{x}_{2, .}$, and $\bar{x}_{,, \text {, }}$ are as in Example 8.59 in the special case of $k=2$.
It is clear that in a similar manner best invariant tests can be established as long as only location or scale models are considered. The above examples are special cases in the theory of separate families of distributions which was initiated by Cox $(1961,1962)$. A review is provided in Pereira (1977).

Example 8.67. Consider the following two-sample testing problem for normal populations.

$$
\begin{aligned}
& \mathbf{H}_{0}: \mathbf{N}^{\otimes n_{1}}\left(\mu, \sigma^{2}\right) \otimes \mathbf{N}^{\otimes n_{2}}\left(\mu, \sigma^{2}\right), \quad \mu \in \mathbb{R}, \sigma^{2}>0, \quad \text { versus } \\
& \mathbf{H}_{A}: \mathbf{N}^{\otimes n_{1}}\left(\mu_{1}, \sigma^{2}\right) \otimes \mathbf{N}^{\otimes n_{2}}\left(\mu_{2}, \sigma^{2}\right), \quad \mu_{1}>\mu_{2}, \sigma^{2}>0 .
\end{aligned}
$$

As we restrict ourselves to $\mathcal{U}_{l s}$-invariant tests we may assume without loss of generality that $\mu_{1}=\mu, \mu_{2}=0$, and $\sigma^{2}=1$. Thus we consider the testing problem $\mathrm{H}_{0}$ : $\mu=0$ versus $\mathrm{H}_{A}: \mu>0$. As $\mu>0$ in the alternative, the likelihood ratio $\bar{f}_{1} / \bar{f}_{0}$ is an increasing function of $V$ from (8.70). Thus the uniformly best invariant level $\alpha$ test rejects $\mathrm{H}_{0}$ for large values of $V$. This test is equivalent to the one-sided version of the two-sample $t$-test which rejects $\mathrm{H}_{0}$ for large values of

$$
T_{n-2}(x)=\left(n_{1} n_{2}(n-2) / n\right)^{1 / 2}\left(\bar{x}_{1} .-\bar{x}_{2} .\right)\left(\sum_{i=1}^{2} \sum_{j=1}^{n_{i}}\left(x_{i, j}-\bar{x}_{i} .\right)^{2}\right)^{-1 / 2} .
$$

As the distribution of $T_{n-2}$ at $\mu_{1}=\mu_{2}$ is $\mathbf{T}(n-2), \mathrm{H}_{0}$ is rejected if $T_{n-2} \geq t_{1-\alpha, n-2}$. This test is also a uniformly best unbiased level $\alpha$ test, which can be shown within the framework of Section 8.1.3 with a three-parameter exponential family. A proof of this fact is given in Section 5.3 of Lehmann (1986).

The two-sided version of the two-sample $t$-test for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}: \mu_{1} \neq \mu_{2}$, $\sigma^{2}>0$, can be obtained as a uniformly best invariant level $\alpha$ test if we extend the group $\mathcal{G}_{l s}$ by including reflections $\left(x_{1}, \ldots, x_{n}\right) \rightarrow\left(-x_{1}, \ldots,-x_{n}\right)$. For details and extensions to the more general settings of linear models we refer to Giri (1996) and Witting (1985).

Problem 8.68. In the settings of the previous example, show that $V(x)$ from (8.70) is an increasing function of $T_{n-2}(x)$. Then establish the one-sided version of the two-sample $t$-test at a given level $\alpha \in(0,1)$.

Problem 8.69. In the settings of the previous example, let $\mathrm{H}_{A}$ be replaced by $\overline{\mathrm{H}}_{A}: \mu_{1} \neq \mu_{2}, \sigma^{2}>0$. Then the two-sided two-sample $t$-test, which rejects $\mathrm{H}_{0}$ for large values of $|V|$, is equivalent to the test $\varphi_{F}$ in Example 8.59 in the special case of $k=2$.

Remark 8.70. The crucial point in the above examples has been the calculation of the likelihood ratio. A general approach to this for a locally compact group $\mathcal{G}$ with the left invariant Haar measure $\lambda$ is due to Stein (1956), who established

$$
\begin{equation*}
\frac{\bar{f}_{1}(x)}{\bar{f}_{0}(x)}=\frac{\int f_{1}\left(u_{\gamma}(x)\right) \lambda(d \gamma)}{\int f_{0}\left(u_{\gamma}(x)\right) \lambda(d \gamma)} \tag{8.71}
\end{equation*}
$$

without stating conditions under which this formula holds. Later on this problem was studied in Schwartz (1967), Anderson (1982), and Wijsman (1969, 1985). For details and further references we refer to Giri (1996) and Wijsman (1990). If $\mathcal{G}$ is the group of all translations, which generates the location model, then the Haar measure is the Lebesgue measure, and $\bar{f}_{1} / \bar{f}_{0}$ in (8.71) is $L_{0,1}^{\}}$in Problem 8.61. Similarly, for the group in the location-scale model the Haar measure is $w^{-1} d v d w$ and then $\bar{f}_{1} / \bar{f}_{0}$ in (8.71) is $L_{0,1}^{\mathfrak{\jmath}}$ in Problem 8.62.

### 8.5 Exponential Rates of Error Probabilities

Our starting point is a sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right)$ with a common parameter set $\Delta$. Suppose we want to test $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$, where $\Delta_{0}$ and $\Delta_{A}$ is a decomposition of $\Delta$. By an asymptotic test $\left\{\varphi_{n}\right\}$ we mean a sequence of tests $\varphi_{n}: \mathcal{X}_{n} \rightarrow_{m}[0,1], n=1,2, \ldots$. For simplicity we often just write $\varphi_{n}$ instead of $\left\{\varphi_{n}\right\}$. The first question is whether there are asymptotic tests that separate the null hypothesis and the alternative completely. Such sequences of tests are called completely consistent. Consequently, an asymptotic test $\varphi_{n}$ is completely consistent if

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{n, \theta_{1}}\left(1-\varphi_{n}\right)=0, \quad \theta_{1} \in \Delta_{A} \quad \text { and } \quad \lim _{n \rightarrow \infty} \mathrm{E}_{n, \theta_{0}} \varphi_{n}=0, \quad \theta_{0} \in \Delta_{0}
$$

For i.i.d. observations we have already established conditions in Proposition 7.122 under which both, the error probabilities of the first and of the second kind, tend to zero at an exponential rate. The aim of this section is to establish the exact exponential rate for a simple null hypothesis and a simple alternative.

Recall that $\mathrm{b}_{\pi}(P, Q)$ is the minimal Bayes risk for testing $\mathrm{H}_{0}: P$ versus $\mathrm{H}_{A}: Q$; see Lemma 1.66. The next problem gives a simple bound for the Bayes risk.

Problem 8.71.* For any distributions $P_{0}, P_{1}$ on $(\mathcal{X}, \mathfrak{A})$ it holds $\mathrm{b}_{\pi}\left(P^{\otimes n}, Q^{\otimes n}\right) \leq$ $\pi^{s}(1-\pi)^{1-s}\left(\mathrm{H}_{s}(P, Q)\right)^{n}, 0<s<1$.

The inequality in Problem 8.71 gives an upper bound for the exponential rate of convergence of $\mathrm{b}_{\pi}\left(P^{\otimes n}, Q^{\otimes n}\right)$. It holds

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~b}_{\pi}\left(P^{\otimes n}, Q^{\otimes n}\right) \leq \inf _{0<s<1} \ln \mathrm{H}_{s}(P, Q) . \tag{8.72}
\end{equation*}
$$

The next theorem states that in (8.72) in fact equality holds. This statement is due to Chernoff (1952).

Theorem 8.72. (Chernoff's Theorem) Under the prior $(\pi, 1-\pi)$ the minimum Bayes risk $\mathrm{b}_{\pi}\left(P^{\otimes n}, Q^{\otimes n}\right)$ for testing $\mathrm{H}_{0}: P^{\otimes n}$ versus $\mathrm{H}_{A}: Q^{\otimes n}$ satisfies

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~b}_{\pi}\left(P^{\otimes n}, Q^{\otimes n}\right)=\inf _{0<s<1} \ln \mathrm{H}_{s}(P, Q), \quad \pi \in(0,1)
$$

Corollary 8.73. The minimax risk $\mathrm{m}_{\rho}\left(P^{\otimes n}, Q^{\otimes n}\right)$ satisfies

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~m}_{\rho}\left(P^{\otimes n}, Q^{\otimes n}\right)=\inf _{0<s<1} \ln \mathrm{H}_{s}(P, Q), \quad \rho \in(0,1) .
$$

The upper bound for the convergence rate is already established by (8.72). For a proof that it is also a lower bound we refer to Chernoff (1952) and Krafft and Plachky (1970). The statement of the corollary follows from

$$
\mathrm{m}_{\rho}\left(P^{\otimes n}, Q^{\otimes n}\right) \leq \mathrm{b}_{\rho}\left(P^{\otimes n}, Q^{\otimes n}\right) \leq 2 \mathrm{~m}_{\rho}\left(P^{\otimes n}, Q^{\otimes n}\right)
$$

The quantity

$$
\begin{equation*}
\mathrm{C}(P, Q)=-\inf _{0<s<1} \ln \mathrm{H}_{s}(P, Q) \tag{8.73}
\end{equation*}
$$

is called the Chernoff index of $P$ and $Q$. It provides the exponential rate at which the minimum Bayes risk $\mathrm{b}_{\pi}\left(P^{\otimes n}, Q^{\otimes n}\right)$ tends to zero. With the Chernoff index the statements of Theorem 8.72 and Corollary 8.73 may be written as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~b}_{\pi}\left(P^{\otimes n}, Q^{\otimes n}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~m}_{\rho}\left(P^{\otimes n}, Q^{\otimes n}\right)=-\mathrm{C}(P, Q) . \tag{8.74}
\end{equation*}
$$

Example 8.74. To illustrate the statement above suppose that $P_{\theta}, \theta \in \Delta \subseteq \mathbb{R}^{d}$, is an exponential family with natural parameter $\theta$ and generating statistic $T: \mathcal{X} \rightarrow_{m}$ $\mathbb{R}^{d}$. Then by Example 1.88,

$$
\mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)=\inf _{0<s<1}\left\{s K\left(\theta_{1}\right)+(1-s) K\left(\theta_{2}\right)-K\left(s \theta_{1}+(1-s) \theta_{2}\right)\right\} .
$$

If $P_{\theta}=\mathrm{N}\left(\theta, \sigma^{2}\right)$, then by (1.79)

$$
\begin{align*}
\ln \mathrm{H}_{s}\left(\mathrm{~N}\left(\theta_{0}, \sigma^{2}\right), \mathrm{N}\left(\theta_{1}, \sigma^{2}\right)\right) & =-\frac{1}{2 \sigma^{2}} s(1-s)\left(\theta_{0}-\theta_{1}\right)^{2}, \quad \text { and } \\
\mathrm{C}\left(\mathrm{~N}\left(\theta_{0}, \sigma^{2}\right), \mathrm{N}\left(\theta_{1}, \sigma^{2}\right)\right) & =\left(\theta_{0}-\theta_{1}\right)^{2} /\left(8 \sigma^{2}\right) . \tag{8.75}
\end{align*}
$$

Now we consider for the model ( $\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left\{P^{\otimes n}, Q^{\otimes n}\right\}$ ) the problem of testing $\mathrm{H}_{0}: P^{\otimes n}$ versus $\mathrm{H}_{A}: Q^{\otimes n}$ at a fixed given level $\alpha \in(0,1)$. The exponential rate of the probability of an error of the second kind of the best level $\alpha$ test, as $n$ tends to infinity, can be characterized as follows.

Theorem 8.75. (Stein's Theorem) If $\mathrm{K}(P, Q)$, the Kullback-Leibler divergence, is finite, then the error probability of the second kind $\mathrm{g}_{\alpha}\left(P^{\otimes n}, Q^{\otimes n}\right)$ of the best level $\alpha$ test $\varphi_{n}$ for testing $\mathrm{H}_{0}: P^{\otimes n}$ versus $\mathrm{H}_{A}: Q^{\otimes n}$ satisfies

$$
\begin{equation*}
-\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~g}_{\alpha}\left(P^{\otimes n}, Q^{\otimes n}\right)=\mathrm{K}(P, Q) \tag{8.76}
\end{equation*}
$$

Proof. $\mathrm{K}(P, Q)<\infty$ and (1.81) imply that $P \ll Q$ and $\mathrm{K}(P, Q)=\mathrm{E}_{P} \ln f$, where $f=d P / d Q$. Let $L=(1 / f) I_{(0, \infty)}(f)+\infty I_{\{0\}}(f)$ be the likelihhood ratio of $Q$ with respect to $P$ and $X_{1}, \ldots, X_{n}: \mathcal{X}^{n} \rightarrow \mathcal{X}$ be the projections. If $L_{n}$ denotes the likelihhood ratio of $Q^{\otimes n}$ with respect to $P^{\otimes n}$, then Definition 1.57 and Proposition A. 29 yield $L_{n}=\exp \left\{\sum_{i=1}^{n} \ln L\left(X_{i}\right)\right\}$ and

$$
\int h d Q^{\otimes n}=\int I_{(0, \infty)}\left(L_{n}\right) h L_{n} d P^{\otimes n}+\int I_{\{\infty\}}\left(L_{n}\right) h d Q^{\otimes n}
$$

for every $h: \mathcal{X}^{n} \rightarrow_{m} \mathbb{R}_{+}$. For $T_{n}=n^{-1} \ln L_{n}$ and $\alpha \in(0,1)$ we find by Theorem 2.45 constants $c_{n}$ and $\gamma_{n} \in[0,1]$ such that $\varphi_{n}=I_{\left(c_{n}, \infty\right)}\left(T_{n}\right)+$ $\gamma_{n} I_{\left\{c_{n}\right\}}\left(T_{n}\right)$ is a best level $\alpha$ test. On $A_{n}=\left\{\left|T_{n}+\mathrm{K}(P, Q)\right|<\varepsilon\right\}, \varepsilon>0$, it holds $L_{n} \geq \exp \{n(-\varepsilon-\mathrm{K}(P, Q))\}$. Hence with $h=1-\varphi_{n}$,

$$
\int\left(1-\varphi_{n}\right) d Q^{\otimes n} \geq \exp \{n(-\varepsilon-\mathrm{K}(P, Q))\} \int\left(1-\varphi_{n}\right) I_{A_{n}} d P^{\otimes n}
$$

The fact that $\mathrm{K}(P, Q)=\mathrm{E}_{P} \ln f=-\mathrm{E}_{P} \ln L$ and the law of large numbers yield $\lim _{n \rightarrow \infty} P^{\otimes n}\left(A_{n}\right)=1$ and $\int\left(1-\varphi_{n}\right) I_{A_{n}} d P^{\otimes n} \rightarrow 1-\alpha$. Taking first $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$ one arrives at

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left(\int\left(1-\varphi_{n}\right) d Q^{\otimes n}\right) \geq-\mathrm{K}(P, Q)
$$

To prove the opposite inequality, we note that $1-\varphi_{n}>0$ implies $T_{n} \leq c_{n}$. Hence,

$$
\int\left(1-\varphi_{n}\right) d Q^{\otimes n}=\int\left(1-\varphi_{n}\right) L_{n} d P^{\otimes n} \leq \exp \left\{n c_{n}\right\} \int\left(1-\varphi_{n}\right) d P^{\otimes n}
$$

As $P^{\otimes n}\left(A_{n}\right) \rightarrow 1$ implies $c_{n} \rightarrow-\mathrm{K}(P, Q)$ we get, together with $\int(1-$ $\left.\varphi_{n}\right) d P^{\otimes n}=1-\alpha$, the opposite inequality.

In the proof of the previous theorem we have shown that the critical values $c_{n}$, that appear in the Neyman-Pearson level $\alpha$ test for testing $P^{\otimes n}$ versus $Q^{\otimes n}$, satisfy $c_{n} \rightarrow-\mathrm{K}(P, Q)$. Thus the statement of Stein's theorem may also be written as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~g}_{\alpha}\left(P^{\otimes n}, Q^{\otimes n}\right)=\lim _{n \rightarrow \infty} c_{n}=-\mathrm{K}(P, Q) \tag{8.77}
\end{equation*}
$$

Theorem 8.75 is called Stein's theorem in the literature. Chernoff (1956) and Kullback (1959) refer to an unpublished paper by Stein for the statement
(8.76). In the theorem above we have assumed that the Kullback-Leibler divergence $\mathrm{K}(P, Q)$ is finite. The case of $\mathrm{K}(P, Q)=\infty$ has been studied in Janssen (1986), where conditions are established that guarantee that the first equality in (8.77) is valid even in the case of $\mathrm{K}(P, Q)=\infty$.

Example 8.76. We illustrate the above theorem by considering two distributions $P=P_{\theta_{0}}$ and $Q=P_{\theta_{1}}$ that come from the same exponential family. Then

$$
\begin{aligned}
\mathrm{K}(P, Q) & =\int\left(\ln \frac{d P_{\theta_{0}}}{d P_{\theta_{1}}}\right) d P_{\theta_{0}}=\int\left\langle T, \theta_{0}-\theta_{1}\right\rangle d P_{\theta_{0}}+K\left(\theta_{1}\right)-K\left(\theta_{0}\right) \\
& =\left\langle\nabla K\left(\theta_{0}\right), \theta_{0}-\theta_{1}\right\rangle+K\left(\theta_{1}\right)-K\left(\theta_{0}\right)
\end{aligned}
$$

where we have used (1.23). If $P_{\theta}=\mathrm{N}\left(\theta, \sigma_{0}^{2}\right)$, then

$$
\mathrm{K}\left(\mathrm{~N}_{\theta_{0}, \sigma_{0}^{2}}, \mathrm{~N}_{\theta_{1}, \sigma_{0}^{2}}\right)=\int\left(\ln \frac{\varphi_{\theta_{0}, \sigma_{0}^{2}}(x)}{\varphi_{\theta_{1}, \sigma_{0}^{2}}(x)}\right) \varphi_{\theta_{0}, \sigma_{0}^{2}}(x) d x=\frac{\left(\theta_{0}-\theta_{1}\right)^{2}}{2 \sigma_{0}^{2}} .
$$

This means that

$$
\begin{equation*}
-\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathrm{~g}_{\alpha}\left(\mathrm{N}_{\theta_{0}, \sigma_{0}^{2}}^{\otimes n}, \mathrm{~N}_{\theta_{1}, \sigma_{0}^{2}}^{\otimes n}\right)=\frac{\left(\theta_{0}-\theta_{1}\right)^{2}}{2 \sigma_{0}^{2}} \tag{8.78}
\end{equation*}
$$

We compare this rate with the exact value of $\mathrm{g}_{\alpha}\left(\mathrm{N}_{\theta_{0}, \sigma_{0}^{2}}^{\otimes n} \mathrm{~N}_{\theta_{1}, \sigma_{0}^{2}}^{\otimes n}\right)$, which is nothing else than the probability of an error of the second kind of the Gauss test. We get from Example 2.37 that for $\theta_{0}<\theta_{1}$ the minimal error probability of a level $\alpha$ test is given by $\mathrm{g}_{\alpha}\left(\mathrm{N}_{\theta_{0}, \sigma_{0}^{2}}^{\otimes n}, \mathrm{~N}_{\theta_{1}, \sigma_{0}^{2}}^{\otimes n}\right)=\Phi_{0,1}\left(u_{1-\alpha}-\sqrt{n}\left(\theta_{1}-\theta_{0}\right) / \sigma_{0}\right)$. In order to evaluate the right-hand side for large $n$ we use Mill's ratio; see Mitrinovic and Vaic (1970).

$$
|x| /\left(1+x^{2}\right) \leq \Phi_{0,1}(x) / \varphi_{0,1}(x) \leq 1 /|x|, \quad x<0 .
$$

Hence with $a_{n}=u_{1-\alpha}-\sqrt{n}\left(\theta_{1}-\theta_{0}\right) / \sigma_{0}$ and all sufficiently large $n$,

$$
\frac{\left|a_{n}\right|}{\left(1+a_{n}^{2}\right) \sqrt{2 \pi} \sigma_{0}} \exp \left\{-\frac{a_{n}^{2}}{2 \sigma_{0}^{2}}\right\} \leq \mathbf{g}_{\alpha}\left(\mathbf{N}_{\theta_{0}, \sigma_{0}^{2}}^{\otimes n}, \mathbf{N}_{\theta_{1}, \sigma_{0}^{2}}^{\otimes n}\right) \leq \frac{1}{\left|a_{n}\right| \sqrt{2 \pi} \sigma_{0}} \exp \left\{-\frac{a_{n}^{2}}{2 \sigma_{0}^{2}}\right\} .
$$

As $\lim _{n \rightarrow \infty} n^{-1} \ln \left|a_{n}\right|=0$ we obtain the result of (8.78) once again. But from this example we see that the exponential rate alone by itself provides an asymptotic expression that ignores the factor $\left(\left|a_{n}\right| \sqrt{2 \pi} \sigma_{0}\right)^{-1} \sim n^{-1 / 2}$. This means that in our example the actual error probability of the second kind tends by the factor $n^{-1 / 2}$ faster to zero than is indicated by the exponential rate.

Remark 8.77. There are a large number of papers that deal with the exponential rate of the convergence of error probabilities for increasing sample sizes. Without an attempt to give a complete list we refer to Bahadur (1971), Steinebach (1980), Ellis (1985), and other standard books on large deviations. Using the results of Chernoff and Stein one may characterize the efficiency of statistical tests by comparing their exponential rates for the error probabilities with the exponential rates provided by likelihood ratio tests which appear in both the Bayes approach and the approach via level $\alpha$ tests. But the evaluation of the exponential rates requires techniques from the area of large deviation. We do not consider that topic in this book. Instead we refer to Bahadur (1971) and Kester (1987).

Because both types of error probabilities are involved when the efficiency of tests is investigated, one has to establish side conditions to get one numerical value that characterizes the asymptotic quality of a test. In the Chernoff approach the error probabilities of the first kind $\alpha_{n}$ and of the second kind $\beta_{n}$ tend to zero and the common distribution of the i.i.d. sample is fixed. Several other approaches are possible. One that requires that $\alpha_{n} \rightarrow 0$ and $\beta_{n} \rightarrow \beta>0$ is due to Bahadur. For other approaches we refer to the overview given in Serfling (1980). As pointed out in Lehmann and Romano (2005), p. 539, there is one exceptional approach which is the Pitman efficiency, or the concept of local alternatives. In this case $\alpha_{n} \rightarrow \alpha>0$ and $\beta_{n} \rightarrow \beta>0$, where the common distributions depend on $n$ and originate from a localization procedure. In the concept of local alternatives the limiting models that appear there are not degenerate. They are typically Gaussian models, and the optimal solutions of the decision problems provide the asymptotically optimal decisions by substituting the central sequence for the central variable. These facts presumably are the reason for the superiority of the Pitman approach over other efficiency concepts. In the subsequent part of this chapter we systematically use the sketched way to construct sequences of tests that are optimal in sequences of localized models. Finally, we refer to Serfling (1980) and Nikitin (1995) for detailed discussions of different concepts of efficiency in statistics.

### 8.6 U-Statistics and Rank Statistics

We have seen in Chapter 7 that stochastic Taylor expansions in combination with the third lemma of LeCam are the fundamental tools to study the asymptotic behavior of estimators under local alternatives. For example, using this approach we have established there the local asymptotic optimality of the MLE. In this section we use a similar idea for tests. In a first step we approximate a given test statistic $T_{n}$ under the null hypothesis by a linear test statistic

$$
\begin{equation*}
T_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Psi\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1), \quad \Psi \in \mathbb{L}_{2, m}^{0}\left(P_{\theta_{0}}\right) \tag{8.79}
\end{equation*}
$$

Statistics of this type have appeared already at several places where nonlinear statistics of the observations have been approximated by statistics of a linear type. Approximating the log-likelihood in the second lemma of LeCam (see Theorem 6.70), a linearization has been obtained that contains the so-called central sequence which is given by

$$
Z_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)
$$

In Theorem 7.148 we have established a stochastic Taylor expansion for the MLE,

$$
\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

We have also established linear approximations for $M$-estimators; see Theorem 7.142. An application of Corollary 6.74 shows that the limit distribution of $T_{n}$ under local alternatives $P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}$ differs from the limit distribution under $P_{\theta_{0}}^{\otimes n}$ by a shift that depends on the correlation of $\dot{L}_{\theta_{0}}$ and the influence function $\Psi$. The test statistic of an asymptotically optimal test produces the maximum shift, and this occurs when $\Psi$ and $\dot{L}_{\theta_{0}}$ are proportional. Roughly speaking, these steps are the content of the test theory in localized models.

In situations where there is no parametric model one has to analyze statistical tests that are based on nonparametric estimators of special functionals of distributions, e.g., the median. The question arises as to what can be said about the power of such a nonparametric test. To answer this question one may fix a distribution $P$ and choose a one-parameter $\mathbb{L}_{2}$-differentiable family of distributions $\left(P_{\theta}\right)_{a<\theta<b}$ such that $P_{\theta_{0}}=P$ belongs to the null hypothesis and $P_{\theta}$ for $\theta \neq \theta_{0}$ belongs to the alternative. Then this curve characterizes the deviations from the null hypotheses in a specific direction that is given by the $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$. The $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$ is the influence function of the most efficient test statistics as in the case where the correlation between $\Psi$ and $\dot{L}_{\theta_{0}}$ becomes maximum. Otherwise, for any test based on the influence function $\Psi$ the correlation between $\Psi$ and $\dot{L}_{\theta_{0}}$ characterizes the asymptotic efficiency of $\varphi_{n}$ in the direction given by $\dot{L}_{\theta_{0}}$. This approach allows us to find the direction in which the nonparametric test has a good performance, and also directions where its power is poor.

Necessary for the realization of the program sketched above is both a suitable linearization of the log-likelihood and a linearization of the sequence of the relevant nonlinear test statistics. The linearization of the log-likelihood has been established already within the framework of the LAN theory in Chapter 6. It remains to create an asymptotic linearization technique for nonlinear test statistics. By an asymptotic linearization we mean the following. Let $X_{1}, \ldots, X_{n}$ be a sample where the $X_{i}$ takes on values in $(\mathcal{X}, \mathfrak{A})$ and let $T_{n}: \mathcal{X}^{n} \rightarrow_{m} \mathbb{R}^{d}$ be a sequence of statistics. If there exists $\Psi: \mathcal{X} \rightarrow_{m} \mathbb{R}^{d}$ with $\mathbb{E} \Psi\left(X_{i}\right)=0$ and $\mathbb{E}\left\|\Psi\left(X_{i}\right)\right\|^{2}<\infty$ such that (8.79) holds, then we call $n^{-1 / 2} \sum_{i=1}^{n} \Psi\left(X_{i}\right)$ an asymptotic linearization and (8.79) a stochastic Taylor expansion. Typically the $X_{1}, \ldots, X_{n}$ are i.i.d. Then we get from Slutsky's lemma and the multivariate central limit theorem that $T_{n}$ is asymptotically normal.

We start with a classical Taylor expansion technique known as the $\delta$ method. Suppose $W_{n}$ is a sequence of random vectors in $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
\mathcal{L}\left(\sqrt{n}\left(W_{n}-a\right)\right) \Rightarrow \mathrm{N}(0, \Sigma) \tag{8.80}
\end{equation*}
$$

Let $U(a) \subseteq \mathbb{R}^{d}$ be an open neighborhood of $a$ and $g=\left(g_{1}, \ldots, g_{k}\right)^{T}: U(a) \rightarrow$ $\mathbb{R}^{k}$ be a function for which all components are differentiable at $a$. Let

$$
J_{g}=\left(\partial g_{i} / \partial t_{j}\right)_{1 \leq i \leq k, 1 \leq j \leq d}
$$

denote the Jacobian of $g$. Then we call $\dot{g}(a)=J_{g}^{T}(a)$ the derivative of $g$. If $k=1$, then $\dot{g}$ is the gradient. We set $g\left(W_{n}\right)=0$ if $W_{n} \notin U(a)$. As $\mathbb{P}\left(W_{n} \notin\right.$ $U(a)) \rightarrow 0$, it is irrelevant for further asymptotic considerations how $g\left(W_{n}\right)$ is defined for $W_{n} \notin U(a)$.

Proposition 8.78. ( $\delta$-Method) Suppose that $g: U(a) \rightarrow \mathbb{R}^{k}$ is differentiable at $a$. Then (8.80) implies

$$
\mathcal{L}\left(\sqrt{n}\left(g\left(W_{n}\right)-g(a)\right)\right) \Rightarrow \mathrm{N}\left(0, \dot{g}^{T}(a) \Sigma \dot{g}(a)\right)
$$

Moreover,

$$
\sqrt{n}\left(W_{n}-a\right)=n^{-1 / 2} \sum_{i=1}^{n} \Psi\left(X_{i}\right)+o_{\mathbb{P}}(1)
$$

implies

$$
\sqrt{n}\left(g\left(W_{n}\right)-g(a)\right)=n^{-1 / 2} \sum_{i=1}^{n} \dot{g}^{T}(a) \Psi\left(X_{i}\right)+o_{\mathbb{P}}(1)
$$

Proof. Put $R(x)=g(x)-g(a)-\dot{g}^{T}(a)(x-a)$. Then $\|R(x)\|=o(\|x-a\|)$ as $x \rightarrow a$, by the differentiability of $g$ at $a$. The condition $\mathcal{L}\left(\sqrt{n}\left(W_{n}-a\right)\right) \Rightarrow$ $\mathrm{N}(0, \Sigma)$ implies that $\sqrt{n}\left\|W_{n}-a\right\|$ is stochastically bounded and $W_{n}$ tends stochastically to $a$. Hence

$$
\sqrt{n}\left(g\left(W_{n}\right)-g(a)\right)-\dot{g}^{T}(a) \sqrt{n}\left(W_{n}-a\right)=\sqrt{n}\left\|W_{n}-a\right\| \frac{R\left(W_{n}\right)}{\left\|W_{n}-a\right\|}=o_{\mathbb{P}}(1)
$$

implies the first statement. Plugging in the linear representation of $\sqrt{n}\left(W_{n}-a\right)$ we get the second statement.

Problem 8.79. Suppose $X_{1}, \ldots, X_{n}$ are i.i.d. with common distribution $\operatorname{Ex}(\beta)$. Then $W_{n}=1 / \bar{X}_{n}$ is a consistent estimator for $\beta$. Establish an asymptotic linearization for $\sqrt{n}\left(W_{n}-\beta\right)$ and the limit distribution.

Suppose $X_{1}, \ldots, X_{n}$ are i.i.d. with $\mathbb{E} X_{1}^{2 m}<\infty$, and set $a_{i}=\mathbb{E} X_{1}^{i}$. Let $\Sigma$ be the matrix with entries $\sigma_{i, j}=\mathbb{E}\left(X_{1}^{i}-a_{i}\right)\left(X_{1}^{j}-a_{j}\right)=a_{i+j}-a_{i} a_{j}, 1 \leq i, j \leq m$. Set $M_{n, i}=(1 / n) \sum_{l=1}^{n} X_{l}^{i}, i=1, \ldots, m$. Then

$$
\mathcal{L}\left(n^{1 / 2}\left(\left(M_{n, 1}, \ldots, M_{n, m}\right)-\left(a_{1}, \ldots, a_{m}\right)\right)^{T}\right) \Rightarrow \mathrm{N}(0, \Sigma)
$$

by the multivariate central limit theorem; see Theorem A.53. If $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is any function that is differentiable at $a=\left(a_{1}, \ldots, a_{m}\right)^{T}$, then the $\delta$-method provides the limit distribution of $\sqrt{n}\left(g\left(M_{n, 1}, \ldots, M_{n, m}\right)-g\left(a_{1}, \ldots, a_{m}\right)\right)^{T}$. This is a way to get the limit distribution of functions of empirical moments. For example,

$$
\begin{aligned}
& g_{1}\left(a_{1}, a_{2}, a_{3}\right)=\frac{\mathbb{E}\left(X_{1}-\mathbb{E} X_{1}\right)^{3}}{\left(\mathrm{~V}\left(X_{1}\right)\right)^{3 / 2}}=\frac{a_{3}-3 a_{2} a_{1}+2 a_{1}^{3}}{\left(a_{2}-a_{1}^{2}\right)^{3 / 2}} \text { and } \\
& g_{2}\left(a_{1}, \ldots, a_{4}\right)=\frac{\mathbb{E}\left(X_{1}-\mathbb{E} X_{1}\right)^{4}}{\left(\mathrm{~V}\left(X_{1}\right)\right)^{2}}=\frac{a_{4}-4 a_{3} a_{1}+6 a_{2} a_{1}^{2}-3 a_{1}^{4}}{\left(a_{2}-a_{1}^{2}\right)^{2}}
\end{aligned}
$$

are called the skewness and kurtosis of the distribution of $X_{1}$, respectively. Let $\gamma_{1}=g_{1}\left(a_{1}, a_{2}, a_{3}\right)$ and $\gamma_{2}=g_{1}\left(a_{1}, \ldots, a_{4}\right)$. Then the limit distribution of

$$
\sqrt{n}\binom{G_{1, n}-\gamma_{1}}{G_{2, n}-\gamma_{2}}:=\sqrt{n}\binom{g_{1}\left(M_{n, 1}, M_{n, 2}, M_{n, 3}\right)-\gamma_{1}}{g_{2}\left(M_{n, 1}, M_{n, 2}, M_{n, 3}, M_{n, 4}\right)-\gamma_{2}}
$$

is provided by the $\delta$-method. From here one may construct an asymptotic test for normality based on the statistic

$$
n\left(G_{1, n}-\gamma_{1}\right)^{2}+n\left(G_{2, n}-\gamma_{2}\right)^{2}
$$

Although this way is not difficult it requires somewhat lengthy calculations for $\dot{g}^{T}(a) \Sigma \dot{g}(a)$. But we note that with similar considerations one may obtain a large variety of classical asymptotic tests, for example, the test for dependence based on the correlation coefficients; see Serfling (1980). Another way is to simplify the statistic by a direct linearization. An example is given below.

Example 8.80. Suppose again $X_{1}, \ldots, X_{n}$ are i.i.d. with $\mathbb{E} X_{1}^{6}<\infty$. Set $\mu=\mathbb{E} X_{1}$ and $\sigma^{2}=\mathbb{E}\left(X_{1}-\mu\right)^{2}$. It holds

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{3}=\frac{1}{n} \sum_{i=1}^{n}\left[\left(X_{i}-\mu\right)-\left(\bar{X}_{n}-\mu\right)\right]^{3} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{3}-3\left(\bar{X}_{n}-\mu\right) \frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2}+2\left(\bar{X}_{n}-\mu\right)^{3} .
\end{aligned}
$$

The central limit theorem gives $\left(\bar{X}_{n}-\mu\right)=O_{\mathbb{P}}(1 / \sqrt{n})$. Hence $\left(\bar{X}_{n}-\mu\right)^{3}=O_{\mathbb{P}}\left(n^{-3 / 2}\right)$ and by the law of large numbers,

$$
\begin{aligned}
\left(\bar{X}_{n}-\mu\right) \frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2} & =\sigma^{2}\left(\bar{X}_{n}-\mu\right)+\left(\bar{X}_{n}-\mu\right)\left(\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2}-\sigma^{2}\right) \\
& =\sigma^{2}\left(\bar{X}_{n}-\mu\right)+o_{\mathbb{P}}(1 / \sqrt{n}) \text { and } \\
\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{3} & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(\left(X_{i}-\mu\right)^{3}-3 \sigma^{2}\left(X_{i}-\mu\right)\right)+o_{\mathbb{P}}(1)
\end{aligned}
$$

Set $S_{n}=n^{-1} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2}$. If we want to test $\mathrm{H}_{0}: \mathbb{E}\left(X_{1}-\mu\right)^{3}=0$, then under $\mathrm{H}_{0}$ by Slutsky's lemma we obtain
$\mathcal{L}\left(S_{n}^{-3 / 2} n^{-1 / 2} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{3}\right) \Rightarrow \mathrm{N}\left(0, \tau^{2}\right), \quad \tau^{2}=\frac{1}{\sigma^{6}} \mathbb{E}\left(\left(X_{1}-\mu\right)^{3}-3 \sigma^{2}\left(X_{1}-\mu\right)\right)^{2}$.
Especially, if the $X_{i}$ are normally distributed, then by the well-known formula for central moments for $X_{1} \sim \mathrm{~N}\left(\mu, \sigma^{2}\right)$, i.e., $\mathbb{E}\left(X_{1}-\mu\right)^{2 k}=1 \cdot 3 \cdots(2 k-1) \sigma^{2 k}$, it follows $\tau^{2}=6$.

Now we present a general technique that allows the approximation of any statistic by a linear statistic in the sense of (8.79). This is the famous projection lemma. Our representation follows Hájek, Šidák, and Sen (1999) and Witting and Müller-Funk (1995). Recall that for a given probability space $(\Omega, \mathfrak{F}, \mathbb{P})$ the space $\mathbb{L}_{2}(\mathbb{P})$ is the space of all real-valued random variables $X$ with $\mathbb{E} X^{2}<\infty$, where $\mathbb{P}$-a.s. identical random variables are identified. Then $\mathbb{L}_{2}(\mathbb{P})$ is a Hilbert space that is equipped with the scalar product $\langle X, Y\rangle=\mathbb{E}(X Y)$ and thus
with the norm $\|X\|=\left(\mathbb{E} X^{2}\right)^{1 / 2}$. We write $X \perp Y$ if $\langle X, Y\rangle=0$. If $\mathbb{A} \subseteq \mathbb{L}_{2}(\mathbb{P})$ is any subset, then $\operatorname{span}(\mathbb{A})$ denotes the linear hull of $\mathbb{A}$ and $[\mathbb{A}]$ the closure of $\operatorname{span}(\mathbb{A})$. A linear subspace $\mathcal{L} \subseteq \mathbb{L}_{2}(\mathbb{P})$ is called finite-dimensional if there are $X_{1}, \ldots, X_{n}$ such that $\mathcal{L}=\operatorname{span}\left(\left\{X_{1}, \ldots, X_{n}\right\}\right)$. It is a simple but important fact that finite-dimensional linear subspaces are closed; see Problem 8.94.

We recall the concept of an (orthogonal) projection. If $\mathcal{L} \subseteq \mathbb{L}_{2}(\mathbb{P})$ is a closed linear subspace of $\mathbb{L}_{2}(\mathbb{P})$ and $Y \in \mathbb{L}_{2}(\mathbb{P})$, then there exists a uniquely determined element in $\mathcal{L}$, denoted by $\Pi_{\mathcal{L}} Y$, called the projection of $Y$ on $\mathcal{L}$, such that $\left\|Y-\Pi_{\mathcal{L}} Y\right\|=\inf _{X \in \mathcal{L}}\|Y-X\|$; see Problem 8.95. The following characterization of the projection (see Problem 8.96) is often used.

$$
\begin{equation*}
Z=\Pi_{\mathcal{L}} Y \Longleftrightarrow Z \in \mathcal{L} \quad \text { and } \quad Y-Z \perp X, X \in \mathcal{L} \tag{8.81}
\end{equation*}
$$

If $Y=\left(Y_{1}, \ldots, Y_{k}\right)^{T}$ is a $k$-dimensional random vector, then we set

$$
\begin{equation*}
\Pi_{\mathcal{L}} Y:=\left(\Pi_{\mathcal{L}} Y_{1}, \ldots, \Pi_{\mathcal{L}} Y_{k}\right)^{T} \tag{8.82}
\end{equation*}
$$

and call $\Pi_{\mathcal{L}} Y$ the projection of $Y$ on $\mathcal{L}$. Let $P$ be a distribution on $(\mathcal{X}, \mathfrak{A})$ and introduce the subspace $\mathbb{L}_{2}^{0}(P)$ of $\mathbb{L}_{2}(P)$ by

$$
\mathbb{L}_{2}^{0}(P)=\left\{a: a \in \mathbb{L}_{2}(P), \quad \int a d P=0\right\}
$$

We use the notation $P_{n}=P^{\otimes n}$ and consider the Hilbert space $\mathbb{L}_{2}\left(P_{n}\right)$. Denote by $X_{1}, \ldots, X_{n}$ the projections of $\mathcal{X}^{n}$ on $\mathcal{X}$. Set

$$
\begin{equation*}
\mathcal{L}=\left\{S: S=a_{0}+\sum_{i=1}^{n} a_{i}\left(X_{i}\right), \quad a_{0} \in \mathbb{R}, a_{1}, \ldots, a_{n} \in \mathbb{L}_{2}^{0}(P)\right\} \tag{8.83}
\end{equation*}
$$

Then $\mathcal{L}$ is a closed linear subspace of $\mathbb{L}_{2}\left(P_{n}\right)$ and the representation of $S$ by the $a_{i}$ is unique; see Problems 8.101 and 8.100.

For $T_{n} \in \mathbb{L}_{2}\left(P_{n}\right)$ we find a best approximation by elements from $\mathcal{L}$ by taking the projection of $T_{n}$ on $\mathcal{L}$, which is given by

$$
\begin{equation*}
\Pi_{\mathcal{L}} T_{n}=b_{0}+\sum_{i=1}^{n} b_{i}\left(X_{i}\right) \tag{8.84}
\end{equation*}
$$

for some $b_{0} \in \mathbb{R}$ and $b_{i} \in \mathbb{L}_{2}^{0}(P)$. To find the $b_{i}$ we note that $\mathcal{L}$ is spanned by 1 and $a\left(X_{j}\right), j=1, \ldots, n, a \in \mathbb{L}_{2}^{0}(P)$. Hence by taking the scalar product of $T_{n}-b_{0}-\sum_{i=1}^{n} b_{i}\left(X_{i}\right)$ with 1 and the $a\left(X_{j}\right)$ we get from (8.81)

$$
\mathrm{E}_{P_{n}} T_{n}=b_{0}, \quad \text { and } \quad \mathrm{E}_{P_{n}} T_{n} a\left(X_{j}\right)=\mathrm{E}_{P_{n}} b_{j}\left(X_{j}\right) a\left(X_{j}\right), \quad j=1, \ldots, n
$$

for every $a \in \mathbb{L}_{2}^{0}(P)$. Set $\mathbb{H}_{j}^{0}=\left\{a\left(X_{j}\right): a \in \mathbb{L}_{2}^{0}(P)\right\} \subseteq \mathbb{L}_{2}\left(P_{n}\right)$. Then (8.81) implies that $b_{j}\left(X_{j}\right)$ is the projection of $T_{n}$ on $\mathbb{H}_{j}^{0}$. Hence,

$$
\begin{equation*}
b_{j}\left(X_{j}\right)=\mathrm{E}_{P_{n}}\left(T_{n} \mid \sigma\left(X_{j}\right)\right)-\mathrm{E}_{P_{n}} T_{n} \tag{8.85}
\end{equation*}
$$

by Problem 8.99. By Problem 8.98 we have

$$
\begin{equation*}
b_{j}\left(x_{j}\right)=\int T_{n}(x) P^{\otimes \neq j}(d x \neq j)-\mathrm{E}_{P_{n}} T_{n} \tag{8.86}
\end{equation*}
$$

where $P^{\otimes \neq j}\left(d x_{\neq j}\right)=P\left(d x_{1}\right) \cdots P\left(d x_{j-1}\right) \cdot P\left(d x_{j+1}\right) \cdots P\left(d x_{n}\right)$. The subsequent lemma is due to Hájek (1968); see also Hájek, Šidák, and Sen (1999).

Lemma 8.81. (Projection Lemma) If $T_{n} \in \mathbb{L}_{2}\left(P_{n}\right)$, where $P_{n}=P^{\otimes n}$, then for $\mathcal{L}$ in (8.83) it holds with $b_{j}$ from (8.86),

$$
\begin{align*}
& \Pi_{\mathcal{L}} T_{n}=\widehat{T}_{n}:=\mathrm{E}_{P_{n}} T_{n}+\sum_{j=1}^{n} b_{j}\left(X_{j}\right), \\
& \mathrm{V}_{P_{n}}\left(T_{n}\right)=\mathrm{V}_{P_{n}}\left(\widehat{T}_{n}\right)+\mathrm{V}_{P_{n}}\left(T_{n}-\widehat{T}_{n}\right),  \tag{8.87}\\
& \mathrm{E}_{P_{n}}\left(T_{n}-\widehat{T}_{n}\right)^{2}=\mathrm{V}_{P_{n}}\left(T_{n}\right)-\mathrm{V}_{P_{n}}\left(\widehat{T}_{n}\right) \tag{8.88}
\end{align*}
$$

Proof. The first statement follows from (8.84), (8.85) and (8.86). The relations (8.87) and (8.88) follow from $T_{n}-\widehat{T}_{n} \perp \widehat{T}_{n}$ and $T_{n}-\widehat{T}_{n} \perp \mathrm{E}_{P_{n}} T_{n}$, and therefore $T_{n}-\widehat{T}_{n} \perp \widehat{T}_{n}-\mathrm{E}_{P_{n}} T_{n}$.

The $b_{j}$ in (8.86) depend on $j$ in general. But this dependence disappears if $T_{n}$ is permutation invariant or, in other words, symmetric. Subsequently we study an important class of such statistics.

Let $\Psi \in \mathbb{L}_{2}\left(P^{\otimes m}\right)$ be symmetric; i.e., $\Psi\left(x_{1}, \ldots, x_{m}\right)=\Psi\left(x_{\gamma(1)}, \ldots, x_{\gamma(m)}\right)$ for every permutation $\gamma$. For $m<n$ the statistic

$$
\mathcal{U}_{n}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{\binom{n}{m}} \sum_{1 \leq i_{1}<\cdots<i_{m} \leq n} \Psi\left(x_{i_{1}}, \ldots, x_{i_{m}}\right)
$$

is called a $U$-statistic of order $m$ with kernel $\Psi$. The concept of $U$-statistics was introduced by Hoeffding (1948) who proved the asymptotic normality. Since then numerous papers on $U$-statistics have been published; see Koroljuk and Borovskich (1994) for a comprehensive presentation and references.

Set $\mathcal{A}_{m}=\{A: A \subseteq\{1, \ldots, n\},|A|=m\}$. For $A=\left\{i_{1}, \ldots, i_{m}\right\} \in \mathcal{A}_{m}$ let $\Psi\left(x_{A}\right)=\Psi\left(x_{i_{1}}, \ldots, x_{i_{m}}\right)$, where the order of the $x_{i_{j}}$ in $\Psi\left(x_{i_{1}}, \ldots, x_{i_{m}}\right)$ is irrelevant. Hence we may write

$$
\mathcal{U}_{n}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{\binom{n}{m}} \sum_{A \in \mathcal{A}_{m}} \Psi\left(x_{A}\right)
$$

We set for $k=1, \ldots, m-1$,

$$
\begin{align*}
& \Psi_{k}\left(x_{1}, \ldots, x_{k}\right)=\int \Psi\left(x_{1}, \ldots, x_{m}\right) P^{\otimes(m-k)}\left(d x_{k+1}, \ldots, d x_{m}\right)  \tag{8.89}\\
& \gamma=\mathrm{E}_{P^{\otimes m}} \Psi=\int \Psi\left(x_{1}, \ldots, x_{m}\right) P^{\otimes m}\left(d x_{1}, \ldots, d x_{m}\right)
\end{align*}
$$

Proposition 8.82. If $\mathcal{U}_{n}$ is a $U$-statistic, then with $\mathcal{L}$ in (8.83),

$$
\widehat{\mathcal{U}}_{n}=\Pi_{\mathcal{L}} \mathcal{U}_{n}=\gamma+\frac{m}{n} \sum_{j=1}^{n}\left(\Psi_{1}\left(X_{j}\right)-\gamma\right)
$$

Proof. The projection lemma (see Lemma 8.81) and (8.85) give

$$
b_{j}\left(x_{j}\right)=\frac{1}{\binom{n}{m}} \sum_{A \in \mathcal{A}_{m}} \int \Psi\left(x_{A}\right) P^{\otimes \neq j}\left(d x_{\neq j}\right)-\gamma .
$$

It holds,

$$
\int \Psi\left(x_{A}\right) P^{\otimes \neq j}\left(d x_{\neq j}\right)= \begin{cases}\gamma & \text { if } j \notin A, \\ \Psi_{1}\left(x_{j}\right) & \text { if } j \in A .\end{cases}
$$

As

$$
\left|\left\{A: A \in \mathcal{A}_{m}, j \notin A\right\}\right|=\binom{n-1}{m} \quad \text { and } \quad\left|\left\{A: A \in \mathcal{A}_{m}, j \in A\right\}\right|=\binom{n-1}{m-1},
$$

it follows that

$$
b_{j}\left(x_{j}\right)=\frac{1}{\binom{n}{m}}\left[\binom{n-1}{m} \gamma+\binom{n-1}{m-1} \Psi_{1}\left(x_{j}\right)\right]-\gamma=\frac{m}{n}\left(\Psi_{1}\left(x_{j}\right)-\gamma\right) .
$$

Theorem 8.83. If $\Psi \in \mathbb{L}_{2}\left(P^{\otimes m}\right)$ is symmetric, and $\Psi_{1}$ and $\gamma$ are defined by (8.89), then $\mathrm{E}_{P \otimes n}\left(\mathcal{U}_{n}-\widehat{\mathcal{U}}_{n}\right)^{2}=o(1 / n)$, and the $U$-statistic $\mathcal{U}_{n}$ admits the representation

$$
\sqrt{n}\left(\mathcal{U}_{n}-\gamma\right)=\frac{m}{\sqrt{n}} \sum_{i=1}^{n}\left(\Psi_{1}\left(X_{i}\right)-\gamma\right)+o_{P^{\otimes n}}(1)
$$

Proof. Use $\mathrm{E}_{P_{n}}\left(\mathcal{U}_{n}-\widehat{\mathcal{U}}_{n}\right)^{2}=o(1 / n)$, which follows from Problem 8.102 and Proposition 8.82.

Subsequently we present a few select examples that demonstrate that many of the frequently used test statistics are $U$-statistics, or can be transformed easily to $U$-statistics.

Example 8.84. Let $X_{1}, \ldots, X_{n}$ be i.i.d. with finite fourth moments, and denote by $\mu, \sigma^{2}$, and $\mu_{4}$ the expectation, variance, and fourth central moment of $X_{1}$, respectively. It holds

$$
S_{n}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}=\frac{1}{n(n-1)} \sum_{1 \leq i<j \leq n}\left(X_{i}-X_{j}\right)^{2}
$$

Hence $S_{n}^{2}$ is a $U$-statistic of order 2 with $\operatorname{kernel} \Psi\left(x_{1}, x_{2}\right)=\frac{1}{2}\left(x_{1}-x_{2}\right)^{2}$, and it holds

$$
\begin{aligned}
& \gamma=\int \frac{1}{2}\left(x_{1}-x_{2}\right)^{2} P^{\otimes 2}\left(d x_{1}, d x_{2}\right)=\sigma^{2}, \\
& \Psi_{1}\left(x_{1}\right)=\int \frac{1}{2}\left(x_{1}-x_{2}\right)^{2} P\left(d x_{2}\right)=\frac{1}{2}\left[\left(x_{1}-\mu\right)^{2}+\sigma^{2}\right], \\
& \widehat{\mathcal{U}}_{n}=\sigma^{2}+\frac{1}{n} \sum_{i=1}^{n}\left(\left(X_{i}-\mu\right)^{2}-\sigma^{2}\right), \quad \text { and } \quad \vee_{P_{n}}\left(\widehat{\mathcal{U}}_{n}\right)=\frac{1}{n}\left(\mu_{4}-\sigma^{4}\right) .
\end{aligned}
$$

Hence $\mathrm{V}_{P_{n}}\left(\mathcal{U}_{n}\right)-\mathrm{V}_{P_{n}}\left(\widehat{\mathcal{U}}_{n}\right)=2 \sigma^{4} /(n(n-1))$ by Problem 8.103, and by Theorem 8.83,

$$
\sqrt{n}\left(S_{n}^{2}-\sigma^{2}\right)=\sqrt{n}\left(\widehat{\mathcal{U}}_{n}-\sigma^{2}\right)+o_{P_{n}}(1)=n^{-1 / 2} \sum_{i=1}^{n}\left(\left(X_{i}-\mu\right)^{2}-\sigma^{2}\right)+o_{P_{n}}(1) .
$$

From Slutsky's lemma we get $\mathcal{L}\left(\sqrt{n}\left(S_{n}^{2}-\sigma^{2}\right)\right) \Rightarrow \mathbf{N}\left(0, \mu_{4}-\sigma^{4}\right)$.

One generalization of the $U$-statistics considered above concerns the $k$ sample problem, where a kernel $\Psi\left(x_{1,1}, \ldots, x_{1, m_{1}}, \ldots, x_{k, 1}, \ldots, x_{k, m_{k}}\right)$ is given which, for every fixed $i \in\{1, \ldots, k\}$, is symmetric in the variables $x_{i, 1}, \ldots, x_{i, m_{i}}$. We consider here only the special case of a two-sample $U$ statistic of order $m_{1}=1$ and $m_{2}=1$. We set

$$
\begin{aligned}
\mathcal{U}_{n_{1}, n_{2}} & =\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \Psi\left(X_{1, i}, X_{2, j}\right), \\
\Psi_{1}\left(x_{1}\right) & =\int \Psi\left(x_{1}, x_{2}\right) P_{2}\left(d x_{2}\right), \quad \Psi_{2}\left(x_{2}\right)=\int \Psi\left(x_{1}, x_{2}\right) P_{1}\left(d x_{1}\right), \\
\mathcal{U}_{n_{1}}^{1} & =\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \Psi_{1}\left(X_{1, i}\right), \quad \mathcal{U}_{n_{2}}^{2}=\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} \Psi_{2}\left(X_{2, j}\right),
\end{aligned}
$$

where $X_{i, 1}, \ldots, X_{i, n_{i}}$ take on values in $\left(\mathcal{X}_{i}, \mathfrak{A}_{i}\right)$ and have the common distribution $P_{i}, i=1,2$. Put $P_{n_{1}, n_{2}}=P_{1}^{\otimes n_{1}} \otimes P_{2}^{\otimes n_{2}}$. In the special case under consideration the linearization of $\mathcal{U}_{n_{1}, n_{2}}$ can be directly obtained. It holds

$$
\begin{equation*}
\mathbf{E}_{P_{n_{1}, n_{2}}}\left[\left(\mathcal{U}_{n_{1}, n_{2}}-\gamma\right)-\left(\mathcal{U}_{n_{1}}^{1}-\gamma\right)-\left(\mathcal{U}_{n_{2}}^{2}-\gamma\right)\right]^{2} \leq \frac{1}{n_{1}} \frac{1}{n_{2}} \sigma^{2} \tag{8.90}
\end{equation*}
$$

for $\mathrm{E}_{P_{1} \otimes P_{2}} \Psi^{2}<\infty, \gamma=\mathrm{E}_{P_{1} \otimes P_{2}} \Psi$, and $\sigma^{2}=\mathrm{V}_{P_{1} \otimes P_{2}}(\Psi)$; see Problem 8.104.
Now we let $n_{1}$ and $n_{2}$ tend to infinity at the same rate; that is, we assume that for $n=n_{1}+n_{2}$ it holds

$$
\begin{equation*}
\kappa=\lim _{n \rightarrow \infty} \frac{n_{1}}{n} \quad \text { and } \quad 0<\kappa<1 \tag{8.91}
\end{equation*}
$$

The subsequent proposition is the well-known asymptotic Hoeffding decomposition of two-sample $U$-statistics in a special case.

Proposition 8.85. Suppose $\Psi: \mathcal{X} \times \mathcal{X} \rightarrow_{m} \mathbb{R}$ satisfies $\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi^{2}\left(X_{1,1}, X_{2,1}\right)$ $<\infty$. If $\gamma=\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi\left(X_{1,1}, X_{2,1}\right)$ and the condition (8.91) is satisfied, then

$$
\begin{align*}
& \sqrt{\frac{n_{1} n_{2}}{n}}\left(\mathcal{U}_{n_{1}, n_{2}}-\gamma\right)=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\left(\mathcal{U}_{n_{1}}^{1}-\gamma\right)+\left(\mathcal{U}_{n_{2}}^{2}-\gamma\right)\right]+o_{P_{n_{1}, n_{2}}}(1)  \tag{1}\\
& \mathcal{L}\left(\left.\sqrt{\frac{n_{1} n_{2}}{n}}\left(\mathcal{U}_{n_{1}, n_{2}}-\gamma\right) \right\rvert\, P_{n_{1}, n_{2}}\right) \Rightarrow \mathrm{N}\left(0,(1-\kappa) \sigma_{1}^{2}+\kappa \sigma_{2}^{2}\right)
\end{align*}
$$

Proof. $\mathcal{U}_{n_{1}}^{1}-\gamma$ and $\mathcal{U}_{n_{2}}^{2}-\gamma$ are independent, and it holds

$$
\mathcal{L}\left(\sqrt{n_{i}}\left(\mathcal{U}_{n_{i}}^{i}-\gamma\right) \mid P_{n_{i}}\right) \Rightarrow \mathrm{N}\left(0, \sigma_{i}^{2}\right), \quad i=1,2
$$

Hence,

$$
\mathcal{L}\left(\left.\sqrt{\frac{n_{1} n_{2}}{n}}\left[\left(\mathcal{U}_{n_{1}}^{1}-\gamma\right)+\left(\mathcal{U}_{n_{2}}^{2}-\gamma\right)\right] \right\rvert\, P_{n_{1}, n_{2}}\right) \Rightarrow \mathrm{N}\left(0,(1-\kappa) \sigma_{1}^{2}+\kappa \sigma_{2}^{2}\right) .
$$

To complete the proof we use (8.90).

Example 8.86. Suppose the observations $X_{i, j}, 1 \leq j \leq n_{i}, i=1,2$, are realvalued random variables. We consider the Wilcoxon statistic in the Mann-Whitney form; that is,

$$
W_{n_{1}, n_{2}}=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} I_{\left(X_{2, j}, \infty\right)}\left(X_{1, i}\right),
$$

which is, up to the constant $1 /\left(n_{1} n_{2}\right)$, the number of inversions of the pairs $\left(X_{1, i}, X_{2, j}\right) . W_{n_{1}, n_{2}}$ is a $U$-statistic with $m_{1}=m_{2}=1$ and the $\operatorname{kernel} \Psi(s, t)=$ $I_{(t, \infty)}(s)$. Suppose $\mathcal{L}\left(X_{i, k}\right)=P_{i}$ with a continuous c.d.f. $F_{i}, i=1,2$. Then

$$
\gamma=\mathrm{E}_{P_{1} \otimes P_{2}} \Psi\left(X_{1,1}, X_{2,1}\right)=\int\left[\int I_{(t, \infty)}(s) P_{1}(d s)\right] P_{2}(d t)=\int\left[1-F_{1}(t)\right] P_{2}(d t)
$$

If $P_{1}=P_{2}=: P$, then $F\left(X_{2,1}\right)$ has a uniform distribution on $(0,1)$, so that $\gamma=\frac{1}{2}$. Moreover,

$$
\begin{aligned}
\Psi_{1}(s) & =\int I_{(t, \infty)}(s) P(d t)=F(s), \quad \Psi_{2}(t)=\int I_{(t, \infty)}(s) P(d s)=1-F(t), \\
\sigma_{1}^{2} & =\sigma_{2}^{2}=\int\left(1-F(s)-\frac{1}{2}\right)^{2} P(d s)=\frac{1}{12} .
\end{aligned}
$$

From Proposition 8.85 we get under the condition (8.91)

$$
\begin{aligned}
& \sqrt{\frac{n_{1} n_{2}}{n}}\left(W_{n_{1}, n_{2}}-\frac{1}{2}\right)=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\left(\mathcal{U}_{n_{1}}^{1}-\frac{1}{2}\right)+\left(\mathcal{U}_{n_{2}}^{2}-\frac{1}{2}\right)\right]+o_{P_{n_{1}, n_{2}}}(1) \\
& \quad=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac { 1 } { n _ { 1 } } \sum _ { i = 1 } ^ { n _ { 1 } } \left(F\left(X_{1, i}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}}\left(F\left(X_{2, j}\right)\right]+o_{P_{n_{1}, n_{2}}}(1)\right.\right.
\end{aligned}
$$

and

$$
\mathcal{L}\left(\left.\sqrt{\frac{n_{1} n_{2}}{n}}\left(W_{n_{1}, n_{2}}-\frac{1}{2}\right) \right\rvert\, P^{\otimes n_{1}} \otimes P^{\otimes n_{2}}\right) \Rightarrow \mathrm{N}\left(0, \frac{1}{12}\right),
$$

which is the classical result on the asymptotic distribution of the Mann-Whitney statistic.

Remark 8.87. Theorem 8.83 and Proposition 8.85 deal with special $U$-statistics and thus provide only first results. A deeper insight into the structure of $U$-statistics gives the Hoeffding decomposition of $\mathcal{U}_{n}$ into mutually uncorrelated statistics. For this and other results we refer to Koroljuk and Borovskich (1994).

Often one is interested in a comparison of two or more populations with the goal of finding that one with the stochastically largest distribution. If the data are not explained by a parametric model, then rank methods come into consideration. To study the behavior of tests that are based on rank statistics under both the null hypothesis and local alternatives, we need several technical results that are taken from Hájek, Šidák, and Sen (1999).

We recall the rank statistic $r(x)$ and the order statistic $s(x)$ that have been introduced in (2.5). If $x \in \mathbb{R}_{\neq}^{n}$, then all components of the vector $r(x)$ are different so that $r(x)$ is a permutation of $(1, \ldots, n)$. Then the inverse permutation of $r(x)$ is called the vector of antiranks and is denoted by $d(x)=\left(d_{1}(x), \ldots, d_{n}(x)\right)$. It holds

$$
\begin{equation*}
x_{i}=s_{r_{i}(x)}(x) \quad \text { and } \quad s_{i}(x)=x_{d_{i}(x)}, \quad x \in \mathbb{R}_{\neq}^{n}, \quad i=1, \ldots, n . \tag{8.92}
\end{equation*}
$$

Let $\Pi_{n}$ be the group of permutations of $(1, \ldots, n)$. For every $\gamma \in \Pi_{n}$ we set $u_{\gamma}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{\gamma(1)}, \ldots, x_{\gamma(n)}\right)$. We recall that the distribution $P$ on the Borel sets of the real line is called atomless if $P(\{t\})=0$ for every $t \in \mathbb{R}$, which is equivalent to the continuity of the c.d.f. $F(t)=P((-\infty, t]), t \in \mathbb{R}$. In that case $P^{\otimes n}\left(\mathbb{R}_{\neq}^{n}\right)=1$ (see, e.g., Problem 8.105). Let $X_{1}, \ldots, X_{n}$ be the coordinate mappings of $\mathbb{R}^{n}$ onto $\mathbb{R}$ which are i.i.d. random variables on $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}, P^{\otimes n}\right)$. For $X=\left(X_{1}, \ldots, X_{n}\right)$ we introduce the antirank statistic $D_{n}$ by

$$
\begin{equation*}
D_{n}=\left(D_{n, 1}, \ldots, D_{n, n}\right)=\left(d_{1}(X), \ldots, d_{n}(X)\right) \tag{8.93}
\end{equation*}
$$

We also recall the standard notation, that is, $X_{[\cdot]}=\left(X_{n,[1]}, \ldots, X_{n,[n]}\right)=s(X)$ for the order statistic and $R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)=r(X)$ for the rank statistic; see (2.5).

Proposition 8.88. If $P$ is atomless, then the rank statistic $R_{n}$ and the order statistic $X_{[\cdot]}$ are independent. $R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)$ has a uniform distribution on $\Pi_{n} . X_{[\cdot]}=\left(X_{n,[1]}, \ldots, X_{n,[n]}\right)$ has the distribution $n!P^{\otimes n}\left(\cdot \cap \mathbb{R}_{<}^{n}\right)$.

Proof. The product measure $P_{n}=P^{\otimes n}$ is concentrated on $\mathbb{R}_{\neq}^{n}$ and is permutation invariant. Hence we get for any $\gamma \in \Pi_{n}$ and $B \in \mathfrak{B}_{n,<}$ from (8.92) that

$$
\begin{aligned}
P_{n}\left(R_{n}\right. & \left.=\gamma, X_{[\cdot]} \in B\right)=P_{n}\left(\left(X_{\gamma^{-1}(1)}, \ldots, X_{\gamma^{-1}(n)}\right) \in B\right) \\
& =\int I_{B}\left(x_{1}, \ldots, x_{n}\right) P_{n}\left(d x_{\gamma(1)}, \ldots, d x_{\gamma(n)}\right)=P_{n}(B)
\end{aligned}
$$

Taking the sum over all permutations we get $P_{n}\left(X_{[\cdot]} \in B\right)=n!P_{n}(B)$. On the other hand, for $B=\mathbb{R}_{n,<}$ the permutation invariance of $P^{\otimes n}$ yields

$$
P_{n}\left(R_{n}=\gamma\right)=P_{n}\left(\mathbb{R}_{n,<}\right)=\frac{1}{n!}
$$

Hence,

$$
P_{n}\left(R_{n}=\gamma, X_{[\cdot]} \in B\right)=P_{n}\left(R_{n}=\gamma\right) P_{n}\left(X_{[\cdot]} \in B\right)
$$

Next we consider the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}, P_{n}\right)$, where $P_{n}=P^{\otimes n}$, and $P$ is the uniform distribution on $(0,1)$. To indicate this we denote now the coordinate mappings by $U_{1}, \ldots, U_{n}$. Set

$$
\begin{aligned}
\mathbb{L}_{2}((0,1)) & =\left\{\varphi: \int_{0}^{1} \varphi^{2}(t) d t<\infty, \varphi:(0,1) \rightarrow_{m} \mathbb{R}\right\} \\
a_{n}^{\varphi}(k) & =\mathrm{E}_{P_{n}}\left(\varphi\left(U_{1}\right) \mid R_{n, 1}=k\right), \quad \varphi \in \mathbb{L}_{2}((0,1)), k=1, \ldots, n
\end{aligned}
$$

We note that $x_{i}=s_{r_{i}(x)}(x)$ in (8.92) implies

$$
\begin{equation*}
U_{i}=U_{n,\left[R_{n, i}\right]}, \quad i=1, \ldots, n \tag{8.94}
\end{equation*}
$$

Hence by the independence of $\left(U_{n,[1]}, \ldots, U_{n,[n]}\right)$ and $R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)$, and Problem 8.98,

$$
a_{n}^{\varphi}(k)=\mathrm{E}_{P_{n}} \varphi\left(U_{n,[k]}\right), \quad k=1, \ldots, n .
$$

The next proposition, as well as the other subsequent results on rank statistics, are taken from Hájek, Šidák, and Sen (1999).

Proposition 8.89. It holds for every $\varphi \in \mathbb{L}_{2}((0,1))$,

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{P_{n}}\left(a_{n}^{\varphi}\left(R_{n, 1}\right)-\varphi\left(U_{1}\right)\right)^{2}=0
$$

Proof. Consider all random variables that appear below to be defined on $(\Omega, \mathfrak{F}, \mathbb{P})$. Problem 8.109 implies that $(n+1)^{-1} R_{n, 1}$ tends stochastically to $U_{1}$. Hence by Proposition A. 12 there is a subsequence $n_{k}$ such that $\left(n_{k}+1\right)^{-1} R_{n_{k}, 1}$ tends to $U_{1}, \mathbb{P}$-a.s. Hence $U_{1}=\widetilde{U}, \mathbb{P}$-a.s., for some random variable $\widetilde{U}$ that is measurable with respect to the sub- $\sigma$-algebra generated by all $R_{n, k}, 1 \leq k \leq n$, $n=1,2, \ldots$. Denote by $\mathfrak{F}_{n}$ the sub- $\sigma$-algebra generated by $R_{m, k}, 1 \leq k \leq m \leq$ $n$. Then $\mathfrak{F}_{1} \subseteq \mathfrak{F}_{2} \subseteq \cdots$, and $\mathfrak{F}_{\infty}$ is generated by $\mathfrak{F}_{i}, i=1,2, \ldots$. We note that by the definition of $a_{n}^{\varphi}$ it holds $\mathbb{E}\left(\varphi\left(U_{1}\right) \mid \mathfrak{F}_{n}\right)=a_{n}^{\varphi}\left(R_{n, 1}\right)$. As $\varphi(\widetilde{U})$ is $\mathfrak{F}_{\infty}$-measurable and $U_{1}=\widetilde{U}, \mathbb{P}$-a.s., the martingale convergence theorem (see Theorem A.34) gives the statement.

Let $[x]$ denote the the integer part of $x$. Then $a_{n}^{\varphi}(1+[u n])$ is a piecewise constant function of $u$ on $[0,1)$ that takes on the value $a_{n}^{\varphi}(k)$ on $[(k-1) / n, k / n)$, $k=1, \ldots, n$. Put for completeness $a_{n}^{\varphi}(n+1):=a_{n}^{\varphi}(n)$.

Lemma 8.90. It holds $\lim _{n \rightarrow \infty} \int_{0}^{1}\left(a_{n}^{\varphi}(1+[u n])-\varphi(u)\right)^{2} d u=0$ for every $\varphi \in \mathbb{L}_{2}((0,1))$.

Proof. Set $b_{n}(u)=[u n]$. It holds for $\varphi, \psi \in \mathbb{L}_{2}((0,1))$,

$$
\begin{align*}
& \int_{0}^{1}\left(a_{n}^{\varphi}\left(1+b_{n}(u)\right)-a_{n}^{\psi}\left(1+b_{n}(u)\right)\right)^{2} d u \\
& =\mathrm{E}_{P_{n}} \int_{0}^{1}\left(\mathrm{E}_{P_{n}}\left(\varphi\left(U_{1}\right)-\psi\left(U_{1}\right) \mid R_{n, 1}=1+b_{n}(u)\right)\right)^{2} d u \\
& =\int_{0}^{1} \mathrm{E}_{P_{n}}\left(\mathrm{E}_{P_{n}}\left(\varphi\left(U_{1}\right)-\psi\left(U_{1}\right) \mid R_{n, 1}=1+b_{n}(u)\right)\right)^{2} d u  \tag{8.95}\\
& \leq \mathrm{E}_{P_{n}}\left(\varphi\left(U_{1}\right)-\psi\left(U_{1}\right)\right)^{2} .
\end{align*}
$$

As the set of all bounded and continuous functions $\varphi$ is dense in $\mathbb{L}_{2}((0,1))$ it suffices to show the statements for such a $\varphi$. Note that by Problem 8.108 $U_{n,[k]}$ has the distribution $\operatorname{Be}(k, n-k+1)$. $\mathrm{By}(8.94)$, the independence of $\left(U_{n,[1]}, \ldots, U_{n,[n]}\right)$ and $R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)$, and Problem 8.98, we get that the conditional distribution of $U_{1}$, given $R_{n, 1}=1+b_{n}(u)$, is the distribution of $U_{n,\left[1+b_{n}(u)\right]}$, which is $\operatorname{Be}\left(1+b_{n}(u), n-b_{n}(u)\right)$. As

$$
\begin{aligned}
\mathrm{V}_{P_{n}}\left(U_{n,\left[1+b_{n}(u)\right]}\right) & =\frac{\left(1+b_{n}(u)\right)\left(n-b_{n}(u)\right)}{(n+1)^{2}(n+2)} \rightarrow 0, \quad \text { and } \\
\mathrm{E}_{P_{n}} U_{n,\left[1+b_{n}(u)\right]} & =\left(1+b_{n}(u)\right) /(n+1) \rightarrow u
\end{aligned}
$$

we get that the distributions $\operatorname{Be}\left(1+b_{n}(u), n-b_{n}(u)\right)$ tend weakly to the delta distribution at $u$. Hence

$$
a_{n}^{\varphi}\left(1+b_{n}(u)\right)=\int \varphi(t) \operatorname{Be}\left(1+b_{n}(u), n-b_{n}(u)\right)(d t) \rightarrow \varphi(u), \quad 0<u<1
$$

for every $\varphi$ that is bounded and continuous on ( 0,1 ). The inequality (8.95) gives for $\psi=0$

$$
\int_{0}^{1}\left(a_{n}^{\varphi}\left(1+b_{n}(u)\right)\right)^{2} d u=\mathbb{E}\left(\varphi\left(U_{1}\right)\right)^{2} \leq \int_{0}^{1}(\varphi(u))^{2} d u
$$

Applying Vitali's theorem (see Theorem A.21) completes the proof.
Let $c_{i, n}, i=1, \ldots, n$, be constants in $\mathbb{R}$ that satisfy

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i, n}=0 \quad \text { and } \quad \sum_{i=1}^{n} c_{i, n}^{2}=1 \tag{8.96}
\end{equation*}
$$

Lemma 8.91. If $P$ is the uniform distribution on $(0,1), P_{n}=P^{\otimes n}$, and (8.96) is satisfied, then for any $a_{n}(k), k=1, \ldots, n$,
$\mathrm{E}_{P_{n}}\left(\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)-\sum_{i=1}^{n} c_{i, n} \varphi\left(U_{i}\right)\right)^{2} \leq \frac{n}{n-1} \mathrm{E}_{P_{n}}\left(a_{n}\left(R_{n, 1}\right)-\varphi\left(U_{1}\right)\right)^{2}$.
Proof. As $U_{[\cdot]}=\left(U_{n,[1]}, \ldots, U_{n,[n]}\right)$ and $R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)$ are independent, and $U_{i}=U_{n,\left[R_{n, i}\right]}, i=1, \ldots, n$,

$$
\begin{aligned}
& \mathrm{E}_{P_{n}}\left(\left(\sum_{i=1}^{n} c_{i, n}\left(a_{n}\left(R_{n, i}\right)-\varphi\left(U_{i}\right)\right)\right)^{2} \mid U_{[\cdot]}=\left(u_{1}, \ldots, u_{n}\right)\right) \\
& =\mathrm{E}_{P_{n}}\left(\sum_{i=1}^{n} c_{i, n}\left(a_{n}\left(R_{n, i}\right)-\varphi\left(u_{R_{n, i}}\right)\right)\right)^{2} .
\end{aligned}
$$

As $R_{n, i}$ has a uniform distribution on $\{1, \ldots, n\}$ it holds,
$\mathrm{E}_{P_{n}} \sum_{i=1}^{n} c_{i, n}\left(a_{n}\left(R_{n, i}\right)-\varphi\left(u_{R_{n, i}}\right)\right)=\sum_{i=1}^{n} c_{i, n} \frac{1}{n} \sum_{k=1}^{n}\left(a_{n}(k)-\varphi\left(u_{k}\right)\right)=0$.
Hence by Problem 8.106 and $\sum_{i=1}^{n} c_{i, n}^{2}=1$,

$$
\mathrm{E}_{P_{n}}\left(\sum_{i=1}^{n} c_{i, n}\left(a_{n}\left(R_{n, i}\right)-\varphi\left(u_{R_{n, i}}\right)\right)\right)^{2}=\sigma_{a}^{2} \leq \frac{1}{n-1} \sum_{k=1}^{n} a^{2}(k),
$$

where $a(k)=a_{n}(k)-\varphi\left(u_{k}\right)$. This yields

$$
\begin{aligned}
& \mathrm{E}_{P_{n}}\left(\sum_{i=1}^{n} c_{i, n}\left(a_{n}\left(R_{n, i}\right)-\varphi\left(U_{i}\right)\right)\right)^{2} \leq \frac{1}{n-1} \sum_{k=1}^{n} \mathrm{E}_{P_{n}}\left(a_{n}(k)-\varphi\left(U_{n,[k]}\right)\right)^{2} \\
& =\frac{1}{n-1} \sum_{k=1}^{n} \mathrm{E}_{P_{n}}\left(a_{n}\left(R_{n, k}\right)-\varphi\left(U_{n: R_{n, k}}\right)\right)^{2}=\frac{n}{n-1} \mathrm{E}_{P_{n}}\left(a_{n}\left(R_{n, 1}\right)-\varphi\left(U_{1}\right)\right)^{2},
\end{aligned}
$$

where we have used that $U_{n,\left[R_{n, k}\right]}=U_{k}$ and $\mathcal{L}\left(R_{n, k}, U_{k}\right)=\mathcal{L}\left(R_{n, 1}, U_{1}\right)$.
Now we are ready to establish the basic result on the approximation of linear rank statistics. The statement below is Theorem 1 on p. 194 in Hájek, Sidák, and Sen (1999).

Theorem 8.92. Suppose $U_{1}, \ldots, U_{n}$ are i.i.d. with a common uniform distribution on $(0,1)$, $\varphi \in \mathbb{L}_{2}((0,1))$, and (8.96) is satisfied. If

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{1}\left(a_{n}(1+[u n])-\varphi(u)\right)^{2} d u=0 \tag{8.97}
\end{equation*}
$$

then

$$
\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)=\sum_{i=1}^{n} c_{i, n} \varphi\left(U_{i}\right)+o_{P_{n}}(1)
$$

Proof. In view of Lemma 8.91, with $\varphi=0$ and $a_{n}$ replaced by $a_{n}-a_{n}^{\varphi}$, it holds

$$
\begin{aligned}
& \mathrm{E}_{P_{n}}\left(\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)-\sum_{i=1}^{n} c_{i, n} a_{n}^{\varphi}\left(R_{n, i}\right)\right)^{2} \\
& \leq \frac{n}{n-1} \mathrm{E}_{P_{n}}\left(a_{n}\left(R_{n, 1}\right)-a_{n}^{\varphi}\left(R_{n, 1}\right)\right)^{2} \\
& \leq \frac{n}{n-1} \int_{0}^{1}\left(a_{n}(1+[u n])-a_{n}^{\varphi}(1+[u n])\right)^{2} d u \\
& \leq \frac{2 n}{n-1}\left[\int_{0}^{1}\left(a_{n}(1+[u n])-\varphi(u)\right)^{2} d u+\int_{0}^{1}\left(a_{n}^{\varphi}(1+[u n])-\varphi(u)\right)^{2} d u\right] .
\end{aligned}
$$

Now we use condition (8.97) and Lemma 8.90 to get

$$
\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)=\sum_{i=1}^{n} c_{i, n} a_{n}^{\varphi}\left(R_{n, i}\right)+o_{\mathbb{P}}(1)=\sum_{i=1}^{n} c_{i, n} \varphi\left(U_{i}\right)+o_{\mathbb{P}}(1)
$$

where the second equality follows from Lemma 8.91.
Next we present some ways of constructing scores $a_{n}(k)$ that satisfy (8.97).
Lemma 8.93. The condition (8.97) is fulfilled if the $a_{n}(k)$ satisfy at least one of the following conditions.

| Exact scores | Averaged scores | Approximate <br> scores |
| :--- | :--- | :--- |
| $a_{n}(k)=\mathrm{E}_{P_{n}} \varphi\left(U_{n,[k]}\right)$ | $a_{n}(k)=n \int_{(k-1) / n}^{k / n} \varphi(t) d t$ | $a_{n}(k)=\varphi\left(\frac{k}{n+1}\right)$ |
| $\varphi \in \mathbb{L}_{2}((0,1))$ | $\varphi \in \mathbb{L}_{2}((0,1))$ | $\varphi$ is a finite sum of <br> monotone functions |

Proof. The statement for the exact scores has been established already in Lemma 8.90. The statement for the averaged scores is clear for continuous functions. As these functions are dense in $\mathbb{L}_{2}((0,1))$ there is a sequence of
continuous functions $\varphi_{m}$ with $\int_{0}^{1}\left(\varphi_{m}(t)-\varphi(t)\right)^{2} d t \rightarrow 0$. If $a_{n}^{\varphi_{m}}(k)$ and $a_{n}^{\varphi}(k)$ are defined by $\varphi_{m}$ and $\varphi$, respectively, then by (8.95)

$$
\int_{0}^{1}\left(a_{n}^{\varphi_{m}}(1+[u n])-a_{n}^{\varphi}(1+[u n])\right)^{2} d u \leq \int_{0}^{1}\left(\varphi_{m}(t)-\varphi(t)\right)^{2} d t
$$

which completes the proof of the second statement. As to the third statement, we note that $\varphi$, and therefore $|\varphi|$, is of bounded variation in every closed subinterval of $(0,1)$, so that we may assume that $|\varphi|$ is nondecreasing. Set $\varphi_{n}(u):=\varphi((1+[u n]) /(n+1))$. Then

$$
\begin{aligned}
& \frac{n}{n+1} \int_{0}^{1}\left|\varphi_{n}(u)\right|^{2} d u=\frac{1}{n+1} \sum_{j=1}^{n}|\varphi(j /(n+1))|^{2} \\
& \leq \sum_{j=1}^{n} \int I_{\left(\frac{j}{n+1}, \frac{j+1}{n+1}\right]}(u)|\varphi(u)|^{2} d u \leq \int_{0}^{1}|\varphi(u)|^{2} d u
\end{aligned}
$$

Hence,

$$
\limsup _{n \rightarrow \infty} \int_{0}^{1}\left|\varphi_{n}(u)\right|^{2} d u \leq \int_{0}^{1}|\varphi(u)|^{2} d u .
$$

The set of points of discontinuity is at most countable, so that $\varphi_{n}(u) \rightarrow \varphi(u)$, a.e. with respect to the Lebesgue measure. An application of Vitali's theorem (see Theorem A.21) completes the proof.

Theorem 8.92 gives an approximation of a linear rank statistic by a linear statistic. This allows us to study the asymptotic distribution of the linear rank statistics under both the null hypothesis and local alternatives. Now, given a linear statistic $\sum_{i=1}^{n} c_{i, n} \Psi\left(X_{i}\right)$, where $X_{1}, \ldots, X_{n}$ are i.i.d. with a continuous c.d.f. $F$, we use $X_{i}=F^{-1}\left(U_{i}\right), \mathbb{P}$-a.s., for $U_{i}=F\left(X_{i}\right)$ to get

$$
\begin{aligned}
\sum_{i=1}^{n} c_{i, n} \Psi\left(X_{i}\right) & =\sum_{i=1}^{n} c_{i, n} \varphi\left(U_{i}\right), \quad \text { where } \\
\varphi(u) & =\Psi\left(F^{-1}(u)\right), \quad 0<u<1
\end{aligned}
$$

To rewrite the linear statistic as a linear rank statistic we assume that $\mathbb{E} \Psi^{2}\left(X_{1}\right)<\infty$, which implies that $\varphi \in \mathbb{L}_{2}((0,1))$. If the scores $a_{n}$ are chosen to satisfy condition (8.98), then by Theorem 8.92

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i, n} \Psi\left(X_{i}\right)=\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)+o_{\mathbb{P}}(1) \tag{8.99}
\end{equation*}
$$

Statistics of the type $\sum_{i=1}^{n} c_{i, n} \Psi\left(X_{i}\right)$, with regression coefficients $c_{i, n}$ satisfying (8.96), typically appear in two-sample problems. Indeed, if we consider two samples $X_{1,1}, \ldots, X_{1, n_{1}}$ and $X_{2,1}, \ldots, X_{2, n_{2}}$, where under the null hypothesis the distributions in both populations are the same, then statistics

$$
T_{n}=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{j=1}^{n_{1}} \Psi\left(X_{1, j}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} \Psi\left(X_{2, j}\right)\right]
$$

where $n=n_{1}+n_{2}$, are often used as test statistics. If we set $X_{i}=X_{1, i}$, $i=1, \ldots, n_{1}$, and $X_{i+n_{1}}=X_{2, i}, i=1, \ldots, n_{2}$, and

$$
\begin{align*}
& c_{i, n}=\sqrt{\frac{n_{1} n_{2}}{n}} \frac{1}{n_{1}}, \quad 1 \leq i \leq n_{1} \\
& c_{i, n}=-\sqrt{\frac{n_{1} n_{2}}{n}} \frac{1}{n_{2}}, \quad i=n_{1}+1, \ldots, n_{1}+n_{2} \tag{8.100}
\end{align*}
$$

then (8.96) is satisfied. We get from (8.99)

$$
\begin{equation*}
T_{n}=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} a_{n}\left(R_{n, i}\right)-\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n} a_{n}\left(R_{n, i}\right)\right]+o_{\mathbb{P}}(1) \tag{8.101}
\end{equation*}
$$

$F$ is the c.d.f. of $X_{i, j}, \quad a_{n}$ and $\varphi=\Psi\left(F^{-1}\right)$ are related by (8.97).
The influence function $\Psi$ often comes into consideration as the $\mathbb{L}_{2}$-derivative of a one-parameter model. The next display presents linear rank statistics that originate from the location model $f(x-\theta)$ with $\Psi=\dot{L}_{0}=-f^{\prime} / f$.

|  | Fisher-Yates | Median | Wilcoxon |
| :--- | :--- | :--- | :--- |
| $f$ | $\frac{1}{\sqrt{2 \pi}} \exp \left\{-\frac{x^{2}}{2}\right\}$ | $\frac{1}{2} \exp \{-\|x\|\}$ | $\frac{\exp \{-x\}}{(1+\exp \{-x\})^{2}}$ |
| $\varphi=-\frac{f^{\prime}}{f}\left(F^{-1}\right)$ | $\Phi^{-1}(u)$ | $\operatorname{sgn}(2 x-1)$ | $2 x-1$ |
| $a_{n}(k)$ | $\mathrm{E}_{P_{n}} \Phi^{-1}\left(U_{n,[k]}\right)$ | $\operatorname{sgn}\left(\frac{k}{n+1}-1\right)$ | $\frac{2 k}{n+1}-1$ |

Let us consider once more the statistic $T_{n}=\sum_{i=1}^{n} c_{i, n} \Psi\left(X_{i}\right)$. If $T_{n}$ is used as the test statistic, then under the null hypothesis the $X_{i}$ are i.i.d. If the test rejects the null hypothesis for large values of $T_{n}$ one needs the $1-\alpha$ quantile of the distribution of $T_{n}$ which can be hardly calculated in closed form unless the $\Psi\left(X_{i}\right)$ satisfy additional conditions which guarantee that the convolutions involved can be carried out. One way out of this dilemma is large sample approximations, which have the shortcoming that the level $\alpha$ may be exceeded. Another way is the concept of permutation tests. Suppose that the $X_{i}$ are i.i.d. with a continuous distribution. Using the ranks $R_{n, i}$ in (8.92) we get

$$
T_{\Psi, n}=\sum_{i=1}^{n} c_{i, n} \Psi\left(X_{i}\right)=\sum_{i=1}^{n} c_{i, n} \Psi\left(X_{n,\left[R_{n, i}\right]}\right)
$$

Now we use the fact that the order statistic $X_{[\cdot]}$ and the rank vector $R_{n}$ are independent. The conditional distribution of $T_{n}$, given $X_{[\cdot]}=\left(x_{[1]}, \ldots, x_{[n]}\right)$, is the distribution of $\sum_{i=1}^{n} c_{i, n} \Psi\left(x_{\left[R_{n, i}\right]}\right)$, where the vector $R_{n}$ is uniformly distributed on the set of all permutations. Then a conditional test, called permutation test, can be established according the concept of a conditional test that we have dicussed in Section 8.1.3. For further details on permutation tests we refer to Lehmann and Romano (2005).

Subsequently, problems are listed whose results have been used in the preceding proofs.
Problem 8.94.* If $X_{i} \in \mathbb{L}_{2}(\mathbb{P})$, then $\mathcal{L}=\operatorname{span}\left(\left\{X_{1}, \ldots, X_{n}\right\}\right)$ is closed. If $X_{1}, X_{2}, \ldots$ are i.i.d. with $X_{i} \sim \mathrm{~N}(\mu, 1)$ and $\mu \neq 0$, then $\mathcal{L}=\operatorname{span}\left(\left\{X_{1}, X_{2}, \ldots\right\}\right)$ is not closed.

Problem 8.95.* Prove the existence and uniqueness of the projection $\Pi_{\mathcal{L}} Y$.
Problem 8.96.* For $Z \in \mathbb{L}_{2}(\mathbb{P})$ it holds $Z=\Pi_{\mathcal{L}} Y$ if and only if $Z \in \mathcal{L}$, and $Y-Z \perp X, X \in \mathcal{L}$.

Problem 8.97.* Set $X=\left(X_{1}, \ldots, X_{n}\right)^{T}, \mathcal{L}=\operatorname{span}\left(\left\{X_{1}, \ldots, X_{n}\right\}\right)$ and suppose that $X_{1}, \ldots, X_{n} \in \mathbb{L}_{2}(\mathbb{P})$ are linearly independent. Then $\mathbb{E}\left(X X^{T}\right)$ is nonsingular and $\Pi_{\mathcal{L}} Y=\left(\mathbb{E}\left(Y X^{T}\right)\right)\left(\mathbb{E}\left(X X^{T}\right)\right)^{-1} X$ for $Y \in \mathbb{L}_{2}(\mathbb{P})$.

Problem 8.98.* If $X$ and $Y$ are independent random variables with values in $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively, and $h: \mathcal{X} \times \mathcal{Y} \rightarrow_{m} \mathbb{R}$ satisfies $\mathbb{E}|h(X, Y)|<\infty$, then $\mathbb{E}(h(X, Y) \mid \sigma(X))=g(X), \mathbb{P}$-a.s., where $g(x)=\mathbb{E} h(x, Y)=\int h(x, y) P_{Y}(d y)$.
Problem 8.99.* Let $\mathfrak{G}$ be a sub- $\sigma$-algebra of $\mathfrak{F}$. Let $\mathbb{H}$ be the subspace of $\mathbb{L}_{2}(\mathbb{P})$ of all $Z \in \mathbb{L}_{2}(\mathbb{P})$ which are $\mathfrak{G}$-measurable, and $\mathbb{H}^{0} \subseteq \mathbb{H}$ the subspace for which in addition $\mathbb{E} Z=0$ holds. Then for $\mathbb{E} X^{2}<\infty$ it holds $\mathbb{E}(X \mid \mathfrak{G})=\Pi_{\mathbb{H}} X$ and $\mathbb{E}(X \mid \mathfrak{G})-$ $\mathbb{E} X=\Pi_{\mathbb{H}^{0}} X$.

Problem 8.100.* For $S \in \mathcal{L}$ it holds $\mathrm{E}_{P_{n}} S^{2}=a_{0}^{2}+\sum_{i=1}^{n} \mathrm{E}_{P_{n}} a_{i}^{2}\left(X_{i}\right)$, and the representation $S=a_{0}+\sum_{i=1}^{n} a_{i}\left(X_{i}\right)$ is unique.
Problem 8.101.* The space $\mathcal{L}$ in (8.83) is a closed linear subspace of $\mathbb{L}_{2}\left(P^{\otimes n}\right)$.
Problem 8.102.* $\mathrm{V}_{P_{n}}\left(\mathcal{U}_{n}\right)=\binom{n}{m}^{-1} \sum_{k=1}^{m}\binom{m}{k}\binom{n-m}{m-k} \sigma_{k}^{2}$, where $\sigma_{k}^{2}$ is given by $\sigma_{k}^{2}=\mathrm{V}_{P_{n}}\left(\Psi_{k}\left(X_{1}, \ldots, X_{k}\right)\right) . \mathrm{V}_{P_{n}}\left(\Psi_{k}\left(X_{1}, \ldots, X_{k}\right)\right) \leq \mathrm{V}_{P_{n}}\left(\Psi_{m}\left(X_{1}, \ldots, X_{m}\right)\right), k \leq m$. $\mathrm{E}_{P_{n}}\left(\mathcal{U}_{n}-\widehat{\mathcal{U}}_{n}\right)^{2}=\mathrm{V}_{P_{n}}\left(\mathcal{U}_{n}\right)-\mathrm{V}_{P_{n}}\left(\widehat{\mathcal{U}}_{n}\right)=o(1 / n)$.
Problem 8.103. Let $X_{1}, \ldots, X_{n}$ be i.i.d. with finite fourth moments, and denote by $\sigma^{2}$ the variance and by $\mu_{4}$ the fourth central moment. Then the variance of $S_{n}^{2}=(n-1)^{-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}$ is $\mathrm{V}\left(S_{n}^{2}\right)=n^{-1}\left(\mu_{4}-\sigma^{4}\right)+2[n(n-1)]^{-1} \sigma^{4}$.
Problem 8.104.* Show (8.90) for $\Psi: \mathcal{X}_{1} \times \mathcal{X}_{2} \rightarrow_{m} \mathbb{R}, \sigma^{2}=V_{P_{1} \otimes P_{2}} \Psi^{2}<\infty$.
Problem 8.105. For independent random variables $X$ and $Y$ it holds $\mathbb{P}(X=Y)=$ $\int \mathbb{P}(X=t) P_{Y}(d t)=\sum_{t \in A} \mathbb{P}(X=t) \mathbb{P}(Y=t)$, where the set $A$ of all $t$ with $\mathbb{P}(X=$ t) $\mathbb{P}(Y=t) \neq 0$ is at most countable.

Problem 8.106.* For $S_{n}=\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)$ it holds $\mathrm{E}_{P_{n}} S_{n}=\bar{a}_{n} \sum_{i=1}^{n} c_{i, n}$ and $\mathrm{V}_{P_{n}}\left(S_{n}\right)=\sigma_{a_{n}}^{2} \sum_{i=1}^{n}\left(c_{i, n}-\bar{c}_{n}\right)^{2}$, where $\bar{a}_{n}=n^{-1} \sum_{i=1}^{n} a_{n}(i), \bar{c}_{n}=n^{-1} \sum_{i=1}^{n} c_{i, n}$, and $\sigma_{a_{n}}^{2}=(n-1)^{-1} \sum_{i=1}^{n}\left(a(i)-\bar{a}_{n}\right)^{2}$.
Problem 8.107. If $\mathrm{Be}_{a, \beta}$ is the c.d.f. of a beta distribution and $\mathrm{b}_{n, p}$ is the p.m.f. of a binomial distribution, then $\sum_{l=k}^{n} \mathrm{~b}_{n, p}(l)=\operatorname{Be}_{\alpha, \beta}(p)$ for $\alpha=k$ and $\beta=n-k+1$.
Problem 8.108.* If $U_{1}, \ldots, U_{n}$ are i.i.d. with a uniform distribution on $(0,1)$, then the distribution of $U_{n,[k]}$ is $\operatorname{Be}(k, n-k+1)$, and it holds $\mathrm{E}_{P_{n}} U_{n,[k]}=k /(n+1)$ and $\mathrm{V}_{P_{n}}\left(U_{n,[k]}\right)=k(n-k+1) /\left[(n+1)^{2}(n+2)\right]$.
Problem 8.109.* If $P$ is the uniform distribution on $(0,1)$, then it holds that $\mathrm{E}_{P_{n}}\left(U_{1}-(n+1)^{-1} R_{n, 1}\right)^{2}=n^{-1} \sum_{k=1}^{n} k(n-k+1)\left[(n+1)^{2}(n+2)\right]^{-1}<1 / n$.

### 8.7 Statistics with Estimated Parameters

Quite often in testing problems the parameter $\theta \in \Delta \subseteq \mathbb{R}^{d}$ consists of two components, the parameter of interest $\tau$ and a nuisance parameter $\xi$. For $d$-parameter exponential families we were able to eliminate the nuisance parameter by conditioning. This technique, however, is restricted to exponential families. For asymptotic tests another idea appears to be intuitively feasible. Suppose we want to test $\mathrm{H}_{0}: \tau=\tau_{0}$ versus $\mathrm{H}_{A}: \tau \neq \tau_{0}$. In a first step, we could fix $\xi=\xi_{0}$, construct an asymptotically optimal test for the simple null hypothesis, and then, in a second step, plug in a consistent estimator for the unknown $\xi_{0}$. This technique seems to be the "natural way". However, the problem arises that this plug-in procedure may change the asymptotic size of the test. In other words, the new test may not be an asymptotic level $\alpha$ test, unless additional suitable conditions are satisfied. The aim of this section is to find such conditions, and to present a technique that allows a systematic construction of test statistics that are insensitive to the estimation of nuisance parameters. Here again, the concept of projection is of great importance.

We consider estimators that admit a stochastic Taylor expansion, where the influence function depends on some nuisance parameter $\xi$. For the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\xi}\right)_{\xi \in \Xi}\right)$ denote by $X_{1}, \ldots, X_{n}$ the projections of $\mathcal{X}^{n} \rightarrow \mathcal{X}$ onto the coordinates, and set $P_{n, \xi_{0}}=P_{\xi_{0}}^{\otimes n}$. Let $\Xi \subseteq \mathbb{R}^{m}$ be open and $\widehat{\xi}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Xi$ be a sequence of estimators of $\xi_{0}$ that admits the stochastic Taylor expansion

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Psi\left(X_{i}\right)+o_{P_{n, \xi_{0}}}(1), \quad \Psi \in \mathbb{L}_{2, m}^{0}\left(P_{\xi_{0}}\right) . \tag{8.103}
\end{equation*}
$$

The next result is a transformation rule for the influence function of statistics with estimated parameters.

Proposition 8.110. (Transformation of Influence Function) Assume the function $S: \Xi \times \mathcal{X} \rightarrow \mathbb{R}^{k}$ satisfies $S \in C_{m}^{(1)}\left(U\left(\xi_{0}\right), \mathcal{X}\right)$ and condition (B) in (A9) is satisfied for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\xi}\right)_{\xi \in \Xi)}\right)$. If $\widehat{\xi}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Xi$ is a $\sqrt{n}$-consistent estimator at $\xi_{0}$, then

$$
\begin{aligned}
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} S_{\widehat{\xi}_{n}}\left(X_{i}\right)= & \frac{1}{\sqrt{n}} \sum_{i=1}^{n} S_{\xi_{0}}\left(X_{i}\right) \\
& +\left(\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}\left(X_{1}\right)\right) \sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)+o_{P_{n, \xi_{0}}}(1)
\end{aligned}
$$

If in addition (8.103) holds, then

$$
\begin{align*}
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} S_{\widehat{\xi}_{n}}\left(X_{i}\right) & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \widetilde{S}_{\xi_{0}}\left(X_{i}\right)+o_{P_{n, \xi_{0}}}(1), \quad \text { where } \\
\widetilde{S}_{\xi_{0}} & =S_{\xi_{0}}+\left(\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}\right) \Psi . \tag{8.104}
\end{align*}
$$

Proof. The Taylor expansion in Theorem A. 2 and Lemma 7.141 give

$$
\begin{align*}
& \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(S_{\widehat{\xi}_{n}}\left(X_{i}\right)-S_{\xi_{0}}\left(X_{i}\right)\right) \\
= & \left(\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{1} \dot{S}_{\xi_{0}+s\left(\widehat{\xi}_{n}-\xi_{0}\right)}^{T}\left(X_{i}\right) d s\right) \sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)+o_{P_{n, \xi_{0}}}(1)  \tag{1}\\
= & \left(\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}\left(X_{1}\right)+o_{P_{n}}(1)\right) \sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)+o_{P_{n, \xi_{0}}}(1) \\
= & \left(\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}\left(X_{1}\right)\right) \sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)+o_{P_{n, \xi_{0}}}(1),
\end{align*}
$$

where the last equality follows from the fact that $\sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)=O_{P_{n, \xi_{0}}}(1)$.
The above transformation rule admits a simple interpretation. The plugin procedure produces an additional term that depends on $\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}\left(X_{1}\right)$ and the influence function $\Psi$ that expresses the fluctuation of the estimator. If $\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}\left(X_{1}\right)=0$, then the difference

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} S_{\widehat{\xi}_{n}}\left(X_{i}\right)-\frac{1}{\sqrt{n}} \sum_{i=1}^{n} S_{\xi_{0}}\left(X_{i}\right)
$$

is asymptotically negligible. Such a situation is typical for the two-sample case. Consider the sequence of models

$$
\left(\mathcal{X}^{n_{1}} \times \mathcal{X}^{n_{2}}, \mathfrak{A}^{\otimes n_{1}} \otimes \mathfrak{A}^{\otimes n_{2}},\left(P_{\xi}^{\otimes n_{1}} \otimes P_{\xi}^{\otimes n_{2}}\right)_{\xi \in \Xi}\right)
$$

for which the projections $X_{1,1}, \ldots, X_{1, n_{1}}$ and $X_{2,1}, \ldots, X_{2, n_{2}}$ are i.i.d. with $\mathcal{L}\left(X_{i, j}\right)=P_{\xi}, j=1, \ldots, n_{i}, i=1,2$. Set $P_{n_{1}, n_{2}, \xi}=P_{\xi}^{\otimes n_{1}} \otimes P_{\xi}^{\otimes n_{2}}$ and $n=n_{1}+n_{2}$.

Lemma 8.111. Assume that the function $S: \Xi \times \mathcal{X} \rightarrow \mathbb{R}^{k}$ satisfies $S \in$ $\mathrm{C}_{m}^{(1)}\left(U\left(\xi_{0}\right), \mathcal{X}\right)$ and $(B)$ in (A9) is fulfilled. If there are positive constants $c_{1}$ and $c_{2}$ such that $c_{1} \leq n_{i} / n \leq c_{2}$, then for every sequence of $\sqrt{n}$-consistent estimators $\widehat{\xi}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Xi$ of $\xi_{0}$ it holds

$$
\begin{aligned}
& \frac{1}{n_{1}} \sum_{j=1}^{n_{1}} S_{\widehat{\xi}_{n}}\left(X_{1, j}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} S_{\widehat{\xi}_{n}}\left(X_{2, j}\right) \\
& =\frac{1}{n_{1}} \sum_{j=1}^{n_{1}} S_{\xi_{0}}\left(X_{1, j}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} S_{\xi_{0}}\left(X_{2, j}\right)+o_{P_{n_{1}, n_{2}, \xi_{0}}}(1 / \sqrt{n})
\end{aligned}
$$

Proof. As $\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}\left(X_{1,1}\right)=\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}\left(X_{2,1}\right)$ it is, in view of $c_{1} \leq n_{i} / n \leq c_{2}$, enough to show that for $i=1,2$,

$$
\frac{1}{n_{i}} \sum_{j=1}^{n_{i}}\left(S_{\widehat{\xi}_{n}}\left(X_{i, j}\right)-S_{\xi_{0}}\left(X_{i, j}\right)-\left(\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}\left(X_{1,1}\right)\right)\left(\widehat{\xi}_{n}-\xi_{0}\right)\right)=o_{P_{n_{1}, n_{2}, \xi_{0}}}(1 / \sqrt{n}) .
$$

But this follows from Proposition 8.110.
We have seen in Proposition 8.110 that a linearized statistic is insensitive to plugging in an estimated parameter if $\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}=0$ holds. To analyze this condition in more detail we suppose that $k=m=1, S_{\xi}(x)$ satisfies $S \in$
$\mathrm{C}_{m}^{(1)}\left(U\left(\xi_{0}\right), \mathcal{X}\right)$, and (A9) is fulfilled. Suppose the family $\left(P_{\xi}\right)_{\xi \in U\left(\xi_{0}\right)}$ is $\mathbb{L}_{2^{-}}$ differentiable with derivative $\dot{L}_{\xi_{0}}$. Assume in addition that

$$
\mathrm{E}_{\xi} S_{\xi}=0, \quad \xi \in U\left(\xi_{0}\right), \quad \lim _{\xi \rightarrow \xi_{0}} \mathrm{E}_{\xi_{0}}\left(S_{\xi}-S_{\xi_{0}}\right)^{2}=0
$$

Then by Lemma 7.143 it holds $\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}=-\mathrm{E}_{\xi_{0}} S_{\xi_{0}} \dot{L}_{\xi_{0}}$. This means that $\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}=0$ if and only if the influence function $S_{\xi_{0}}$ is orthogonal to $\dot{L}_{\xi_{0}}$ in the sense of $\mathbb{L}_{2}\left(P_{\xi_{0}}\right)$. Regardles of whether the last condition holds we set

$$
W_{\xi}=S_{\xi}+\left(\mathrm{E}_{\xi} \dot{S}_{\xi}\right) I^{-1}(\xi) \dot{L}_{\xi} .
$$

Then $W_{\xi_{0}}$ satisfies this orthogonality condition, i.e., it holds $\mathrm{E}_{\xi_{0}} W_{\xi_{0}} \dot{L}_{\xi_{0}}=0$. Hence we may expect that the new influence function $W_{\xi}$ leads to a sequence of statistics that is insensitive against plugging in estimators for $\xi$. This is the content of the next proposition, which we formulate for vector-valued functions $S$ for later purposes.

Proposition 8.112. Suppose the family $\left(P_{\xi}\right)_{\xi \in U\left(\xi_{0}\right)}, U\left(\xi_{0}\right) \subseteq \mathbb{R}^{m}$, satisfies condition (A10), and the Fisher information matrix $\boldsymbol{I}(\xi)$ is nonsingular for $\xi \in U\left(\xi_{0}\right)$. Assume that $S: U\left(\xi_{0}\right) \times \mathcal{X} \rightarrow \mathbb{R}^{k}$ satisfies $S \in \mathrm{C}_{m}^{(1)}\left(U\left(\xi_{0}\right), \mathcal{X}\right)$ and condition (A9) is fulfilled. If $\xi \mapsto\left(\mathrm{E}_{\xi} \dot{S}_{\xi}\right)^{T} \mathrm{I}^{-1}(\xi)$ is continuous and

$$
\begin{equation*}
W_{\xi}:=S_{\xi}+\left(\mathrm{E}_{\xi} \dot{S}_{\xi}^{T}\right) \mathrm{I}^{-1}(\xi) \dot{L}_{\xi} \tag{8.105}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} W_{\widehat{\xi}_{n}}\left(X_{i}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} W_{\xi_{0}}\left(X_{i}\right)+o_{P_{\xi_{0}}^{\otimes n}}(1) \tag{8.106}
\end{equation*}
$$

holds for every $\sqrt{n}$-consistent sequence of estimators $\widehat{\xi}_{n}$.
Proof. The distribution of $n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\xi_{0}}\left(X_{i}\right)$, by the central limit theorem, tends to a normal distribution. Hence $n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\xi_{0}}\left(X_{i}\right)$ is stochastically bounded (see, e.g., Problem 7.129). Thus we get by the continuity of $A(\xi):=\left(\mathrm{E}_{\xi} \dot{S}_{\xi}^{T}\right) \mathrm{I}^{-1}(\xi)$,

$$
\left[A\left(\widehat{\xi}_{n}\right)-A\left(\xi_{0}\right)\right] n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\xi_{0}}\left(X_{i}\right)=o_{P_{n, \xi_{0}}}(1)
$$

Proposition 8.110 yields

$$
\begin{align*}
& \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(W_{\widehat{\xi}_{n}}\left(X_{i}\right)-W_{\xi_{0}}\left(X_{i}\right)\right) \\
= & \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\left(S_{\widehat{\xi}_{n}}\left(X_{i}\right)-S_{\xi_{0}}\left(X_{i}\right)\right)+A\left(\widehat{\xi}_{n}\right)\left(\dot{L}_{\widehat{\xi}_{n}}\left(X_{i}\right)-\dot{L}_{\xi_{0}}\left(X_{i}\right)\right)\right]+o_{P_{n, \xi_{0}}}(1) \\
= & {\left[\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}+A\left(\widehat{\xi}_{n}\right) \frac{1}{n} \sum_{i=1}^{n} \int_{0}^{1} \ddot{L}_{\xi_{0}+s\left(\widehat{\xi}_{n}-\xi_{0}\right)}\left(X_{i}\right) d s\right] \sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)+o_{P_{n, \xi_{0}}}(1) }  \tag{1}\\
= & {\left[\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}+A\left(\xi_{0}\right) \mathrm{E}_{\xi_{0}} \ddot{L}_{\xi_{0}}\left(X_{1}\right)\right] \sqrt{n}\left(\widehat{\xi}_{n}-\xi_{0}\right)+o_{P_{n}, \xi_{0}}(1), }
\end{align*}
$$

where we have used Lemma 7.141 and the continuity of $A$ to get the last equality. Using $\mathrm{E}_{\xi_{0}} \ddot{L}_{\xi_{0}}\left(X_{1}\right)=-\mathrm{I}\left(\xi_{0}\right)$ from (7.111), and thus $A\left(\xi_{0}\right) \mathrm{E}_{\xi_{0}} \ddot{L}_{\xi_{0}}\left(X_{1}\right)=$ $-\mathrm{E}_{\xi_{0}} \dot{S}_{\xi_{0}}^{T}$, we get the statement.

Now we split the parameter $\theta \in \Delta \subseteq \mathbb{R}^{d}$ into two parts by setting $\theta=$ $\left(\tau^{T}, \xi^{T}\right)^{T}$. Part one is $\tau$, which has dimension $k$, and is the parameter of interest. Part two is $\xi$, which has dimension $m=d-k$, and is the nuisance parameter. We suppose that $\left(P_{\theta}\right)_{\theta \in U\left(\theta_{0}\right)}$ satisfies (A10). Let

$$
\begin{equation*}
\dot{L}_{\theta}=\binom{U_{\theta}}{V_{\theta}}, \quad \theta=\binom{\tau}{\xi} \in \Delta^{0} \tag{8.107}
\end{equation*}
$$

be the partition of the $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta}$, where $U_{\theta}$ and $V_{\theta}$ are the vectors that contain the derivatives of the log-likelihood with respect to the components of $\tau$ and $\xi$, respectively. The covariance matrix $\mathrm{C}_{\theta_{0}}\left(\dot{L}_{\theta_{0}}\right)$ is the Fisher information matrix, and we partition it analogously by

$$
\mathrm{C}_{\theta_{0}}\left(\dot{L}_{\theta_{0}}\right)=\mathrm{I}\left(\theta_{0}\right)=\binom{\mathrm{I}_{1,1}\left(\theta_{0}\right) \mathrm{I}_{1,2}\left(\theta_{0}\right)}{\mathrm{I}_{2,1}\left(\theta_{0}\right) \mathrm{I}_{2,2}\left(\theta_{0}\right)} .
$$

Set $S_{\xi}=U_{\tau_{0}, \xi}$. Then $\mathrm{I}(\xi)=\mathbf{I}_{2,2}\left(\tau_{0}, \xi\right)$ and (7.111) implies $\mathrm{E}_{\xi} \dot{S}_{\xi}^{T}=-\mathrm{I}_{1,2}\left(\tau_{0}, \xi\right)$. We use the transformation (8.105) that transforms $S_{\xi}$ into the statistic $W_{\xi}$. Then

$$
\begin{equation*}
W_{\tau_{0}, \xi}=U_{\tau_{0}, \xi}-\mathrm{I}_{1,2}\left(\tau_{0}, \xi\right) \mathrm{I}_{2,2}^{-1}\left(\tau_{0}, \xi\right) V_{\tau_{0}, \xi}, \quad\left(\tau_{0}, \xi\right) \in U\left(\theta_{0}\right) \tag{8.108}
\end{equation*}
$$

Proposition 8.113. Suppose $\left(P_{\theta}\right)_{\theta \in U\left(\theta_{0}\right)}$ satisfies (A10) and $\mathrm{I}_{2,2}\left(\theta_{0}\right)$ is nonsingular. If $\widetilde{\xi}_{n}$ is any $\sqrt{n}$-consistent sequence of estimators for the submodel $\left(P_{\left(\tau_{0}, \xi\right)}\right)_{\left(\tau_{0}^{T}, \xi^{T}\right)^{T} \in U\left(\theta_{0}\right)}$ for which $\tau_{0}$ is known, then

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} W_{\tau_{0}, \widetilde{\xi}_{n}}\left(X_{i}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} W_{\tau_{0}, \xi_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

Proof. To prove the statement we set $P_{\xi}=P_{\left(\tau_{0}, \xi\right)}$ in Proposition 8.112. The assumption (A10) implies that $S_{\xi}=U_{\tau_{0}, \xi}$ satisfies the conditions in (A9). Furthermore, $\mathrm{I}(\xi)=\mathrm{I}_{2,2}\left(\tau_{0}, \xi\right)$ and $\mathrm{I}\left(\xi_{0}\right)$ is nonsingular. Moreover, $\xi \mapsto$ $\left(\mathrm{E}_{\xi} \dot{S}_{\xi}^{T}\right) \mathrm{I}^{-1}(\xi)=-\mathrm{I}_{1,2}\left(\tau_{0}, \xi\right) \mathrm{I}_{2,2}^{-1}\left(\tau_{0}, \xi\right)$ is continuous by assumption (A10) and Lemma 7.147, so that the statement follows from Proposition 8.112.

### 8.8 Asymptotic Null Distribution

In this section we study the asymptotic behavior of the distributions of test statistics under the null hypothesis. These results are used to construct asymptotic tests that have asymptotically under the null hypothesis an error probability that does not exceed a given $\alpha \in(0,1)$.

Let $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right)$ be a sequence of models. The asymptotic test $\left\{\varphi_{n}\right\}$ is called an asymptotic level $\alpha$ test if $\lim \sup _{n \rightarrow \infty} \mathrm{E}_{n, \theta} \varphi_{n} \leq \alpha$, $\theta \in \Delta_{0}$. An asymptotic level $\alpha$ test $\left\{\varphi_{n}\right\}$ is called an asymptotically unbiased level $\alpha$ test if

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathrm{E}_{n, \theta} \varphi_{n} \geq \alpha, \quad \theta \in \Delta_{A} \tag{8.109}
\end{equation*}
$$

For a simple null hypothesis asymptotic tests are often based on asymptotically normal statistics. We consider the simple null hypothesis $\mathrm{H}_{0}$ : $\left\{\theta_{0}\right\}$ and the alternative $\mathrm{H}_{A}: \Delta \backslash\left\{\theta_{0}\right\}$ in the sequence of models $\mathcal{M}_{n}=$ $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta}\right)$. Recall that $\chi_{1-\alpha, d}^{2}$ is the $1-\alpha$ quantile of the $\chi^{2}$ distribution with $d$ degrees of freedom.
Proposition 8.114. Suppose $\Delta \subseteq \mathbb{R}^{d}$ is open and $\widehat{\theta}_{n}: \mathcal{X}_{n} \rightarrow_{m} \Delta$ satisfies $\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{n, \theta_{0}}\right) \Rightarrow \mathrm{N}\left(0, \Sigma\left(\theta_{0}\right)\right)$, where $\Sigma_{0}$ is nonsingular. Then

$$
\begin{equation*}
\varphi_{n}=I_{\left(\chi_{1-\alpha, d}^{2}, \infty\right)}\left(n\left(\widehat{\theta}_{n}-\theta_{0}\right)^{T} \Sigma^{-1}\left(\theta_{0}\right)\left(\widehat{\theta}_{n}-\theta_{0}\right)\right) \tag{8.110}
\end{equation*}
$$

is an asymptotic level $\alpha$ test for $\mathrm{H}_{0}:\left\{\theta_{0}\right\}$ versus $\mathrm{H}_{A}: \Delta \backslash\left\{\theta_{0}\right\}$ for $\alpha \in(0,1)$.
Proof. If the random vector $Z$ in $\mathbb{R}^{d}$ has the distribution $\mathrm{N}\left(0, \Sigma\left(\theta_{0}\right)\right)$, where $\Sigma\left(\theta_{0}\right)$ is nonsingular, then it follows from a transformation to principal axes that $Z^{T} \Sigma^{-1}\left(\theta_{0}\right) Z$ has a $\chi^{2}$-distribution with $d$ degrees of freedom. The statement follows from $\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{n, \theta_{0}}\right) \Rightarrow \mathcal{L}(Z)$.

If $\widehat{\theta}_{n}$ is the MLE, then under the conditions of Theorem 7.148 it holds

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}^{-1}\left(\theta_{0}\right)\right)
$$

so that the test $\varphi_{n}$ in (8.110) turns into the test

$$
\varphi_{n, W}=I_{\left(\chi_{1-\alpha, d}^{2}, \infty\right)}\left(n\left(\widehat{\theta}_{n}-\theta_{0}\right)^{T} \mathbf{I}\left(\theta_{0}\right)\left(\widehat{\theta}_{n}-\theta_{0}\right)\right)
$$

$\varphi_{n, W}$ was introduced by Wald who based asymptotic level $\alpha$ tests on the MLE. There is a close connection between the MLE and the central sequence of the localized models. Indeed, if the conditions of Theorem 7.148 are satisfied, then the model is $\mathbb{L}_{2}$-differentiable, fulfils the $\operatorname{ULAN}\left(Z_{n}, \mathbb{I}\left(\theta_{0}\right)\right)$ condition with central sequence $Z_{n}=n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)$, and by (7.113)

$$
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)=I^{-1}\left(\theta_{0}\right) Z_{n}+o_{P_{\theta_{0}}^{\otimes n}}(1) .
$$

Hence we may also operate directly with the statistic $Z_{n}$ that is already defined if the model is $\mathbb{L}_{2}$-differentiable, which is a weaker condition than the conditions in Theorem 7.148. As $\mathcal{L}\left(Z_{n} \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}\left(\theta_{0}\right)\right)$ we see that the sequence of tests

$$
\psi_{n, N R}=\left\{\begin{array}{ll}
1 & \text { if }  \tag{8.111}\\
0 & \text { else }
\end{array}\left(\sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)\right)^{T} \mathbf{I}^{-1}\left(\theta_{0}\right)\left(\sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)\right)>n \chi_{1-\alpha, d}^{2}\right.
$$

is an asymptotic level $\alpha$ test, which is called the Neyman-Rao test.
Often there are nuisance parameters present in the model. In that case we consider the partition (8.107), where $U_{\theta_{0}}$ corresponds to the $k$ derivatives of the log-likelihood with respect to the components of $\tau$ and $V_{\theta_{0}}$ corresponds to the $m=d-k$ derivatives with respect to the components of $\xi$. To make the statistic $U_{\theta_{0}}=U_{\tau_{0}, \xi_{0}}$ insensitive to plugging in an estimator for $\xi_{0}$ we have to project $U_{\tau_{0}, \xi_{0}}$ on the orthogonal complement of the linear subspace [ $V_{\theta_{0}}$ ]. This projection is just the transformation rule (8.108), which provides the new influence function and test statistic given by, respectively,

$$
\begin{align*}
W_{\theta_{0}} & =U_{\theta_{0}}-\mathrm{I}_{1,2}\left(\theta_{0}\right) \mathrm{I}_{2,2}^{-1}\left(\theta_{0}\right) V_{\theta_{0}}, \\
S_{n, N R}\left(\theta_{0}\right) & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n} W_{\theta_{0}}\left(X_{i}\right) . \tag{8.112}
\end{align*}
$$

We recall the formula for the inverse of a matrix given in block form from Problem 7.174. If $\mathrm{I}^{-1}\left(\theta_{0}\right)$ exists, then by omitting $\theta_{0}$ for brevity,

$$
\binom{\mathrm{I}_{1,1} \mathrm{I}_{1,2}}{\mathrm{I}_{2,1} \mathrm{I}_{2,2}}^{-1}=\left(\begin{array}{ll}
\mathrm{G}^{-1} & -\mathrm{G}^{-1} \mathrm{I}_{1,2} \mathrm{I}_{2,2}^{-1}  \tag{8.113}\\
-\left(\mathrm{I}_{1,2} I_{2,2}^{-1}\right)^{T} \mathrm{G}^{-1} & \mathrm{I}_{2,2}^{-1}+\left(\mathrm{I}_{1,2} \mathrm{I}_{2,2}^{-1}\right)^{T} \mathrm{G}^{-1}\left(\mathrm{I}_{1,2} \mathrm{I}_{2,2}^{-1}\right)
\end{array}\right)
$$

where $G=I_{1,1}-I_{1,2} I_{2,2}^{-1} I_{2,1}$. We get from here that the statistic $S_{n, N R}\left(\theta_{0}\right)$ in (8.112) and the central sequence

$$
Z_{n}=n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)=n^{-1 / 2} \sum_{i=1}^{n}\binom{U_{\theta_{0}}\left(X_{i}\right)}{V_{\theta_{0}}\left(X_{i}\right)}
$$

are related by

$$
\begin{equation*}
S_{n, N R}\left(\theta_{0}\right)=\mathrm{G}\left(\theta_{0}\right) \Pi_{k}\left(\mathrm{I}^{-1}\left(\theta_{0}\right) Z_{n}\right), \tag{8.114}
\end{equation*}
$$

where $\Pi_{k}$ is the projection on the first $k$ coordinates. We calculate the covariance matrix of $W_{\theta_{0}}$. It holds

$$
\begin{align*}
\mathrm{C}_{\theta_{0}}\left(W_{\theta_{0}}\right) & =\mathrm{E}_{\theta_{0}} W_{\theta_{0}} W_{\theta_{0}}^{T}  \tag{8.115}\\
& =\mathrm{I}_{1,1}\left(\theta_{0}\right)-\mathrm{I}_{1,2}\left(\theta_{0}\right) \mathrm{I}_{2,2}^{-1}\left(\theta_{0}\right) \mathrm{I}_{2,1}\left(\theta_{0}\right)=\mathrm{G}\left(\theta_{0}\right)
\end{align*}
$$

Now we consider the MLE $\widehat{\theta}_{n}$ in the full model, where we use the partition $\widehat{\theta}_{n}=$ $\left(\widehat{\tau}_{n}^{T}, \widehat{\xi}_{n}^{T}\right)^{T}$. Under the assumptions of Theorem 7.148 we have the expansion

$$
\sqrt{n}\binom{\widehat{\tau}_{n}-\tau_{0}}{\widehat{\xi}_{n}-\xi_{0}}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\binom{\mathrm{I}_{1,1}\left(\theta_{0}\right) \mathrm{I}_{1,2}\left(\theta_{0}\right)}{\mathrm{I}_{2,1}\left(\theta_{0}\right) \mathrm{I}_{2,2}\left(\theta_{0}\right)}^{-1}\binom{U_{\theta_{0}}\left(X_{i}\right)}{V_{\theta_{0}}\left(X_{i}\right)}+o_{P_{\theta_{0}}^{\otimes n}}(1) .
$$

The representation of $\mathrm{I}^{-1}\left(\theta_{0}\right)$ in (8.113) gives

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\tau}_{n}-\tau_{0}\right)=\mathrm{G}^{-1}\left(\theta_{0}\right) S_{n, N R}\left(\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) \tag{8.116}
\end{equation*}
$$

This means that, up to a normalization by a suitable matrix that depends on $\theta_{0}=\left(\tau_{0}, \xi_{0}\right)$, the statistics $\sqrt{n}\left(\widehat{\tau}_{n}-\tau_{0}\right)$ and $S_{n, N R}$ are asymptotically equivalent. We introduce a quadratic statistic to construct asymptotic tests by

$$
\begin{align*}
Q_{n, N R}\left(\tau_{0}, \xi\right) & :=S_{n, N R}\left(\tau_{0}, \xi\right) \mathrm{G}^{-1}\left(\tau_{0}, \xi\right) S_{n, N R}\left(\tau_{0}, \xi\right)  \tag{8.117}\\
Q_{n, W}\left(\tau_{0}, \xi\right) & :=n\left(\widehat{\tau}_{n}-\tau_{0}\right)^{T} \mathrm{G}\left(\tau_{0}, \xi\right)\left(\widehat{\tau}_{n}-\tau_{0}\right) \tag{8.118}
\end{align*}
$$

To eliminate the dependence on the nuisance parameter $\xi$ we replace $\xi$ by estimators. Let $\xi_{n}$ be any $\sqrt{n}$-consistent estimator for the submodel $\left(P_{\left(\tau_{0}, \xi\right)}^{\otimes n}\right)_{\xi \in \Xi\left(\tau_{0}\right)}$, and $\widehat{\xi}_{n}$ be from the partition $\widehat{\theta}_{n}=\left(\widehat{\tau}_{n}^{T}, \widehat{\xi}_{n}^{T}\right)^{T}$. The tests

$$
\begin{align*}
\psi_{n, N R} & = \begin{cases}1 & \text { if } \quad Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)>\chi_{1-\alpha, k}^{2} \\
0 & \text { else }\end{cases}  \tag{8.119}\\
\psi_{n, W} & =\left\{\begin{array}{ll}
1 & \text { if } \\
0 & \text { else }
\end{array} Q_{n, W}\left(\tau_{0}, \widehat{\xi}_{n}\right)>\chi_{1-\alpha, k}^{2}\right. \tag{8.120}
\end{align*}
$$

are called the Neyman-Rao test and Wald test, respectively, for testing $\tau=\tau_{0}$ in the presence of nuisance parameters. We consider the hypotheses

$$
\begin{equation*}
\mathrm{H}_{0}:(\tau, \xi)=\left(\tau_{0}, \xi\right), \quad\left(\tau_{0}, \xi\right) \in \Delta, \quad \mathrm{H}_{A}:(\tau, \xi) \neq\left(\tau_{0}, \xi\right),(\tau, \xi) \in \Delta \tag{8.121}
\end{equation*}
$$

The two test statistics differ in the construction. The idea in the Neyman-Rao statistic is to use any $\sqrt{n}$-consistent estimator $\widetilde{\xi}_{n}$ under the null hypothesis, i.e., for the submodel $\left(P_{\left(\tau_{0}, \xi\right)}^{\otimes n}\right)_{\xi \in \Xi\left(\tau_{0}\right)}$, where $\Xi\left(\tau_{0}\right)=\left\{\xi:\left(\tau_{0}^{T}, \xi^{T}\right)^{T} \in \Delta\right\}$, to construct the test statistic $S_{n, N R}\left(\theta_{0}\right)$ and to plug in $\tau_{0}$ and $\widetilde{\xi}_{n}$ in the normalizing matrix $\mathrm{G}^{-1}$ and in $S_{n, N R}\left(\theta_{0}\right)$. The Wald test requires the MLE $\widehat{\theta}_{n}=\left(\widehat{\tau}_{n}^{T}, \widehat{\xi}_{n}^{T}\right)^{T}$ for the whole model. The first component $\widehat{\tau}_{n}^{T}$ is used to construct the quadratic form, whereas the second component is plugged into the normalizing matrix G.

Proposition 8.115. (Neyman-Rao and Wald Tests) Suppose $\Delta \subseteq \mathbb{R}^{d}$ is open and the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ satisfies the assumption (A10). If $\widetilde{\xi}_{n}$ : $\mathcal{X}^{n} \rightarrow_{m}\left\{\xi:\left(\tau_{0}^{T}, \xi^{T}\right)^{T} \in \Delta\right\}$ is a sequence of $\sqrt{n}$-consistent estimators for the submodels $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\left(\tau_{0}, \xi\right)}^{\otimes n}\right)_{\xi \in \Xi\left(\tau_{0}\right)}\right)$, and $\mathrm{I}\left(\theta_{0}\right)$ is nonsingular, then $\psi_{n, N R}$ is an asymptotic level $\alpha$ test for testing problem (8.121). If in addition the assumptions of Theorem 7.148 are satisfied, then

$$
\begin{align*}
& Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)=Q_{n, N R}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)  \tag{8.122}\\
= & Q_{n, W}\left(\tau_{0}, \widehat{\xi}_{n}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)=Q_{n, W}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1),
\end{align*}
$$

so that the Wald test is also an asymptotic level $\alpha$ test for testing problem (8.121).

Proof. The central limit theorem entails, in view of (8.115), the relation $\mathcal{L}\left(S_{n, N R} \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{G}\left(\theta_{0}\right)\right)$. Especially the $S_{n, N R}$ are stochastically bounded. By assumption (A10) the matrices $\mathbf{I}_{i, j}(\theta)$ depend continuously on $\theta \in U\left(\theta_{0}\right)$. Hence by Proposition 8.113

$$
Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)=Q_{n, N R}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

The first statement follows from here as in the proof of Proposition 8.114. The representation (8.116) yields that $\sqrt{n}\left(\widehat{\tau}_{n}-\tau_{0}\right)$ is stochastically bounded. Hence $Q_{n, W}\left(\tau_{0}, \widehat{\xi}_{n}\right)=Q_{n, W}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)$ and (8.122) holds. This relation implies that the Wald test is an asymptotic level $\alpha$ test. To complete the proof we remark that $Q_{n, W}\left(\tau_{0}, \xi_{0}\right)=Q_{n, N R}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)$ by (8.116).

The above tests are based on the central sequence and the MLE, respectively. Now we operate directly with the log-likelihood function $\Lambda_{n, \theta}$ based on $n$ observations. We consider the maximum value of the log-likelihood obtained on $\Delta$ (i.e., $\max _{\theta \in \Delta} \Lambda_{n, \theta}$ ) and compare it with $\max _{\theta \in \Delta_{0}} \Lambda_{n, \theta}$. If the true value $\theta_{0}$ belongs to $\Delta_{0}$, then after the same normalization the two sequences should be of the same order. If $\theta_{0}$ belongs to $\Delta_{A}$, then we expect $\max _{\theta \in \Delta_{0}} \Lambda_{n, \theta}$ to be essentially smaller than $\max _{\theta \in \Delta} \Lambda_{n, \theta}$. This is the motivation for likelihood ratio tests.

We start with a simple hypothesis $\mathrm{H}_{0}:\left\{\theta_{0}\right\}$ and evaluate $\max _{\theta \in \Delta} \Lambda_{n, \theta}-$ $\Lambda_{n, \theta_{0}}$. We consider the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$, where $\Delta$ is an open subset of $\mathbb{R}^{d}$. Then the coordinate projections $X_{1}, \ldots, X_{n}$ are i.i.d. with distribution $P_{\theta}$. We assume that the condition (A10) is satisfied and that $\Lambda_{n}(\theta)=\sum_{i=1}^{n} \ln f_{\theta}\left(X_{i}\right)$ is the log-likelihood. The following theorem presents the likelihood ratio test for a simple null hypothesis and is closely related to Theorem 7.148.

Theorem 8.116. (Likelihood Ratio Test I) If $\widehat{\theta}_{n}$ is a consistent asymptotic solution of the likelihood equation (7.109), and the conditions of Theorem 7.148 are satisfied, then

$$
\begin{align*}
\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right) & =\frac{1}{2 n}\left(\sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)\right)^{T} \mathbf{I}^{-1}\left(\theta_{0}\right)\left(\sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) \\
& =\frac{1}{2} n\left(\widehat{\theta}_{n}-\theta_{0}\right)^{T} \mathbf{I}\left(\theta_{0}\right)\left(\widehat{\theta}_{n}-\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1),  \tag{8.123}\\
& \mathcal{L}\left(2\left[\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right] \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{H}(d), \tag{8.124}
\end{align*}
$$

where $\mathrm{H}(d)$ is the $\chi^{2}$-distribution with $d$ degrees of freedom. The sequence of tests

$$
\varphi_{n}= \begin{cases}1 & \text { if } 2\left[\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right]>\chi_{1-\alpha, d}^{2} \\ 0 & \text { else }\end{cases}
$$

is an asymptotic level $\alpha$ test for $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$.

Proof. Set $\Lambda_{\theta}=\ln f_{\theta}$ and apply a second-order Taylor expansion with respect to $\theta$, where $\dot{\Lambda}_{\theta}$ is the gradient and $\ddot{\Lambda}_{\theta}$ the Hessian matrix. We have $\dot{\Lambda}_{n}\left(\widehat{\theta}_{n}\right)=\mathbf{o}_{P_{\theta_{0}}^{\otimes n}}(0)$ in view of (7.109), where $\mathbf{o}_{P_{\theta_{0}}^{\otimes n}}(0)$ denotes a sequence of random vectors that are nonzero only on events whose probabilities tend to zero. Hence by the Taylor expansion in Theorem A. 2 at $\widehat{\theta}_{n}$,

$$
\begin{aligned}
\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right) & =\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)^{T}\left(\frac{1}{2} \mathrm{I}\left(\theta_{0}\right)+R_{n}\left(\widehat{\theta}_{n}, \theta_{0}\right)\right) \sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes_{n}}}(1), \\
R_{n}\left(\theta, \theta_{0}\right) & =\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{1}\left[-(1-s) \ddot{\Lambda}_{\theta_{0}+s\left(\theta-\theta_{0}\right)}\left(X_{i}\right)-(1-s) \mathbf{I}\left(\theta_{0}\right)\right] d s .
\end{aligned}
$$

To show that $R_{n}\left(\widehat{\theta}_{n}, \theta_{0}\right)=o_{P_{\theta_{0}}^{\otimes n}}(1)$ we note that $\mathrm{E}_{\theta_{0}} \ddot{\Lambda}_{\theta_{0}}=-\mathrm{I}\left(\theta_{0}\right)$ by Lemma 7.147. Condition (A10) was assumed in Theorem 7.148 and implies that $\dot{\Lambda}_{\theta}$ satisfies the conditions in (A9) and we may apply Lemma 7.141 to

$$
\varphi_{\theta}(x)=\int_{0}^{1}\left[-(1-s) \ddot{\Lambda}_{\theta_{0}+s\left(\theta-\theta_{0}\right)}(x)-(1-s) \mathbf{I}\left(\theta_{0}\right)\right] d s
$$

To get (8.123) we note that $\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right)$ is by (7.113) stochastically bounded. The statement (8.124) follows as in the proof of Proposition 8.114.

Example 8.117. Let $X$ be an observation with $d$ possible outcomes that have probabilities $p_{1}, \ldots, p_{d}$. More specifically, let

$$
\begin{align*}
& \mathcal{X}=\{1, \ldots, d\}, \quad \text { and } \quad P_{\theta}=\sum_{i=1}^{d} p_{i}(\theta) \boldsymbol{\delta}_{i}, \\
& p(\theta)=\left(p_{1}(\theta), \ldots, p_{d}(\theta)\right), \quad p_{i}(\theta)=\theta_{i}, \quad i=1, \ldots, d-1,  \tag{8.125}\\
& p_{d}(\theta)=1-\sum_{i=1}^{d-1} \theta_{i}, \quad \text { and } \quad \theta=\left(\theta_{1}, \ldots, \theta_{d-1}\right) \in \mathbb{S}_{d-1} .
\end{align*}
$$

Condition (A10) is obviously fulfilled, the information matrix is given by the elements

$$
\sum_{i=1}^{d} \frac{\partial \ln p_{i}(\theta)}{\partial \theta_{k}} \frac{\partial \ln p_{i}(\theta)}{\partial \theta_{l}} p_{i}(\theta)=\frac{1}{\theta_{k}} \delta_{k, l}+\left(1-\sum_{i=1}^{d-1} \theta_{i}\right)^{-1}
$$

and it has rank $d-1$; see Problem 1.42. If we have a sample of $n$ observations, then the density with respect to the counting measure is

$$
f_{n, \theta}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{d}\left(p_{i}(\theta)\right)^{Y_{i, n}\left(\mathbf{x}_{n}\right)}
$$

where $\mathbf{x}_{n}=\left(x_{1}, \ldots, x_{n}\right)$ and $Y_{i, n}\left(\mathbf{x}_{n}\right)=\left|\left\{j: 1 \leq j \leq n, x_{j}=i\right\}\right|$. The likelihood equations are given by

$$
\frac{\partial}{\partial \theta_{k}} \sum_{i=1}^{d} Y_{i, n}\left(\mathbf{x}_{n}\right) \ln p_{i}(\theta)=0, \quad \text { i.e., } \quad \frac{Y_{k, n}}{p_{k}(\theta)}=\frac{Y_{d, n}}{p_{d}(\theta)}, \quad k=1, \ldots, d-1
$$

Denoting the right-hand side by $C$ we get $C p_{k}(\theta)=Y_{k, n}\left(\mathbf{x}_{n}\right)$, and by the sum over $k$ and $\sum_{i=1}^{d} Y_{i, n}=n$ we arrive at

$$
\begin{equation*}
p_{k}\left(\widehat{\theta}_{n}\right)=\frac{Y_{k, n}}{n} \quad k=1, \ldots, d \tag{8.126}
\end{equation*}
$$

Thus we estimate $\theta$ by $\widehat{\theta}_{n}$, so that $p_{k}\left(\widehat{\theta}_{n}\right)$ are the relative frequencies which are consistent. Hence the $\hat{\theta}_{n}$ are also consistent. As in this case the likelihood equation (7.109) is given by (8.126) we see that the conditions in Theorem 7.148 are satisfied for $\theta_{0} \in \mathbb{S}_{d-1}$, and we get for $p_{0, k}=p\left(\theta_{0}\right)$,

$$
\begin{align*}
2\left(\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right) & =\sum_{k=1}^{d} Y_{k, n}\left(\ln p_{k}\left(\widehat{\theta}_{n}\right)-\ln p_{0, k}\right)  \tag{8.127}\\
& =2 n \sum_{k=1}^{d}\left(Y_{k, n} / n\right) \ln \frac{\left(Y_{k, n} / n\right)}{p_{0, k}} .
\end{align*}
$$

Let

$$
\begin{equation*}
H_{k, n}=\frac{Y_{k, n}}{n}, \quad \widehat{P}_{n}=\sum_{k=1}^{d} H_{k, n} \boldsymbol{\delta}_{k}, \quad \text { and } \quad P_{\theta_{0}}=\sum_{k=1}^{d} p_{0, k} \boldsymbol{\delta}_{k}, \tag{8.128}
\end{equation*}
$$

where $\theta_{0}=\left(p_{0,1}, \ldots, p_{0, d-1}\right) \in \mathbb{S}_{d-1}$, denote the relative frequencies, empirical distribution, and distribution of the observations, respectively. Then

$$
\begin{equation*}
\sum_{k=1}^{d}\left(Y_{k, n} / n\right) \ln \frac{\left(Y_{k, n} / n\right)}{p_{0, k}}=\sum_{k=1}^{d}\left(\frac{H_{k, n}}{p_{0, k}} \ln \frac{H_{k, n}}{p_{0, k}}\right) p_{0, k}=\mathrm{K}\left(\widehat{P}_{n}, P_{\theta_{0}}\right) \tag{8.129}
\end{equation*}
$$

which is the Kullback-Leibler distance between $\widehat{P}_{n}$ and $P_{\theta_{0}}$ that has been introduced in (1.74). This distance is based on the convex function $x \ln x$. This leads to the idea of taking any convex function v and then to use $\mathrm{I}_{\mathrm{v}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)$ as test statistics. For example, if we use $\mathrm{v}(x)=(x-1)^{2}$, then we arrive at the famous $\chi^{2}$-statistic

$$
\chi^{2}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)=\sum_{k=1}^{d} \frac{\left(H_{k, n}-p_{0, k}\right)^{2}}{p_{0, k}}
$$

With other convex functions one arrives at the Hellinger distance and other distances between the empirical and the hypothetical distribution. The use of such statistics is studied systematically in Pardo (2006). As we show subsequently all of these statistics are asymptotically equivalent and lead to the same limiting distribution.

The next lemma shows that all test statistics $\mathrm{I}_{\mathrm{v}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)$ are asymptotically equivalent under the null hypothesis provided that $v$ is smooth. Later we see that the same statement continues to hold under local alternatives.

Lemma 8.118. If $\widehat{P}_{n}$ is defined as in (8.128), and $\mathrm{v}_{1}$ and $\mathrm{v}_{2}$ are convex functions that are twice continuously differentiable in a neighborhood of $x_{0}=1$ and satisfy $\mathrm{v}_{i}^{\prime \prime}(1)>0, i=1,2$, then

$$
\frac{2 n}{\mathrm{v}_{1}^{\prime \prime}(1)}\left[\mathrm{I}_{\mathrm{v}_{1}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)-\mathrm{v}_{1}(1)\right]=\frac{2 n}{\mathrm{v}_{2}^{\prime \prime}(1)}\left[\mathrm{I}_{\mathrm{v}_{2}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)-\mathrm{v}_{2}(1)\right]+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

Proof. If we set $\mathrm{w}_{i}(x)=\mathrm{v}_{i}(x)-\mathrm{v}_{i}(1)-\mathrm{v}_{i}^{\prime}(1)(x-1), i=1,2$, then in view of $\sum_{k=1}^{d}\left(H_{k, n} / p_{0, k}\right) p_{0, k}=1$ it holds

$$
\mathrm{I}_{\mathrm{v}_{i}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)-\mathrm{v}_{i}(1)=\mathrm{I}_{\mathrm{w}_{i}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right), \quad i=1,2 .
$$

For fixed $k$ the random variable $Y_{k, n}$ has a binomial distribution with success probability $p_{0, k}$. Hence $\mathcal{L}\left(\sqrt{n}\left(H_{k, n}-p_{0, k}\right)\right) \Rightarrow \mathbf{N}\left(0, p_{0, k}\left(1-p_{0, k}\right)\right)$ which
implies that the sequence $n\left(H_{k, n}-p_{0, k}\right)^{2}$ is stochastically bounded. As $\lim _{x \rightarrow 1} \mathrm{w}_{2}(x) /(x-1)^{2}=\mathrm{v}_{2}^{\prime \prime}(1) / 2$ we see that the sequences $n \mathrm{w}_{2}\left(H_{k, n} / p_{0, k}\right)$, $k=1, \ldots, d$, are also stochastically bounded. Then by $H_{k, n} \rightarrow P_{\theta_{0}}^{\otimes n} p_{0, k}$,

$$
\begin{aligned}
n \mathbf{l}_{\mathrm{w}_{1}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right) & =\sum_{k=1}^{d}\left(\mathrm{w}_{1}\left(H_{k, n} / p_{0, k}\right)\right)\left(\mathrm{w}_{2}\left(H_{k, n} / p_{0, k}\right)\right)^{-1} n \mathrm{w}_{2}\left(H_{k, n} / p_{0, k}\right) p_{0, k} \\
& =\left(\mathrm{v}_{2}^{\prime \prime}(1)\right)^{-1} \mathbf{v}_{1}^{\prime \prime}(1) n \mathbf{l}_{\mathrm{w}_{2}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) .
\end{aligned}
$$

Theorem 8.119. (Divergence Tests) Let $Y_{n}=\left(Y_{1, n}, \ldots, Y_{d, n}\right)$ have a multinomial distribution with parameters $p_{0,1}, \ldots, p_{0, d} \in(0,1)$. If $\vee$ is a convex function that is twice continuously differentiable in a neighborhood of $x_{0}=1$ and satisfies $\mathrm{v}^{\prime \prime}(1)>0$, then

$$
\mathcal{L}\left(\left.\frac{2 n}{\mathrm{v}^{\prime \prime}(1)}\left(\mathrm{I} \mathrm{I}_{\mathrm{v}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)-\mathrm{v}(1)\right) \right\rvert\, P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{H}(d-1) .
$$

The sequence of tests

$$
\varphi_{n}= \begin{cases}1 & \text { if } \mathrm{I}_{\mathrm{v}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)-\mathrm{v}(1)>\frac{\mathrm{v}^{\prime \prime}(1)}{2 n} \chi_{1-\alpha, d-1}^{2} \\ 0 & \text { else }\end{cases}
$$

is an asymptotic level $\alpha$ test for $\mathrm{H}_{0}:\left(p_{1}, \ldots, p_{d}\right)=\left(p_{0,1}, \ldots, p_{0, d}\right)$ versus $\mathrm{H}_{A}$ : $\left(p_{1}, \ldots, p_{d}\right) \neq\left(p_{0,1}, \ldots, p_{0, d}\right)$.

Proof. The model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ specified by (8.125) satisfies the conditions of Theorem 7.148; see Example 8.117. We get from (8.127) and (8.129) that $2\left(\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right)=2 n \mathrm{~K}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)$. Hence $\mathcal{L}\left(2 n \mathrm{~K}\left(\widehat{P}_{n}, P_{\theta_{0}}\right) \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow$ $\mathrm{H}(d-1)$ by Theorem 8.116. The rest follows from Lemma 8.118.

Now we study the case where the null hypothesis $\mathrm{H}_{0}: \Delta_{0}$ is a lowerdimensional subset of $\Delta$. We assume that $\Upsilon \subseteq \mathbb{R}^{k}, k<d$, and $\Delta_{0} \subseteq \mathbb{R}^{d}$ are open sets, and that $\kappa: \Upsilon \rightarrow \Delta_{0}$ is a twice continuously differentiable mapping of $\Upsilon$ on $\Delta_{0}$. Under $\mathrm{H}_{0}$ we have now the family $\left(P_{\kappa(\eta)}\right)_{\eta \in \Upsilon}$. If $\theta_{0} \in \Delta_{0}$ and $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies (A10), then it is easy to see that $\left(P_{\kappa(\eta)}\right)_{\eta \in \Upsilon}$ also satisfies (A10) for the new parameter set $\Upsilon$. If $g_{\eta}:=f_{\kappa(\eta)}$ and the log-likelihood for $P_{\kappa(\eta)}$ is denoted by $\Gamma(\eta):=\Lambda_{\kappa(\eta)}$, then the $\mathbb{L}_{2}$-derivative is

$$
\begin{equation*}
\dot{M}_{\eta}=\dot{\kappa}(\eta) \dot{L}_{\kappa(\eta)} \tag{8.130}
\end{equation*}
$$

where $\dot{\kappa}^{T}=J_{\kappa}=\left(\partial \kappa_{i} / \partial \eta_{j}\right)_{1 \leq i \leq d, 1 \leq j \leq k}$ is the Jacobian; see Proposition 1.112. The information matrix for the family $\left(P_{k(\eta)}\right)_{\eta \in \Upsilon}$ is given by

$$
\widetilde{\mathrm{I}}\left(\eta_{0}\right)=\mathrm{E}_{\eta_{0}} \dot{M}_{\eta_{0}} \dot{M}_{\eta_{0}}^{T}=\dot{\kappa}\left(\eta_{0}\right) \mathrm{I}\left(\theta_{0}\right) \dot{\kappa}^{T}\left(\eta_{0}\right)
$$

see also Proposition 1.112. Suppose now that $\widehat{\eta}_{n}$ maximizes $\Gamma_{n}(\eta)=\Lambda_{n}(\kappa(\eta))$ on $\Upsilon$. Then $\widetilde{\theta}_{n}=\kappa\left(\widehat{\eta}_{n}\right)$ maximizes $\Lambda_{n}(\theta)$ on $\Delta_{0}$. Let $\widehat{\theta}_{n}$ maximize the $\log$ likelihood $\Lambda_{n}(\theta)$ of the whole model on $\Delta$. Set $f_{n, \theta}\left(\mathbf{x}_{n}\right)=\Pi_{i=1}^{n} f_{\theta}\left(x_{i}\right)$. The next theorem gives the asymptotic distribution of the likelihood ratio statistic

$$
2 \ln \frac{\sup _{\theta \in \Delta} f_{n, \theta}\left(\mathbf{x}_{n}\right)}{\sup _{\theta \in \Delta_{0}} f_{n, \theta}\left(\mathbf{x}_{n}\right)}=2\left[\Lambda_{n}\left(\widehat{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right)-\Lambda_{n}\left(\widetilde{\theta}_{n}\left(\mathbf{x}_{n}\right), \mathbf{x}_{n}\right)\right]
$$

Theorem 8.120. (Likelihood Ratio Test II) Suppose $\Delta \subseteq \mathbb{R}^{d}$ and $\Upsilon \subseteq$ $\mathbb{R}^{k}, k<d$, are open. Let $\kappa: \Upsilon \rightarrow \Delta$ be a twice continuously differentiable mapping where $\dot{\kappa}(\eta)$ has rank $k$ for every $\eta \in \Upsilon$. Assume that $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies (A10) for every $\theta_{0} \in \Delta$, and that the information matrix $\mathrm{I}\left(\theta_{0}\right)$ is nonsingular. Assume that $\widehat{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ and $\widehat{\eta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Upsilon$ are consistent and asymptotic solutions of the likelihood equations for the families $\left(P_{\theta}\right)_{\theta \in \Delta}$ and $\left(P_{\kappa(\eta)}\right)_{\eta \in \Upsilon}$, respectively, at every parameter $\theta_{0} \in \Delta$ and $\eta_{0} \in \Upsilon$. If $\eta_{0} \in \Upsilon$ and $\theta_{0}=\kappa\left(\eta_{0}\right)$ is the true parameter, then the likelihood ratio statistic $Q_{n, L R}=2\left[\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\right.$ $\Lambda_{n}\left(\kappa\left(\widehat{\eta}_{n}\right)\right]$ satisfies

$$
\begin{equation*}
\mathcal{L}\left(Q_{n, L R} \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{H}(d-k) \tag{8.131}
\end{equation*}
$$

Corollary 8.121. The likelihood ratio test

$$
\psi_{n, Q_{n, L R}}= \begin{cases}1 & \text { if } Q_{n, L R}>\chi_{1-\alpha, d-k}^{2} \\ 0 & \text { else }\end{cases}
$$

is an asymptotic level $\alpha$ test for $\mathrm{H}_{0}: \theta \in \kappa(\Upsilon)$ versus $\mathrm{H}_{A}: \theta \in \Delta \backslash \kappa(\Upsilon)$.
Proof. Let $\boldsymbol{I}^{1 / 2}\left(\theta_{0}\right)$ and $\boldsymbol{I}^{-1 / 2}\left(\theta_{0}\right)$ be symmetric matrices that are satisfying $\mathbf{I}^{1 / 2}\left(\theta_{0}\right) \mathbf{I}^{1 / 2}\left(\theta_{0}\right)=\boldsymbol{I}\left(\theta_{0}\right)$ and $\mathbf{I}^{-1 / 2}\left(\theta_{0}\right) \mathbf{I}^{-1 / 2}\left(\theta_{0}\right)=\mathbf{I}^{-1}\left(\theta_{0}\right)$. The existence of $\mathrm{I}^{1 / 2}\left(\theta_{0}\right)$ follows from a principal axes transformation. Put $A_{0}=$ $\dot{\kappa}\left(\eta_{0}\right) \mathrm{I}^{1 / 2}\left(\kappa\left(\eta_{0}\right)\right)$. Then $\widetilde{\mathrm{I}}\left(\eta_{0}\right)=A_{0} A_{0}^{T}$. Set

$$
S_{n}=n^{-1 / 2} \sum_{i=1}^{n} \mathrm{I}^{-1 / 2}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}\left(X_{i}\right)
$$

Theorems 7.148 and 8.116 yield

$$
\begin{align*}
\sqrt{n}\left(\widehat{\theta}_{n}-\theta_{0}\right) & =\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) S_{n}+o_{P_{\theta_{0}} \otimes_{n}}(1), \\
2\left(\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right) & =S_{n}^{T} S_{n}+o_{P_{\theta_{0}}^{\otimes n}}(1) \tag{8.132}
\end{align*}
$$

As $\mathrm{I}\left(\theta_{0}\right)$ is nonsingular and $\dot{\kappa}$ has rank $k$ the matrix $A_{0}$ has rank $k$. By Theorems 7.148 and 8.116, applied to $\widehat{\eta}_{n}$ and (8.130), we get

$$
\begin{align*}
& \sqrt{n}\left(\widehat{\eta}_{n}-\eta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{\mathrm{I}}^{-1}\left(\eta_{0}\right) \dot{M}_{\eta_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) \\
& =\widetilde{\mathrm{I}}^{-1}\left(\eta_{0}\right) \dot{\kappa}\left(\eta_{0}\right) \mathrm{I}^{1 / 2}\left(\theta_{0}\right) S_{n}+o_{P_{\theta_{0}}^{\otimes n}}(1)=\left(A_{0} A_{0}^{T}\right)^{-1} A_{0} S_{n}+o_{P_{\theta_{0}}^{\otimes n}}(1), \\
& 2\left(\Lambda_{n}\left(\widetilde{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right)=2\left(\Gamma_{n}\left(\widehat{\eta}_{n}\right)-\Gamma_{n}\left(\eta_{0}\right)\right)  \tag{8.133}\\
& =n\left(\widehat{\eta}_{n}-\eta_{0}\right)^{T} A_{0} A_{0}^{T}\left(\widehat{\eta}_{n}-\eta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)=S_{n}^{T} A_{0}^{T}\left(A_{0} A_{0}^{T}\right)^{-1} A_{0} S_{n}+o_{P_{\theta_{0}}^{\otimes n}}(1),
\end{align*}
$$

where $\widetilde{\theta}_{n}=\kappa\left(\widehat{\eta}_{n}\right) . B_{0}=A_{0}^{T}\left(A_{0} A_{0}^{T}\right)^{-1} A_{0}$ is the projection matrix that projects a vector on the subspace spanned by the column vectors of $A_{0}$, see Problem 7.26. As $B_{0}^{T} B_{0}=B_{0}$ and $B_{0}^{T}=B_{0}$ we get

$$
\begin{aligned}
2\left(\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\widetilde{\theta}_{n}\right)\right) & =S_{n}^{T} S_{n}-S_{n}^{T} B_{0} S_{n}+o_{P_{\theta_{0}}^{\otimes_{n}}}(1) \\
& =\left(\left(\mathbf{I}-B_{0}\right) S_{n}\right)^{T}\left(\left(\mathbf{I}-B_{0}\right) S_{n}\right)+o_{P_{\theta_{0}}^{\otimes n}}^{\otimes_{n}}(1)
\end{aligned}
$$

As $B_{0}$ has rank $k$ the projection matrix $\mathbf{I}-B_{0}$ has rank $d-k$. By the definition of $S_{n}$ and the central limit theorem it follows that $\mathcal{L}\left(S_{n} \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}(0, \mathbf{I})$. To complete the proof we use Slutsky's lemma and the fact that $\left(\left(\mathbf{I}-B_{0}\right) Z\right)^{T}((\mathbf{I}-$ $\left.B_{0}\right) Z$ ) has a $\chi^{2}$-distribution with $d-k$ degrees of freedom for $Z \sim \mathrm{~N}(0, \mathbf{I})$, see Problem 2.38. The corollary is a direct consequence of (8.131).

Subsequently we need a special decomposition of the inverse of the Fisher information matrix that follows from the block representation in Problem 7.175 .

Problem 8.122.* Suppose we have a block matrix $\mathbf{I}=\left(\mathbf{I}_{i, j}\right)_{1 \leq i, j \leq 2}$. If $\boldsymbol{I}$ is invertible, then with $G=I_{1,1}-I_{1,2} I_{2,2}^{-1} I_{2,1}$,

$$
\mathbf{I}^{-1}=\binom{\mathbf{I}}{-\mathbf{I}_{2,2}^{-1} I_{1,2}^{T}} \mathrm{G}^{-1}\left(\mathbf{I}, \quad-\mathbf{I}_{1,2} \mathbf{I}_{2,2}^{-1}\right)+\left(\begin{array}{cc}
0 & 0 \\
0 & \mathbf{I}_{2,2}^{-1}
\end{array}\right) .
$$

Now we compare the likelihood ratio test with the Neyman-Rao test and the Wald test in the special case where the parameter vector is decomposed into the $k$-dimensional component $\tau$, the parameter of interest, and the $m=$ $(d-k)$-dimensional component $\xi$, the nuisance parameter. We consider the partition (8.107) and set

$$
\begin{equation*}
\binom{U_{n}\left(\theta_{0}\right)}{V_{n}\left(\theta_{0}\right)}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\binom{U_{\theta_{0}}\left(X_{i}\right)}{V_{\theta_{0}}\left(X_{i}\right)}, \quad \theta_{0}=\binom{\tau_{0}}{\xi_{0}} \in \Delta . \tag{8.134}
\end{equation*}
$$

Then by (8.123),

$$
\begin{equation*}
2\left(\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right)=\binom{U_{n}\left(\theta_{0}\right)}{V_{n}\left(\theta_{0}\right)}^{T} \mathrm{I}^{-1}\left(\theta_{0}\right)\binom{U_{n}\left(\theta_{0}\right)}{V_{n}\left(\theta_{0}\right)}+o_{P_{\theta_{0}}^{\otimes n}}(1) \tag{8.135}
\end{equation*}
$$

Similarly, if $\widetilde{\xi}_{n}$ is a consistent MLE for the submodel $\left(P_{\left(\tau_{0}, \xi\right)}^{\otimes n}\right)_{\xi \in \Xi\left(\tau_{0}\right)}$, then for $\widetilde{\theta}_{n}=\left(\tau_{0}^{T}, \widetilde{\xi}_{n}^{T}\right)^{T}$,

$$
2\left(\Lambda_{n}\left(\widetilde{\theta}_{n}\right)-\Lambda_{n}\left(\theta_{0}\right)\right)=V_{n}\left(\theta_{0}\right) I_{2,2}^{-1}\left(\theta_{0}\right) V_{n}\left(\theta_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

Taking the difference, we get from Problem 8.122 and the representation of $\sqrt{n}\left(\widehat{\tau}_{n}-\tau_{0}\right)$ with the help of (8.112) and (8.116) that

$$
\begin{aligned}
Q_{n, L R} & =2\left[\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\widetilde{\theta}_{n}\right)\right]=n\left(\widehat{\tau}_{n}-\tau_{0}\right)^{T} \mathrm{G}\left(\theta_{0}\right)\left(\widehat{\tau}_{n}-\tau_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) \\
& =Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)=Q_{n, W}\left(\tau_{0}, \widehat{\theta}_{n}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
\end{aligned}
$$

If $\widetilde{\xi}_{n}$ is $\sqrt{n}$-consistent, then by (8.112), (8.117), and Proposition 8.113,

$$
Q_{n, L R}=Q_{n, N R}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

Similarly, by the representation of $\sqrt{n}\left(\widehat{\tau}_{n}-\tau_{0}\right)$ in (8.116) and (8.118),

$$
Q_{n, L R}=Q_{n, W}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

To summarize, we have obtained the following result for the Neyman-Rao, Wald, and likelihood ratio tests from Proposition 8.115.

Proposition 8.123. Under the conditions of Proposition 8.115 the NeymanRao statistic $Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)$ and the Wald statistic $Q_{n, W}\left(\tau_{0}, \widehat{\xi}_{n}\right)$ differ only by terms $o_{P_{\theta_{0}}^{\otimes n}}(1)$ as $n \rightarrow \infty$. If in addition the assumptions of Theorem 7.148 hold for the subfamily $\left(P_{\left(\tau_{0}, \xi\right)}\right)_{\xi \in \Xi\left(\tau_{0}\right)}$, then also the likelihood ratio statistic $Q_{n, L R}$ differs only by terms $o_{P_{\theta_{0}}^{\otimes n}}^{\otimes_{n}}(1)$ from $Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)$ and $Q_{n, W}\left(\tau_{0}, \widehat{\xi}_{n}\right)$ as $n \rightarrow \infty$.

Now we consider the likelihood ratio tests for special models.
Example 8.124. We consider the situation in Theorem 8.58. Let $\mathbb{A}_{h} \subseteq \mathbb{L}_{k} \subseteq \mathbb{R}^{n}$ be linear subspaces. Suppose we want to test in the model $\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\mathbb{N}\left(\mu, \sigma^{2} \mathbf{I}\right)\right)_{\mu \in \mathbb{L}_{k}}\right)$ $\mathrm{H}_{0}: \mu \in \mathbb{A}_{h}, \sigma^{2}>0$, versus $\mathrm{H}_{A}: \mu \in \mathbb{L}_{k} \backslash \mathbb{A}_{h}, \sigma^{2}>0$. The log-likelihood is given by

$$
\Lambda_{n}\left(\mu, \sigma^{2}\right)=\frac{n}{2}\left[-\ln \left(2 \pi \sigma^{2}\right)-\frac{\|x-\mu\|^{2}}{n \sigma^{2}}\right] .
$$

As for any linear subspace $\mathbb{L} \subset \mathbb{R}^{n}$ it holds $\mathbf{N}\left(\mu, \sigma^{2} \mathbf{I}\right)(\mathbb{L})=0$ we get, $\mathbf{N}\left(\mu, \sigma^{2} \mathbf{I}\right)$-a.s.,

$$
\begin{aligned}
\sup _{\mu \in \mathbb{L}, \sigma^{2}>0} \Lambda_{n}\left(\mu, \sigma^{2}\right) & =\sup _{\sigma^{2}>0} \Lambda_{n}\left(\Pi_{\mathbb{L}} x, \sigma^{2}\right) \\
=\Lambda_{n}\left(\Pi_{\mathbb{L}} x, \frac{1}{n}\left\|x-\Pi_{\mathbb{L}} x\right\|^{2}\right) & =\frac{n}{2}\left[-\ln \left(\frac{2 \pi}{n}\left\|x-\Pi_{\mathbb{L}} x\right\|^{2}\right)-1\right], \\
\sup _{\mu \in \mathbb{L}_{k}, \sigma^{2}>0} \Lambda_{n}\left(\mu, \sigma^{2}\right)-\sup _{\mu \in \mathbb{A}_{h}, \sigma^{2}>0} \Lambda_{n}\left(\mu, \sigma^{2}\right) & =\frac{n}{2} \ln \frac{\left\|x-\Pi_{\mathbb{A}_{h}} x\right\|^{2}}{\left\|x-\Pi_{\mathbb{L}_{k}} x\right\|^{2}},
\end{aligned}
$$

and $\mathbf{H}_{0}$ is rejected for large values of $\left\|x-\Pi_{\mathbb{A}_{h}} x\right\|^{2} /\left\|x-\Pi_{\mathbb{L}_{k}} x\right\|^{2}$. As $\left\|x-\Pi_{\mathbb{A}_{h}} x\right\|^{2}=$ $\left\|x-\Pi_{\mathbb{L}_{k}} x\right\|^{2}+\left\|\Pi_{\mathbb{L}_{k}} x-\Pi_{\mathbb{A}_{h}} x\right\|^{2}$ a test statistic that leads to the same test is

$$
F(x)=\frac{(n-k)\left\|\Pi_{\mathbb{L}_{k}} x-\Pi_{\mathbb{A}_{h}} x\right\|^{2}}{(k-h)\left\|x-\Pi_{\mathbb{L}_{k}} x\right\|^{2}}, \quad x \in \mathbb{R}^{n} .
$$

The test that rejects $\mathrm{H}_{0}$ for large values of $F$ is the $F$-test in Theorem 8.58.
Example 8.125. Here we construct tests for testing if the random variables $A$ and $B$ are independent, where $A$ and $B$ take on the values $1, \ldots, a$ and $1, \ldots, b$, respectively. We set $X=(A, B)$ and use the notation from Example 8.117. For $n$ independent observations $\left(A_{1}, B_{1}\right), \ldots,\left(A_{n}, B_{n}\right)$ we set $\mathbf{x}_{n}=\left(a_{1}, b_{1}, \ldots, a_{n}, b_{n}\right)$ and

$$
Y_{i, j, n}\left(\mathbf{x}_{n}\right)=\left|\left\{r:\left(a_{r}, b_{r}\right)=(i, j), 1 \leq r \leq n\right\}\right|, 1 \leq i \leq a, 1 \leq j \leq b
$$

Then the probability mass function is

$$
\begin{gathered}
f_{n, \theta}\left(a_{1}, b_{1}, \ldots, a_{n}, b_{n}\right)=\prod_{i=1, j=1}^{a, b} p_{i, j}^{Y_{i, j, n}\left(\mathbf{x}_{n}\right)}(\theta), \\
p_{i, j}(\theta)=\theta_{i, j}, \quad(i, j) \neq(a, b), \quad p_{a, b}(\theta)=1-\sum_{(i, j) \neq(a, b)} \theta_{i, j}, \\
\theta=\left(\theta_{1,1}, \ldots, \theta_{a, b-1}\right) \in \mathbb{S}_{a b-1}, \quad \theta_{a, b}=1-\sum_{(i, j) \neq(a, b)} \theta_{i, j},
\end{gathered}
$$

and the log-likelihood has the form

$$
\Lambda_{n}(\theta)=\sum_{i=1, j=1}^{a, b} Y_{i, j, n} \ln p_{i, j}(\theta)
$$

The likelihood equations are given by

$$
\frac{\partial}{\partial \theta_{k, l}} \sum_{i, j=1}^{a, b} Y_{i, j, n}\left(\mathbf{x}_{n}\right) \ln p_{i, j}(\theta)=0, \quad(k, l) \neq(a, b)
$$

so that

$$
\frac{Y_{k, l, n}}{p_{k, l}(\theta)}=\frac{Y_{a, b, n}}{p_{a, b}(\theta)}, \quad(k, l) \neq(a, b) .
$$

Denoting the right-hand side by $C$ we get $C p_{k, l}(\theta)=Y_{k, l, n}\left(\mathbf{x}_{n}\right)$, and by the sum over $k, l$ and $\sum_{k, l=1}^{a, b} Y_{k, l, n}\left(\mathbf{x}_{n}\right)=n$ we arrive at

$$
p_{k, l}\left(\widehat{\theta}_{n}\right)=\frac{1}{n} Y_{k, l, n}, \quad k=1, \ldots, a, l=1, \ldots, b .
$$

Thus we estimate $\theta$ by $\widehat{\theta}_{n}$, so that the $p_{k, l}\left(\widehat{\theta}_{n}\right)$ are the relative frequencies. We want to test if the components $A$ and $B$ are independent. The null hypothesis is given by $\Delta_{0}=\left\{\left(p_{i} q_{j}, 1 \leq i \leq a, 1 \leq j \leq b\right):\left(p_{1}, \ldots, p_{a-1}\right) \in \mathbb{S}_{a-1},\left(q_{1}, \ldots, q_{b-1}\right) \in \mathbb{S}_{b-1}\right\}$. Under the null hypothesis the likelihood equations read $p_{i} q_{j}=Y_{i, j, n} / n$. Taking the sum over $j=1, \ldots, b$ we get $p_{i}\left(\widetilde{\theta}_{n}\right)=Y_{i, \cdot, n} / n$, and analogously $q_{j}\left(\widetilde{\theta}_{n}\right)=Y_{\cdot, j, n} / n$. Thus the likelihood ratio statistic is

$$
\begin{aligned}
Q_{n, L R}=\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\widetilde{\theta}_{n}\right) & =\sum_{i=1, j=1}^{a, b} Y_{i, j, n}\left[\ln p_{i, j}\left(\widehat{\theta}_{n}\right)-\ln \left(p_{i}\left(\widetilde{\theta}_{n}\right) q_{j}\left(\widetilde{\theta}_{n}\right)\right)\right] \\
& =\sum_{i, j=1}^{a, b} Y_{i, j, n} \ln \frac{n Y_{i, j, n}}{Y_{i, \cdot, n} Y_{,, j, n}} .
\end{aligned}
$$

We rewrite this expression. Put

$$
\begin{equation*}
\widehat{P}_{n}=\sum_{i, j=1}^{a, b}\left(\frac{1}{n} Y_{i, j, n}\right) \boldsymbol{\delta}_{i, j}, \widehat{P}_{1, n}=\sum_{i=1}^{a}\left(\frac{1}{n} Y_{i, \cdot, n}\right) \boldsymbol{\delta}_{i}, \widehat{P}_{2, n}=\sum_{j=1}^{b}\left(\frac{1}{n} Y_{\cdot, j, n}\right) \boldsymbol{\delta}_{j} \tag{8.136}
\end{equation*}
$$

Then, similarly as in Example 8.117, it holds $Q_{n, L R}=n \mathrm{~K}\left(\widehat{P}_{n}, \widehat{P}_{1, n} \otimes \widehat{P}_{2, n}\right)$.
Proposition 8.126. (Test of Independence) Let $Y_{n}=\left(Y_{1,1, n}, \ldots, Y_{a, b, n}\right)$ have a multinomial distribution with parameter $\left(p_{1,1}, \ldots, p_{a, b}\right)$, where $p_{i, j}=$ $p_{i, \cdot} \cdot{ }_{\cdot, j}>0$. If $\vee$ is a convex function that is twice continuously differentiable in a neighborhood of $x_{0}=1$ and satisfies $\mathrm{v}^{\prime \prime}(1)>0$, and $\widehat{P}_{n}, \widehat{P}_{1, n}$, and $\widehat{P}_{2, n}$ are defined as in (8.136), then

$$
\mathcal{L}\left(\left(2 n / \mathrm{v}^{\prime \prime}(1)\right)\left[\mathrm{I}_{\mathrm{v}}\left(\widehat{P}_{n}, \widehat{P}_{1, n} \otimes \widehat{P}_{2, n}\right)-\mathrm{v}(1)\right]\right) \Rightarrow \mathrm{H}((a-1)(b-1))
$$

The sequence of tests

$$
\varphi_{n}= \begin{cases}1 & \text { if } \frac{2 n}{\mathrm{v}^{\prime \prime}(1)}\left[\mathrm{I}_{\mathrm{v}}\left(\widehat{P}_{n}, \widehat{P}_{1, n} \otimes \widehat{P}_{2, n}\right)-\mathrm{v}(1)\right]>\chi_{1-\alpha,(a-1)(b-1)}^{2} \\ 0 & \text { else }\end{cases}
$$

is an asymptotic level $\alpha$ test for testing

$$
\begin{aligned}
& \mathrm{H}_{0}: p_{i, j}=p_{i, \cdot} \cdot p_{\cdot, j}>0, \quad 1 \leq i \leq a, 1 \leq j \leq b, \quad \text { versus } \\
& \mathrm{H}_{A}: p_{i_{0}, j_{0}} \neq p_{i_{0}, \cdot} \cdot p_{\cdot, j_{0}}, \quad \text { for at least one }\left(i_{0}, j_{0}\right) .
\end{aligned}
$$

Proof. If $\mathrm{v}(x)=x \ln x$, then by Example 8.125 and Theorem 8.120 we get $\mathcal{L}\left(2 n \mathrm{~K}\left(\widehat{P}_{n}, \widehat{P}_{1, n} \otimes \widehat{P}_{2, n}\right)\right) \Rightarrow \mathrm{H}(d-k)$, where $d-k=(a b-1)-(a+b-2)=$ $(a-1)(b-1)$. Hence the statement holds for the convex function $\mathrm{v}(x)=x \ln x$. If $\mathrm{v}_{1}, \mathrm{v}_{2}$ are two twice continuously differentiable functions with $\mathrm{v}_{i}^{\prime \prime}(1)>0$, then the statement
$\frac{2 n}{\mathrm{v}_{1}^{\prime \prime}(1)}\left[\mathrm{I}_{\mathrm{v}_{1}}\left(\widehat{P}_{n}, \widehat{P}_{1, n} \otimes \widehat{P}_{2, n}\right)-\mathrm{v}_{1}(1)\right]=\frac{2 n}{\mathrm{v}_{2}^{\prime \prime}(1)}\left[\mathrm{I}_{\mathrm{v}_{2}}\left(\widehat{P}_{n}, \widehat{P}_{1, n} \otimes \widehat{P}_{2, n}\right)-\mathrm{v}_{2}(1)\right]+o_{\mathbb{P}}(1)$
can be established as in the proof of Lemma 8.118.
By specializing the convex function $v$ that appears in the above proposition one obtains classical tests for independence. Putting $\mathrm{v}(x)=(x-1)^{2}$ we get the $\chi^{2}$-test of independence. $\mathrm{v}(x)=x \ln x$ gives the likelihood ratio test. The choice of $\mathrm{v}(x)=(\sqrt{x}-1)^{2}$ leads to a test statistic that compares the joint empirical distribution $\widehat{P}_{n}$ with the product of marginals $\widehat{P}_{1, n} \otimes \widehat{P}_{2, n}$ by means of the Hellinger distance.

### 8.9 Locally Asymptotically Optimal Tests

### 8.9.1 Testing of Univariate Parameters

## Testing a Linear Contrast

Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be a parametrized family of distributions on $(\mathcal{X}, \mathfrak{A})$ with $\Delta \subseteq \mathbb{R}^{d}$ where we want to test the hypotheses $\mathrm{H}_{0}: \theta \in \Delta_{0}$ versus $\mathrm{H}_{A}: \theta \in \Delta_{A}$ for increasing sample sizes. We assume that the hypotheses are specified by a linear function of the parameter, say $c^{T} \theta$. If $\theta$ has dimension 1 , then we set $c=1$ so that the tests refer directly to the parameter $\theta \in \Delta$. If $\theta$ has dimension $d>1$, then for $c=(1,0, \ldots, 0)$ we test the first component of $\theta$, and the remaining components are nuisance parameters. For $c=(1,-1,0, \ldots, 0)$ we test the difference between the first and second component of $\theta$, and the remaining components are nuisance parameters. Especially, this case covers the comparison of two one-dimensional parameters in a two-sample problem.

We have seen already in Theorem 8.75 that for a fixed point in $\Delta_{A}$ the power of an asymptotic test typically tends to one, which is due to the fact
that for $\theta_{0} \neq \theta_{1}$ the sequences $P_{\theta_{0}}^{\otimes n}$ and $P_{\theta_{1}}^{\otimes n}$ are entirely separated. This means that the distributions $P_{\theta_{0}}^{\otimes n}$ and $P_{\theta_{1}}^{\otimes n}$ are, for large $n$, approximately concentrated on disjoint sets. A localization of the model, which has been introduced in Chapter 7 in the study of the efficiency of estimators, is also used here to turn to sequences of models for which the limiting models are not degenerate. To study the above testing problem we use a point $\theta_{0}$ from the boundary of the null hypothesis as the localization point and consider the localized models with $\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}$ and $\Delta_{n}=\left\{h: \theta_{0}+h / \sqrt{n} \in \Delta\right\}$. If $\theta_{0}$ is an interior point of $\Delta$, then $\Delta_{n} \uparrow \mathbb{R}^{d}$, so that every $h \in \mathbb{R}^{d}$ belongs to $\Delta_{n}$ for all sufficiently large $n$. Because of this we may use $\mathbb{R}^{d}$ as the parameter set for asymptotic testing problems. We imagine that the localization point is known in this section. This is in fact true if we test a simple null hypothesis and we localize the model at the null hypothesis. For other testing problems the power of tests that include a known localization point is used as a benchmark for tests lacking this knowledge.

Regardless of whether the sequence of models originates from a localization procedure, we consider the following asymptotic testing problems.

$$
\begin{array}{ll}
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right), & \Delta_{n} \uparrow \mathbb{R}^{d}, \\
\mathrm{H}_{0}: h \in \Delta_{0}, \quad \mathrm{H}_{A}: h \in \Delta_{A}, & \Delta_{0} \cap \Delta_{A}=\emptyset, \quad \Delta_{0} \cup \Delta_{A}=\mathbb{R}^{d} \tag{8.137}
\end{array}
$$

We have already introduced the concepts of asymptotic level $\alpha$ tests and asymptotic unbiased level $\alpha$ tests at (8.109).

Definition 8.127. Given a sequence of models $\mathcal{M}_{n}$ and the testing problem in (8.137) we call an asymptotic level $\alpha$ test $\varphi_{n}: \mathcal{X}_{n} \rightarrow_{m}[0,1]$ a locally asymptotically uniformly best (LAUMP) level $\alpha$ test if for every asymptotic level $\alpha$ test $\psi_{n}$ and every $h \in \Delta_{A}$ it holds

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(\mathrm{E}_{n, h} \varphi_{n}-\mathrm{E}_{n, h} \psi_{n}\right) \geq 0 \tag{8.138}
\end{equation*}
$$

An asymptotic unbiased level $\alpha$ test $\varphi_{n}$ is called a locally asymptotically uniformly best unbiased (LAUMPU) level $\alpha$ test if for every asymptotic unbiased level $\alpha$ test $\psi_{n}$ it holds (8.138) for every $h \in \Delta_{A}$.

Remark 8.128. The abbreviation LAUMP means locally asymptotically uniformly most powerful, where "uniformly" refers to the fact that (8.138) holds for every $h \in \Delta_{A}$. Similarly as before in the fixed sample size case, we use "best" instead of "most powerful" in the text, but maintain the traditional abbreviations LAUMP and LAUMPU. In all subsequent cases the limiting power $\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \psi_{n}$ of the best asymptotic test exists. If the ULAN condition holds, then (8.138) implies for every compact subset $C \subseteq \Delta_{A}$

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \inf _{h \in C}\left(\mathrm{E}_{n, h} \varphi_{n}-\mathrm{E}_{n, h} \psi_{n}\right) \geq 0 \tag{8.139}
\end{equation*}
$$

so that another uniformity comes into consideration. Sequences of tests that satisfy (8.139) are called locally asymptotically uniformly most powerful in Lehmann and Romano (2005).

The construction of locally asymptotically best level $\alpha$ tests consists of two steps. To derive an upper bound for the power of asymptotic tests we treat the testing problem as a decision problem with decision space $\mathcal{D}=\{0,1\}$ under the zero-one loss. Then minimizing the risk on the alternative means just maximizing the power. Hence asymptotic lower bounds for the risk turn into asymptotic upper bounds for the power function. We derive these bounds from the general Hájek-LeCam bound in Proposition 6.89. In a second step we search for tests that achieve these upper bounds. Such tests are typically constructed with the help of the limit model. Under the LAN condition the limit model is a Gaussian model and the central variable is a sufficient statistic, so that every test here is equivalent to a test that depends on the central variable. The construction principle for asymptotically best tests is to replace the central variable in the Gaussian model with the central sequence of the sequence of models.

Suppose that the sequence of models in (8.137) satisfies the LAN $\left(Z_{n}, \mathrm{I}_{0}\right)$ condition (see Definition 6.63) with positive definite Fisher information matrix $\mathrm{I}_{0}$. Then by Corollary 6.66 we have the weak convergence of models

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right) \Rightarrow \mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathrm{~N}\left(h, \mathrm{I}_{0}^{-1}\right)_{h \in \mathbb{R}^{d}}\right) .\right. \tag{8.140}
\end{equation*}
$$

If $Z_{n}$ is the central sequence, then the third lemma of LeCam (see Theorem 6.72) implies that

$$
\begin{equation*}
\mathcal{L}\left(\mathrm{I}_{0}^{-1} Z_{n} \mid P_{n, h}\right) \Rightarrow \mathrm{N}\left(h, \mathrm{I}_{0}^{-1}\right), \quad h \in \mathbb{R}^{d}, \tag{8.141}
\end{equation*}
$$

where in view of Corollary 6.73 the convergence is locally uniform if instead of the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition the stronger $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition is satisfied.

For a fixed vector $c$, a constant $d>0$, and $\sigma_{0}^{2}=c^{T} I_{0}^{-1} c$, we consider the following testing problems for the local parameter $h$.

| Testing Problem | $\mathrm{H}_{0}$ | $\mathrm{H}_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $c^{T} h \leq 0$ | $c^{T} h>0$ |
| $(I I)$ | $c^{T} h=0$ | $c^{T} h \neq 0$ |
| $(I I I)$ | $\left\|c^{T} h\right\| \geq d \sigma_{0}$ | $\left\|c^{T} h\right\|<d \sigma_{0}$ |
| $(I V)$ | $\left\|c^{T} h\right\| \leq d \sigma_{0}$ | $\left\|c^{T} h\right\|>d \sigma_{0}$ |

We recall the standard Gauss tests $\psi_{I}, \psi_{I I}, \psi_{I I I}, \psi_{I V}$ from (8.18), and Problem 8.23 which provides the power of the best tests in Theorem 8.22 for the model $\mathcal{G}_{0}$ in (8.140). We set $T_{n}=c^{T} I_{0}^{-1} Z_{n} / \sigma_{0}$ and

$$
\begin{align*}
& \mathrm{p}_{I}(h)=1-\Phi\left(u_{1-\alpha}-\left(c^{T} h\right) / \sigma_{0}\right) \\
& \mathrm{p}_{I I}(h)=1-\Phi\left(u_{1-\alpha / 2}-\left(c^{T} h\right) / \sigma_{0}\right)+\Phi\left(-u_{1-\alpha / 2}-\left(c^{T} h\right) / \sigma_{0}\right) \\
& \mathrm{p}_{I I I}(h)=\Phi\left(z_{d, \alpha}-\left(c^{T} h\right) / \sigma_{0}\right)-\Phi\left(-z_{d, \alpha}-\left(c^{T} h\right) / \sigma_{0}\right)  \tag{8.143}\\
& \mathrm{p}_{I V}(h)=1-\Phi\left(z_{d, 1-\alpha}-\left(c^{T} h\right) / \sigma_{0}\right)+\Phi\left(-z_{d, 1-\alpha}-\left(c^{T} h\right) / \sigma_{0}\right) .
\end{align*}
$$

Problem 8.129.* If the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition is satisfied, then it holds $\mathrm{p}_{i}(h)=$ $\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \psi_{i}\left(T_{n}\right)$ for $i=I, I I, I I I, I V$, where the convergence is locally uniform if the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition is satisfied.

Theorem 8.130. Assume the sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$ with $\Delta_{n} \uparrow \mathbb{R}^{d}$ satisfies the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition with a nonsingular Fisher information matrix $\mathrm{I}_{0}$. Let $\varphi_{I, n}, \ldots, \varphi_{I V, n}$ be asymptotic level $\alpha$ tests for the testing problems (I)-(IV) in (8.142), respectively. Assume in addition that $\varphi_{I I, n}$ and $\varphi_{I V, n}$ are asymptotically unbiased. Then for $i \in\{I, I I, I I I, I V\}$ it holds under $\mathrm{H}_{A}$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{i, n} \leq \mathrm{p}_{i}(h) \tag{8.144}
\end{equation*}
$$

The tests $\psi_{i}\left(T_{n}\right)$, with $\psi_{i}$ in (8.18), $i=I, I I, I I I, I V$, are asymptotic level $\alpha$ tests and attain the respective upper bounds, where the convergence is locally uniform if the $\operatorname{ULAN}\left(Z_{n}, 1_{0}\right)$ condition is satisfied.
Corollary 8.131. The tests $\psi_{i}\left(T_{n}\right), i=I, I I, I I I, I V$, have the following optimality properties for the testing problems in (8.142).

$$
\begin{array}{lll}
\psi_{I}\left(T_{n}\right) & \text { LAUMP for }(I), & \psi_{I I}\left(T_{n}\right) \text { LAUMPU for }(I I), \\
\psi_{I I I}\left(T_{n}\right) \text { LAUMP for }(I I I), & \psi_{I V}\left(T_{n}\right) \text { LAUMPU for }(I V) .
\end{array}
$$

Proof. Let $i \in\{I, I I I, I V, I I\}$. We use the decision space $\mathcal{D}=\{0,1\}$ and the zero-one loss function $L(h, a)=(1-a) I_{\Delta_{i, A}}(h)+a I_{\Delta_{i, 0}}(h)$. Let $\mathbb{D}_{i, \mathcal{G}_{0}}$ denote the set of all decisions $\varphi \boldsymbol{\delta}_{1}+(1-\varphi) \boldsymbol{\delta}_{0}$, where $\varphi$ is a level $\alpha$ test for the model $\mathcal{G}_{0}$. For $i \in\{I I, I V\}$ we require in addition that the tests in $\mathbb{D}_{i, \mathcal{G}_{0}}$ are unbiased. As the weak convergence of such decisions defined by tests is just the convergence of power functions (see Definition 6.83) we get that $\mathbb{D}_{i, \mathcal{G}_{0}}$ is closed. From the convergence (8.140) and Proposition 6.89 we get for any fixed $h$ from the alternative,

$$
\limsup _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{i, n} \leq \sup _{\varphi \in \mathbb{D}_{i, \mathcal{G}_{0}}} \int \varphi(x) \mathrm{N}\left(h, \mathrm{I}_{0}^{-1}\right)(d x) .
$$

The convergence $\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \psi_{i}\left(T_{n}\right)=\mathrm{p}_{i}(h)$, including the local uniform convergence, was established already in Problem 8.129. To conclude the proof it remains to remark that according to Theorem 8.22 it holds

$$
\sup _{\varphi \in \mathbb{D}_{i, \mathcal{G}_{0}}} \int \varphi(x) \mathrm{N}\left(h, I_{0}^{-1}\right)(d x)=\mathrm{p}_{i}(h) .
$$

## Tests in One-Parameter Families

In this section we consider one-parameter families $\left(P_{\theta}\right)_{\theta \in(a, b)}$, where we want to test if the true parameter is in a certain range, that is related to a given norm value. Depending on the concrete situation we have four different types of testing problems. For a fixed $\theta_{0} \in(a, b)$ we consider the localized models

$$
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n}, P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}, \quad \Delta_{n}=\left\{h: a<\theta_{0}+h / \sqrt{n}<b\right\},
$$

and for a fixed constant $d>0$ the following testing problems.

| Testing Problem | $\mathrm{H}_{0}$ | $\mathrm{H}_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $h \leq 0$ | $h>0$ |
| $(I I)$ | $h=0$ | $h \neq 0$ |
| $(I I I)$ | $\|h\| \geq d \mathrm{I}^{-1 / 2}\left(\theta_{0}\right)$ | $\|h\|<d \mathrm{I}^{-1 / 2}\left(\theta_{0}\right)$ |
| $(I V)$ | $\|h\| \leq d \mathrm{I}^{-1 / 2}\left(\theta_{0}\right)$ | $\|h\|>d \mathrm{I}^{-1 / 2}\left(\theta_{0}\right)$ |

The meaning of $(I)$ and $(I I)$ is clear. In (III) we want to detect if there is only a small deviation from the norm value $\theta_{0}$. Tests for $(I I I)$ are called equivalence tests. In (IV) we want to detect if there is more than a small deviation from the norm value $\theta_{0}$.

We suppose that $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is $\mathbb{L}_{2}$-differentiable with derivative $\dot{L}_{\theta_{0}}$ and Fisher information $\mathrm{I}\left(\theta_{0}\right)$, and we set

$$
\begin{equation*}
Z_{n}\left(\theta_{0}\right)=n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right) \quad \text { and } \quad T_{n}\left(\theta_{0}\right)=\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) Z_{n}\left(\theta_{0}\right) \tag{8.146}
\end{equation*}
$$

Proposition 8.132. Suppose the family $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$ with positive Fisher information $I\left(\theta_{0}\right)$. Let $\varphi_{I, n}, \ldots, \varphi_{I V, n}$ be asymptotic level $\alpha$ tests for the testing problems $(I)-(I V)$ in (8.145), respectively, where $\varphi_{I I, n}$ and $\varphi_{I V, n}$ are in addition asymptotically unbiased. Then for $i=I, \ldots, I V$, under the alternative $\mathrm{H}_{A}$, it holds

$$
\limsup _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{i, n} \leq \mathrm{p}_{i}(h),
$$

where $\mathrm{p}_{i}(h)$ is given by (8.143) with $c=1$. The asymptotic upper bounds for the power are locally uniformly attained by the respective tests $\psi_{i}\left(T_{n}\left(\theta_{0}\right)\right)$.

Corollary 8.133. The tests $\psi_{i}\left(T_{n}\left(\theta_{0}\right)\right), i=I, I I, I I I, I V$, have the following optimality properties for the testing problems in (8.145).

$$
\begin{array}{lll}
\psi_{I}\left(T_{n}\left(\theta_{0}\right)\right) & \text { LAUMP for }(I), & \psi_{I I}\left(T_{n}\left(\theta_{0}\right)\right) \text { LAUMPU for }(I I), \\
\psi_{I I I}\left(T_{n}\left(\theta_{0}\right)\right) \text { LAUMP for }(I I I), & \psi_{I V}\left(T_{n}\left(\theta_{0}\right)\right) \text { LAUMPU for }(I V)
\end{array}
$$

Proof. The $\mathbb{L}_{2}$-differentiability implies the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}\left(\theta_{0}\right)\right)$ condition. The statement follows from Theorem 8.130 and its corollary if we observe that $c=1, \sigma_{0}^{2}=\mathrm{I}_{0}^{-1}$, and $T_{n}\left(\theta_{0}\right)=c^{T} \mathrm{I}_{0}^{-1} Z_{n}\left(\theta_{0}\right) / \sigma_{0}=\mathrm{I}_{0}^{-1 / 2} Z_{n}$.

The test $\psi_{I I I}\left(\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) Z_{n}\left(\theta_{0}\right)\right)$ is an equivalence test. The asymptotic power of such tests is studied in Lehmann and Romano (2005) and Romano (2005). A nonparametric approach to equivalence tests is given in Janssen (2000). The tests $\psi_{I}\left(T_{n}\left(\theta_{0}\right)\right)$ and $\psi_{I I}\left(T_{n}\left(\theta_{0}\right)\right)$, known as Rao's score tests, were studied in Rao (1947). Wald (1939, 1941a,b, 1943) used the MLE to construct asymptotic level $\alpha$ tests and studied the power.

To discuss the relations between the above tests and the Wald-type tests based on the MLE we suppose that the assumptions of Theorem 7.148 are satisfied. Then the MLE satisfies

$$
\sqrt{n} \boldsymbol{I}\left(\theta_{0}\right)\left(\widehat{\theta}_{n}-\theta_{0}\right)=n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1)
$$

We replace the central sequence with $\sqrt{n} \mathrm{I}\left(\theta_{0}\right)\left(\widehat{\theta}_{n}-\theta_{0}\right)$ to get tests that are again asymptotic level $\alpha$ tests and have under local alternatives the same asymptotic behavior as the tests in Proposition 8.132. Although the tests based on $Z_{n}$ and $\sqrt{n} I\left(\theta_{0}\right)\left(\widehat{\theta}_{n}-\theta_{0}\right)$ are equivalent under the null hypothesis, and by the contiguity in Corollary 6.67 also under local alternatives, the situation changes if we turn to fixed alternatives. Consider, for example, the case where the MLE is consistent at every $\theta_{0}$ and the testing problem is $\mathrm{H}_{0}: \theta=\theta_{0}$ versus $\mathrm{H}_{A}: \theta \neq \theta_{0}$. It is easy to see that for $\theta \neq \theta_{0}$ it holds $\mathrm{E}_{\theta} \psi_{I I}\left(\sqrt{n} \mathrm{I}\left(\theta_{0}\right)\left(\hat{\theta}_{n}-\theta_{0}\right)\right) \rightarrow$ 1 so that the error probabilities of the second kind tend to zero and the sequence of tests is consistent in this sense. On the other hand, Proposition 8.132 needs only the $\mathbb{L}_{2}$-differentiability, but the consistency of the asymptotic test $\psi_{I I}\left(T_{n}\left(\theta_{0}\right)\right)$ remains open. Moreover, Rao's score tests can be applied in nonparametric models by considering a one-parameter subfamily. In this case there is no MLE available to construct a Wald-type test.

The following example deals with a one-parameter exponential family.
Example 8.134. Let $\left(P_{\theta}\right)_{\theta \in(a, b)}$ be a one parameter exponential family with generating statistic $T$. The family $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is $\mathbb{L}_{2}$-differentiable at every $\theta_{0} \in(a, b)$ with derivative $\dot{L}_{\theta_{0}}=\left(T-K^{\prime}\left(\theta_{0}\right)\right)$ and Fisher information $\boldsymbol{I}\left(\theta_{0}\right)=K^{\prime \prime}\left(\theta_{0}\right)$, see Example 1.120. Hence the central sequence $Z_{n}$ is given by

$$
Z_{n}\left(\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(T\left(X_{i}\right)-K^{\prime}\left(\theta_{0}\right)\right)
$$

If we use $T_{\oplus n}=\sum_{i=1}^{n} T\left(X_{i}\right)$ instead of $T$ in the Theorems 8.6, 8.8, and 8.11 we see that the tests $\psi_{i}\left(T_{n}\left(\theta_{0}\right)\right)$ are just asymptotic versions of the corresponding tests in these theorems in the sense that the tests are nonrandomized tests and the critical values, at which the null hypothesis is rejected, are determined with the help of the normal approximation $\mathcal{L}\left(Z_{n} \mid P_{\theta_{0}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, \mathrm{I}\left(\theta_{0}\right)\right)$.

The next example deals with the important class of location models.

Example 8.135. We consider location models. Let $f$ be a Lebesgue density on $\mathbb{R}$, and let $P_{\theta}$ be the distribution with Lebesgue density $f(x-\theta)$. If $f(x)>0$ for every $x \in \mathbb{R}, f$ is absolutely continuous, and $\mathbf{I}:=\int\left(\left(f^{\prime}\right)^{2} / f\right) d \boldsymbol{\lambda}<\infty$, then we know from Lemma 1.121 that the family $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ is $\mathbb{L}_{2}$-differentiable at every $\theta_{0} \in \mathbb{R}$ with derivative $\dot{L}_{\theta_{0}}(x)=-f^{\prime}\left(x-\theta_{0}\right) / f\left(x-\theta_{0}\right)$ and Fisher information I. We assume without loss of generality that $\theta_{0}=0$. A localization at $\theta_{0}=0$ gives the central sequence and the distribution under local alternatives $P_{h / \sqrt{n}}^{\otimes n}$, respectively,

$$
Z_{n}=-\frac{1}{\sqrt{n}} \sum_{i=1}^{n} f^{\prime}\left(X_{i}\right) / f\left(X_{i}\right) \quad \text { and } \quad \mathcal{L}\left(Z_{n} \mid P_{h / \sqrt{n}}^{\otimes n}\right) \Rightarrow \mathrm{N}(\mathrm{I} h, \mathrm{I}) .
$$

Then the tests $\psi_{i}\left(\mathrm{I}^{-1 / 2} Z_{n}\right)$ for the local alternatives in (8.145) have under local alternatives the asymptotic power $\mathrm{p}_{i}(h)$, where $\mathrm{p}_{i}(h)$ is given by (8.143) with $c=1$. Moreover they have the optimality properties stated in Corollary 8.133. Some special densities and their score functions are shown below, where we assume that $\beta>1 / 2$.

| $f$ | $c(\beta) \exp \left\{-\|x\|^{\beta}\right\}$ | $\frac{1}{2} \exp \{-\|x\|\}$ | $\frac{1}{\sqrt{2 \pi}} \exp \left\{-x^{2} / 2\right\}$ | $\frac{1}{\pi\left(1+x^{2}\right)}$ |
| :--- | :--- | :--- | :--- | :--- |
| $-f^{\prime} / f$ | $\beta \operatorname{sgn}(x)\|x\|^{\beta-1}$ | $\operatorname{sgn}(x)$ | $x$ | $\frac{2 x}{1+x^{2}}$ |

The question arises as to what happens if we use the score function from a model which is different from the model from which the data originate, and why we should do that. For example, the score function for the Laplace distribution is $\operatorname{sgn}(x)$, which is a bounded function. Hence for data from a normal distribution gross error outliers have less influence on the inference than for the exact and unbounded score function $-f^{\prime}(x) / f(x)=x$. Hence the "false" score function protects us against such outliers. Now to the efficiency. If $X_{1}, \ldots, X_{n}$ is the observed sample we set $\varepsilon_{i}=\operatorname{sgn}\left(X_{i}\right)$ and $T_{n}=\sum_{i=1}^{n} \varepsilon_{i}$. We consider the one-sided testing problem $\mathrm{H}_{0}: \theta \leq 0$ versus $\mathrm{H}_{A}: \theta>0$ and the test $\psi_{n}=I_{\left(u_{1-\alpha}, \infty\right)}\left(T_{n} / \sqrt{n}\right)$. By construction $\mathrm{E}_{n, 0} \psi_{n} \rightarrow \alpha$. To calculate the power we note that by Corollary 6.74,

$$
\begin{aligned}
& \mathcal{L}\left(T_{n} / \sqrt{n} \mid \mathbf{N}^{\otimes n}(h / \sqrt{n}, 1)\right) \Rightarrow \mathbf{N}\left(\sigma_{1,2} h, 1\right), \quad \text { where } \\
& \sigma_{1,2}=\int\left[\operatorname{sgn}(x) \varphi_{0,1}^{\prime}(x) / \varphi_{0,1}(x)\right] \varphi_{0,1}(x) d x=\int \operatorname{sgn}(x) x \varphi_{0,1}(x) d x=\sqrt{2 / \pi} .
\end{aligned}
$$

On the other hand, the finite and asymptotically optimal test is the Gauss test $\varphi_{n}=I_{\left(u_{1-\alpha}, \infty\right)}\left(n^{1 / 2} \bar{X}_{n}\right)$. Obviously $\mathcal{L}\left(\sqrt{n} \bar{X}_{n} \mid \mathbf{N}^{\otimes n}(h / \sqrt{n}, 1)\right)=\mathrm{N}(h, 1)$. Hence we obtain the following asymptotic power under local alternatives.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \psi_{n}=1-\Phi\left(u_{1-\alpha}-h \sqrt{2 / \pi}\right), \quad \lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{n}=1-\Phi\left(u_{1-\alpha}-h\right), \tag{8.147}
\end{equation*}
$$

so that $\varphi_{n}$ has larger asymptotic power than $\psi_{n}$, but not by much.
In the previous example we have studied the efficiency of various asymptotic tests for the location model. Now we study the efficiency of tests systematically. We use asymptotically linear statistics to construct tests. Such statistics have appeared already at several places. For asymptotic tests that are based on such statistics the investigation of asymptotic power can be reduced to a comparison of the influence function and the score function $\dot{L}_{\theta_{0}}$
that appears in the central sequence. More precisely, suppose that the model under consideration is a one-parameter model for which we study the localized models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right)$ and the hypotheses in (8.145). For simplicity of the formulation we confine ourselves to the first testing problem. We fix an influence function $\Psi \in \mathbb{L}_{2}^{0}\left(P_{\theta_{0}}\right)$, set $\sigma_{1,1}=\mathrm{E}_{\theta_{0}} \Psi^{2}$, and construct the sequence of tests

$$
\begin{equation*}
\varphi_{\Psi, n}:=I_{\left(u_{1-\alpha}, \infty\right)}\left(\sigma_{1,1}^{-1 / 2} n^{-1 / 2} \sum_{i=1}^{n} \Psi\left(X_{i}\right)\right) \tag{8.148}
\end{equation*}
$$

To calculate the asymptotic power we note that by Corollary 6.74,

$$
\begin{align*}
& \mathcal{L}\left(\sigma_{1,1}^{-1 / 2} n^{-1 / 2} \sum_{i=1}^{n} \Psi\left(X_{i}\right) \mid P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(h \sigma_{1,1}^{-1 / 2} \sigma_{1,2}, 1\right), \\
& \lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{\Psi, n}=1-\Phi\left(u_{1-\alpha}-h \sigma_{1,1}^{-1 / 2} \sigma_{1,2}\right), \quad \sigma_{1,2}=\mathrm{E}_{\theta_{0}}\left(\Psi \dot{L}_{\theta_{0}}\right) . \tag{8.149}
\end{align*}
$$

These expressions for the asymptotic power lead to the concept of asymptotic relative efficiency. Assume that $\varphi_{n}$ and $\widetilde{\varphi}_{n}$ are any asymptotic level $\alpha$ tests for which locally uniform for $h>0$ and for some nonnegative $\gamma$ and $\widetilde{\gamma}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{n}=1-\Phi\left(u_{1-\alpha}-h \gamma\right), \quad \lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \widetilde{\varphi}_{n}=1-\Phi\left(u_{1-\alpha}-h \widetilde{\gamma}\right) \tag{8.150}
\end{equation*}
$$

Then

$$
\begin{equation*}
\operatorname{ARE}\left(\widetilde{\varphi}_{n}: \varphi_{n} \mid P_{n, h}\right):=\widetilde{\gamma}^{2} / \gamma^{2} \tag{8.151}
\end{equation*}
$$

is called the asymptotic relative efficiency (ARE) of the asymptotic level $\alpha$ test $\widetilde{\varphi}_{n}$ with respect to the asymptotic level $\alpha$ test $\varphi_{n}$. It admits a simple interpretation in localized models $P_{n, \theta_{0}+h / \sqrt{n}}^{\otimes n}$. Suppose $\beta:=\widetilde{\gamma}^{2} / \gamma^{2}<1$. For every $n$, we take, instead of the test $\varphi_{n}$ based on the sample size $n$, the test $\varphi_{[\beta n]}$ which uses only the observations $X_{1}, \ldots, X_{[\beta n]}$ and neglects $X_{[\beta n]+1}, \ldots, X_{n}$. Then we get from (8.150)

$$
\lim _{n \rightarrow \infty} E_{n, h} \varphi_{[\beta n]}=1-\Phi\left(u_{1-\alpha}-\sqrt{\beta} h \gamma\right)=1-\Phi\left(u_{1-\alpha}-h \widetilde{\gamma}\right)
$$

Thus we see that the sequence of tests $\varphi_{[\beta n]}$ based on the sample size $[\beta n]$ has asymptotically the same power as the tests $\widetilde{\varphi}_{n}$ based on the sample size $n$. This means that $\varphi_{n}$ is more efficient than $\widetilde{\varphi}_{n}$, as already a sample of size $[\beta n]$ is sufficient to produce the same power as $\widetilde{\varphi}_{n}$ for $n \rightarrow \infty$. For example, we get from (8.147) that for a normal population, and the problem of testing $\mu$, the median test $\psi_{n}$ has with respect to the Gauss test $\varphi_{n}$ the asymptotic relative efficiency $\operatorname{ARE}\left(\psi_{n}: \varphi_{n} \mid P_{n, h}\right)=2 / \pi$.

Within the class of tests that are based on linearized statistics the ARE is just the squared ratio of the correlations of the influence functions and the derivative of the model. For any two random variables $X, Y$ we denote by $\rho_{\theta_{0}}(X, Y)$ their correlation under $P_{\theta_{0}}$.

Proposition 8.136. Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ with $\Delta \subseteq \mathbb{R}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with derivative $\dot{L}_{\theta_{0}}$ and positive Fisher information $\boldsymbol{I}\left(\theta_{0}\right)$. Let $\Psi, \widetilde{\Psi} \in \mathbb{L}_{2}^{0}\left(P_{\theta_{0}}\right)$. If $\varphi_{\Psi, n}$ and $\varphi_{\tilde{\Psi}, n}$ are the tests which are defined by the influence functions $\Psi$ and $\widetilde{\Psi}$, see (8.148), then it holds

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{\widetilde{\Psi}, n} & =1-\Phi\left(u_{1-\alpha}-\rho_{\theta_{0}}\left(\widetilde{\Psi}, \dot{L}_{\theta_{0}}\right) h \mathbf{I}^{1 / 2}\left(\theta_{0}\right)\right), \\
\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \varphi_{\Psi, n} & =1-\Phi\left(u_{1-\alpha}-\rho_{\theta_{0}}\left(\Psi, \dot{L}_{\theta_{0}}\right) h \mathbf{I}^{1 / 2}\left(\theta_{0}\right)\right),
\end{aligned}
$$

and $\operatorname{ARE}\left(\varphi_{\widetilde{\Psi}, n}: \varphi_{\Psi, n} \mid P_{n, h}\right)=\rho_{\theta_{0}}^{2}\left(\widetilde{\Psi}, \dot{L}_{\theta_{0}}\right) / \rho_{\theta_{0}}^{2}\left(\Psi, \dot{L}_{\theta_{0}}\right)$.
Proof. The statement follows from (8.149).
Remark 8.137. To illustrate the concept of ARE we have studied only the testing problem $I$ in (8.145). However, from that display one can see that the ratio $\widetilde{\gamma}^{2} / \gamma^{2}$ on the right-hand side of (8.151) admits the same interpretation via the sample sizes for the other testing problems $I I, I I I, I V$.

The ARE was introduced by Pitman (1949). Lehmann and Romano (2005) refer to an unpublished set of lecture notes and point out that Pitman developed the ARE concept and applied it to several examples, including the Wilcoxon test. Noether (1955) generalized Pitman's results.

In the remainder of this section we present the proof of Theorem 7.162. Its proof had been postponed as it requires results on locally optimal tests. The proof below is taken from Witting and Müller-Funk (1995).

Proof. (LeCam-Bahadur's Theorem 7.162) Fix $u \in \mathbb{R}^{d}$. The assumption on $T_{n}$ implies $\mathcal{L}\left(\sqrt{n} u^{T}\left(T_{n}-\theta\right) \mid P_{\theta}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(0, u^{T} \Sigma(\theta) u\right), \theta \in \Delta$. This means that

$$
f_{n}(\theta, u):=\left|\frac{1}{2}-P_{\theta}^{\otimes n}\left(\sqrt{n} u^{T}\left(T_{n}-\theta\right)>0\right)\right| \rightarrow 0, \quad \theta \in \Delta, u \in \mathbb{R}^{d}
$$

We extend $f_{n}(\theta, u)$ by setting $f_{n}(\theta, u)=0$ if $\theta \in \mathbb{R}^{d} \backslash \Delta, u \in \mathbb{R}^{d}$. Then

$$
\begin{aligned}
& \int f_{n}(\theta+v / \sqrt{n}, u) \mathrm{N}(0, \mathbf{I})(d \theta) \\
= & \int(2 \pi)^{-n / 2} f_{n}(t, u) \exp \left\{-\frac{1}{2}(t-v / \sqrt{n})^{T}(t-v / \sqrt{n})\right\} \boldsymbol{\lambda}_{d}(d t) .
\end{aligned}
$$

As $(t-v / \sqrt{n})^{T}(t-v / \sqrt{n}) \geq t^{T} t-2 t^{T} v / \sqrt{n} \geq \frac{1}{2} t^{T} t$ for $\|v / \sqrt{n}\| \leq\|t\| / 4$ we may apply Lebesgue's theorem to the above integral and get for every $v \in \mathbb{R}^{d}$

$$
f_{n}(\theta+v / \sqrt{n}) \rightarrow^{\mathrm{N}(0, \mathbf{I})} 0 .
$$

Let $\mathbb{D}$ be a countable dense subset of $\mathbb{R}^{d}$. As every stochastic convergent sequence contains an a.s. convergent subsequence (see Proposition A.12) and
$\mathbb{D}$ is countable, we may use the diagonal technique to find a universal subsequence $n_{k}$ and a Borel set $N$ with $\mathrm{N}(0, \mathbf{I})(N)=0$ such that for every $\theta \in \Delta \backslash N$ and $u, v \in \mathbb{D}$,

$$
P_{\theta+v / \sqrt{n_{k}}}^{\otimes n}\left(\sqrt{n_{k}} u^{T}\left(T_{n_{k}}-\theta\right)>u^{T} v\right) \rightarrow \frac{1}{2} .
$$

We fix $\theta_{0} \in \Delta \backslash N$. As $\Delta$ is open it holds $\theta_{0}+\eta v / \sqrt{n} \in \Delta$ for all sufficiently large $n$. The family $Q_{\eta}=P_{\theta_{0}+\eta v}$ is $\mathbb{L}_{2}$-differentiable at $\eta_{0}=0$ with derivative $v^{T} \dot{L}_{\theta}$ and Fisher information $v^{T} \mathbf{I}\left(\theta_{0}\right) v$; see Proposition 1.112. We consider the testing problem $\mathrm{H}_{0}: \eta \leq 0$ versus $\mathrm{H}_{A}: \eta>0$. Then by (8.144), every asymptotic level $\alpha$ test $\varphi_{n}$ satisfies for $\eta=1$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathrm{E}_{n, 1} \varphi_{n} \leq 1-\Phi\left(u_{1-\alpha}-\left(v^{T} \mathbf{I}\left(\theta_{0}\right) v\right)^{1 / 2}\right) \tag{8.152}
\end{equation*}
$$

The assumption $\mathcal{L}\left(\sqrt{n}\left(T_{n}-\theta\right) \mid P_{\theta}^{\otimes n}\right) \Rightarrow \mathrm{N}(0, \Sigma(\theta))$ implies that for $u \in \mathbb{D}$, $u \neq 0$ the tests $\psi_{n}=I_{\left(u^{T} v, \infty\right)}\left(\sqrt{n} u^{T}\left(T_{n}-\theta_{0}\right)\right)$, satisfy

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathrm{E}_{n, 0} \psi_{n} & =\lim _{n \rightarrow \infty} P_{\theta_{0}}^{\otimes n}\left(\sqrt{n} u^{T}\left(T_{n}-\theta_{0}\right)>u^{T} v\right)=1-\Phi_{0, u^{T} \Sigma\left(\theta_{0}\right) u}\left(u^{T} v\right) \\
& =1-\Phi\left(\left(u^{T} \Sigma\left(\theta_{0}\right) u\right)^{-1 / 2}\left(u^{T} v\right)\right) .
\end{aligned}
$$

Put $\alpha_{0}=1-\Phi\left(\left(u^{T} \Sigma\left(\theta_{0}\right) u\right)^{-1 / 2}\left(u^{T} v\right)\right)$ so that $u_{1-\alpha_{0}}=\left(u^{T} \Sigma\left(\theta_{0}\right) u\right)^{-1 / 2}\left(u^{T} v\right)$. Then $\psi_{n}$ becomes an asymptotic level $\alpha_{0}$ test. As $\lim _{k \rightarrow \infty} \mathrm{E}_{n_{k}, 1} \psi_{n_{k}}=1 / 2$ by the construction of the subsequence $n_{k}$ we get from (8.152),

$$
\frac{1}{2} \leq 1-\Phi\left(\left(u^{T} \Sigma\left(\theta_{0}\right) u\right)^{-1 / 2}\left(u^{T} v\right)-\left(v^{T} \mathbf{I}\left(\theta_{0}\right) v\right)^{1 / 2}\right)
$$

which implies $\left(u^{T} v\right)^{2} \leq\left(u^{T} \Sigma\left(\theta_{0}\right) u\right)\left(v^{T} \mathbf{I}\left(\theta_{0}\right) v\right)$, for every $u, v \in \mathbb{D}, u \neq 0$. As the left- and right-hand terms are continuous functions of $u$ and $v$, we obtain

$$
\left(u^{T} v\right)^{2} \leq\left(u^{T} \Sigma\left(\theta_{0}\right) u\right)\left(v^{T} \mathbf{I}\left(\theta_{0}\right) v\right), \quad u, v \in \mathbb{R}^{d} .
$$

Put $v=\mathrm{I}^{-1}\left(\theta_{0}\right) u$ to conclude $u^{T} \mathbf{I}^{-1}\left(\theta_{0}\right) u \leq u^{T} \Sigma\left(\theta_{0}\right) u$ for every $u \in \mathbb{R}^{d}$, and the proof is completed.

## Testing Univariate Parameters in Multivariate Models

In this section we consider the case where the parameter vector $\theta=\left(\tau, \xi^{T}\right)^{T}$ consists of a one-dimensional parameter $\tau$ of interest and a $d-1$ dimensional nuisance parameter $\xi$. We assume that the model is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in$ $\Delta^{0}$. According to the partition of the parameter $\theta$ we have the following partitions of the $\mathbb{L}_{2}$-derivative of the model and the central sequence.

$$
\begin{equation*}
\dot{L}_{\theta_{0}}=\binom{U_{\theta_{0}}}{V_{\theta_{0}}}, Z_{n}\left(\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\binom{U_{\theta_{0}}\left(X_{i}\right)}{V_{\theta_{0}}\left(X_{i}\right)}, \theta_{0}=\binom{\tau_{0}}{\xi_{0}} \in \Delta^{0} . \tag{8.153}
\end{equation*}
$$

The Neyman-Rao statistic

$$
\begin{align*}
S_{n, N R}\left(\theta_{0}\right) & =n^{-1 / 2} \sum_{i=1}^{n} W_{\theta_{0}}\left(X_{i}\right), \quad \text { where } \\
W_{\theta_{0}} & =U_{\theta_{0}}-I_{1,2}\left(\theta_{0}\right) I_{2,2}^{-1}\left(\theta_{0}\right) V_{\theta_{0}}, \tag{8.154}
\end{align*}
$$

has been introduced in (8.112). We consider the localized models

$$
\begin{align*}
& \mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\tau_{0}+h / \sqrt{n}, \xi_{0}+g / \sqrt{n}}^{\otimes n}\right)_{(h, g) \in \Delta_{n}}\right)  \tag{8.155}\\
& \Delta_{n}=\left\{(h, g):\left(\tau_{0}+h / \sqrt{n},\left(\xi_{0}+g / \sqrt{n}\right)^{T}\right)^{T} \in \Delta\right\} .
\end{align*}
$$

It holds

$$
\begin{aligned}
\mathrm{E}_{\theta_{0}}\left(U_{\theta_{0}} W_{\theta_{0}}\right) & =\mathrm{E}_{\theta_{0}} W_{\theta_{0}}^{2} \\
& =\mathrm{I}_{1,1}\left(\theta_{0}\right)-\mathrm{I}_{1,2}\left(\theta_{0}\right) \mathrm{I}_{2,2}^{-1}\left(\theta_{0}\right) \mathrm{I}_{2,1}\left(\theta_{0}\right)=\mathrm{G}\left(\theta_{0}\right)
\end{aligned}
$$

As $\mathrm{E}_{\theta_{0}}\left(W_{\theta_{0}} V_{\theta_{0}}^{T}\right)=0$ we get from Corollary 6.73 for $\left(h, g^{T}\right)^{T} \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\mathcal{L}\left(S_{n, N R}\left(\theta_{0}\right) \mid P_{\tau_{0}+h / \sqrt{n}, \xi_{0}+g / \sqrt{n}}^{\otimes n}\right) \Rightarrow \mathrm{N}\left(\mathrm{G}\left(\theta_{0}\right) h, \mathrm{G}\left(\theta_{0}\right)\right) \tag{8.156}
\end{equation*}
$$

For the sequence of models (8.155) we consider the following hypotheses.

| Testing Problem | $\mathrm{H}_{0}$ | $\mathrm{H}_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $h \leq 0, g \in \mathbb{R}^{d-1}$ | $h>0, g \in \mathbb{R}^{d-1}$ |
| $(I I)$ | $h=0, g \in \mathbb{R}^{d-1}$ | $h \neq 0, g \in \mathbb{R}^{d-1}$ |

We normalize the Neyman-Rao statistic in (8.154) and set

$$
T_{n}\left(\theta_{0}\right)=\mathrm{G}^{-1 / 2}\left(\theta_{0}\right) S_{n, N R}\left(\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathrm{G}^{-1 / 2}\left(\theta_{0}\right) W_{\theta_{0}}\left(X_{i}\right)
$$

The following result goes back to Neyman (1959), who constructed an asymptotically optimal test in the presence of nuisance parameters.

Theorem 8.138. (Neyman's Test) Suppose the family $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}^{d}$, satisfies condition (A10) and $\boldsymbol{I}\left(\theta_{0}\right)$ is nonsingular. Let $\theta=\left(\tau, \xi^{T}\right)^{T}$, and suppose $\widetilde{\xi}_{n}$ is a $\sqrt{n}$-consistent estimator of $\xi$ for the sequence of submodels $\left(P_{\left(\tau_{0}, \xi\right)}^{\otimes n}\right)_{\xi \in \Xi\left(\tau_{0}\right)}$. Let $\alpha \in(0,1)$ be fixed. Then

$$
\psi_{I}\left(T_{n}\left(\tau_{0}, \widetilde{\xi}_{n}\right)\right), \quad \text { where } \psi_{I}(t)=I_{\left(u_{1-\alpha}, \infty\right)}(t), t \in \mathbb{R}
$$

is a LAUMP level $\alpha$ test for testing problem ( $I$ ) in (8.157), and

$$
\psi_{I I}\left(T_{n}\left(\tau_{0}, \widetilde{\xi}_{n}\right)\right), \quad \text { where } \psi_{I I}(t)=I_{\left(-\infty,-u_{1-\alpha / 2}\right)}(t)+I_{\left(u_{1-\alpha / 2}, \infty\right)}(t), t \in \mathbb{R}
$$

is a LAUMPU level $\alpha$ test for testing problem (II) in (8.157).

Proof. By Theorem 8.130 the test $\psi_{I}\left(T_{n}\left(\tau_{0}, \xi_{0}\right)\right)$ is a LAUMP level $\alpha$ test and $\psi_{I I}\left(T_{n}\left(\tau_{0}, \xi_{0}\right)\right)$ is a LAUMPU level $\alpha$ test. It follows from Proposition 8.113 that

$$
T_{n}\left(\tau_{0}, \widetilde{\xi}_{n}\right)=T_{n}\left(\tau_{0}, \xi_{0}\right)+o_{P_{\left(\tau_{0}, \xi_{0}\right)}^{\otimes n}}(1)
$$

The contiguity in Corollary 6.67 and Slutsky's lemma show that $T_{n}\left(\tau_{0}, \widetilde{\xi}_{n}\right)$ and $T_{n}\left(\tau_{0}, \xi_{0}\right)$ have the same limit distributions under $P_{\tau_{0}+h / \sqrt{n}, \xi_{0}+g / \sqrt{n}}^{\otimes n}$ and provide tests with the same asymptotic power.

We consider a location-scale model $\mathcal{M}=\left(\mathbb{R}, \mathfrak{B},\left(P_{\mu, \sigma}\right)_{\mu \in \mathbb{R}, \sigma>0}\right)$, generated by a distribution with Lebesgue density $f$ that is positive and continuously differentiable, and apply Theorem 8.138. The distribution $P_{\mu, \sigma}$ has the Lebesgue density $f_{\mu, \sigma}(t)=\sigma^{-1} f((t-\mu) / \sigma)$. We set

$$
\begin{aligned}
U(x) & =-\frac{f^{\prime}(x)}{f(x)}, \quad V(x)=-1-x \frac{f^{\prime}(x)}{f(x)}, \\
\left(\begin{array}{ll}
\text { I } & \text { K } \\
\text { K J J }
\end{array}\right) & =\left(\begin{array}{ll}
\int \frac{\left(f^{\prime}(x)\right)^{2}}{f(x)} d x & \int x \frac{\left(f^{\prime}(x)\right)^{2}}{f(x)} d x \\
\int x \frac{\left(f^{\prime}(x)\right)^{2}}{f(x)} d x & \int x^{2} \frac{\left(f^{\prime}(x)\right)^{2}}{f(x)} d x-1
\end{array}\right) .
\end{aligned}
$$

If $\mathrm{I}<\infty, \mathrm{J}<\infty$, and $\mathrm{G}=\mathrm{I}-\mathrm{K}^{2} / \mathrm{J}$, then by Example 1.119 the family $\left(P_{\mu, \sigma}\right)_{\mu \in \mathbb{R}, \sigma>0}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}=\left(\mu_{0}, \sigma_{0}\right)$ with $\mathbb{L}_{2}$-derivative and information matrix, respectively, given by

$$
\begin{aligned}
\dot{L}_{\theta_{0}}(x) & =\binom{U_{\theta_{0}}(x)}{V_{\theta_{0}}(x)}=\frac{1}{\sigma_{0}}\binom{U\left(\frac{x-\mu_{0}}{\sigma_{0}}\right)}{V\left(\frac{x-\mu_{0}}{\sigma_{0}}\right)}, \\
\mathrm{I}\left(\theta_{0}\right) & =\binom{\mathrm{I}_{1,1}\left(\theta_{0}\right) \mathrm{I}_{1,2}\left(\theta_{0}\right)}{\mathrm{I}_{2,1}\left(\theta_{0}\right) \mathrm{I}_{2,2}\left(\theta_{0}\right)}=\frac{1}{\sigma_{0}^{2}}\left(\begin{array}{ll}
\mathrm{I} & \mathrm{~K} \\
\mathrm{~K}
\end{array}\right), \\
\mathrm{G}\left(\theta_{0}\right) & =\mathrm{I}_{1,1}\left(\theta_{0}\right)-\mathrm{I}_{1,2}\left(\theta_{0}\right) \mathrm{I}_{2,2}^{-1}\left(\theta_{0}\right) \mathrm{I}_{2,1}\left(\theta_{0}\right)=\frac{1}{\sigma_{0}^{2}} \mathrm{G}
\end{aligned}
$$

The statistic $W_{\theta_{0}}$ in (8.154) is given by

$$
W_{\theta_{0}}(x)=U_{\theta_{0}}(x)-\mathrm{I}_{1,2}\left(\theta_{0}\right) \mathrm{I}_{2,2}^{-1}\left(\theta_{0}\right) V_{\theta_{0}}(x)=\frac{1}{\sigma_{0}}\left(U\left(\frac{x-\mu_{0}}{\sigma_{0}}\right)-\frac{\mathrm{K}}{\mathrm{~J}} V\left(\frac{x-\mu_{0}}{\sigma_{0}}\right)\right) .
$$

The next example considers one-sample tests for location-scale models.
Example 8.139. Suppose the family of densities $f_{\theta}(x)=\sigma^{-1} f((t-\mu) / \sigma), \theta=$ $(\mu, \sigma) \in \mathbb{R} \times(0, \infty)$, satisfies the condition (A10) and consider the two testing problems

$$
\begin{array}{rll}
\text { (I) } \mathrm{H}_{0}: \mu \leq \mu_{0}, \sigma^{2}>0 & \text { versus } & \mathrm{H}_{A}: \mu>\mu_{0}, \sigma^{2}>0 \\
\text { (II) } \mathrm{H}_{0}: \mu=\mu_{0}, \sigma^{2}>0 & \text { versus } & \mathrm{H}_{A}: \mu \neq \mu_{0}, \sigma^{2}>0 .
\end{array}
$$

To this end we introduce the local parameters $h$ and $g$ by setting $\mu=\mu_{0}+h / \sqrt{n}$ and $\sigma=\sigma_{0}+g / \sqrt{n}$. If $\mathrm{I}<\infty$ and $\mathrm{J}<\infty$, then by Example 1.119 the family $\left(P_{\mu, \sigma}\right)_{\mu \in \mathbb{R}, \sigma>0}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}=\left(\mu_{0}, \sigma_{0}\right)$, and the sequence of models $\left(\mathbb{R}^{n}, \mathfrak{B}_{n}, P_{\mu_{0}+h / \sqrt{n}, \sigma_{0}+g / \sqrt{n}}^{\otimes n}\right)$ satisfies the ULAN condition with central sequence

$$
Z_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(\frac{1}{\sigma_{0}} U\left(\frac{X_{i}-\mu_{0}}{\sigma_{0}}\right), \frac{1}{\sigma_{0}} V\left(\frac{X_{i}-\mu_{0}}{\sigma_{0}}\right)\right)^{T} .
$$

The test statistic $S_{n, N R}\left(\mu_{0}, \sigma_{0}\right)$ in (8.112) is

$$
S_{n, N R}\left(\mu_{0}, \sigma_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{1}{\sigma_{0}}\left[U\left(\frac{X_{i}-\mu_{0}}{\sigma_{0}}\right)-\frac{\mathrm{K}}{\mathrm{~J}} V\left(\frac{X_{i}-\mu_{0}}{\sigma_{0}}\right)\right] .
$$

For testing problem $(I) \sigma_{0}$ is a nuisance parameter and has to be estimated. Set $\widehat{\sigma}_{n}^{2}=n^{-1} \sum_{i=1}^{n}\left(X_{i}-\mu_{0}\right)^{2}$. If $X_{1}$ has a finite fourth moment $\mu_{4}$, then by the central limit theorem $\mathcal{L}\left(\sqrt{n}\left(\widehat{\sigma}_{n}^{2}-\sigma_{0}^{2}\right)\right) \Rightarrow \mathrm{N}\left(0, \mu_{4}\right)$. With the $\delta$-method (see Proposition 8.78) we get $\mathcal{L}\left(\sqrt{n}\left(\widehat{\sigma}_{n}-\sigma_{0}\right)\right) \Rightarrow \mathrm{N}\left(0, \mu_{4} /\left(4 \sigma_{0}^{2}\right)\right)$, and thus $\widehat{\sigma}_{n}$ is $\sqrt{n}$-consistent. For $\tau_{0}=\mu_{0}$ and $\widetilde{\xi}_{n}=\widehat{\sigma}_{n}$ the test statistic $T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)$ in Theorem 8.138 is

$$
\begin{aligned}
T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right) & =\frac{1}{\sqrt{n}} \widehat{\sigma}_{n}\left(\mathrm{I}-\mathrm{K}^{2} / \mathrm{J}\right)^{-1 / 2} \sum_{i=1}^{n} \frac{1}{\widehat{\sigma}_{n}}\left[U\left(\frac{X_{i}-\mu_{0}}{\widehat{\sigma}_{n}}\right)-\frac{\mathrm{K}}{\mathrm{~J}} V\left(\frac{X_{i}-\mu_{0}}{\widehat{\sigma}_{n}}\right)\right] \\
& =\frac{1}{\sqrt{n}}\left(\mathrm{I}-\mathrm{K}^{2} / \mathrm{J}\right)^{-1 / 2} \sum_{i=1}^{n}\left[U\left(\frac{X_{i}-\mu_{0}}{\widehat{\sigma}_{n}}\right)-\frac{\mathrm{K}}{\mathrm{~J}} V\left(\frac{X_{i}-\mu_{0}}{\widehat{\sigma}_{n}}\right)\right] .
\end{aligned}
$$

Theorem 8.138 implies that the test $\psi_{I}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)=I_{\left(u_{1-\alpha}, \infty\right)}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)$ is a LAUMP level $\alpha$ test for testing problem $(I)$, and that $\psi_{I I}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)=1-$ $I_{\left(-u_{1-\alpha / 2}, u_{1-\alpha / 2}\right)}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)$ is a LAUMPU level $\alpha$ test for testing problem (II). If the fourth moments are not finite (e.g., for the Cauchy distribution), then one can find a $\sqrt{n}$-consistent estimator by estimating the interquartile distance, i.e., the difference of the $(3 / 4)$ th and the (1/4)th quantile with the help of quantiles of the empirical distribution; see Example 7.139 for the limit theorem for quantiles. Finally, for symmetric densities it holds $\mathrm{K}=0$ and the test statistic $T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)$ reduces to

$$
T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)=\frac{1}{\sqrt{n}} \mathrm{I}^{-1 / 2} \sum_{i=1}^{n} U\left(\frac{X_{i}-\mu_{0}}{\widehat{\sigma}_{n}}\right) .
$$

If $f$ is the standard normal density, then $\mathbf{I}=1$ and $U(x)=x$. Hence

$$
T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)=\frac{1}{\widehat{\sigma}_{n} \sqrt{n}} \sum_{i=1}^{n}\left(X_{i}-\mu_{0}\right)=T_{n}+o_{N \otimes n\left(\mu_{0}, \sigma_{0}^{2}\right)}(1),
$$

where

$$
T_{n}=\frac{1}{\sqrt{n}}\left[\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}_{n}\right)^{2}\right]^{-1 / 2} \sum_{i=1}^{n}\left(X_{i}-\mu_{0}\right)
$$

is the test statistic of the $t$-test; see (8.40). Hence the sequence of tests $\psi_{I}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)$ and the sequence of $t$-tests for testing problem ( $I$ ) are both asymptotic level $\alpha$ tests. The mutual contiguity of $\mathbf{N}^{\otimes n}\left(\mu_{0}, \sigma_{0}^{2}\right)$ and $\mathbf{N}^{\otimes n}\left(\mu_{0}+h / \sqrt{n},\left(\sigma_{0}+g / \sqrt{n}\right)^{2}\right)$ implies that the tests $\psi_{I}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)$ and the sequence of $t$-tests have the same asymptotic power under the local alternatives $\mathrm{N}^{\otimes n}\left(\mu_{0}+h / \sqrt{n},\left(\sigma_{0}+g / \sqrt{n}\right)^{2}\right)$. As the sequence $\psi_{I}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)$ is LAUMP the sequence of $t$-tests has the same property, which is not surprising as the $t$-test is already for every fixed $n$ a UMP test. A similar equivalence holds for $\psi_{I I}\left(T_{n}\left(\mu_{0}, \widehat{\sigma}_{n}\right)\right)$ and the two-sided $t$-tests where the optimality is now in terms of LAUMPU. Finally we remark that tests for the scale parameter can be constructed in a similar way by estimating the location nuisance parameter with the sample mean if the second moment is finite, and by the median otherwise.

## Testing in Two-Sample Models

For testing the hypothesis $\mathrm{H}_{0}: \theta_{1}=\theta_{2}$ in a two-sample model we suppose that from each marginal model there is a sample of size $n_{i}, i=1,2$. If the sample sizes are different, then the families $P_{\theta_{1}}^{\otimes n_{1}}$ and $P_{\theta_{2}}^{\otimes n_{2}}, \theta_{i} \in \Delta \subseteq \mathbb{R}^{d}$, contain different information on the respective parameters. We compensate this by including the possibly different sample sizes in the definition of the local parameter. More precisely, we localize $\theta_{1}$ and $\theta_{2}$ by setting

$$
\begin{aligned}
\theta_{1} & =\theta_{0}+\frac{g}{\sqrt{n}}+d_{1, n} h \quad \text { and } \quad \theta_{2}=\theta_{0}+\frac{g}{\sqrt{n}}+d_{2, n} h \\
d_{1, n} & =\frac{1}{n_{1}} \sqrt{\frac{n_{1} n_{2}}{n}} \quad \text { and } \quad d_{2, n}=-\frac{1}{n_{2}} \sqrt{\frac{n_{1} n_{2}}{n}}, \quad n=n_{1}+n_{2}
\end{aligned}
$$

The idea of this parametrization is that the parameters contain a joint value $\theta_{0}+g / \sqrt{n}$ from which the parameters in the populations deviate in opposite directions with a rate that depends on the sample sizes. We study the models

$$
\begin{align*}
& \mathcal{M}_{n}=\left(\mathcal{X}^{n_{1}} \times \mathcal{X}^{n_{2}}, \mathfrak{A}^{\otimes n_{1}} \otimes \mathfrak{A}^{\otimes n_{2}},\left(P_{1, n, g, h} \otimes P_{2, n, g, h}\right)_{(g, h) \in \Delta_{n}}\right), \\
& P_{1, n, g, h}=P_{\theta_{0}+g / \sqrt{n}+d_{1, n} h}^{\otimes n_{1}} \quad \text { and } \quad P_{2, n, g, h}=P_{\theta_{0}+g / \sqrt{n}+d_{2, n} h}^{\otimes n_{2}},  \tag{8.158}\\
& \Delta_{n}=\left\{(g, h): \theta_{0}+g / \sqrt{n}+d_{i, n} h \in \Delta, i=1,2\right\} .
\end{align*}
$$

Suppose that $n_{i}=n_{i}(n), i=1,2$, are sequences with $n_{1}+n_{2}=n$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{n_{1}}{n}=\kappa, \quad 0<\kappa<1 \tag{8.159}
\end{equation*}
$$

Denote by $X_{1,1}, \ldots, X_{1, n_{1}}, X_{2,1}, \ldots X_{2, n_{2}}$ the projections of $\mathcal{X}^{n_{1}} \times \mathcal{X}^{n_{2}}$ onto $\mathcal{X}$. Suppose $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$. Then

$$
\ln \left(d P_{\theta_{0}+g_{i} / \sqrt{n_{i}}}^{\otimes n_{i}} / d P_{\theta_{0}}^{\otimes n_{i}}\right)=g_{i}^{T} \frac{1}{\sqrt{n_{i}}} \sum_{j=1}^{n_{i}} \dot{L}_{0}\left(X_{i, j}\right)-\frac{1}{2} g_{i}^{T} \mathbf{I}\left(\theta_{0}\right) g_{i}+o_{P_{\theta_{0}}^{\otimes n_{i}}}(1)
$$

Replacing $g_{i} / \sqrt{n_{i}}$ with $g / \sqrt{n}+d_{i, n} h$ we get

$$
\begin{align*}
& \ln \left(\frac{d\left(P_{\theta_{0}+g / \sqrt{n}+d_{1, n} h}^{\otimes n_{1}} \otimes P_{\theta_{0}+g / \sqrt{n}+d_{2, n} h}^{\otimes n_{2}}\right)}{d\left(P_{\theta_{0}}^{\otimes n_{1}} \otimes P_{\theta_{0}}^{\otimes n_{2}}\right)}\right) \\
= & h^{T} U_{n}+g^{T} V_{n}-\frac{1}{2} g^{T} \mathbf{I}\left(\theta_{0}\right) g-\frac{1}{2} h^{T} \mathbf{I}\left(\theta_{0}\right) h+o_{P_{\theta_{0}}^{\otimes n_{1}} \otimes P_{\theta_{0}}^{\otimes n_{2}}(1), \quad \text { where }} \\
& U_{n}\left(\theta_{0}\right)=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{j=1}^{n_{1}} \dot{L}_{\theta_{0}}\left(X_{1, j}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} \dot{L}_{\theta_{0}}\left(X_{2, j}\right)\right], \\
& V_{n}\left(\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{2} \sum_{j=1}^{n_{i}} \dot{L}_{\theta_{0}}\left(X_{i, j}\right) . \tag{8.160}
\end{align*}
$$

This expansion, together with the central limit theorem and condition (8.159), entails that the sequence of models (8.158) satisfies the LAN $\left(Z_{n}, \widetilde{I}\left(\theta_{0}\right)\right)$ condition, where the central sequence $Z_{n}$ and the information matrix $\widetilde{\mathbf{l}}\left(\theta_{0}\right)$ are

$$
Z_{n}\left(\theta_{0}\right)=\binom{U_{n}\left(\theta_{0}\right)}{V_{n}\left(\theta_{0}\right)}, \quad \widetilde{\mathrm{I}}\left(\theta_{0}\right)=\left(\begin{array}{ll}
\mathrm{I}\left(\theta_{0}\right) & 0  \tag{8.161}\\
0 & \mathrm{I}\left(\theta_{0}\right)
\end{array}\right) .
$$

From now on we consider only univariate parameters, i.e., let $\Delta=(a, b) \subseteq$ $\mathbb{R}$. We consider the following hypotheses for the local parameters $g, h \in \mathbb{R}$.

| Testing Problem | $\mathrm{H}_{0}$ | $\mathrm{H}_{A}$ |
| :--- | :--- | :--- |
| $(I)$ | $h \leq 0, g \in \mathbb{R}$, | $h>0, g \in \mathbb{R}$, |
| $(I I)$ | $h=0, g \in \mathbb{R}$, | $h \neq 0, g \in \mathbb{R}$. |

These hypotheses correspond to the hypotheses $(I)$ and $(I I)$ in (8.142) for $c=(1,0)^{T}$ and $(h, g)^{T}$ instead of $h$. Then

$$
\begin{equation*}
\sigma_{0}^{2}:=c^{T}\left(\widetilde{\mathbf{l}}\left(\theta_{0}\right)\right)^{-1} c=\frac{1}{\mathrm{l}\left(\theta_{0}\right)}, \tag{8.163}
\end{equation*}
$$

and the test statistic $T_{n}\left(\theta_{0}\right)$ in Theorem 8.130 is given by

$$
\begin{aligned}
T_{n}\left(\theta_{0}\right) & =c^{T}\left(\widetilde{\mathrm{I}}\left(\theta_{0}\right)\right)^{-1} Z_{n} / \sigma_{0} \\
& =\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) \sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{j=1}^{n_{1}} \dot{L}_{\theta_{0}}\left(X_{1, j}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} \dot{L}_{\theta_{0}}\left(X_{2, j}\right)\right] .
\end{aligned}
$$

Theorem 8.140. (Two-Sample Tests) Suppose that the family $\left(P_{\theta}\right)_{\theta \in(a, b)}$ satisfies condition (A10), condition (8.159) is fulfilled, and $\mathrm{I}\left(\theta_{0}\right)$ is positive. Let $\widehat{\theta}_{n}: \mathcal{X}^{n_{1}} \times \mathcal{X}^{n_{2}} \rightarrow_{m}(a, b)$ be a sequence of estimators that is $\sqrt{n}$-consistent. Then for $\psi_{I}$ and $\psi_{I I}$ in (8.18), and the sequence of models in (8.158), the test $\psi_{I}\left(T_{n}\left(\widehat{\theta}_{n}\right)\right)$ is a LAUMP level $\alpha$ test for testing problem $(I)$ in (8.162), and $\psi_{I I}\left(T_{n}\left(\widehat{\theta}_{n}\right)\right)$ is a LAUMPU level $\alpha$ test for testing problem (II) in (8.162).

Proof. The $\mathbb{L}_{2}$-differentiability gives the $\operatorname{LAN}\left(Z_{n}, \widetilde{T}\left(\theta_{0}\right)\right)$ condition with $Z_{n}$ and $\widetilde{\mathbf{I}}\left(\theta_{0}\right)$ in (8.161). Hence Theorem 8.130 implies that the tests $\psi_{i}\left(T_{n}\left(\theta_{0}\right)\right)$ have the stated optimality properties. It remains to show that $\psi_{i}\left(T_{n}\left(\widehat{\theta}_{n}\right)\right)$ has the same power as $\psi_{i}\left(T_{n}\left(\theta_{0}\right)\right)$ under local alternatives. To this end we note that (A10) implies the continuity of the Fisher information $I(\theta)$. Hence we get from Lemma 8.111 that $T_{n}\left(\widehat{\theta}_{n}\right)=T_{n}\left(\theta_{0}\right)+R_{n}$, where $R_{n}=o_{P_{\theta_{0}}^{\otimes n_{1}} \otimes P_{\theta_{0}}^{\otimes n_{2}}}(1)$. The contiguity of the sequences

$$
P_{\theta_{0}+g / \sqrt{n}+d_{1, n} h}^{\otimes n_{1}} \otimes P_{\theta_{0}+g / \sqrt{n}+d_{2, n} h}^{\otimes n_{2}} \quad \text { and } \quad P_{\theta_{0}}^{\otimes n_{1}} \otimes P_{\theta_{0}}^{\otimes n_{2}}
$$

follows from the $\operatorname{LAN}\left(Z_{n}, \widetilde{\mathrm{I}}\left(\theta_{0}\right)\right)$ condition (see Lemma 6.67) and implies

$$
R_{n}=o_{P_{\theta_{+}+g / \sqrt{n}+d_{1, n} h^{2}}^{\otimes n_{1}}}^{\otimes P_{\theta_{0}+g / \sqrt{n}+d_{2, n h}}^{\otimes n_{2}}} \text { (1). }
$$

Hence by the Slutsky's lemma,

$$
\begin{aligned}
& \mathcal{L}\left(T_{n}\left(\widehat{\theta}_{n}\right) \mid P_{\theta_{0}+g / \sqrt{n}+d_{1, n} h}^{\otimes n_{1}} \otimes P_{\theta_{0}+g / \sqrt{n}+d_{2, n} h}^{\otimes n_{2}}\right) \quad \text { and } \\
& \mathcal{L}\left(T_{n}\left(\theta_{0}\right) \mid P_{\theta_{0}+g / \sqrt{n}+d_{1, n} h}^{\otimes n_{1}} \otimes P_{\theta_{0}+g / \sqrt{n}+d_{2, n} h}^{\otimes n_{2}}\right)
\end{aligned}
$$

tend to the same normal distribution. Thus,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int \psi_{i}\left(T_{n}\left(\theta_{0}\right)\right) d\left(P_{\theta_{0}+d_{1, n} h_{1}}^{\otimes n_{1}} \otimes P_{\theta_{0}+d_{2, n} h_{2}}^{\otimes n_{2}}\right) \\
= & \lim _{n \rightarrow \infty} \int \psi_{i}\left(T_{n}\left(\widehat{\theta}_{n}\right)\right) d\left(P_{\theta_{0}+d_{1, n} h_{1}}^{\otimes n_{1}} \otimes P_{\theta_{0}+d_{2, n} h_{2}}^{\otimes n_{2}}\right) .
\end{aligned}
$$

In the two-sample case, instead of $\dot{L}_{\theta_{0}}$, one may also use any function $\Psi: \mathcal{X} \rightarrow_{m} \mathbb{R}$ to construct the test statistics

$$
\begin{equation*}
S_{n}=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{j=1}^{n_{1}} \Psi\left(X_{1, j}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} \Psi\left(X_{2, j}\right)\right] \tag{8.164}
\end{equation*}
$$

This approach is often used in nonparametric statistics to test whether the distributions in the two populations are the same. More precisely, let $\mathcal{P}$ be any family of distributions on $(\mathcal{X}, \mathfrak{A})$ and consider the sequence of models and the hypotheses

$$
\begin{aligned}
\mathcal{M}_{n_{1}, n_{2}} & =\left(\mathcal{X}^{n_{1}} \times \mathcal{X}^{n_{2}}, \mathfrak{A}^{\otimes n_{1}} \otimes \mathfrak{A}^{\otimes n_{2}}, P_{1}^{\otimes n_{1}} \otimes P_{2}^{\otimes n_{2}}\right), \\
\mathrm{H}_{0} & : P_{1}=P_{2} \quad \text { versus } \quad \mathrm{H}_{0}: P_{1} \neq P_{2}, \quad P_{1}, P_{2} \in \mathcal{P} .
\end{aligned}
$$

To study the power of a test based on the test statistic $S_{n}$, we consider a oneparameter differentiable curve through the null hypothesis, i.e., we suppose that $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is $\mathbb{L}_{2}$-differentiable and for some $\theta_{0}$ it holds $P_{1}=P_{2}=P_{\theta_{0}}$. To study $S_{n}$ under the local models 8.158 we set $\mu=\mathrm{E}_{\theta_{0}} \Psi\left(X_{1,1}\right)$ and

$$
S_{i, n}=\sqrt{\frac{n_{1} n_{2}}{n}} \frac{1}{n_{i}} \sum_{j=1}^{n_{i}}\left(\Psi\left(X_{i, j}\right)-\mu\right)
$$

Put $\sigma_{1,1}=\mathrm{V}_{\theta_{0}}(\Psi), \sigma_{2,2}=\mathrm{V}_{\theta_{0}}\left(\dot{L}_{\theta_{0}}\right)$, and $\sigma_{1,2}=\mathrm{C}_{\theta_{0}}\left(\Psi, \dot{L}_{\theta_{0}}\right)$. Then by Corollary 6.74 for every convergent sequence $g_{i, n} \rightarrow g_{i}$ it holds

$$
\begin{aligned}
& \mathcal{L}\left(S_{i, n} \mid P_{\theta_{0}+g_{i, n} / \sqrt{n_{i}}}^{\otimes n_{i}}\right) \Rightarrow \mathrm{N}\left(\sigma_{1,2} \kappa_{i} g_{i}, \kappa_{i}^{2} \sigma_{1,1}\right), \quad \text { where } \\
& \kappa_{1}=\lim _{n \rightarrow \infty} \sqrt{n_{2} / n}=(1-\kappa)^{1 / 2} \quad \text { and } \quad \kappa_{2}=\lim _{n \rightarrow \infty} \sqrt{n_{1} / n}=\kappa^{1 / 2} .
\end{aligned}
$$

If $g_{i, n} / \sqrt{n_{i}}=g / \sqrt{n_{1}+n_{2}}+d_{i, n} h, i=1,2$, then

$$
\lim _{n \rightarrow \infty} g_{1, n}=g \kappa^{1 / 2}+h(1-\kappa)^{1 / 2} \quad \text { and } \quad \lim _{n \rightarrow \infty} g_{2, n}=g(1-\kappa)^{1 / 2}-h \kappa^{1 / 2}
$$

Hence by the independence of the populations

$$
\begin{aligned}
& \mathcal{L}\left(S_{n} \mid P_{\theta_{0}+g / \sqrt{n}+d_{1, n} h}^{\otimes n_{1}} \otimes P_{\theta_{0}+g / \sqrt{n}+d_{2, n} h}^{\otimes n_{2}}\right) \\
& \left.\Rightarrow \mathrm{N}\left(\sigma_{1,2}((1-\kappa) \kappa)^{1 / 2} g+(1-\kappa) h\right),(1-\kappa) \sigma_{1,1}\right) \\
& \left.\quad * \mathrm{~N}\left(-\sigma_{1,2}((1-\kappa) \kappa)^{1 / 2} g+\kappa h\right), \kappa \sigma_{1,1}\right)=\mathrm{N}\left(\sigma_{1,2} h, \sigma_{1,1}\right) .
\end{aligned}
$$

From here one obtains the asymptotic power $\mathrm{p}_{i}(h)$ of the tests $\psi_{i}\left(S_{n} / \sqrt{\sigma_{1,1}}\right)$ for the hypotheses in (8.162). For example, if we test $\mathrm{H}_{0}: h \leq 0$ versus $\mathrm{H}_{A}: h>0$, then $\psi_{I}\left(S_{n} / \sqrt{\sigma_{1,1}}\right)=I_{\left(u_{1-\alpha}, \infty\right)}\left(S_{n} / \sqrt{\sigma_{1,1}}\right)$, and

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{n, h, g} \psi_{I}\left(S_{n} / \sqrt{\sigma_{1,1}}\right)=1-\Phi\left(u_{1-\alpha}-h \sigma_{1,2} / \sqrt{\sigma_{1,1}}\right) .
$$

If we use $\dot{L}_{\theta_{0}}$ instead of $\Psi$, then $S_{n}$ turns into $U_{n}$ in 8.160 and the asymptotic power of the test

$$
\psi_{I}\left(I^{-1 / 2}\left(\theta_{0}\right) U_{n}\left(\theta_{0}\right)\right)=I_{\left(u_{1-\alpha}, \infty\right)}\left(I^{-1 / 2}\left(\theta_{0}\right) U_{n}\left(\theta_{0}\right)\right)
$$

turns out to be

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \psi_{I}\left(\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) U_{n}\left(\theta_{0}\right)\right)=1-\Phi\left(u_{1-\alpha}-\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) h\right)
$$

It follows from Schwarz' inequality that $\sigma_{1,2} / \sqrt{\sigma_{1,1}} \leq \sqrt{\sigma_{2,2}}$, where equality holds if and only if $\Psi=c \dot{L}_{\theta_{0}}$ for some constant $c$. Thus we see again that the correlation $\sigma_{1,2} / \sqrt{\sigma_{1,1} \sigma_{2,2}}$ between the influence function $\Psi$ and the score function $\dot{L}_{\theta_{0}}$ describes the relative efficiency of a two-sample test that is based on $\Psi$.

Now we study the efficiency of two-sample rank tests. To this end we suppose $\mathcal{X}=\mathbb{R}$ in the sequence of models (8.158), so that we observe realvalued and independent $X_{1,1}, \ldots, X_{1, n_{1}}$ with distribution $P_{1}$ and $X_{2,1}, \ldots, X_{2, n_{2}}$ with distribution $P_{2}$. We introduce the pooled sample by setting $X_{i}=X_{1, i}$, $i=1, \ldots, n_{1}$, and $X_{i}=X_{2, i}, i=n_{1}+1, \ldots, n$, where $n=n_{1}+n_{2}$. Let $\left(R_{n, 1}, \ldots, R_{n, n_{1}}, R_{n, n_{1}+1}, \ldots, R_{n, n}\right)$ denote the vector of ranks of the pooled sample. We introduce the regression coefficients $c_{i, n}, i=1, \ldots, n_{1}+n_{2}$, by

$$
\begin{equation*}
c_{i, n}=\frac{1}{n_{1}} \sqrt{\frac{n_{1} n_{2}}{n}}, i \leq n_{1}, \quad c_{i, n}=-\frac{1}{n_{2}} \sqrt{\frac{n_{1} n_{2}}{n}}, i \geq n_{1}+1 \tag{8.165}
\end{equation*}
$$

Using a sequence of scores $a_{n}$ as in (8.98) we employ the rank statistic

$$
S_{n}=\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)
$$

to test $\mathrm{H}_{0}: P_{1}=P_{2}$ versus $\mathrm{H}_{A}: P_{1} \neq P_{2}$. It is clear that such tests will have a good power only for special deviations from the null hypothesis.

We assume that under $\mathrm{H}_{0}$ the distribution $P:=P_{1}=P_{2}$ is atomless, which is equivalent to $P$ having a continuous c.d.f. $F$. To construct a rank
test for a special direction when deviating from the null hypothesis, we take a smooth curve $P_{\theta}$ through $P=P_{1}=P_{2}$ with $P_{\theta_{0}}=P$, say. The next theorem shows that a rank test is locally asymptotically best in the direction of the chosen curve if we construct the scores with the help of the tangent (i.e., $\mathbb{L}_{2}$-derivative) of the given curve. More precisely, we set $\varphi(t)=\dot{L}_{\theta_{0}}\left(F^{-1}(t)\right)$,

$$
\sigma_{\theta_{0}}^{2}=\int_{0}^{1} \varphi^{2}(t) d t=\int \dot{L}_{\theta_{0}}^{2} d P_{\theta_{0}}=\mathrm{I}\left(\theta_{0}\right)
$$

and define the scores $a_{n}(k)$ as in (8.98). For the rank vector $\left(R_{n, 1}, \ldots, R_{n, n}\right)$ of the pooled sample we introduce the two-sample rank statistic by

$$
\begin{equation*}
S_{n}=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} a_{n}\left(R_{n, i}\right)-\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n} a_{n}\left(R_{n, i}\right)\right] . \tag{8.166}
\end{equation*}
$$

Theorem 8.141. (Two-Sample Rank Tests) Let $P$ be an atomless distribution on $(\mathbb{R}, \mathfrak{B})$. Suppose $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is an $\mathbb{L}_{2}$-differentiable family of distributions with $P_{\theta_{0}}=P$, Fisher information $\mathrm{I}\left(\theta_{0}\right)>0$, and $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}$. For $\varphi(t)=\dot{L}_{\theta_{0}}\left(F^{-1}(t)\right)$ let $a_{n}(k)$ be defined by one of the versions in (8.98). Let $S_{n}$ be defined by (8.166). Then for the model (8.158) the sequence of tests $\psi_{I}\left(S_{n} / \sigma_{\theta_{0}}\right)$, is a LAUMP level $\alpha$ test for testing problem $(I)$ in (8.162), and $\psi_{I I}\left(S_{n} / \sigma_{\theta_{0}}\right)$, is a LAUMPU level $\alpha$ tests for testing problem (II) in (8.162).

Proof. The continuity of $F$ implies that $U_{1}=F\left(X_{1}\right), \ldots, U_{n}=F\left(X_{n}\right)$ are i.i.d. under $\mathrm{H}_{0}$ with a common distribution that is the uniform distribution on $[0,1]$. Moreover it holds $X_{i}=F^{-1}\left(U_{i}\right), P_{\theta_{0}}$-a.s. Set $\varphi(t)=\dot{L}_{\theta_{0}}\left(F^{-1}(t)\right)$. Then with $c_{i, n}$ in (8.165),

$$
\begin{aligned}
T_{n} & =\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{j=1}^{n_{1}} \dot{L}_{\theta_{0}}\left(X_{1, j}\right)-\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} \dot{L}_{\theta_{0}}\left(X_{2, j}\right)\right] \\
& =\sum_{i=1}^{n} c_{i, n} \varphi\left(U_{i}\right)=\sum_{i=1}^{n} c_{i, n} a_{n, i}\left(R_{n, i}\right)+o_{P_{\theta_{0}}}^{\otimes n_{1}} \otimes P_{\theta_{0}}^{\otimes n_{2}}(1) \\
& =S_{n}+o_{P_{\theta_{0}}^{\otimes n_{1}} \otimes P_{\theta_{0}}^{\otimes n_{2}}}(1),
\end{aligned}
$$

where the third equality follows from Theorem 8.92. Similar as in the proof of Theorem 8.140 one can see that the test statistics $T_{n}$ and $S_{n}$ differ under local alternatives only by terms that tend stochastically to zero, so that the associated asymptotic level $\alpha$ tests have identical power functions. In the proof of Theorem 8.140 it has been pointed out that the tests that are based on $T_{n}\left(\theta_{0}\right)$ are asymptotic level $\alpha$ tests with the stated optimality properties.Therefore the tests that are based on $T_{n}$ have the same properties. This completes the proof.

A typical application of rank tests concerns location models for which the Fisher information $\mathbf{I}\left(\theta_{0}\right)$ is a constant value, i.e., does not depend on the point of localization. Two-sample Wilcoxon tests are considered below.

Example 8.142. Let $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ be the location family that is generated by the logistic distribution. Suppose we have $n_{i}$ observations from population $i$ that has the distribution $P_{\theta_{i}}, i=1,2$, and set $n=n_{1}+n_{2}$. Here we want to test if $\theta_{1}=\theta_{2}$, or $\theta_{1} \leq \theta_{2}$. To this end we turn to the sequence of localized models $\mathcal{M}_{n}$ in (8.158). As the ranks are invariant under a common translation of all data we may assume that $\theta_{0}=0$, and thus $P_{\theta_{0}}=P_{0}$. Then by (8.102) $\varphi=\dot{L}_{\theta_{0}}\left(F^{-1}(t)\right)=2 t-1$. Using the approximate scores in (8.98) it holds $a_{n}(k)=2 k /(n+1)-1$ and

$$
S_{n}=\sqrt{\frac{n_{1} n_{2}}{n}}\left[\frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left(\frac{2 R_{n, i}}{n}-1\right)-\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\frac{2 R_{n, i}}{n}-1\right)\right] .
$$

As $R_{1, i}-i$ is the number of $j$ with $X_{2, j}<X_{1, i}$ we get for the Mann-Whitney statistic $W_{n_{1}, n_{2}}$ in Example 8.86,

$$
\begin{aligned}
W_{n_{1}, n_{2}} & =\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} I_{\left(X_{2, j}, \infty\right)}\left(X_{1, i}\right)=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}}\left(R_{n, i}-i\right) \\
& =\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} R_{n, i}-\frac{\left(n_{1}+1\right)}{2 n_{2}} .
\end{aligned}
$$

As $\sum_{i=1}^{n} R_{n, i}=n(n+1) / 2$ it follows that

$$
S_{n}=2 \sqrt{\frac{n_{1} n_{2}}{n}}\left(W_{n_{1}, n_{2}}-\frac{1}{2}\right) .
$$

We have proved already that

$$
\mathcal{L}\left(\left.\sqrt{\frac{n_{1} n_{2}}{n}}\left(W_{n_{1}, n_{2}}-\frac{1}{2}\right) \right\rvert\, P^{\otimes n_{1}} \otimes P^{\otimes n_{2}}\right) \Rightarrow \mathrm{N}\left(0, \frac{1}{12}\right)
$$

in Example 8.86. Hence $\psi_{I}\left(S_{n} / \sqrt{3}\right)$ is a LAUMP level $\alpha$ test, and $\psi_{I I}\left(S_{n} / \sqrt{3}\right)$ is a LAUMPU level $\alpha$ test, for the corresponding testing problem in (8.157) for the models (8.158), provided the parent distribution $P$ is the logistic distribution.

### 8.9.2 Testing of Multivariate Parameters

We have studied testing problems with a one-dimensional parameter of interest in the previous section, where we allowed that the models contain nuisance parameters. Now we use the minimax concept to get, in that sense, asymptotically optimal tests. As we use the zero-one loss function exclusively we deal with the error probabilities, so that the minimax concept for decisions translates into the maximin concept for tests that has been used already in Theorem 8.24.

Suppose that for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right), \Delta \subseteq \mathbb{R}^{d}$, and $\theta_{0} \in \Delta^{0}$, we want to test the simple null hypothesis $\mathrm{H}_{0}: \theta=\theta_{0}$ against the alternative $\mathrm{H}_{A}: \theta \neq \theta_{0}$. Again we turn, by localization, to a sequence of models that satisfies the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition. For $\delta^{2} \leq c$ we set

$$
\Delta_{c, \delta}=\left\{h: \delta^{2} \leq h^{T} I_{0} h \leq c\right\}
$$

Recall that $\mathrm{H}_{d, \delta^{2}}$ is the c.d.f. of the $\chi^{2}$-distribution with $d$ degrees of freedom and noncentrality parameter $\delta^{2}$, and that $\chi_{1-\alpha, d}^{2}$ is the $1-\alpha$ quantile of $\mathrm{H}_{d}=\mathrm{H}_{d, 0}$.

Theorem 8.143. If the sequence of models $\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{\theta \in \Delta_{n}}\right)$, $\Delta_{n} \uparrow \mathbb{R}^{d}$, satisfies the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition with invertible Fisher information matrix $\mathrm{I}_{0}$, then for every $0 \leq \delta^{2} \leq c$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \varphi_{n}\right) \leq \mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, d}^{2}\right), \tag{8.167}
\end{equation*}
$$

for every sequence of asymptotic level $\alpha$ tests $\varphi_{n}: \mathcal{X}_{n} \rightarrow_{m}[0,1]$ for $\mathrm{H}_{0}: h=0$ versus $\mathrm{H}_{A}: h \neq 0$. If the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition is satisfied, then the sequence of tests

$$
\begin{equation*}
\varphi_{n, \chi^{2}}=I_{\left(\chi_{1-\alpha, d}^{2}, \infty\right)}\left(Z_{n}^{T} I_{0}^{-1} Z_{n}\right) \tag{8.168}
\end{equation*}
$$

satisfies

$$
\begin{align*}
\lim _{n \rightarrow \infty} \mathrm{E}_{n, 0} \varphi_{n, \chi^{2}} & =\alpha \\
\lim _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \varphi_{n, \chi^{2}}\right) & =\mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, d}^{2}\right), \tag{8.169}
\end{align*}
$$

so that $\varphi_{n, \chi^{2}}$ is an asymptotic level $\alpha$ test that is locally asymptotically maximin (LAMM) for $\mathrm{H}_{0}: h=0$ versus $\mathrm{H}_{A}: h \in \Delta_{c, \delta}$ in the sense that for every further asymptotic level $\alpha$ test $\psi_{n}$ it holds

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \psi_{n}\right) \leq \lim _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \varphi_{n, \chi^{2}}\right) \tag{8.170}
\end{equation*}
$$

Proof. By the same argument as in the proof of Theorem 8.130 we see that the set $\mathbb{D}_{0}$ of all level $\alpha$ tests for the model $\mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathbb{N}\left(h, \mathrm{I}_{0}^{-1}\right)\right)_{h \in \mathbb{R}^{d}}\right)$ is closed. An application of the Hájek-LeCam bound in Proposition 6.89 to the testing problem $\mathrm{H}_{0}: h=0$ versus $\mathrm{H}_{A}: h \neq 0$ under the zero-one loss function with $C=\Delta_{c, \delta}$ gives

$$
\limsup _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \varphi_{n}\right) \leq \sup _{\varphi \in \mathbb{D}_{0}} \inf _{h \in \Delta_{c, \delta}} \int \varphi(x) \mathrm{N}\left(h, \mathrm{I}_{0}^{-1}\right)(d x)
$$

To evaluate the right-hand term we note that by Theorem 5.43 the test $I_{\left(\chi_{1-\alpha, d}^{2}, \infty\right)}\left(\|x\|^{2}\right)$ is a maximin level $\alpha$ test for the family $\mathbf{N}(\mu, \mathbf{I})$ for testing $\mu=0$ versus $\delta^{2} \leq\|\mu\|^{2}$, where the maximin value is attained for $\|\mu\|^{2}=\delta^{2}$. Hence $I_{\left(\chi_{1-\alpha, d}^{2}, \infty\right)}\left(x^{T} \mathrm{I}_{0} x\right)$ is a maximin level $\alpha$ test for the family $\left(\mathrm{N}\left(h, \mathrm{I}_{0}^{-1}\right)\right)_{h \in \mathbb{R}^{d}}$ for testing $h=0$ versus $\delta^{2} \leq h^{T} \mathrm{I}_{0} h \leq c$, and the maximin value is $\mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, d}^{2}\right)$. This proves (8.167). The relation (6.90) in the third lemma of LeCam, Theorem 6.72, and Corollary 6.73 yield that for every $\boldsymbol{\lambda}_{d^{-}}$ a.e. continuous and bounded function $\varphi$,

$$
\mathrm{E}_{n, h} \varphi\left(Z_{n}^{T} \mathrm{I}_{0}^{-1} Z_{n}\right) \rightarrow \int \varphi\left(y^{T} y\right) \mathrm{N}\left(\mathrm{I}_{0}^{1 / 2} h, \mathbf{I}\right)(d y)
$$

where the convergence is locally uniform. This implies

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \varphi_{n}\right) & =\inf _{h \in \Delta_{c, \delta}} \int I_{\left(\chi_{1-\alpha, d}^{2}, \infty\right)}\left(y^{T} y\right) \mathrm{N}\left(I_{0}^{1 / 2} h, \mathbf{I}\right)(d y) \\
& =\mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, d}^{2}\right)
\end{aligned}
$$

We apply the above theorem to $\mathbb{L}_{2}$-differentiable models and consider the localized models

$$
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta_{0}+h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right), \quad \Delta_{n}=\left\{h: \theta_{0}+h / \sqrt{n} \in \Delta\right\} .
$$

Proposition 8.144. (Rao's Score Test) If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in \Delta^{0}$ with derivative $\dot{L}_{\theta_{0}}$ and nonsingular Fisher information matrix $\boldsymbol{I}\left(\theta_{0}\right)$, then the Neyman-Rao Test $\psi_{n, N R}$ in (8.111) satisfies

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathrm{E}_{n, 0} \psi_{n, N R} & =\alpha \\
\lim _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \psi_{n, N R}\right) & =\mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, d}^{2}\right)
\end{aligned}
$$

so that $\psi_{n, N R}$ is an asymptotic level $\alpha$ test for $\mathrm{H}_{0}: h=0$ versus $\mathrm{H}_{A}: h \neq 0$, and is LAMM for testing $\mathrm{H}_{0}: h=0$ versus $\mathrm{H}_{A}: h \in \Delta_{c, \delta}$ in the sense that

$$
\limsup _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \varphi_{n}\right) \leq \lim _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \psi_{n, N R}\right)
$$

for every further asymptotic level $\alpha$ test $\varphi_{n}$.
Proof. The $\mathbb{L}_{2}$-differentiability implies in view of the second lemma of LeCam (see Theorem 6.70) that the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}\left(\theta_{0}\right)\right)$ condition is satisfied with $Z_{n}=n^{-1 / 2} \sum_{i=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i}\right)$. The statement follows from (8.169).

Tests of the above type were introduced and studied by Rao (1947). The statistic $\mathrm{I}_{0}^{-1 / 2} Z_{n}$ is commonly called the score statistic and therefore the test in (8.168) is called Rao's score test.

As we have mentioned already, the score statistic $\mathrm{I}_{0}^{-1 / 2} Z_{n}$ is closely related to the MLE $\widehat{\theta}_{n}$, provided the MLE is consistent and additional regularity conditions are satisfied which guarantee that $\widehat{\theta}_{n}$ admits a stochastic expansion. Indeed, if the assumptions of Theorem 7.148 are satisfied, then the MLE $\widehat{\theta}_{n}$ satisfies

$$
\begin{equation*}
n\left\|\widehat{\theta}_{n}-\theta_{0}\right\|^{2}=\left\|\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) Z_{n}\right\|^{2}+o_{P_{\theta_{0}}^{\otimes n}}(1) \tag{8.171}
\end{equation*}
$$

However, the assumptions for Rao's score test are weaker, as only the $\mathbb{L}_{2^{-}}$ differentiability is needed. Moreover, it is not necessary to calculate the MLE. On the other hand, in some special models such as in exponential families the MLE can be evaluated explicitly. Then it is more convenient to use the left-hand term in (8.171) as the test statistic. A positive side-effect is that this sequence of tests is consistent in the sense that the error probabilities of the second kind tend to zero whenever the MLE is consistent.

Rao's score test can be used to construct goodness-of-fit tests for a simple null hypothesis. The classical way of doing this is to embed the distribution $P$ of the null hypothesis into an exponential family. This idea goes back to Neyman (1937), who constructed a special class of tests that is discussed subsequently.

Let $P$ be a distribution on $(\mathcal{X}, \mathfrak{A})$. We fix $d$ and functions $T_{i} \in \mathbb{L}_{2}^{0}(P)$, $i=1, \ldots, d$, such that the set

$$
\Delta=\left\{\left(\theta_{1}, \ldots, \theta_{d}\right): \quad K(\theta):=\ln \left(\int \exp \left\{\sum_{i=1}^{d} \theta_{i} T_{i}\right\} d P\right)<\infty\right\}
$$

is nonempty and contains 0 as an inner point. Moreover, we assume that the covariance matrix of the vector $T=\left(T_{1}, \ldots, T_{d}\right)^{T}$ is nonsingular. Then the exponential family $\left(P_{\theta}\right)_{\theta \in \Delta}$ defined by

$$
\begin{equation*}
d P_{\theta}=\exp \left\{\sum_{i=1}^{d} \theta_{i} T_{i}-K(\theta)\right\} d P \tag{8.172}
\end{equation*}
$$

satisfies (A1) and (A2). We consider the sequence of models

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{h / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}}\right), \quad \Delta_{n}=\{h: h / \sqrt{n} \in \Delta\} . \tag{8.173}
\end{equation*}
$$

Denote by $X_{j}: \mathcal{X}^{n} \rightarrow \mathcal{X}, j=1, \ldots, n$, the projections. As the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0}=0$ with derivative $\dot{L}_{\theta_{0}}=\left(T_{1}, \ldots, T_{d}\right)^{T}$ and Fisher information matrix $\mathrm{I}(0)=\nabla \nabla^{T} K(0)=\mathrm{C}_{0}(T)$ (see Corollary 1.19) we get that the sequence $\mathcal{M}_{n}$ satisfies the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}(0)\right)$ condition with central sequence

$$
Z_{n}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(T_{1}\left(X_{j}\right), \ldots, T_{d}\left(X_{j}\right)\right)^{T}
$$

where we used the assumption $\mathrm{E}_{0} T_{i}=0$. To simplify the calculation of $\mathrm{I}^{-1}(0)$ one often assumes that the statistics $T_{i}$ are orthonormal in the sense that

$$
\begin{equation*}
\int T_{i} T_{j} d P=\delta_{i, j}, \quad i, j=1, \ldots, d \tag{8.174}
\end{equation*}
$$

If this condition is not satisfied, then one can apply the Gram-Schmidt orthogonalization procedure to turn to an orthonormal system. If (8.174) is satisfied, then $\mathrm{C}_{0}(T)=\mathbf{I}$ and the Rao test, which rejects the null hypothesis for large values of the squared norm of the score statistic, is now called Neyman's smooth test, which is given by

$$
\psi_{n, N}=I_{\left(\chi_{1-\alpha, d}^{2}, \infty\right)}\left(\frac{1}{n} \sum_{i=1}^{d}\left[\sum_{j=1}^{n} T_{i}\left(X_{j}\right)\right]^{2}\right)
$$

Let us consider the local alternatives $P_{n, h}=P_{h / \sqrt{n}}^{\otimes n}, h=\left(h_{1}, \ldots, h_{d}\right)$. As by construction $\mathrm{I}(0)=\mathbf{I}$ we get from the third lemma of LeCam (see Theorem 6.72) that $\mathcal{L}\left(Z_{n} \mid P_{n, h}\right) \Rightarrow \mathbf{N}(h, \mathbf{I})$. Hence

$$
\lim _{n \rightarrow \infty} \mathrm{E}_{n, h} \psi_{n, N}=\mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, d}^{2}\right)
$$

where $\delta^{2}=\sum_{i=1}^{d} h_{i}^{2}$. This means that Neyman's smooth test distributes the power uniformly to all directions in the space of distributions that are defined by the functions $T_{1}, \ldots, T_{d}$. The following examples taken from Lehmann and Romano (2005) consider tests for uniformity and normality.

Example 8.145. Consider the models $\mathcal{M}_{n}$ in (8.173), where $\mathcal{X}=[0,1]$ and $P$ is the uniform distribution on $[0,1]$. We consider the functions $T_{j}$ that are obtained by constructing an orthonormal system starting with power functions $x^{j}$. This leads to the Legendre polynomials. It follows from the Gram-Schmidt procedure that $T_{0}(x)=1, T_{1}(x)=\sqrt{3}(2 x-1), T_{2}(x)=\sqrt{5}\left(6 x^{2}-6 x+1\right)$, and $T_{3}(x)=\sqrt{7}\left(20 x^{3}-\right.$ $\left.30 x^{2}+12 x-1\right)$. Then $T_{i} \in \mathbb{L}_{2}^{0}(P)$, and Neyman's smooth test is given by

$$
\psi_{n, N}=I_{\left(\chi_{1-\alpha, 3}^{2}, \infty\right)}\left(\frac{1}{n} \sum_{i=1}^{3}\left[\sum_{j=1}^{n} T_{i}\left(X_{j}\right)\right]^{2}\right)
$$

This test is LAMM for the sequence of models obtained from (8.172) by a localization at $\theta=0$.

Example 8.146. Consider the models $\mathcal{M}_{n}$ in (8.173) where $\mathcal{X}=\mathbb{R}$ and $P$ is the standard normal distribution. We again consider the functions $T_{j}$ that are obtained by constructing an orthonormal system starting with power functions $x^{j}$. This leads to the Hermite polynomials. The first of them are $H_{0}(x)=1, H_{1}(x)=x, H_{2}(x)=$ $2^{-1 / 2}\left(x^{2}-1\right), H_{3}(x)=6^{-1 / 2}\left(x^{3}-3 x\right)$, and $H_{4}(x)=24^{-1 / 2}\left(x^{4}-6 x^{2}+3\right)$. It holds $H_{i} \in \mathbb{L}_{2}^{0}(P)$, and Neyman's smooth test is

$$
\psi_{n, N}=I_{\left(\chi_{1-\alpha, 4}^{2}, \infty\right)}\left(\frac{1}{n} \sum_{i=1}^{4}\left[\sum_{j=1}^{n} H_{i}\left(X_{j}\right)\right]^{2}\right)
$$

The four squared terms admit a simple statistical interpretation. [ $\left.\sum_{j=1}^{n} H_{1}\left(X_{j}\right)\right]^{2}$ becomes large if there are deviations from the expectation zero. If the expectation is zero, then the second term indicates deviations from the variance. If the first two moments are 0 and 1 , then the third term hints at a possible skewness, whereas the fourth term becomes large if the data from the alternative have a nonzero kurtosis.

In some cases it is more convenient to turn from the score statistic to the likelihood ratio statistic, which differs from the score statistic only by terms $o_{P_{\theta_{0}}^{\otimes n}}(1)$; see Theorem 8.116.

The following example considers $\chi^{2}$ goodness-of-fit tests.
Example 8.147. This a continuation of Example 8.117. Suppose that for the multinomial distribution we want to test $\mathrm{H}_{0}: p=\left(p_{1}, \ldots, p_{d}\right)=p_{0}=\left(p_{0,1}, \ldots, p_{0, d}\right)$ versus $\mathrm{H}_{A}: p \neq p_{0}$. We use the parametrization in Example 8.117. Then we obtain from Theorem 8.116 and (8.127) that

$$
\left\|\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) Z_{n}\right\|^{2}=2 n \sum_{k=1}^{d}\left(Y_{k, n} / n\right) \ln \frac{\left(Y_{k, n} / n\right)}{p_{0, k}}+o_{P_{\theta_{0}}^{\otimes n}}(1) .
$$

We know that the score test, which rejects the null hypothesis for large values of $\left\|\mathrm{I}^{-1 / 2}\left(\theta_{0}\right) Z_{n}\right\|^{2}$, is LAMM for local alternatives that satisfy $\delta^{2} \leq h^{T} \mathrm{I}\left(\theta_{0}\right) h \leq c$. To analyze this condition we note that in view of Example 8.117 it holds

$$
\mathbf{I}\left(\theta_{0}\right)=\left(\frac{1}{\theta_{0, k}} \delta_{k, l}+\left(1-\sum_{i=1}^{d-1} \theta_{0, i}\right)^{-1}\right)_{1 \leq k, l \leq d-1}
$$

Hence with $p_{0, l}=\theta_{0, l}, 1 \leq l \leq d-1$, and $p_{0, d}=1-\sum_{i=1}^{d-1} \theta_{0, i}$,

$$
h^{T} \mathbf{I}\left(\theta_{0}\right) h=\sum_{l=1}^{d-1} \frac{1}{p_{0, l}} h_{l}^{2}+\frac{1}{p_{0, d}}\left(\sum_{l=1}^{d-1} h_{l}\right)^{2} .
$$

If we set $h_{d}=-\sum_{l=1}^{d-1} h_{l}$, then the local alternatives can be written as

$$
\begin{equation*}
p_{n, k}=p_{0, k}+h_{k} / \sqrt{n}, \quad \sum_{l=1}^{d} h_{l}=0, \quad \delta^{2} \leq \sum_{l=1}^{d} \frac{1}{p_{0, l}} h_{l}^{2} \leq c \tag{8.175}
\end{equation*}
$$

We get from Theorem 8.143 that the sequence of Rao score tests is an asymptotic level $\alpha$ test and has the LAMM property on the set of local alternatives of the type (8.175). Under the null hypothesis the statistic $\left\|I^{-1 / 2}\left(\theta_{0}\right) Z_{n}\right\|^{2}$ differs from the likelihood ratio, and in view of Lemma 8.118 also from the statistics $\left(2 n / \mathrm{v}^{\prime \prime}(1)\right)\left[\mathrm{I}_{\mathrm{v}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)-\mathrm{v}(1)\right]$, only by terms $o_{P_{\theta_{0}}^{\otimes n}}(1)$. As the ULAN condition is satisfied the sequence of models is asymptotically equicontinuous in the sense of (6.80). This implies that the power of the three tests tends locally uniformly to the same function. As the sequence of score tests has been verified already to be LAMM we get the same property for the likelihood ratio test and the test that is based on $\left(2 n / \mathrm{v}^{\prime \prime}(1)\right)\left[\mathrm{l}_{\mathrm{v}}\left(\widehat{P}_{n}, P_{\theta_{0}}\right)-\mathrm{v}(1)\right]$.

Similarly as in (8.155), we consider again the sequence of localized model

$$
\begin{align*}
\mathcal{M}_{n} & =\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\tau_{0}+h / \sqrt{n}, \xi_{0}+g / \sqrt{n}}^{\otimes n}\right)_{(h, g) \in \Delta_{n}}\right)  \tag{8.176}\\
\Delta_{n} & =\left\{(h, g):\left(\left(\tau_{0}+h / \sqrt{n}\right)^{T},\left(\xi_{0}+g / \sqrt{n}\right)^{T}\right)^{T} \in \Delta\right\}
\end{align*}
$$

where the parameter of interest, however, is now of dimension $k$. To construct a test statistic we use $S_{n, N R}\left(\theta_{0}\right)$ in (8.112) and set

$$
\begin{equation*}
Q_{n, N R}\left(\theta_{0}\right)=S_{n, N R}^{T}\left(\theta_{0}\right) \mathrm{G}^{-1}\left(\theta_{0}\right) S_{n, N R}\left(\theta_{0}\right) \tag{8.177}
\end{equation*}
$$

The subsequent theorem corresponds to Theorem 8.138, but now it concerns the case where the parameter of interest is multivariate and the criterion for optimality is the maximin concept.

Theorem 8.148. Suppose the family $\left(P_{\theta}\right)_{\theta \in \Delta}, \Delta \subseteq \mathbb{R}^{d}$, satisfies condition (A10) and $\boldsymbol{I}\left(\theta_{0}\right)$ is nonsingular. Assume that $\widetilde{\xi}_{n}$ is a $\sqrt{n}$-consistent estimator of $\xi$ for the sequence of submodels $\left(P_{\left(\tau_{0}, \xi\right)}^{\otimes n}\right)_{\xi \in \Xi\left(\tau_{0}\right)}$. Then the sequence of Neyman-Rao tests

$$
\psi_{n, N R}=I_{\left(\chi_{1-\alpha, k}^{2}, \infty\right)}\left(Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)\right)
$$

is an asymptotic level $\alpha$ test for the testing problem $\mathrm{H}_{0}: h=0, g \in \mathbb{R}^{d-k}$, versus $\mathrm{H}_{A}: h \neq 0, g \in \mathbb{R}^{d-k}$ in the sequence of models $\mathcal{M}_{n}$ in (8.176), and it holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \inf _{(g, h) \in \Delta_{c, \delta}} \mathrm{E}_{n, g, h} \psi_{n, N R}=\mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, k}^{2}\right), \tag{8.178}
\end{equation*}
$$

where $\Delta_{c, \delta}=\left\{(g, h): \delta^{2} \leq h^{T} \mathrm{G}\left(\theta_{0}\right) h \leq c, g^{T} g \leq c\right\}, 0 \leq \delta^{2} \leq c$. The sequence $\psi_{n, N R}$ is LAMM for testing $\mathrm{H}_{0}: h=0$ versus $\mathrm{H}_{A}: h \in \Delta_{c, \delta}$ in the sense that

$$
\limsup _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \varphi_{n}\right) \leq \lim _{n \rightarrow \infty}\left(\inf _{h \in \Delta_{c, \delta}} \mathrm{E}_{n, h} \psi_{n, N R}\right) .
$$

for every further asymptotic level $\alpha$ test $\varphi_{n}$.
Proof. Condition (A10) allows the application of Proposition 8.113, which yields, with $\theta_{0}=\left(\tau_{0}^{T}, \xi_{0}^{T}\right)^{T}$,

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} W_{\tau_{0}, \widetilde{\xi}_{n}}\left(X_{i}\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} W_{\tau_{0}, \xi_{0}}\left(X_{i}\right)+o_{P_{\theta_{0}}^{\otimes n}}(1) .
$$

We note that

$$
\mathrm{C}_{\theta_{0}}\left(W_{\theta_{0}}, V_{\theta_{0}}\right)=0 \quad \text { and } \quad \mathrm{C}_{\theta_{0}}\left(W_{\theta_{0}}, W_{\theta_{0}}\right)=\mathrm{G}\left(\theta_{0}\right),
$$

by the definition of $W_{\theta_{0}}$ in (8.112) and (8.115), respectively. Hence

$$
\mathrm{C}_{\theta_{0}}\left(\mathrm{G}^{-1 / 2}\left(\theta_{0}\right) W_{\theta_{0}}, \dot{L}_{\theta_{0}}\right)=\mathrm{C}_{\theta_{0}}\left(\mathrm{G}^{-1 / 2}\left(\theta_{0}\right) W_{\theta_{0}},\binom{U_{\theta_{0}}}{V_{\theta_{0}}}\right)=\left(\mathrm{G}^{1 / 2}\left(\theta_{0}\right), 0\right) .
$$

Corollary 6.74 provides the locally uniform convergence

$$
\begin{aligned}
\mathcal{L}\left(\mathrm{G}^{-1 / 2}\left(\theta_{0}\right) S_{n, N R}\left(\theta_{0}\right) \mid P_{\tau_{0}+h / \sqrt{n}, \xi_{0}+g / \sqrt{n}}^{\otimes n}\right) & =\mathrm{N}\left(\mathrm{G}^{1 / 2}\left(\theta_{0}\right) h, \mathbf{I}\right), \\
\lim _{n \rightarrow \infty} \int \psi_{n, N R} d P_{\tau_{0}+h / \sqrt{n}, \xi_{0}+g / \sqrt{n}}^{\otimes n} & =\mathrm{H}_{k, h^{T} \mathrm{G}\left(\theta_{0}\right) h}\left(\chi_{1-\alpha, k}^{2}\right),
\end{aligned}
$$

which shows that $\psi_{n, N R}$ is an asymptotic level $\alpha$ test and (8.178) holds. Using Theorem 8.143 it remains to prove that $\mathrm{H}_{d, \delta^{2}}\left(\chi_{1-\alpha, k}^{2}\right)$ is the maximin value for the limit model $\mathcal{G}_{0}=\left(\mathbb{R}^{d}, \mathfrak{B}_{d},\left(\mathbb{N}\left(\theta, I^{-1}\left(\theta_{0}\right)\right)\right)_{\theta \in \mathbb{R}^{d}}\right)$. But this follows from Theorem 8.24, where we have to use $\Sigma_{0}=\mathrm{I}^{-1}\left(\theta_{0}\right)$ so that $\Sigma_{1,1}=\mathrm{G}^{-1}\left(\theta_{0}\right)$ in view of (8.113) and $\Sigma_{1,1}^{-1}=\mathrm{G}\left(\theta_{0}\right)$.

Now we investigate how the Neyman-Rao test $\varphi_{n, \chi^{2}}\left(Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)\right)$ is related to the Wald test and the likelihood ratio test. We assume that the conditions in Proposition 8.115 hold, so that especially $\widehat{\theta}_{n}=\left(\widehat{\tau}_{n}, \widehat{\xi}_{n}\right)$ is the MLE for the total model, and $\widetilde{\xi}_{n}$ is a $\sqrt{n}$-consistent estimator for $\xi$ in the submodel with $\left(P_{\left(\tau_{0}, \xi\right)}\right)_{\xi \in \Xi\left(\tau_{0}\right)}$. Then under the assumptions of Proposition 8.123 the test statistics $Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right)$ in (8.119), $Q_{n, W}\left(\tau_{0}, \widehat{\xi}_{n}\right)$ in (8.120), and the likelihood ratio statistic $Q_{N, L R}=2\left(\Lambda_{n}\left(\widehat{\theta}_{n}\right)-\Lambda_{n}\left(\widetilde{\theta}_{n}\right)\right)$ differ only by terms $o_{P_{\theta_{0}}^{\otimes n}}(1)$, so that that the pointwise limits of the power functions of the associated tests are identical. Due to (6.80) the convergence is locally uniform. This gives the following statement.

Proposition 8.149. If the conditions of Proposition 8.123 hold, then the Neyman-Rao test, the Wald test, and the likelihood ratio test are asymptotic level $\alpha$ tests that have the LAMM property for the testing Problem $\mathrm{H}_{0}: h=0$, $g \in \mathbb{R}^{d-k}$, versus $\mathrm{H}_{A}: \delta^{2} \leq h^{T} \mathrm{G}\left(\theta_{0}\right) h \leq c, g^{T} g \leq c$.

### 8.10 Solutions to Selected Problems

Solution to Problem 8.2: $\mathrm{E}_{\theta} \psi \leq \mathrm{E}_{\theta} \phi, \theta \in \Delta_{A}$, implies that the test $\phi$ is unbiased. $\mathrm{E}_{\theta_{1}} \psi<\mathrm{E}_{\theta_{1}} \phi$ at some $\theta_{1} \in \Delta_{A}$ would contradict that $\psi$ is a uniformly best unbiased level $\alpha$ test.

Solution to Problem 8.4: The special choice of $\phi \equiv \alpha$ shows that the test $\varphi$ is unbiased. By Problem 8.3 every unbiased level $\alpha$ test $\psi$ for which $\theta \rightarrow \mathbf{E}_{\theta} \psi$ is continuous satisfies $\mathrm{E}_{\theta} \psi=\alpha, \theta \in J$.

Solution to Problem 8.35: $(X, Y)=\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} Y_{i}\right)$ is sufficient for $\left(\lambda_{1}, \lambda_{2}\right) \in$ $(0, \infty)^{2}$, where $X$ and $Y$ are independent and follow a Poisson distribution $\operatorname{Po}\left(n \lambda_{1}\right)$ and $\operatorname{Po}\left(n \lambda_{2}\right)$, respectively. Let $\eta_{j}=n \lambda_{j}, j=1,2$. The p.m.f. of $(X, Y)$ is

$$
\begin{aligned}
\mathrm{po}_{\eta_{1}}(x) \mathrm{po}_{\eta_{2}}(y) & =\frac{\left(\eta_{1}\right)^{x}}{x!} \exp \left\{-\eta_{1}\right\} \frac{\left(\eta_{2}\right)^{y}}{y!} \exp \left\{-\eta_{2}\right\} \\
& =\exp \left\{x \ln \left(\frac{\eta_{1}}{\eta_{2}}\right)+(x+y) \ln \left(\eta_{2}\right)-\eta_{1}-\eta_{2}\right\} \frac{1}{x!y!} \\
& =\exp \{U(x, y) \tau+V(x, y) \xi-K(\tau, \xi)\} \frac{1}{x!y!},
\end{aligned}
$$

where $U(x, y)=x$ and $V(x, y)=x+y,(x, y) \in \mathbb{N}^{2}$. This complies with (8.27). As $\tau=\ln \left(\eta_{1} / \eta_{2}\right)=\ln \left(\lambda_{1} / \lambda_{2}\right), \mathrm{H}_{0}: \lambda_{1} \leq \lambda_{2}$ is equivalent to $\mathrm{H}_{0}: \tau \leq 0$, and $\mathrm{H}_{A}: \lambda_{1}>\lambda_{2}$ is equivalent to $\mathrm{H}_{A}: \tau>0$. Now Theorem 8.28 can be applied which provides the uniformly best unbiased level $\alpha$ test $\varphi_{1, U}(u, v)$ for $\mathrm{H}_{0}$ versus $\mathrm{H}_{A}$. At $\tau=0$ the conditional distribution of $U$, given $V=v$, is the binomial distribution $\mathrm{B}\left(v, \lambda_{1} /\left(\lambda_{1}+\lambda_{2}\right)\right)$. Testing $\mathrm{H}_{0}: \lambda_{1}=\lambda_{2}$ versus $\mathrm{H}_{A}: \lambda_{1} \neq \lambda_{2}$ goes analogously.

Solution to Problem 8.56: As $T$ is maximal invariant the sample space $\mathcal{X}$ can be written as a union of the disjoint orbits $\{x: T(x)=t\}, t \in \mathcal{T}$, on which the statistic $S$ takes on the constant value $S(x)=S(U(T(y)))$ for every $y \in\{x: T(x)=t\}$.

Solution to Problem 8.57: As $\left(\bar{X}_{n}, S_{n}^{2}\right)$ is sufficient for $\left(\mu, \sigma^{2}\right) \in \mathbb{R} \times(0, \infty)$ we consider only tests that are based on $\left(\bar{X}_{n}, S_{n}^{2}\right)$. The hypotheses remain invariant under scale transformations. Scale invariance leads to the maximal invariant statistic $T=\sqrt{n} \bar{X}_{n} / \sqrt{S_{n}^{2}}$, which follows a noncentral $t$-distribution $\mathrm{T}(n-1, \sqrt{n} \mu / \sigma)$; see Example 2.37. By Theorem 2.27 it has MLR in the identity. The rest follows from Theorem 2.49.

Solution to Problem 8.60: As $T$ generates $\mathfrak{I}$ every $A \in \mathfrak{I}$ may be written as $A=T^{-1}(B), B \in \mathfrak{T}$. Hence by the definition of the likelihood ratio $M_{\theta_{0}, \theta}$,

$$
\begin{array}{r}
P_{\theta}(A)=\left(P_{\theta} \circ T^{-1}\right)(B)=\int_{B} M_{\theta_{0}, \theta} d\left(P_{\theta_{0}} \circ T^{-1}\right)+\left(P_{\theta} \circ T^{-1}\right)\left(\left\{M_{\theta_{0}, \theta}=\infty\right\} \cap B\right) \\
=\int_{A} M_{\theta_{0}, \theta}(T) d P_{\theta_{0}}+P_{\theta}\left(\left\{M_{\theta_{0}, \theta}(T)=\infty\right\} \cap B\right) .
\end{array}
$$

Solution to Problem 8.61: If the distribution of ( $X_{1}, \ldots, X_{n}$ ) has the Lebesgue density $f$, then the distribution of ( $X_{1}, X_{2}-X_{1} \ldots, X_{n}-X_{1}$ ) has the Lebesgue density $f\left(t_{1}, t_{2}+t_{1}, \ldots, t_{n}+t_{1}\right)$. Integration over $t_{1}$ gives the marginal density of ( $X_{2}-X_{1}, \ldots, X_{n}-X_{1}$ ).

Solution to Problem 8.62: In a first step we calculate the density $g$ of

$$
\left(X_{1}, X_{2}-X_{1}, \frac{X_{3}-X_{1}}{X_{2}-X_{1}}, \ldots, \frac{X_{n}-X_{1}}{X_{2}-X_{1}}\right),
$$

where $\left(X_{1}, \ldots, X_{n}\right)$ has the Lebesgue density $f$. The mapping

$$
\left(t_{1}, \ldots, t_{n}\right) \rightarrow\left(t_{1}, t_{2}-t_{1}, \frac{t_{3}-t_{1}}{t_{2}-t_{1}}, \ldots, \frac{t_{n}-t_{1}}{t_{2}-t_{1}}\right)
$$

is a diffeomorphism $D\left(t_{1}, \ldots, t_{n}\right): \mathbb{R}_{\neq 0}^{n} \rightarrow \mathbb{R} \times \mathbb{R}_{\neq 0} \times \mathbb{R}^{n-2}$ with the inverse mapping $D^{-1}\left(s_{1}, \ldots, s_{n}\right)=\left(s_{1}, s_{1}+s_{2}, s_{1}+s_{3} s_{2}, \ldots, s_{1}+s_{n} s_{2}\right)$, which has the Jacobian

$$
J_{D^{-1}}\left(s_{1}, \ldots, s_{n}\right)=\left(\begin{array}{cccccc}
1 & 0 & \cdot & \cdot & \cdot & 0 \\
1 & 1 & 0 & \cdot & \cdot & 0 \\
1 & s_{3} & s_{2} & 0 & \cdot & 0 \\
\cdot & 0 & s_{2} & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & & \cdot \\
1 & s_{n} & 0 & \cdot & \cdot & s_{2}
\end{array}\right)
$$

The absolute value of the determinant of $J_{D^{-1}}$ is $\left|s_{2}\right|^{n-2}$ so that the density $g$ is, according to the transformation theorem for Lebesgue densities, given by

$$
g(s)=\left|J_{D^{-1}}(s)\right| f\left(D^{-1}(s)\right)\left|=\left|s_{2}\right|^{n-2} f\left(s_{1}, s_{1}+s_{2}, s_{1}+s_{3} s_{2}, \ldots, s_{1}+s_{n} s_{2}\right),\right.
$$

where $s=\left(s_{1}, \ldots, s_{n}\right)$. Hence the density $h$ of

$$
\left(X_{2}-X_{1}, \frac{X_{3}-X_{1}}{X_{2}-X_{1}}, \ldots, \frac{X_{n}-X_{1}}{X_{2}-X_{1}}\right)
$$

is the marginal density

$$
h\left(s_{2}, \ldots, s_{n}\right)=\int\left|s_{2}\right|^{n-2} f\left(s_{1}, s_{1}+s_{2}, s_{1}+s_{3} s_{2}, \ldots, s_{1}+s_{n} s_{2}\right) d s_{1} .
$$

Set $\varepsilon=\operatorname{sgn}\left(X_{2}-X_{1}\right), Y_{i}=\left(X_{i}-X_{1}\right) /\left(X_{2}-X_{1}\right), i=3, \ldots, n$, and fix a Borel set $B \in \mathfrak{B}_{n-2}$. Then with $u=\left(s_{3}, \ldots, s_{n}\right)$,

$$
\mathbb{P}\left(\varepsilon= \pm 1,\left(Y_{3}, \ldots, Y_{n}\right) \in B\right)=\int I_{(0, \infty)}\left( \pm s_{2}\right)\left[\int_{B} h\left(s_{2}, u\right) \boldsymbol{\lambda}_{n-2}(d u)\right] \boldsymbol{\lambda}\left(d s_{2}\right) .
$$

Let $\varpi$ denote the counting measure on $\{-1,1\}$ and $h_{ \pm}$the integrand. Then the distribution of $T_{l s}=\left(\varepsilon, Y_{3}, \ldots, Y_{n}\right)$ has, with respect to $\varpi \otimes \boldsymbol{\lambda}_{n-2}$, the density

$$
\begin{aligned}
& k\left(\delta, s_{3}, \ldots, s_{n}\right)=I_{\{-1\}}(\delta) h_{-}\left(s_{3}, \ldots, s_{n}\right)+I_{\{1\}}(\delta) h_{+}\left(s_{3}, \ldots, s_{n}\right) \\
& =I_{\{-1\}}(\delta) \int_{-\infty}^{0}\left[\int_{-\infty}^{\infty}\left|s_{2}\right|^{n-2} f\left(s_{1}, s_{1}+s_{2}, s_{1}+s_{3} s_{2}, \ldots, s_{1}+s_{n} s_{2}\right) d s_{1}\right] d s_{2} \\
& \quad+I_{\{1\}}(\delta) \int_{0}^{\infty}\left[\int_{-\infty}^{\infty}\left|s_{2}\right|^{n-2} f\left(s_{1}, s_{1}+s_{2}, s_{1}+s_{3} s_{2}, \ldots, s_{1}+s_{n} s_{2}\right) d s_{1}\right] d s_{2} \\
& =\int_{0}^{\infty}\left[\int_{-\infty}^{\infty} s_{2}^{n-2} f\left(s_{1}, s_{1}+\delta s_{2}, s_{1}+s_{3} \delta s_{2}, \ldots, s_{1}+s_{n} \delta s_{2}\right) d s_{1}\right] d s_{2} .
\end{aligned}
$$

Set $\delta\left(x_{1}, x_{2}\right)=1$ if $x_{1}<x_{2}$, and $\delta\left(x_{1}, x_{2}\right)=-1$ if $x_{1}>x_{2}$. Then we have $\delta\left(x_{1}, x_{2}\right)\left(x_{2}-x_{1}\right)=\left|x_{2}-x_{1}\right|$, and $k\left(T_{l s}\left(x_{1}, \ldots, x_{n}\right)\right)$ is given by

$$
\begin{aligned}
& k\left(T_{l s}\left(x_{1}, \ldots, x_{n}\right)\right) \\
= & \int_{0}^{\infty}\left[\int_{-\infty}^{\infty} s_{2}^{n-2} f\left(s_{1}, s_{1}+s_{2} \frac{x_{2}-x_{1}}{\left|x_{2}-x_{1}\right|}, \ldots, s_{1}+\frac{x_{n}-x_{1}}{\left|x_{2}-x_{1}\right|} s_{2}\right) d s_{1}\right] d s_{2} \\
= & \left|x_{2}-x_{1}\right|^{n-1} \int_{0}^{\infty}\left[\int _ { - \infty } ^ { \infty } w ^ { n - 2 } f \left(s_{1}, s_{1}+w\left(x_{2}-x_{1}\right), \ldots,\right.\right. \\
& \left.\left.s_{1}+w\left(x_{n}-x_{1}\right)\right) d s_{1}\right] d w \\
= & \left|x_{2}-x_{1}\right|^{n-1} \int_{0}^{\infty}\left[\int_{-\infty}^{\infty} w^{n-2} f\left(v+w x_{1}, v+w x_{2}, \ldots, v+w x_{n}\right) d v\right] d w .
\end{aligned}
$$

To complete the proof we have only to apply Problem 8.60.
Solution to Problem 8.64: If $f_{0}\left(x_{1}, \ldots, x_{n}\right)=(2 \pi)^{-n / 2} \exp \left\{-\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}\right\}$, then $\sum_{i=1}^{n}\left(w x_{i}+v\right)^{2}=(n-1) w^{2} s_{n}^{2}+n\left(w \bar{x}_{n}+v\right)^{2}$, and with $x=\left(x_{1}, \ldots, x_{n}\right)$,

$$
\begin{aligned}
& \left.\bar{f}_{0}(x)=(2 \pi)^{-n / 2} \int_{0}^{\infty} w^{n-2}\left[\int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2} \sum_{i=1}^{n}\left(w x_{i}+v\right)^{2}\right\}\right) d v\right] d w \\
& =(2 \pi)^{-n / 2} \int_{0}^{\infty} w^{n-2} \exp \left\{-\frac{1}{2}(n-1) w^{2} s_{n}^{2}\right\} \\
& \quad \times\left[\int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2} n\left(w \bar{x}_{n}+v\right)^{2}\right\} d v\right] d w \\
& =(2 \pi)^{-n / 2}(2 \pi)^{1 / 2} n^{-1 / 2} \int_{0}^{\infty} w^{n-2} \exp \left\{-\frac{1}{2}(n-1) w^{2} s_{n}^{2}\right\} d w \\
& =(2 \pi)^{-(n-1) / 2} n^{-1 / 2}\left[(n-1) s_{n}^{2}\right]^{-(n-1) / 2} \int_{0}^{\infty} u^{n-2} \exp \left\{-\frac{1}{2} u^{2}\right\} d u \\
& =\frac{1}{2} n^{-1 / 2}[(n-1) \pi]^{-(n-1) / 2} \Gamma\left(\frac{n-1}{2}\right) s_{n}^{-n+1} .
\end{aligned}
$$

If $f_{1}\left(x_{1}, \ldots, x_{n}\right)=\exp \left\{-\sum_{i=1}^{n} x_{i}\right\} I_{(0, \infty)}\left(x_{[1]}\right)$, then with $x=\left(x_{1}, \ldots, x_{n}\right)$,

$$
\begin{aligned}
& \bar{f}_{1}(x)=\int_{0}^{\infty} w^{n-2}\left[\int_{-\infty}^{\infty} I_{(0, \infty)}\left(w x_{[1]}+v\right) \exp \left\{-n w \bar{x}_{n}-n v\right\} d v\right] d w \\
= & \int_{0}^{\infty} w^{n-2} \exp \left\{-n w \bar{x}_{n}\right\}\left[\int_{-w x_{[1]}}^{\infty} \exp \{-n v\} d v\right] d w \\
= & n^{-1} \Gamma(n-1)\left[n\left(\bar{x}_{n}-x_{[1]}\right)\right]^{-n+1} .
\end{aligned}
$$

Solution to Problem 8.66: If $f_{1}(x)=\prod_{j=1}^{n_{1}} \varphi_{\mu, 1}\left(x_{1, j}\right) \prod_{j=1}^{n_{2}} \varphi_{0,1}\left(x_{2, j}\right), x=$ $\left(x_{1,1}, \ldots, x_{2, n_{2}}\right) \in \mathbb{R}^{n}$, where $n=n_{1}+n_{2}$, then

$$
\begin{aligned}
\bar{f}_{1}(x)= & (2 \pi)^{-n / 2} \int_{0}^{\infty} w^{n-2}\left[\int _ { - \infty } ^ { \infty } \operatorname { e x p } \left\{-\frac{1}{2} \sum_{j=1}^{n_{1}}\left(w x_{1, j}+v-\mu\right)^{2}\right.\right. \\
& \left.\left.-\frac{1}{2} \sum_{j=2}^{n_{2}}\left(w x_{2, j}+v\right)^{2}\right\} d v\right] d w .
\end{aligned}
$$

The inner integral can be solved by rearranging the quadratic terms. This leads to

$$
\begin{aligned}
\bar{f}_{1}(x)= & n^{-1 / 2}(2 \pi)^{-(n-1) / 2}\left[\sum_{i=1}^{2} \sum_{j=1}^{n_{i}}\left(x_{i, j}-\bar{x}_{i} \cdot\right)^{2}\right]^{-(n-1) / 2} \\
& \times \exp \left\{-\frac{n_{1} n_{2} \mu^{2}}{2 n}\right\} \int_{0}^{\infty} w^{n-2} \exp \left\{-\frac{1}{2} w^{2}+w \mu V(x)\right\} d w .
\end{aligned}
$$

For $\mu=0$ we get $\bar{f}_{0}(x)$. The ratio $\bar{f}_{1}(x) / \bar{f}_{0}(x)$ turns out to be (8.69).
Solution to Problem 8.71: Using the elementary inequality $a \wedge b \leq a^{s} b^{1-s}$ we get the inequality from (1.82).

Solution to Problem 8.94: Use the Gram-Schmidt orthogonalization procedure to find an orthonormal basis $Z_{1}, \ldots, Z_{n}$. The mapping $X \rightarrow\left(\left\langle X, Z_{1}\right\rangle, \ldots,\left\langle X, Z_{n}\right\rangle\right)$ is an isometry between $\mathcal{L}$ and $\mathbb{R}^{n}$, i.e., it is linear, preserves the scalar product, and is one-to-one. Hence for a convergent sequence $X_{m} \rightarrow X$ the vectors $\left(\left\langle X_{m}, Z_{1}\right\rangle, \ldots,\left\langle X_{m}, Z_{n}\right\rangle\right)$ converge to the vector $\left(\left\langle X, Z_{1}\right\rangle, \ldots,\left\langle X, Z_{n}\right\rangle\right)$ so that we have $X=\sum_{i=1}^{n}\left\langle X, Z_{i}\right\rangle Z_{i} \in \mathcal{L}$. As to the second statement, we remark that every $X \in \operatorname{span}\left(\left\{X_{1}, X_{2}, \ldots\right\}\right)$ is either zero or has a positive variance. $\mu=\lim _{n \rightarrow \infty} \bar{X}_{n}$ does not have this property but belongs to the closure of $\mathcal{L}$.

Solution to Problem 8.95: Use the same arguments as in Problem 3.79.
Solution to Problem 8.96: Suppose $Z=\Pi_{\mathcal{L}} Y$ and consider for $X \in \mathcal{L}$ the function $f(t)=\left\|Y-\Pi_{\mathcal{L}} Y+t X\right\|_{2}^{2}=t^{2}\|X\|^{2}+2 t\left\langle Y-\Pi_{\mathcal{L}} Y, X\right\rangle+\left\|Y-\Pi_{\mathcal{L}} Y\right\|^{2}$ which has the minimum at $t=0$. Then $2\left\langle Y-\Pi_{\mathcal{L}} Y, X\right\rangle=f^{\prime}(0)=0$. Conversely, if (8.81) holds, then for every $X \in \mathcal{L}$, and thus for $Y-\Pi_{\mathcal{L}} Y \perp \Pi_{\mathcal{L}} Y-X$, it holds $\|Y-X\|^{2}=\left\|Y-\Pi_{\mathcal{L}} Y\right\|^{2}+\left\|\Pi_{\mathcal{L}} Y-X\right\|^{2} \geq\left\|Y-\Pi_{\mathcal{L}} Y\right\|^{2}$.

Solution to Problem 8.97: Put $a^{T}=\left(\mathbb{E}\left(Y X^{T}\right)\right)\left(\mathbb{E}\left(X X^{T}\right)\right)^{-1}$ and $Z=a^{T} X$. Then $Z \in \mathcal{L}$ and for every $b \in \mathbb{R}^{n}$ it holds

$$
\mathbb{E}\left(Y-a^{T} X\right) b^{T} X=\mathbb{E}\left(Y X^{T}\right) b-a^{T} \mathbb{E}\left(X X^{T}\right) b=0 .
$$

Solution to Problem 8.98: If $A \in \sigma(X)$, then $A=X^{-1}(B)$ for some $B \in \mathfrak{B}$ and $\mathbb{E} I_{A} g(X)=\mathbb{E} I_{B}(X) g(X)=\int\left[\int I_{B}(x) h(x, y) P_{Y}(d y)\right] P_{X}(d x)=\mathbb{E} I_{B}(X) h(X, Y)=$ $\mathbb{E} I_{A} h(X, Y)$.

Solution to Problem 8.99: For $Z \in \mathbb{H}$ the relations (a) and (b) in Proposition A. 31 imply $\mathbb{E}(X-\mathbb{E}(X \mid \mathfrak{G})) Z=0$ so that $X-\mathbb{E}(X \mid \mathfrak{G}) \perp \mathbb{H}$ and $\mathbb{E}(X \mid \mathfrak{G}) \in \mathbb{H}$. The first statement follows from Problem 8.96. The second follows from $\mathbb{E}(X \mid \mathfrak{G})-\mathbb{E} X \in \mathbb{H}^{0}$ and $\mathbb{E} Z(X-\mathbb{E}(X \mid \mathfrak{G})+\mathbb{E} X)=0, Z \in \mathbb{H}^{0}$, and Problem 8.96 again.

Solution to Problem 8.100: The independence of $X_{i}$ and $X_{j}$ for $i \neq j$ implies $\mathrm{E}_{P_{n}}\left(a_{i}\left(X_{i}\right) a_{j}\left(X_{j}\right)\right)=\mathrm{E}_{P_{n}} a_{i}\left(X_{i}\right) \mathrm{E}_{P_{n}} a_{j}\left(X_{j}\right)=0$ which gives the statement on $\mathrm{E}_{P_{n}} S^{2}$. If $T=b_{0}+\sum_{i=1}^{n} b_{i}\left(X_{i}\right)$, then $\mathrm{E}_{P_{n}}(S-T)^{2}=\left(a_{0}-b_{0}\right)^{2}+\sum_{i=1}^{n} \mathrm{E}_{P_{n}}\left(a_{i}\left(X_{i}\right)-\right.$ $\left.b_{i}\left(X_{i}\right)\right)^{2}$ which gives the uniqueness.

Solution to Problem 8.101: Consider a sequence $S_{m}=a_{m, 0}+\sum_{i=1}^{n} a_{m, i}\left(X_{i}\right)$ which converges to some $S \in \mathbb{L}_{2}\left(P^{\otimes n}\right)$. Then $S_{m}$ is a Cauchy sequence and it follows from Problem 8.100 that the $a_{m, 0} \in \mathbb{R}$ and the $a_{m, i} \in \mathbb{L}_{2}^{0}(P)$ form a Cauchy sequence and thus converge to some $a_{0} \in \mathbb{R}$ and $a_{i} \in \mathbb{L}_{2}^{0}(P)$. Then by the first statement in Problem $8.100 S_{m}$ converges in the sense of $\mathbb{L}_{2}^{0}(P)$ to $a_{0}+\sum_{i=1}^{n} a_{i}\left(X_{i}\right)$ which is $S$.

Solution to Problem 8.102: Without loss of generality assume $\gamma=0$. Then $\mathrm{V}_{P_{n}}\left(\mathcal{U}_{n}\right)=\left(\binom{n}{m}\binom{n}{m}\right)^{-1} \sum_{A, B \in \mathcal{A}_{m}} \mathrm{E}_{P_{n}} \Psi\left(X_{A}\right) \Psi\left(X_{B}\right)$. It holds $\mathrm{E}_{P_{n}} \Psi\left(X_{A}\right) \Psi\left(X_{B}\right)=0$ if $A \cap B=\emptyset$ and $\mathrm{E}_{P_{n}} \Psi\left(X_{A}\right) \Psi\left(X_{B}\right)=\sigma_{k}^{2}$ if $|A \cap B|=k$. The number of such pairs of $A$ and $B$ are obtained as follows. There are $\binom{n}{k}$ selections of the $k$ joint elements from $1, \ldots, n$. Select from the set of size $n-k$ the $m-k$ elements for $A$ and from the $n-m$ elements the remaining $m-k$ for $B$. Hence we get

$$
\binom{n}{k}\binom{n-k}{m-k}\binom{n-m}{m-k}=\binom{n}{m}\binom{m}{k}\binom{n-m}{m-k}
$$

possibilities. As $\gamma=0$ we have with $X=\left(X_{1}, \ldots, X_{k}\right)$,

$$
\begin{aligned}
\mathrm{V}_{P_{n}}\left(\Psi_{k}(X)\right) & =\int\left[\int \Psi\left(x_{1}, \ldots, x_{m}\right) P^{\otimes(m-k)}\left(d x_{k+1}, \ldots, d x_{m}\right)\right]^{2} P^{\otimes k}\left(d x_{1}, \ldots, d x_{k}\right) \\
& \leq \int \Psi\left(x_{1}, \ldots, x_{m}\right)^{2} P^{\otimes m}\left(d x_{1}, \ldots, d x_{m}\right)=\sigma_{m}^{2}
\end{aligned}
$$

$\mathrm{V}_{P_{n}}\left(\widehat{\mathcal{U}}_{n}\right)=\left(m^{2} / n\right) \mathrm{V}_{P_{n}}\left(\Psi_{1}\left(X_{1}\right)\right)=\left(m^{2} / n\right) \sigma_{1}^{2}$ yields

$$
\begin{aligned}
0 & \leq \mathrm{V}_{P_{n}}\left(\mathcal{U}_{n}\right)-\mathrm{V}_{P_{n}}\left(\widehat{\mathcal{U}}_{n}\right)=\frac{1}{\binom{n}{m}} \sum_{k=1}^{m}\binom{m}{k}\binom{n-m}{m-k} \mathrm{~V}_{P_{n}}\left(\Psi_{k}\left(X_{1}, \ldots, X_{k}\right)\right)-\frac{m^{2}}{n} \sigma_{1}^{2} \\
& =\frac{1}{\binom{n}{m}}\binom{m}{1}\binom{n-m}{m-1} \sigma_{1}^{2}-\frac{m^{2}}{n} \sigma_{1}^{2}+\frac{1}{\binom{n}{m}} \sum_{k=2}^{m}\binom{m}{k}\binom{n-m}{m-k} \mathrm{~V}_{P_{n}}\left(\Psi_{k}\left(X_{1}, \ldots, X_{k}\right)\right) \\
& \leq\left|\frac{m^{2}}{n}-\frac{m^{2}(n-m)!(n-m)!}{n!(n-2 m+1)!}\right| \sigma_{m}^{2}+\sigma_{m}^{2} \frac{1}{\binom{n}{m}} \sum_{k=2}^{m}\binom{m}{k}\binom{n-m}{m-k} .
\end{aligned}
$$

It holds

$$
\begin{aligned}
& \frac{m^{2}}{n}-\frac{m^{2}(n-m)!(n-m)!}{n!(n-2 m+1)!}=\frac{m^{2}}{n}\left(1-\frac{(n-m) \cdots(n-2 m+2)}{(n-1)(n-2) \cdots(n-m+1)}\right)=o(1 / n), \\
& \frac{1}{\binom{n}{m}} \sum_{k=2}^{m}\binom{m}{k}\binom{n-m}{m-k}=o(1 / n) .
\end{aligned}
$$

As $\widehat{\mathcal{U}}_{n}$ is the projection of $\mathcal{U}_{n}$ on $\mathcal{L}$ it holds $\mathcal{U}_{n}-\widehat{\mathcal{U}}_{n} \perp \widehat{\mathcal{U}}_{n}$ and $\mathrm{E}_{P_{n}}\left(\mathcal{U}_{n}-\widehat{\mathcal{U}}_{n}\right)^{2}=$ $\mathrm{E}_{P_{n}} \mathcal{U}_{n}^{2}-\mathrm{E}_{P_{n}} \widehat{\mathcal{U}}_{n}^{2}$.

Solution to Problem 8.104: We may assume $\gamma=0$. Put $V\left(X_{1, i}, X_{2, j}\right)=$ $\Psi\left(X_{1, i}, X_{2, j}\right)-\Psi_{1}\left(X_{1, i}\right)-\Psi_{2}\left(X_{2, j}\right)$. By the independence of $X_{1, i}, X_{2, j}, X_{1, k}, X_{2, l}$, $i \neq k, j \neq l$, and the independence of $X_{1, i}, X_{2, j}, X_{2, l}, i, j \neq l$,

$$
\begin{aligned}
& \mathrm{E}_{P_{n_{1}, n_{2}}} V\left(X_{1, i}, X_{2, j}\right) V\left(X_{1, k}, X_{2, l}\right)=0, \quad i \neq k, j \neq l, \\
& \mathrm{E}_{P_{n_{1}, n_{2}}} V\left(X_{1, i}, X_{2, j}\right) V\left(X_{1, i}, X_{2, l}\right)=\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi\left(X_{1, i}, X_{2, j}\right) \Psi\left(X_{1, i}, X_{2, l}\right) \\
& -\mathrm{E}_{P_{n_{1}}, n_{2}} \Psi\left(X_{1, i}, X_{2, j}\right) \Psi_{1}\left(X_{1, i}\right)-\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi_{1}\left(X_{1, i}\right) \Psi\left(X_{1, i}, X_{2, l}\right)+\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi_{1}^{2}\left(X_{1, i}\right) \\
& =\mathrm{E}_{P_{n_{1}}, n_{2}} \Psi_{1}^{2}\left(X_{1, i}\right)-\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi_{1}^{2}\left(X_{1, i}\right)-\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi_{1}^{2}\left(X_{1, i}\right)+\mathrm{E}_{P_{n_{1}, n_{2}}} \Psi_{1}^{2}\left(X_{1, i}\right)=0,
\end{aligned}
$$

if $j \neq l$. Hence,

$$
\begin{aligned}
& \mathrm{E}_{P_{n_{1}, n_{2}}}\left(\frac{1}{n_{1}} \frac{1}{n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} V\left(X_{1, i}, X_{2, j}\right)\right)^{2} \\
& =\frac{1}{n_{1}^{2}} \frac{1}{n_{2}^{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \mathrm{E}_{P_{n_{1}, n_{2}}} V\left(X_{1, i}, X_{2, j}\right) V\left(X_{1, i}, X_{2, j}\right) \\
& =\frac{1}{n_{1}} \frac{1}{n_{2}} \mathrm{E}_{P_{n_{1}, n_{2}}} V^{2}\left(X_{1,1}, X_{2,1}\right), \\
& \mathrm{E}_{P_{n_{1}, n_{2}}} V^{2}\left(X_{1,1}, X_{2,1}\right)=\mathrm{E}_{P_{n_{1}, n_{2}}}\left(\Psi^{2}\left(X_{1,1}, X_{2,1}\right)+\Psi_{1}^{2}\left(X_{1,1}\right)+\Psi_{2}^{2}\left(X_{2,1}\right)\right) \\
& \left.-2 \mathrm{E}_{P_{n_{1}, n_{2}}}\left(\Psi\left(X_{1,1}, X_{2,1}\right) \Psi_{1}\left(X_{1,1}\right)+\Psi\left(X_{1,1}, X_{2,1}\right)\right) \Psi_{2}\left(X_{2,1}\right)+\Psi_{1}\left(X_{1,1}\right) \Psi_{2}\left(X_{2,1}\right)\right) \\
& =\mathrm{E}_{P_{n_{1}, n_{2}}}\left(\Psi^{2}\left(X_{1,1}, X_{2,1}\right)-\Psi_{1}^{2}\left(X_{1,1}\right)-\Psi_{2}^{2}\left(X_{2,1}\right)\right) \leq \sigma^{2} .
\end{aligned}
$$

Solution to Problem 8.106: It holds

$$
\mathrm{E}_{P_{n}} S_{n}=\sum_{i=1}^{n} c_{i, n} \mathrm{E}_{P_{n}} a_{n}\left(R_{n, i}\right)=\left(\sum_{i=1}^{n} c_{i, n}\right)\left(\frac{1}{n} \sum_{j=1}^{n} a_{n}(j)\right)=\bar{a}_{n} \sum_{i=1}^{n} c_{i, n}
$$

As $S_{n}-n \bar{a}_{n} \bar{c}_{n}=\sum_{i=1}^{n} c_{i, n}\left(a_{n}\left(R_{n, i}\right)-\bar{a}_{n}\right)=\sum_{i=1}^{n}\left(c_{i, n}-\bar{c}_{n}\right)\left(a_{n}\left(R_{n, i}\right)-\bar{a}_{n}\right)$ it suffices to consider the case of $\bar{a}_{n}=\bar{c}_{n}=0$ to calculate the variance. Using $\sum_{i: i \neq j} c_{i, n}=$ $-c_{n, j}$ and $\sum_{k: k \neq l} a_{n}(k)=-a_{n}(l)$ we get

$$
\begin{aligned}
& \mathrm{E}_{P_{n}} S_{n}^{2}=\sum_{i, j=1}^{n} \mathrm{E}_{P_{n}} c_{i, n} a_{n}\left(R_{n, i}\right) c_{n, j} a_{n}\left(R_{n, j}\right) \\
& =\sum_{i \neq j} c_{i, n} c_{j, n} \mathrm{E}_{P_{n}} a_{n}\left(R_{n, i}\right) a_{n}\left(R_{n, j}\right)+\sum_{i=1}^{n} c_{i, n}^{2} \mathrm{E}_{P_{n}} a_{n}^{2}\left(R_{n, i}\right) \\
& =\frac{1}{n(n-1)} \sum_{i \neq j} c_{i, n} c_{j, n} \sum_{k \neq l} a_{n}(k) a_{n}(l)+\frac{1}{n} \sum_{i=1}^{n} c_{i, n}^{2} \sum_{k=1}^{n} a_{n}^{2}(k) \\
& =\frac{1}{n-1} \sum_{i=1}^{n} c_{i, n}^{2} \sum_{k=1}^{n} a_{n}^{2}(k) .
\end{aligned}
$$

Solution to Problem 8.108: Set $\varepsilon_{i}=I_{(0, t]}\left(U_{i}\right), 0<t<1 . \sum_{i=1}^{n} \varepsilon_{i}$ has a binomial distribution $\mathrm{B}(n, t)$. Then $P_{n}\left(U_{n,[k]} \leq t\right)=P_{n}\left(\sum_{i=1}^{n} \varepsilon_{i} \geq k\right)=\mathrm{Be}_{a, \beta}(t)$ in view of Problem 8.107. The mean and variance of $\operatorname{Be}(\alpha, \beta)$ are $\alpha /[\alpha+\beta]$ and $\alpha \beta /[(\alpha+$ $\left.\beta)^{2}(\alpha+\beta+1)\right]$, which imply the expressions for $\mathrm{E}_{P_{n}} U_{n,[k]}$ and $\mathrm{V}_{P_{n}}\left(U_{n,[k]}\right)$.

Solution to Problem 8.109: If $\left(U_{n,[1]}, \ldots, U_{n,[n]}\right)$ is the order statistic, then $U_{1}=$ $U_{n,\left[R_{n, 1}\right]}$. Hence by the independence of $\left(U_{n,[1]}, \ldots, U_{n,[n]}\right)$ and $R_{n}=\left(R_{n, 1}, \ldots, R_{n, n}\right)$, and Problem 8.98,

$$
\begin{aligned}
& \mathrm{E}_{P_{n}}\left(U_{1}-\frac{1}{n+1} R_{n, 1}\right)^{2}=\mathrm{E}_{P_{n}}\left(\mathrm{E}_{P_{n}}\left(\left.\left(U_{n,\left[R_{n, 1}\right]}-\frac{1}{n+1} R_{n, 1}\right)^{2} \right\rvert\, R_{n, 1}\right)\right) \\
& =\frac{1}{n} \sum_{k=1}^{n} \mathrm{E}_{P_{n}}\left(U_{n,[k]}-\frac{k}{n+1}\right)^{2}=\frac{1}{n} \sum_{k=1}^{n} \frac{k(n-k+1)}{(n+1)^{2}(n+2)} \leq \frac{n^{2}}{(n+1)^{2}(n+2)} .
\end{aligned}
$$

Solution to Problem 8.122: Use the representation of $\mathrm{I}^{-1}$ in (8.113).
Solution to Problem 8.129: Use (6.90) and Corollary 6.73.

## Selection

### 9.1 The Selection Models

Competition, determination of the winner, and subsequent consequences are parts of normal life. The variety of ways selection problems have been formulated for $k$ competing populations is great. For example, the goal could be to find a best population, $r$ best populations, $r$ populations that include a best population, a subset of random size of populations that includes a best population, or a complete ranking of all $k$ populations. Because of the latter, this research area was originally given the name ranking and selection. Since ranking plays only a minor role in the literature "ranking" is rarely mentioned anymore. Another earlier name, multiple decision procedures, has lost its popularity as well because its meaning has become too broad. It covers also multiple comparisons, and even inferential methods based on a sample from one population where three decisions (e.g., a small, medium, or large mean) or more are made.

Among the early contributions to the literature of selection procedures, called selection rules here, are the papers by Paulson (1949, 1952), Bahadur (1950), Bahadur and Robbins (1950), Bahadur and Goodman (1952), Bechhofer (1954), Bechhofer, Dunnett, and Sobel (1954), Dunnett (1955, 1960), Gupta (1956, 1965), Sobel (1956), Lehmann (1957a,b, 1961, 1963, 1966), Hall (1959), and Eaton (1967a,b). The first research monograph was written by Bechhofer, Kiefer, and Sobel (1968) with the focus on a sequential approach for exponential (Koopman-Darmois) families. The dramatic developments that would follow in the field inspired Gupta and Panchapakesan (1979) to write their classical monograph that provides an up to the time complete overview of the entire related literature. Soon after, an extension of this overview followed with Gupta and Huang (1981). A categorized guide to selection and ranking procedures was provided by Dudewicz and Koo (1982). Collections of research papers on selection rules are included in Gupta and Yackel (1971), Gupta and Moore (1977), Gupta (1977), Dudewicz (1982), Santner and Tamhane (1984), Gupta and Berger (1982, 1988), Hoppe (1993), Miescke and Herrendörfer
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(1993, 1994), Miescke and Rasch (1996a,b), Panchapakesan and Balakrishnan (1997), and Balakrishnan and Miescke (2006). Several books that emphasize the methodology of selection rules are by Dudewicz (1976), Gibbons, Olkin, and Sobel (1977), Büringer, Martin, and Schriever (1980), Mukhopadhyay and Solanky (1994), Bechhofer, Santner, and Goldsman (1995), Rasch (1995), and Horn and Volland (1995).

Selection problems in their various settings are not only statistically highly relevant, but also theoretically challenging, with technical parts that are quite different from those of estimation and testing problems. Although often intuitively assumed to be appropriate, it simply is not good enough to compare populations just in terms of optimal estimators, or pairwise with optimal twosample tests, of the relevant parameters to end up with an optimal selection decision.

Inasmuch as this book is restricted to decision theory, many of the research publications on selection rules are not mentioned here due to a missing link to decision theory. Readers who are interested in such publications are referred to the references given above. The purpose of this chapter is to provide an outline of such a theory. However, we focus on the main branches of this field, leaving out others that are nevertheless interesting and worth being studied further. Even in the main branches that are covered here many theoretical questions remain open, as the readers will notice. It is hoped that this will stimulate the readers' interest in pursuing their own research work in this regard.

Let $X=\left(X_{1}, \ldots, X_{k}\right)$ be the vector of observations from the $k$ populations that take on values in $\left(\mathcal{X}_{i}, \mathfrak{A}_{i}\right)$ and have the distribution $P_{i, \theta_{i}}, i=1, \ldots, k$, where the parameters $\theta_{1}, \ldots, \theta_{k}$ belong to the same parameter set $\Delta$. Let $\kappa$ : $\Delta \rightarrow \mathbb{R}$ be a given functional. Each population is addressed either by $P_{i, \theta_{i}}$ or for simplicity just by its index $i, i=1, \ldots, k$. The typical goal in the area of selection theory is to find a best population. This is a population $i_{0}$, say, for which $i_{0} \in \mathrm{M}_{\kappa}(\theta)$, where $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}$ and

$$
\begin{equation*}
\mathrm{M}_{\kappa}(\theta)=\underset{i \in\{1, \ldots, k\}}{\arg \max } \kappa\left(\theta_{i}\right)=\left\{i: \kappa\left(\theta_{i}\right)=\max _{1 \leq l \leq k} \kappa\left(\theta_{l}\right)\right\} . \tag{9.1}
\end{equation*}
$$

In many selection problems $\Delta \subseteq \mathbb{R}$ is one-dimensional, and in this case $\kappa$ is usually taken as the identical mapping. On the other hand, if $\Delta \subseteq \mathbb{R}^{d}$ for some $d>1$, then to be able to establish the concept of a "best population" on a one-dimensional scale, a suitable functional $\kappa$ has to be chosen. For example, $\kappa$ could be the projection onto one specific coordinate of the parameter vector in $\Delta$, where the remaining $d-1$ coordinates are treated as nuisance parameters. To give another example, in nonparametric models, where $\Delta$ may be a family of distributions, $\kappa$ could be the median or some other nonparametric functional.

Whether we select one population and declare it to be a best population, or we select a subset of populations and declare that it contains a best population,
depends on the given decision-theoretic framework. This is discussed in more detail later on.

We do not require that the populations be independent. This means that $P_{i, \theta_{i}}, i=1, \ldots, k$, are the marginal distributions of the distribution of $\left(X_{1}, \ldots, X_{k}\right)$ which is denoted by $P_{\theta}, \theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}$. The general selection model is

$$
\begin{equation*}
\mathcal{M}_{s}=\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}, \bigotimes_{i=1}^{k} \mathfrak{A}_{i},\left(P_{\theta}\right)_{\theta \in \Delta^{k}}\right) \tag{9.2}
\end{equation*}
$$

Throughout this chapter it is assumed that $\mathrm{P}=\left(P_{\theta}\right)_{\theta \in \Delta^{k}}$ is a stochastic kernel. This allows us to utilize Bayes techniques for finding optimal selection rules.

Often the populations are independent so that the joint distribution $P_{\theta}$ is the product distribution of the marginal distributions $P_{i, \theta_{i}}$. Then we have the independent selection model

$$
\begin{equation*}
\mathcal{M}_{i s}=\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}, \bigotimes_{i=1}^{k} \mathfrak{A}_{i},\left(\bigotimes_{i=1}^{k} P_{i, \theta_{i}}\right)_{\theta \in \Delta^{k}}\right), \quad \theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \tag{9.3}
\end{equation*}
$$

which has been considered previously in (3.10). We call the independent selection model balanced if the sample spaces $\left(\mathcal{X}_{i}, \mathfrak{A}_{i}\right)$ as well as the families $\left(P_{i, \theta_{i}}\right)_{\theta_{i} \in \Delta}$ are identical. The balanced selection model is given by

$$
\begin{equation*}
\mathcal{M}_{b s}=\left(\mathcal{X}^{k}, \mathfrak{A}^{\otimes k},\left(\otimes_{i=1}^{k} P_{\theta_{i}}\right)_{\theta \in \Delta^{k}}\right), \quad \theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \tag{9.4}
\end{equation*}
$$

A typical situation where we have to deal with an unbalanced selection model occurs when the sampling design is unbalanced. More precisely, let $X_{i, 1}, \ldots, X_{i, n_{i}}$ be observed from population $P_{\theta_{i}}, i=1, \ldots, k$, where the observations are altogether independent. Then we have the selection model

$$
\begin{equation*}
\mathcal{M}_{u s}=\left(\mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{i}}, \bigotimes_{i=1}^{k} \mathfrak{A}^{\otimes n_{i}},\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}\right)_{\theta \in \Delta^{k}}\right) \tag{9.5}
\end{equation*}
$$

It is of the form (9.3) if we identify $\mathcal{X}^{n_{i}}$ with $\mathcal{X}_{i}, \mathfrak{A}^{\otimes n_{i}}$ with $\mathfrak{A}_{i}$, and $P_{\theta_{i}}^{\otimes n_{i}}$ with $P_{i, \theta_{i}}$. It is clear that $\mathcal{M}_{u s}$ is balanced if and only if $n_{1}=\cdots=n_{k}$.

Often we reduce the model $\mathcal{M}_{s}$ in a first step by means of a statistic $V: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbb{R}^{k}$ and obtain the reduced model

$$
\begin{equation*}
\mathcal{M}_{s s}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}\right) \tag{9.6}
\end{equation*}
$$

where $Q_{\theta}=P_{\theta} \circ V^{-1}$. Usually such a statistic $V$ is sufficient, and then the models $\mathcal{M}_{s s}$ and $\mathcal{M}_{s}$ are equivalent; see Remark 4.68. Regardless of whether $\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}$ in $\mathcal{M}_{s s}$ has been obtained via $Q_{\theta}=P_{\theta} \circ V^{-1}$ or has been introduced in any other way we call $\mathcal{M}_{s s}$ the standard selection model.

To set up a selection model that is based on a one-parameter exponential family let $\mathcal{M}_{n e}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\vartheta}\right)_{\vartheta \in \Delta}\right), \Delta \subseteq \mathbb{R}$, be from (1.7) with $d=1$ and satisfy (A1) and (A2). Denote by $X_{i, j}: X_{i=1}^{k} \mathcal{X}^{n_{i}} \rightarrow \mathcal{X}, j=1, \ldots, n_{i}, i=$ $1, \ldots, k$, the projections on the coordinates. Similarly as in Proposition 1.4 one obtains from the structure of the density in (1.6) that $\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}\right)_{\theta \in \Delta^{k}}$
is again an exponential family with natural parameter $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ and generating statistic

$$
\begin{equation*}
V=\left(T_{1, \oplus n_{1}}, \ldots, T_{k, \oplus n_{k}}\right), \quad T_{i, \oplus n_{i}}=\sum_{j=1}^{n_{i}} T\left(X_{i, j}\right), i=1, \ldots, k, \tag{9.7}
\end{equation*}
$$

which by Theorem 4.50 is sufficient for the family $\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}\right)_{\theta \in \Delta^{k}}$. This means that for the exponential family $\left(P_{\vartheta}\right)_{\vartheta \in \Delta}$ the model (9.5) can be reduced by sufficiency and is, with $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$, equivalent to the model

$$
\begin{align*}
\mathcal{M}_{\text {sel }} & =\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\otimes_{i=1}^{k} Q_{n_{i}, \theta_{i}}\right)_{\theta \in \Delta^{k}}\right), \quad \text { where }  \tag{9.8}\\
Q_{n_{i}, \theta_{i}} & =\mathcal{L}\left(T_{i, \oplus n_{i}} \mid \otimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}\right), \quad i=1, \ldots, k
\end{align*}
$$

As $T_{i, \oplus n_{i}}$ is the sum of the random variables $T\left(X_{i, j}\right), j=1, \ldots, n_{i}$, which are i.i.d. under $\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}$ with distribution $Q_{\theta_{i}}:=\mathcal{L}\left(T\left(X_{i, j}\right) \mid P_{\theta_{i}}\right)$, it holds

$$
Q_{n_{i}, \theta_{i}}=\mathcal{L}\left(T_{i, \oplus n_{i}} \mid \bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}\right)=Q_{\theta_{i}}^{* n_{i}}, \quad i=1, \ldots, k
$$

where $*$ denotes the convolution of distributions. Hence with $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$,

$$
\begin{equation*}
\mathcal{M}_{\text {sel }}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} Q_{\theta_{i}}^{* n_{i}}\right)_{\theta \in \Delta^{k}}\right) \tag{9.9}
\end{equation*}
$$

With $\boldsymbol{\nu}_{i}:=\boldsymbol{\nu}^{\otimes n_{i}} \circ S_{i}^{-1}, i=1, \ldots, k$, where $S_{i}:=T_{i, \oplus n_{i}}, i=1, \ldots, k$, the density of $S=\left(S_{1}, \ldots, S_{k}\right)$ with respect to $\bigotimes_{i=1}^{k} \boldsymbol{\nu}_{i}$ is given by

$$
\begin{equation*}
h_{\theta}(s)=\exp \left\{\langle\theta, s\rangle-\sum_{i=1}^{k} n_{i} K\left(\theta_{i}\right)\right\}, \quad s \in \mathbb{R}^{k}, \theta \in \Delta^{k} . \tag{9.10}
\end{equation*}
$$

Whenever the sample sizes $n_{1}, \ldots, n_{k}$ are not equal the distribution of $S$ lacks symmetry, which is reflected in $\sum_{i=1}^{k} n_{i} K\left(\theta_{i}\right)$ and $\bigotimes_{i=1}^{k} \boldsymbol{\nu}_{i}=\bigotimes_{i=1}^{k} \boldsymbol{\nu}^{\otimes n_{i}} \circ S_{i}^{-1}$.

Example 9.1. We consider the problem of selecting from $k$ normal populations $\mathrm{N}\left(\mu_{i}, \sigma_{i}^{2}\right), i=1, \ldots, k$, one that has the largest mean $\mu_{[k]}=\max \left\{\mu_{1}, \ldots, \mu_{k}\right\}$, where the $\sigma_{i}^{2}$ are known. Hence the model of the type $\mathcal{M}_{u s}$ in (9.5) is given by

$$
\begin{equation*}
\mathcal{M}_{\text {Normal } 1}=\bigotimes_{i=1}^{k}\left(\mathbb{R}^{n_{i}}, \mathfrak{B}_{n_{i}},\left(\mathbf{N}^{\otimes n_{i}}\left(\mu_{i}, \sigma_{i}^{2}\right)\right)_{\mu_{i} \in \mathbb{R}}\right) \tag{9.11}
\end{equation*}
$$

We recall that in view of $\varphi_{\mu, \sigma^{2}}(x) \propto \exp \left\{-\mu x / \sigma^{2}\right\}, \mathrm{N}\left(\mu, \sigma^{2}\right)$ is an exponential family with generating statistic $T(x)=x / \sigma^{2}$ and natural parameter $\theta=\mu$. The sufficient statistic $V$ in (9.7) and the induced model in (9.9) are given, respectively, by

$$
\begin{aligned}
V & =\left(\sigma_{1}^{-2} \sum_{j=1}^{n_{1}} X_{1, j}, \ldots, \sigma_{k}^{-2} \sum_{j=1}^{n_{k}} X_{k, j}\right), \\
\mathcal{M}_{\text {Normal } 2} & =\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(n_{i} \mu_{i} \sigma_{i}^{-2}, n_{i} \sigma_{i}^{-2}\right)\right)_{\mu \in \mathbb{R}^{k}}\right),
\end{aligned}
$$

which is obviously equivalent to

$$
\begin{equation*}
\mathcal{M}_{\text {Normal3 }}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma_{i}^{2} / n_{i}\right)\right)_{\mu \in \mathbb{R}^{k}}\right) . \tag{9.12}
\end{equation*}
$$

The reduced model based on $\bar{T}=\left(\bar{T}_{1}, \ldots, \bar{T}_{k}\right)=\left(T_{1, \oplus n_{1}} / n_{1}, \ldots, T_{k, \oplus n_{k}} / n_{k}\right)$, is also of the type $\mathcal{M}_{s s}$.

Example 9.2. Suppose that we want to find one of the $k$ Bernoulli populations $\left(1-p_{i}\right) \boldsymbol{\delta}_{0}+p_{i} \boldsymbol{\delta}_{1}$ that has the largest parameter $p_{[k]}=\max \left\{p_{1}, \ldots, p_{k}\right\}$, where $n_{i}$ observations are taken from the population with index $i, i=1, \ldots, k$. Hence the model of the type $\mathcal{M}_{u s}$ in (9.5), with $n=n_{1}+\cdots+n_{k}$, is given by

$$
\mathcal{M}_{u s}=\left(\mathbb{R}^{n}, \mathfrak{B}_{n},\left(\otimes_{i=1}^{k}\left(\left(1-p_{i}\right) \boldsymbol{\delta}_{0}+p_{i} \boldsymbol{\delta}_{1}\right)^{\otimes n_{i}}\right)_{\left(p_{1}, \ldots, p_{k}\right) \in(0,1)^{k}}\right) .
$$

According to Problem 1.7, the family $\left((1-p) \boldsymbol{\delta}_{0}+p \boldsymbol{\delta}_{1}\right)_{p \in(0,1)}$ is a one-parameter exponential family with generating statistic $T(x)=x$ and $\theta=\ln (p /(1-p))$. As $\left(\left(1-p_{i}\right) \boldsymbol{\delta}_{0}+p_{i} \boldsymbol{\delta}_{1}\right)^{* n_{i}}=\mathrm{B}\left(n_{i}, p_{i}\right)$ we see that that model in (9.9) turns into

$$
\mathcal{M}_{\text {Binomial }}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~B}\left(n_{i}, p_{i}\right)\right)_{\left(p_{1}, \ldots, p_{k}\right) \in(0,1)^{k}}\right) .
$$

### 9.2 Optimal Point Selections

### 9.2.1 Point Selections, Loss, and Risk

Point selection rules are decisions on which of the $k$ populations is best. To specify what is meant by "best", in the general selection model $\mathcal{M}_{s}$ from (9.2) we assume that, according to the goal of the experimenter, a functional $\kappa: \Delta \rightarrow \mathbb{R}$ has been chosen where a population $i_{0}$ is considered to be best if $i_{0} \in \mathrm{M}_{\kappa}(\theta)$ with $\mathrm{M}_{\kappa}(\theta)$ from (9.1). Although there may be more than one best population, a point selection rule (see Definition 3.8) selects exactly one population, and thus the decision space is $\mathcal{D}_{p t}=\{1, \ldots, k\}$. Given the model $\mathcal{M}_{s}$ from (9.2) a point selection rule D is a stochastic kernel $\mathrm{D}(A \mid x)$, $A \in \mathfrak{P}(\{1, \ldots, k\}), x=\left(x_{1}, \ldots, x_{k}\right) \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$. Setting

$$
\begin{aligned}
\varphi_{i}(x) & =\mathrm{D}(\{i\} \mid x), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}, i=1, \ldots, k, \\
\mathrm{D}(A \mid x) & =\sum_{i=1}^{k} \varphi_{i}(x) \boldsymbol{\delta}_{i}(A), \quad A \subseteq\{1, \ldots, k\}, x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i},
\end{aligned}
$$

we may identify the stochastic kernel D with $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right)$, where

$$
\begin{equation*}
\varphi_{i}: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m}[0,1], \quad \sum_{i=1}^{k} \varphi_{i}(x)=1 \tag{9.13}
\end{equation*}
$$

An equivalent condition is $\varphi: \mathcal{X} \rightarrow_{m} \mathbf{S}_{k}^{c}$ where $\mathbf{S}_{k}^{c}$ is the closed unit simplex from (1.13) whose elements are the vectors ( $p_{1}, \ldots, p_{k}$ ) with $p_{i} \geq 0$ and $\sum_{i=1}^{k} p_{i}=1$. For brevity $\varphi$ is also called a selection rule or a selection.

Let $L: \Delta^{k} \times \mathcal{D}_{p t} \rightarrow \mathbb{R}$ be any loss function. As the integration with respect to $\mathrm{D}(\cdot \mid x)$ is a weighted sum the risk of a selection rule $\varphi$ under $L$ is given by

$$
\begin{equation*}
\mathrm{R}(\theta, \varphi)=\sum_{i=1}^{k} L(\theta, i) \int \varphi_{i}(x) P_{\theta}(d x)=\sum_{i=1}^{k} L(\theta, i) \mathrm{E}_{\theta} \varphi_{i}, \theta \in \Delta^{k} \tag{9.14}
\end{equation*}
$$

In view of the general goal, which is based on (9.1), the loss functions used for selections depend on $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}$ only through $\left(\kappa\left(\theta_{1}\right), \ldots, \kappa\left(\theta_{k}\right)\right)$. As
the decision space is finite our standard assumption that $L(\theta, \cdot)$ be bounded from below for every $\theta \in \Delta^{k}$ is automatically fulfilled here.

In the special case of $k=2$ we see that $\varphi=\varphi_{1}$ is a test and $\varphi_{2}=$ $1-\varphi$. In this case the selection problem reduces to the problem of testing the hypotheses $\mathrm{H}_{0}: \kappa\left(\theta_{2}\right) \geq \kappa\left(\theta_{1}\right)$ versus $\mathrm{H}_{A}: \kappa\left(\theta_{2}\right)<\kappa\left(\theta_{1}\right)$, where $\varphi$ is the probability of rejecting $\mathrm{H}_{0}$.

If there exists a sufficient statistic $V$, then we may restrict our search for optimal selections to selections that depend on the data only through $V$. The following proposition is a direct consequence of Theorem 4.66; see also Remark 4.68 .

Proposition 9.3. If the model $\mathcal{M}_{s}$ in (9.2) is dominated and $V: \mathcal{X} \rightarrow_{m} \mathbb{R}^{k}$ is a sufficient statistic, then for every selection rule $\varphi: \mathcal{X} \rightarrow_{m} \mathbf{S}_{k}^{c}$ for the model $\mathcal{M}_{s}$ there exists a selection rule $\psi: \mathbb{R}^{k} \rightarrow{ }_{m} \mathbf{S}_{k}^{c}$ for the model (9.6) with

$$
\mathrm{R}(\theta, \varphi)=\sum_{i=1}^{k} L(\theta, i) \mathrm{E}_{\theta} \varphi_{i}=\sum_{i=1}^{k} L(\theta, i) \mathrm{E}_{\theta} \psi_{i}(V)=\mathrm{R}(\theta, \psi(V))
$$

Example 9.4. Let $\mathcal{M}_{n e}=\left(\mathcal{X}, \mathfrak{A},\left(P_{\vartheta}\right)_{\vartheta \in \Delta}\right), \Delta \subseteq \mathbb{R}$, be an exponential family from (1.7) with generating statistic $T$. Then $V=\left(T_{1, \oplus n_{1}}, \ldots, T_{k, \oplus n_{k}}\right)$ in (9.7) is sufficient, so that all selection rules can be based on $V$ or, equivalently, on $\bar{T}=$ $\left(\bar{T}_{1}, \ldots, \bar{T}_{k}\right)=\left(T_{1, \oplus n_{1}} / n_{1}, \ldots, T_{k, \oplus n_{k}} / n_{k}\right)$.

In the literature, since the beginning in the 1950s, the favorite loss function for selections has been the zero-one loss,

$$
\begin{equation*}
L_{0,1}(\theta, i)=1-I_{\mathrm{M}_{k}(\theta)}(i), \quad \theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}, i=1, \ldots, k, \tag{9.15}
\end{equation*}
$$

with $\mathrm{M}_{\kappa}(\theta)$ from (9.1). For this loss the risk of a selection rule $\varphi$ is

$$
\begin{equation*}
\mathrm{R}(\theta, \varphi)=1-\sum_{i=1}^{k} I_{\mathrm{M}_{\kappa}(\theta)}(i) \mathrm{E}_{\theta} \varphi_{i}, \quad \theta \in \Delta^{k} \tag{9.16}
\end{equation*}
$$

Denote by $\kappa_{[1]}(\theta) \leq \cdots \leq \kappa_{[k]}(\theta)$ the ordered values of $\kappa\left(\theta_{1}\right), \ldots, \kappa\left(\theta_{k}\right)$.
As in (3.1) we suppose that $A$ and $X=\left(X_{1}, \ldots, X_{k}\right)$ are random variables on $\left(\Omega, \mathfrak{F}, \mathbb{P}_{\theta}\right)$ such that $\mathcal{L}(A, X)=\mathrm{D} \otimes P_{\theta}$, where $\mathrm{D}(B \mid x)=\sum_{i=1}^{k} \varphi_{i}(x) \boldsymbol{\delta}_{i}(B)$ is the conditional distribution of $A$, given $X=x$. Then

$$
\mathbb{P}_{\theta}\left(A \in \mathrm{M}_{\kappa}(\theta)\right)=\sum_{i=1}^{k} I_{\mathrm{M}_{\kappa}(\theta)}(i) \int \varphi_{i}(x) P_{\theta}(d x), \quad \theta \in \Delta^{k}
$$

Therefore, as in (3.13),

$$
\begin{equation*}
P_{c s}(\theta, \varphi):=\sum_{i=1}^{k} I_{\mathrm{M}_{\kappa}(\theta)}(i) \mathrm{E}_{\theta} \varphi_{i}, \quad \theta \in \Delta^{k} \tag{9.17}
\end{equation*}
$$

is called the probability of a correct selection (PCS).
Because $P_{c s}(\theta, \varphi)=1-\mathrm{R}(\theta, \varphi)$, maximizing the PCS is equivalent to minimizing the risk. Let

$$
\Delta^{*}=\left\{\theta: \kappa_{[k-1]}(\theta)<\kappa_{[k]}(\theta), \quad \theta \in \Delta^{k}\right\}
$$

be the set of parameters where the best population is unique. For $\theta \in \Delta^{*}$ the set $\mathrm{M}_{\kappa}(\theta)$ is a singleton, say $\mathrm{M}_{\kappa}(\theta)=\left\{i^{*}(\theta)\right\}$, and it holds

$$
P_{c s}(\theta, \varphi)=\mathrm{E}_{\theta} \varphi_{i^{*}(\theta)}, \quad \theta \in \Delta^{*}
$$

In the indifference zone approach of Bechhofer (1954) the PCS of a selection rule is required to be at least $P^{*}$ on the so-called preference zone

$$
\begin{equation*}
\Delta_{\delta}=\left\{\theta: \kappa_{[k-1]}(\theta) \leq \kappa_{[k]}(\theta)-\delta, \quad \theta \in \Delta^{k}\right\} \tag{9.18}
\end{equation*}
$$

where $\delta>0$ and $P^{*} \in(1 / k, 1)$ are fixed given. On the set $\Delta^{k} \backslash \Delta_{\delta}$, which is called the indifference zone, the performance of a selection rule is considered to be of no importance.

One way to construct selection rules is to start with a statistic $S=$ $\left(S_{1}, \ldots, S_{k}\right): \mathcal{X} \rightarrow_{m} \mathbb{R}^{k}$ for which $\kappa\left(\theta_{i}\right)>\kappa\left(\theta_{j}\right)$ implies that $S_{i}>S_{j}$ is in some way more likely to be expected than $S_{i}<S_{j}$. Typically $S_{i}$ is an estimator of $\kappa\left(\theta_{i}\right), i=1, \ldots, k$. Set

$$
\begin{equation*}
\mathrm{M}(s)=\underset{i \in\{1, \ldots, k\}}{\arg \max } s_{i}, \quad s=\left(s_{1}, \ldots, s_{k}\right) \in \mathbb{R}^{k} \tag{9.19}
\end{equation*}
$$

and let $|\mathrm{M}(s)|$ denote the number of elements in $\mathrm{M}(s)$.
Definition 9.5. For the model (9.2) the selection rule

$$
\begin{equation*}
\varphi_{S}^{n a t}(x)=\frac{1}{|\mathrm{M}(S(x))|}\left(I_{\mathrm{M}(S(x))}(1), \ldots, I_{\mathrm{M}(S(x))}(k)\right), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \tag{9.20}
\end{equation*}
$$

is called the natural selection rule based on the statistic $S$. For $\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}=\mathbb{R}^{k}$ and $S(t) \equiv t$ we call

$$
\varphi^{n a t}(t)=\frac{1}{|\mathrm{M}(t)|}\left(I_{\mathrm{M}(t)}(1), \ldots, I_{\mathrm{M}(t)}(k)\right), \quad t \in \mathbb{R}^{k}
$$

the natural selection rule.
The natural selection rule $\varphi_{S}^{n a t}$ has been considered previously, within limited settings, in Example 3.11 regarding its optimality, and in Example 5.32 regarding its permutation invariance. In the following example the risk of the natural selection rule is studied for a normal location model with a common sample size $n$ for the $k$ populations.

Problem 9.6.* If $Z_{1}, \ldots, Z_{r}$ are i.i.d. with continuous c.d.f. $F$ and distribution $P$, then for every $h: \mathbb{R} \rightarrow_{m} \mathbb{R}_{+}$it holds

$$
\mathbb{E} h\left(\max _{1 \leq j \leq r} Z_{j}\right)=r \int h(t) F^{r-1}(t) P(d t) .
$$

For any subset $\Delta \subseteq \mathbb{R}$ of the real line we denote by

$$
\begin{equation*}
\Delta_{r}^{k}=\left\{\theta: \theta \in \Delta^{k}, \theta_{[k]}=\theta_{[k-1]}=\cdots=\theta_{[k-r+1]}>\theta_{[k-r]} \geq \cdots \geq \theta_{[1]}\right\} \tag{9.21}
\end{equation*}
$$

the set of all $k$-dimensional vectors for which $r$ components are tied for the largest value. Especially $\Delta_{1}^{k}$ is the set of all vectors for which there exists exactly one largest value, and

$$
\Delta_{k}^{k}=\left\{\theta: \theta \in \Delta^{k}, \theta_{1}=\cdots=\theta_{k}\right\}
$$

is the diagonal. We study the zero-one risk or the PCS of a natural selection rule that is based on the statistic $S$.

Proposition 9.7. Consider the model (9.4) and $S=\left(S_{1}, \ldots, S_{k}\right)$ with $S_{i}(x)=$ $T\left(x_{i}\right)$, where $T: \mathcal{X} \rightarrow_{m} \mathbb{R}$ and $x=\left(x_{1}, \ldots, x_{k}\right) \in \mathcal{X}^{k}$. Set $Q_{\theta}=P_{\theta} \circ T^{-1}$ and suppose that the c.d.f. $F_{\theta}(t)=P_{\theta}(T \leq t)$ is continuous for every $\theta \in \Delta$. Then

$$
\begin{equation*}
P_{c s}\left(\theta, \varphi_{S}^{n a t}\right)=r \int\left(\prod_{j \neq[k]} F_{\theta_{[j]}}(t)\right) Q_{\theta_{[k]}}(d t), \quad \theta \in \Delta_{r}^{k} \tag{9.22}
\end{equation*}
$$

Proof. As the natural selection rule and the zero-one loss are permutation invariant we may assume that $\theta_{1} \leq \cdots \leq \theta_{k}$. If $\theta \in \Delta_{r}^{k}$, then $\mathrm{M}(\theta)=$ $\{k-r+1, \ldots, k\}$.

By the independence of the populations and the continuity of the c.d.f. the natural selection rule

$$
\varphi_{i, S}^{\text {nat }}=\frac{1}{\left|\mathrm{M}\left(S_{1}, \ldots, S_{k}\right)\right|} I_{\mathrm{M}\left(S_{1}, \ldots, S_{k}\right)}(i)
$$

takes on only the values 0 or $1, \bigotimes_{i=1}^{k} P_{\theta_{i}}$-a.s., and it holds

$$
\begin{aligned}
P_{c s}\left(\theta, \varphi_{S}^{n a t}\right) & =\sum_{i=1}^{k} I_{\mathrm{M}(\theta)}(i) \mathrm{E}_{\theta} \varphi_{i, S}^{n a t} \\
& =\sum_{i=k-r+1}^{k}\left(\otimes_{i=1}^{k} P_{\theta_{i}}\right)\left(S_{i}>\max _{j \neq i} S_{j}\right) .
\end{aligned}
$$

Using $\left\{S_{i_{1}}>\max _{j \neq i_{1}} S_{j}\right\} \cap\left\{S_{i_{2}}>\max _{j \neq i_{2}} S_{j}\right\}=\emptyset$ for $i_{1} \neq i_{2}$ we get

$$
P_{c s}\left(\theta, \varphi_{S}^{n a t}\right)=\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}\right)\left(\max _{1 \leq i \leq k-r} S_{i}<\max _{k-r+1 \leq j \leq k} S_{j}\right)
$$

Let $Q$ be the distribution of $\max _{k-r+1 \leq j \leq k} S_{j}$. Then by the Problems 3.9 and 9.6

$$
\begin{aligned}
& \left(\bigotimes_{i=1}^{k} P_{\theta_{i}}\right)\left(\max _{1 \leq i \leq k-r} S_{i}<\max _{k-r+1 \leq j \leq k} S_{j}\right)=\int\left(\prod_{j=1}^{k-r} F_{\theta_{j}}(t)\right) Q(d t) \\
& =r \int\left(\prod_{j=1}^{k-r} F_{\theta_{j}}(t)\right) F_{\theta_{k}}^{r-1}(t)\left(P_{\theta_{k}} \circ T^{-1}\right)(d t) \\
& =r \int\left(\prod_{j=1}^{k-1} F_{\theta_{[j]}}(T(x))\right) P_{\theta_{[k]}}(d x) .
\end{aligned}
$$

Example 9.8. We consider the selection model (9.12) in the balanced case, that is, where $n_{1}=\cdots=n_{k}=n$ and $\sigma_{1}^{2}=\cdots=\sigma_{k}^{2}=\sigma^{2}$. A reduction by sufficiency shows that it suffices to consider the model

$$
\mathcal{M}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k}, \bigotimes_{i=1}^{k}\left(\mathrm{~N}\left(\mu_{i}, \sigma^{2}\right)\right)_{\mu \in \mathbb{R}^{k}}\right), \quad \mu=\left(\mu_{1}, \ldots, \mu_{k}\right) .
$$

To apply the previous proposition we denote by $X_{i}: \mathbb{R}^{k} \rightarrow \mathbb{R}$ the projections and set $\mathcal{X}=\mathbb{R}, T\left(x_{i}\right)=x_{i}$, and $S=\left(X_{1}, \ldots, X_{k}\right)$. Note that $X_{i}$ has the distribution $\mathrm{N}\left(\mu_{i}, \sigma^{2}\right)$ and

$$
\Delta_{r}^{k}=\mathbb{R}_{r}^{k}=\left\{\mu: \mu=\left(\mu_{1}, \ldots, \mu_{k}\right), \mu_{[k]}=\cdots=\mu_{[k-r+1]}>\mu_{[k-r]}\right\}
$$

The natural selection rule $\varphi^{n a t}$ in Definition 9.5 selects the population with the largest $X_{i}$. We get from (9.22) that the probability of a correct selection is given by

$$
\begin{align*}
P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right) & =r \int \prod_{i=1}^{k-1} \Phi_{\mu_{[i]}, \sigma^{2}}(t) \varphi_{\mu_{[k]}, \sigma^{2}}(t) d t \\
& =r \int \prod_{i=1}^{k-1} \Phi\left(\left(\mu_{[k]}-\mu_{[i]}\right) / \sigma+s\right) \varphi(s) d s, \quad \mu \in \mathbb{R}_{r}^{k} \tag{9.23}
\end{align*}
$$

This yields

$$
\begin{align*}
& \inf _{\mu \in \mathbb{R}_{r}^{k}} P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right)=r \int \Phi^{k-1}(s) \varphi(s) d s=\frac{r}{k},  \tag{9.24}\\
& \inf _{\mu \in \mathbb{R}^{k}} P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right)=\min _{1 \leq r \leq k} \inf _{\mu \in \mathbb{R}_{r}^{k}} P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right)=\frac{1}{k}, \tag{9.25}
\end{align*}
$$

where the value of the integral follows from Problem 9.6 with $h=1$. If we have $n$ observations in each population, then by a reduction by sufficiency we have only to switch to $\sigma^{2} / n$. Let now $\delta>0$ and $P^{*} \in(1 / k, 1)$ be fixed given. Then according to (9.23) the infimum PCS of $\varphi^{n a t}$ on $\mathbb{R}_{1, \delta}^{k}=\left\{\mu: \mu_{[k-1]} \leq \mu_{[k]}-\delta, \mu \in \mathbb{R}^{k}\right\}$ is attained at the least favorable parameter configuration (LFC) $\mu_{[1]}=\cdots=\mu_{[k-1]}=\mu_{k}-\delta$, and the $P^{*}$-condition turns out to be

$$
\int \Phi(\sqrt{n} \delta / \sigma+z)^{k-1} \varphi(z) d z \geq P^{*}
$$

The left-hand side is increasing in $n$ and tends to 1 as $n \rightarrow \infty$. This can be utilized to determine the smallest common sample size $n$ for which the $P^{*}$-condition is met.

The no-data rule which selects each population with probability $1 / k$ has a PCS that is always equal to $r / k$ whenever $r$ populations are tied for the best, $r=1, \ldots, k$. This may serve as a justification for requiring that $P^{*} \in(1 / k, 1)$ and for adopting the indifference zone approach.

Another loss function for selections that is often used is the linear loss,

$$
\begin{equation*}
L_{l i n}(\theta, i)=\kappa_{[k]}(\theta)-\kappa\left(\theta_{i}\right), \quad \theta \in \Delta^{k}, i=1, \ldots, k \tag{9.26}
\end{equation*}
$$

The risk of a selection rule $\varphi$ under this loss is

$$
\mathrm{R}(\theta, \varphi)=\kappa_{[k]}(\theta)-\sum_{i=1}^{k} \kappa\left(\theta_{i}\right) \mathrm{E}_{\theta} \varphi_{i}, \quad \theta \in \Delta^{k}
$$

which is the difference between the value of $\kappa$ of the parameter of a best population and its expected value of the parameter of the selected population. In this case an optimal selection rule would maximize $\sum_{i=1}^{k} \kappa\left(\theta_{i}\right) \mathrm{E}_{\theta} \varphi_{i}, \theta \in \Delta^{k}$.

Next we consider minimum average risk and especially Bayes selection rules $\psi$, utilizing the general framework of Section 3.4. According to Remark 3.30 we may restrict ourselves to Bayes selection rules.

If $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a Borel space, then $\left(\Delta^{k}, \mathfrak{B}_{\Delta}^{\otimes k}\right)$ is also a Borel space (see Lemma B. 41 in Schervish (1995)) and we can find a stochastic kernel $\boldsymbol{\Pi}$ : $\mathfrak{B}_{\Delta}^{\otimes k} \times\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}\right) \rightarrow_{k}[0,1]$ such that

$$
\mathrm{P}(d x \mid \theta) \Pi(d \theta)=\boldsymbol{\Pi}(d \theta \mid x)(\mathrm{P} \Pi)(d x)
$$

For a statistic $V: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbb{R}^{k}$ and the reduced model $\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}\right)$ from (9.6) we introduce for the stochastic kernel $\mathrm{Q}=\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}$ the posterior $\Lambda_{\mathrm{Q}}$ by

$$
\begin{equation*}
\mathrm{Q}(d t \mid \theta) \Pi(d \theta)=\boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid t)(\mathrm{Q} \Pi)(d t) \tag{9.27}
\end{equation*}
$$

For any sufficient statistic $V$ the posterior for the original model can be factorized by $V$. This is Bayes sufficiency which has been introduced by Definition 4.60.

If the populations are independent so that $P_{\theta}=\bigotimes_{i=1}^{k} P_{i, \theta_{i}}$, the kernels P and $\mathrm{P}_{i}$ are defined by $P_{\theta}$ and $P_{i, \theta_{i}}$, respectively, and the prior $\Pi$ is a product distribution $\Pi=\bigotimes_{i=1}^{k} \Pi_{i}$, then we introduce the posteriors $\Pi_{i}: \mathfrak{B}_{\Delta} \times \mathcal{X}_{i} \rightarrow_{k}$ $[0,1]$ of the populations by

$$
\begin{equation*}
\mathrm{P}_{i}\left(d x_{i} \mid \theta_{i}\right) \Pi_{i}\left(d \theta_{i}\right)=\Pi_{i}\left(d \theta_{i} \mid x_{i}\right)\left(\mathrm{P}_{i} \Pi_{i}\right)\left(d x_{i}\right), \quad i=1, \ldots, k . \tag{9.28}
\end{equation*}
$$

Problem 9.9. For the independent model (9.3), that is, where $P_{\theta}=\bigotimes_{i=1}^{k} P_{i, \theta_{i}}$ and $\Pi=\bigotimes_{i=1}^{k} \Pi_{i}$, it holds $\mathrm{P} \otimes \Pi=\bigotimes_{i=1}^{k}\left(\mathrm{P}_{i} \otimes \Pi_{i}\right)=\bigotimes_{i=1}^{k}\left(\Pi_{i} \otimes\left(\mathrm{P}_{i} \Pi_{i}\right)\right)$, and $\Pi: \mathfrak{B}_{\Delta}^{\otimes k} \times\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}\right) \rightarrow_{k}[0,1]$ satisfies, with $x=\left(x_{1}, \ldots, x_{k}\right)$,

$$
\begin{equation*}
\boldsymbol{\Pi}(d \theta \mid x)=\bigotimes_{i=1}^{k} \Pi_{i}\left(d \theta_{i} \mid x_{i}\right), \quad \text { Р } \Pi \text {-a.s. } \tag{9.29}
\end{equation*}
$$

We call (see Definition 3.33)

$$
\begin{equation*}
r(\Pi, i \mid x)=\int L(\theta, i) \boldsymbol{\Pi}(d \theta \mid x) \tag{9.30}
\end{equation*}
$$

the posterior risk of selecting population $i \in\{1, \ldots, k\}$ at $x \in X_{i=1}^{k} \mathcal{X}_{i}$. According to (3.27) the posterior risk at $x$ for a selection rule $\psi$ is given by

$$
\begin{equation*}
\mathrm{r}(\Pi, \psi \mid x)=\sum_{i=1}^{k} r(\Pi, i \mid x) \psi_{i}(x) \tag{9.31}
\end{equation*}
$$

For $r(\Pi, i \mid x)$ from (9.30) we set

$$
M_{\Pi}^{p t}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \min } r(\Pi, i \mid x) .
$$

The next proposition is a direct consequence of Theorem 3.37 and the representation of the posterior risk in (9.31).

Proposition 9.10. Let $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ be a Borel space and $L(\cdot, i): \Delta \rightarrow_{m} \mathbb{R}_{+}$, $i=1, \ldots, k$. A selection rule $\psi: \mathcal{X} \rightarrow_{m} \mathbf{S}_{k}^{c}$ is a Bayes rule for the selection model (9.2) if and only if

$$
\sum_{i \in M_{\Pi}^{p t}(x)} \psi_{i}(x)=1, \quad \mathrm{P} \Pi \text {-a.s. }
$$

Remark 9.11. Under the assumptions of the above proposition there are of course nonrandomized Bayes selection rules. For example, $\psi^{n r}=\left(\psi_{1}^{n r}, \ldots, \psi_{k}^{n r}\right)$, defined by $\psi_{j}^{n r}(x)=1$ if $j=\min \left\{i: i \in M_{\Pi}^{p t}(x)\right\}$ and $\psi_{j}^{n r}(x)=0$ otherwise, is a nonrandomized Bayes selection rule.

Next we evaluate the set $M_{\Pi}^{p t}(x)$ for special loss functions.
Corollary 9.12. Under the assumptions of Proposition 9.10, for any prior $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}^{\otimes k}\right)$ and any $\kappa: \Delta \rightarrow_{m} \mathbb{R}$, it holds,

$$
\begin{align*}
& M_{\Pi}^{p t}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \max } \boldsymbol{\Pi}\left(\left\{\theta: \kappa\left(\theta_{i}\right)=\kappa_{[k]}(\theta)\right\} \mid x\right), \quad \text { if } L=L_{0,1},  \tag{9.32}\\
& M_{\Pi}^{p t}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \max } \int \kappa\left(\theta_{i}\right) \boldsymbol{\Pi}(d \theta \mid x), \quad \text { if } L=L_{\text {lin }}, \tag{9.33}
\end{align*}
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$, and where in the second case $\int\left|\kappa\left(\theta_{i}\right)\right| \Pi(d \theta)<\infty$, $i=1, \ldots, k$, is assumed to hold.

Proof. If $L=L_{0,1}$, then $L(\theta, i)=1-I_{\mathrm{M}_{\kappa}(\theta)}(i)$, and

$$
r(\Pi, i \mid x)=1-\boldsymbol{\Pi}\left(\left\{\theta: i \in \mathrm{M}_{\kappa}(\theta)\right\} \mid x\right)=1-\boldsymbol{\Pi}\left(\left\{\theta: \kappa\left(\theta_{i}\right)=\kappa_{[k]}(\theta)\right\} \mid x\right),
$$

which proves the first statement. The proof of the second statement is similar.
To deal with (9.32) in concrete situations the following technical tool for stochastically ordered distributions proves useful.

Proposition 9.13. Let $\Theta_{1}, \ldots, \Theta_{k}$ be independent random variables with values in $\mathbb{R}$ and $\mathcal{L}\left(\Theta_{1}\right) \preceq \cdots \preceq \mathcal{L}\left(\Theta_{k}\right)$. Then

$$
\mathbb{P}\left(\Theta_{1}=\Theta_{[k]}\right) \leq \cdots \leq \mathbb{P}\left(\Theta_{k}=\Theta_{[k]}\right)
$$

Proof. Let $Q_{i}$ be the distribution of $\Theta_{i}, i=1, \ldots, k$. For $a<b$ it holds

$$
\begin{aligned}
\mathbb{P}\left(\Theta_{a}=\Theta_{[k]}\right) & =\int \prod_{i=1, i \neq a}^{k} Q_{i}((-\infty, t]) Q_{a}(d t) \\
& \leq \int \prod_{i=1, i \neq a, b}^{k} Q_{i}((-\infty, t]) Q_{a}((-\infty, t]) Q_{a}(d t) \\
& \leq \int \prod_{i=1, i \neq b}^{k} Q_{i}((-\infty, t]) Q_{b}(d t)=\mathbb{P}\left(\Theta_{b}=\Theta_{[k]}\right),
\end{aligned}
$$

where the first inequality follows from $\mathcal{L}\left(\Theta_{a}\right) \preceq \mathcal{L}\left(\Theta_{b}\right)$, and the second from Proposition 2.7.

Applications to some specific parametric families are considered next. The first example is taken from Gupta and Miescke (1988).

Example 9.14. We consider the problem of selecting the population with the largest mean in the selection model (9.11). For fixed $\nu_{i} \in \mathbb{R}$ and $\delta_{i}^{2}>0$, let the prior for $\Theta$, the random version of $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{R}^{k}$, be $\Pi=\bigotimes_{i=1}^{k} \mathrm{~N}\left(\nu_{i}, \delta_{i}^{2}\right)$, that is, the product of the conjugate prior from Lemma 1.37. The posterior distribution $\boldsymbol{\Lambda}$, in view of Lemma 1.37 and (9.29), is

$$
\begin{array}{ll}
\boldsymbol{\Pi}=\bigotimes_{i=1}^{k} \mathrm{~N}\left(\alpha_{i}+\beta_{i} T_{i, \oplus n_{i}}, \tau_{i}^{2}\right), & T_{i, \oplus n_{i}}(x)=\sum_{j=1}^{n_{i}} x_{i, j}, \\
\alpha_{i}=\frac{\sigma_{i}^{2} \nu_{i}}{\sigma_{i}^{2}+n_{i} \delta_{i}^{2}}, \quad \beta_{i}=\frac{\delta_{i}^{2}}{\sigma_{i}^{2}+n_{i} \delta_{i}^{2}}, \quad \tau_{i}^{2}=\frac{\sigma_{i}^{2} \delta_{i}^{2}}{\sigma_{i}^{2}+n_{i} \delta_{i}^{2}}, \quad i=1, \ldots, k .
\end{array}
$$

Then under the loss $L_{0,1}$, the set (9.32) is given by

$$
\begin{aligned}
M_{I I}^{p t}(x) & =\underset{1 \leq i \leq k}{\arg \max } \mathbb{P}\left(\widetilde{\Theta}_{i}=\widetilde{\Theta}_{[k]}\right), \quad \text { where } \\
\left(\widetilde{\Theta}_{1}, \ldots, \widetilde{\Theta}_{k}\right) & \sim \bigotimes_{i=1}^{k} \mathrm{~N}\left(\alpha_{i}+\beta_{i} T_{i, \oplus n_{i}}, \tau_{i}^{2}\right) .
\end{aligned}
$$

If for some $\tau^{2}<\sigma_{i}^{2} / n_{i}, i=1, \ldots, k$, we choose $\delta_{i}^{2}$ so as to satisfy

$$
\begin{equation*}
\frac{1}{\delta_{i}^{2}}+\frac{n_{i}}{\sigma_{i}^{2}}=\frac{1}{\tau^{2}}, \quad i=1, \ldots, k \tag{9.34}
\end{equation*}
$$

i.e., that the sum of the precisions provided by the prior and the sample mean are equal for the $k$ populations, then $\tau_{1}^{2}=\cdots=\tau_{k}^{2}=\tau^{2}$, and by Proposition 9.13,

$$
\underset{1 \leq i \leq k}{\arg \max } \mathbb{P}\left(\widetilde{\Theta}_{i}=\widetilde{\Theta}_{[k]}\right)=\underset{1 \leq i \leq k}{\arg \max }\left(\alpha_{i}+\beta_{i} T_{i, \oplus n_{i}}\right) .
$$

In this case the natural selection rule $\varphi_{S}^{n a t}$ based on the statistic

$$
S=\left(\alpha_{1}+\beta_{1} \sum_{j=1}^{n_{1}} x_{1, j}, \ldots, \alpha_{k}+\beta_{k} \sum_{j=1}^{n_{k}} x_{k, j}\right)
$$

is a Bayes selection rule. Specializing further, if $n_{i}=n, \sigma_{i}^{2}=\sigma^{2}, \nu_{i}=\nu$, and $\delta_{i}^{2}=\delta^{2}$, $i=1, \ldots, k$, then $\varphi_{S}^{n a t}$ selects the population with the largest mean $n^{-1} \sum_{j=1}^{n} x_{i, j}$.

Other related work for normal distributions has been done by Berger and Deely (1988), Bansal and Gupta (1997), Bansal and Misra (1999), and Bansal and Miescke (2002).

Problem 9.15.* Consider the problem of selecting the binomial population with the largest success probability in the selection model $\left(\mathcal{X}^{k}, \mathfrak{P}\left(\mathcal{X}^{k}\right), \bigotimes_{i=1}^{k} \mathrm{~B}\left(n, p_{i}\right)\right)$, where the observations are $x_{1}, \ldots, x_{k} \in \mathcal{X}=\{0,1, \ldots, n\}$. For fixed $\alpha, \beta>0$, let the prior of $\Xi$, the random version of $p=\left(p_{1}, \ldots, p_{k}\right) \in(0,1)^{k}$, be $\operatorname{Be}(\alpha, \beta)^{\otimes k}$, that is, the $k$-fold product of the conjugate prior from Example 1.45. Show that under either of the loss functions $L_{0,1}$ or $L_{\text {lin }}$ every Bayes selection rule selects in terms of the largest value of $x_{1}, \ldots, x_{k}$.

Results for the unbalanced model $\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}, \mathfrak{P}\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}\right), \bigotimes_{i=1}^{k} \mathrm{~B}\left(n_{i}, p_{i}\right)\right)$, with $\mathcal{X}_{i}=\left\{0,1, \ldots, n_{i}\right\}, i=1, \ldots, k$, by Abughalous and Miescke (1989) are presented in Example 9.41.

### 9.2.2 Point Selections in Balanced Models

When the sizes of the independent samples from the $k$ populations are equal, and the underlying family of distributions has monotone likelihood ratio, or is even an exponential family, then the natural selection rule is the best permutation invariant selection rule under any loss function $L$ that satisfies (9.42) and (9.43). This is essentially the content of the Bahadur-Goodman-LehmannEaton theorem. It was established, starting with Bahadur (1950) and Bahadur and Goodman (1952), by Lehmann (1966) and Eaton (1967a).

We recall that $\Pi_{k}$ denotes the group of permutations $\gamma$ of $(1, \ldots, k)$. For any measurable space $(\mathcal{T}, \mathfrak{T})$ we set $u_{\gamma}(t)=\left(t_{\gamma(1)}, \ldots, t_{\gamma(k)}\right), t=\left(t_{1}, \ldots, t_{k}\right) \in \mathcal{T}^{k}$, $\gamma \in \Pi_{k}$. We call a measure $\mu$ defined on $\left(\mathcal{T}^{k}, \mathfrak{T}^{\otimes k}\right)$ permutation invariant if $\mu \circ u_{\gamma}^{-1}=\mu, \gamma \in \Pi_{k}$. Let $(\mathcal{S}, \mathfrak{S})$ be another measurable space, where we set $u_{\gamma}(B)=\left\{u_{\gamma}(s): s \in B\right\}, B \in \mathfrak{S}^{\otimes k}, \gamma \in \Pi_{k}$. Assume $\Gamma: \mathfrak{S}^{\otimes k} \times \mathcal{T}^{k} \rightarrow_{k}[0,1]$ is a stochastic kernel and that $\mu \in \mathcal{M}^{\sigma}\left(\mathfrak{T}^{\otimes k}\right)$ is permutation invariant.

Definition 9.16. We say that the stochastic kernel $\boldsymbol{\Gamma}$ is $\mu$-a.e. permutation invariant if for every fixed $\gamma \in \Pi_{k}, B \in \mathfrak{S}^{\otimes k}$,

$$
\begin{equation*}
\boldsymbol{\Gamma}\left(u_{\gamma}(B) \mid u_{\gamma}(t)\right)=\boldsymbol{\Gamma}(B \mid t) \tag{9.35}
\end{equation*}
$$

holds $\mu$-a.e. with respect to $t$. We say that $\boldsymbol{\Gamma}$ is permutation invariant if (9.35) holds for every $t \in \mathcal{T}^{k}, B \in \mathfrak{S}^{\otimes k}$.

It follows from (9.35) and the standard extension technique that for every $h: \mathbb{R}^{k} \rightarrow_{m} \mathbb{R}_{m}$,

$$
\begin{equation*}
\int h\left(u_{\gamma}(s)\right) \boldsymbol{\Gamma}(d s \mid t)=\int h(s) \boldsymbol{\Gamma}\left(d s \mid u_{\gamma}(t)\right), \quad \gamma \in \Pi_{k} . \tag{9.36}
\end{equation*}
$$

Kernels with the above invariance properties are of importance in this section.
We consider now situations where larger observations are in some way more likely to occur at larger parameters. To make this idea precise, let $\mathcal{S}$ and $\mathcal{T}$ be Borel subsets of $\mathbb{R}$, and let $t^{(i, j)} \in \mathbb{R}^{k}$ be the vector that is obtained from $t \in \mathbb{R}^{k}$ by exchanging the coordinates $t_{i}$ and $t_{j}$.

Definition 9.17. Let $\mu$ be a permutation invariant probability measure on $\left(\mathcal{T}^{k}, \mathfrak{T}^{\otimes k}\right)$, and $\boldsymbol{\Gamma}: \mathfrak{B}_{\mathcal{S}}^{\otimes k} \times \mathcal{T}^{k} \rightarrow_{k}[0,1]$ be a stochastic kernel that is permutation invariant. We say that $\boldsymbol{\Gamma}$ has the DT property if for every $g: \mathbb{R}^{k} \rightarrow m \mathbb{R}_{+}$, every $i, j \in\{1, \ldots, k\}$, and every $t \in \mathcal{T}^{k}$ it holds,

$$
\begin{align*}
& \int g(s) I_{\left[t_{i}, \infty\right)}\left(t_{j}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Gamma}\left(d s \mid t^{(i, j)}\right)  \tag{9.37}\\
\leq & \int g(s) I_{\left[t_{i}, \infty\right)}\left(t_{j}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Gamma}(d s \mid t)
\end{align*}
$$

If the latter condition only holds $\mu$-a.s. for every $g$, then we say that $\boldsymbol{\Gamma}$ has the DT property $\mu$-a.s.

The next lemma is of central importance. It shows that for a random vector $(S, T)$ with $\mathcal{L}(S, T)=\boldsymbol{\Gamma} \otimes \Pi$, and the posterior $\boldsymbol{\Pi}$ defined by $\mathcal{L}(T, S)=\boldsymbol{\Pi} \otimes$ $\boldsymbol{\Gamma} \Pi$, the kernel $\boldsymbol{\Pi}$ has the same permutation invariance and DT properties as $\boldsymbol{\Gamma}$ in $\mathcal{L}(S, T)$. Typically in applications, $S$ represents the data or a function of them, whereas $T$ represents the random parameter in the Bayes model. By establishing this type of symmetry between $S$ and $T$ the task of minimizing the posterior risk of selection rules is facilitated.

Lemma 9.18. Let $\mathcal{S}$ and $\mathcal{T}$ be Borel subsets of $\mathbb{R}$, and let $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\mathcal{T}}^{\otimes k}\right)$ be permutation invariant. If $\boldsymbol{\Gamma}: \mathfrak{B}_{\mathcal{S}}^{\otimes k} \times \mathcal{T}^{k} \rightarrow_{k}[0,1]$ is permutation invariant and has the DT property, then there exists a kernel $\boldsymbol{\Pi}$ that is permutation invariant, has the DT property $Г \Pi$-a.s., and satisfies

$$
\begin{equation*}
\int\left[\int h(s, t) \boldsymbol{\Gamma}(d s \mid t)\right] \Pi(d t)=\int\left[\int h(s, t) \boldsymbol{\Pi}(d t \mid s)\right](\boldsymbol{\Gamma} \Pi)(d s) \tag{9.38}
\end{equation*}
$$

for every $h: \mathcal{S} \times \mathcal{T} \rightarrow_{m} \mathbb{R}_{+}$.
Proof. Let $\boldsymbol{\Pi}_{0}$ be any kernel that satisfies (9.38). It follows from the permutation invariance of $\boldsymbol{\Gamma}$ and $\Pi$ that the permutation invariant kernel

$$
\boldsymbol{\Pi}(B \mid t)=\frac{1}{k!} \sum_{\gamma \in \Pi_{k}} \boldsymbol{\Pi}_{0}\left(u_{\gamma}(B) \mid u_{\gamma}(t)\right)
$$

also satisfies (9.38). With $\gamma$ as the permutation that exchanges $i$ and $j$, and leaves the other $k-2$ arguments unchanged, we see that condition (9.37) implies

$$
\begin{aligned}
& \int\left[\int h(s, t) I_{\left[t_{j}, \infty\right)}\left(t_{i}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Gamma}(d s \mid t)\right] \Pi(d t) \\
\leq & \int\left[\int h(s, t) I_{\left[t_{i}, \infty\right)}\left(t_{j}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Gamma}(d s \mid t)\right] \Pi(d t)
\end{aligned}
$$

for every $h: \mathcal{S}^{k} \times \mathcal{T}^{k} \rightarrow_{m} \mathbb{R}_{+}$. Hence

$$
\begin{aligned}
& \int\left[\int h(s, t) I_{\left[t_{j}, \infty\right)}\left(t_{i}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Pi}(d t \mid s)(\boldsymbol{\Gamma} \Pi)(d s)\right. \\
\leq & \int\left[\int h(s, t) I_{\left[t_{i}, \infty\right)}\left(t_{j}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Pi}(d t \mid s)(\boldsymbol{\Gamma} \Pi)(d s) .\right.
\end{aligned}
$$

As $h$ is arbitrary we get that for every $g: \mathcal{T}^{k} \rightarrow_{m} \mathbb{R}_{+}$there is a $\boldsymbol{\Gamma} \Pi$-null set, say $N_{g}$, such that

$$
\int g(t) I_{\left[t_{j}, \infty\right)}\left(t_{i}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Pi}(d t \mid s) \leq \int g(t) I_{\left[t_{i}, \infty\right)}\left(t_{j}\right) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Pi}(d t \mid s)
$$

for all $s \notin N_{g}$.
The kernel $\boldsymbol{\Gamma}$ is often defined by densities with respect to a $\sigma$-finite permutation invariant measure. In this case the conditions (9.35) and (9.37) are consequences of properties of the corresponding densities.

Problem 9.19.* Let $\mathcal{S}$ and $\mathcal{T}$ be Borel subsets of $\mathbb{R}$. Let $\mu$ be a $\sigma$-finite permutation invariant measure on $\left(\mathcal{S}^{k}, \mathfrak{B}_{\mathcal{S}}^{\otimes k}\right)$ and $\left(g_{t}\right)_{t \in \mathcal{T}^{k}}$ a family of probability densities such that $g_{t}(s)$ is measurable in $(s, t)$ and satisfies

$$
\begin{equation*}
g_{u_{\gamma}(t)}\left(u_{\gamma}(s)\right)=g_{t}(s), \quad s \in \mathcal{S}^{k}, t \in \mathcal{T}^{k}, \gamma \in \Pi_{k} . \tag{9.39}
\end{equation*}
$$

Then the kernel $\boldsymbol{\Gamma}(A \mid t):=\int I_{A}(s) g_{t}(s) \mu(d s), A \in \mathfrak{B}_{\mathcal{S}}^{\otimes k}$, is permutation invariant. Moreover, if

$$
\begin{equation*}
g_{t(i, j)}(s) \leq g_{t}(s), \quad t_{i} \leq t_{j}, s_{i} \leq s_{j}, s \in \mathcal{S}^{k}, t \in \mathcal{T}^{k}, i, j \in\{1, \ldots, k\}, \tag{9.40}
\end{equation*}
$$

then the kernel $\boldsymbol{\Gamma}$ has the DT property.
The typical situation where (9.39) and (9.40) occurs is the following.
Problem 9.20. Let $\mathcal{S}$ and $\mathcal{T}$ be Borel subsets of $\mathbb{R}$. Let $g_{t}(s)=\prod_{i=1}^{k} f_{t_{i}}\left(s_{i}\right)$, $s \in \mathcal{S}^{k}, t \in \mathcal{T}^{k}$, where $f_{b}(a), a \in \mathcal{S}, b \in \mathcal{T}$, is positive and has the following property. $f_{b_{2}}(a) / f_{b_{1}}(a)$ is nondecreasing in $a \in \mathcal{S}$ for every $b_{1}, b_{2} \in \mathcal{T}$ with $b_{1}<b_{2}$. Then $g_{t}(s)$, $s \in \mathcal{S}^{k}, t \in \mathcal{T}^{k}$, satisfies (9.39) and (9.40). As a one-parameter exponential family has MLR (see Example 2.13) the density $h_{\theta}(s)$ in (9.10) satisfies (9.39) and (9.40) if and only if $n_{1}=\cdots=n_{k}$.

Remark 9.21. The combination of (9.39) and (9.40) is called property $M$ in Eaton (1967a), and decreasing in transposition property (DT) in Hollander, Proschan, and Sethuraman (1977).

Some special cases are considered below. We start with the case of independent populations. For that we need a special property of families with the MLR property. The following is a generalized version of Problem 2.22.

Problem 9.22.* If $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a family of distributions on $(\mathbb{R}, \mathfrak{B})$ that has the MLR property in the identity, then for every $\theta_{1}, \theta_{2} \in \Delta$ with $\theta_{1} \leq \theta_{2}$ and every function $h: \mathbb{R}^{2} \rightarrow_{m} \mathbb{R}_{+}$it holds for $x=\left(x_{1}, x_{2}\right)$,

$$
\begin{equation*}
\int h(x) I_{\left(x_{1}, \infty\right)}\left(x_{2}\right)\left(P_{\theta_{2}} \otimes P_{\theta_{1}}\right)(d x) \leq \int h(x) I_{\left(x_{1}, \infty\right)}\left(x_{2}\right)\left(P_{\theta_{1}} \otimes P_{\theta_{2}}\right)(d x) \tag{9.41}
\end{equation*}
$$

Problem 9.23.* Let $\left(P_{\vartheta}\right)_{\vartheta \in \Delta}$ be a one-parameter family of distributions on $(\mathbb{R}, \mathfrak{B})$ that is a stochastic kernel, and let $P_{\theta}=\bigotimes_{i=1}^{k} P_{\theta_{i}}, \theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}$. Then the stochastic kernel $\mathrm{P}=\left(P_{\theta}\right)_{\theta \in \Delta^{k}}$ satisfies (9.35). Moreover, if the stochastic kernel $\left(P_{\vartheta}\right)_{\vartheta \in \Delta}$ has the MLR property in the identity, then the stochastic kernel $\mathrm{P}=$ $\left(P_{\theta}\right)_{\theta \in \Delta^{k}}$ has the DT property.

Now we consider cases where the populations are not independent.
Example 9.24. Suppose that $S_{i}: \mathbb{R} \rightarrow_{m} \mathbb{R}, i=1, \ldots, k$, and $\kappa: \Delta \rightarrow \mathbb{R}$, with $\Delta \subseteq \mathbb{R}$, are nondecreasing, and that $\boldsymbol{\nu}$ is a $\sigma$-finite symmetric measure on $\left(\mathbb{R}^{k}, \mathfrak{B}_{k}\right)$. If there exists a nonnegative nondecreasing function $f$ and a permutation symmetric function $g$ such that for $x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$ and $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}$,

$$
\frac{d Q_{\theta}}{d \boldsymbol{\nu}}(x)=g(\theta) f\left(\sum_{i=1}^{k} S_{i}\left(x_{i}\right) \kappa\left(\theta_{i}\right)\right)
$$

then $\left(d Q_{\theta} / d \boldsymbol{\nu}\right)(x)$ satisfies the conditions (9.39) and (9.40).

Problem 9.25.* The kernel $\mathrm{K}(B \mid \theta)=\mathrm{N}(\theta, \Sigma)(B)$ defined by the normal distribution $\mathrm{N}(\theta, \Sigma), \theta \in \mathbb{R}^{k}$, with a known and nonsingular $\Sigma$, is permutation invariant and has the $D T$ property if and only if

$$
\Sigma^{-1}=\alpha I+\beta 11^{T}, \quad \alpha>0, \alpha+k \beta>0
$$

For further results we refer to Eaton (1967a).
Problem 9.26.* The multinomial distributions $\mathrm{M}(n, p)$ with $p \in \mathbf{S}_{k}^{o}$ satisfy the conditions (9.39) and (9.40).

Regarding the loss we consider the large class of loss functions $L: \Delta^{k} \times$ $\mathcal{D}_{p t} \rightarrow_{m} \mathbb{R}_{+}$that are permutation invariant, that is,

$$
\begin{equation*}
L(\theta, \gamma(i))=L\left(u_{\gamma}(\theta), i\right), \quad i=1, \ldots, k, \theta \in \Delta^{k}, \gamma \in \Pi_{k}, \tag{9.42}
\end{equation*}
$$

and that favor selections of larger values of $\kappa$; that is, for $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$,

$$
\begin{equation*}
L(\theta, i) \geq L(\theta, j), \quad \kappa\left(\theta_{i}\right) \leq \kappa\left(\theta_{j}\right), i, j \in\{1, \ldots, k\}, \theta \in \Delta^{k} \tag{9.43}
\end{equation*}
$$

The key lemma of this subsection is as follows.
Lemma 9.27. Let $\mathcal{S}$ and $\mathcal{T}$ be Borel subsets of $\mathbb{R}$, and let the loss function $L$ satisfy (9.42) and (9.43), where $\Delta=\mathcal{T}$ and $\kappa$ is the identical mapping. Assume that $\mathrm{K}: \mathfrak{B}_{\mathcal{T}}^{\otimes k} \times \mathcal{S}^{k} \rightarrow_{k}[0,1]$ and $\mu \in \mathcal{P}\left(\mathfrak{B}_{\mathcal{S}}^{\otimes k}\right)$. If K is $\mu$-a.s. permutation invariant and $\mu$-a.s. $D T$, then

$$
\begin{equation*}
\mathrm{M}(s) \subseteq \underset{i \in\{1, \ldots, k\}}{\arg \min } \int L(t, i) \mathrm{K}(d t \mid s), \quad \mu \text {-a.s. } \tag{9.44}
\end{equation*}
$$

Proof. Let $i, j \in\{1, \ldots, k\}$ be fixed. It follows from $\kappa(\vartheta)=\vartheta$ and condition (9.43) that $L(t, i)-L(t, j)=0$ for $t=\left(t_{1}, \ldots, t_{k}\right)$ and $t_{i}=t_{j}$. Hence

$$
\begin{aligned}
\int[L(t, i)-L(t, j)] \mathrm{K}(d t \mid s)= & \int[L(t, i)-L(t, j)] I_{\left(t_{i}, \infty\right)}\left(t_{j}\right) \mathrm{K}(d t \mid s) \\
& +\int[L(t, i)-L(t, j)] I_{\left(t_{j}, \infty\right)}\left(t_{i}\right) \mathrm{K}(d t \mid s)
\end{aligned}
$$

Let $t^{(i, j)} \in \mathbb{R}^{k}$ be the vector that is obtained from $t \in \mathbb{R}^{k}$ by exchanging the coordinates $t_{i}$ and $t_{j}$. On $A=\left\{s: s=\left(s_{1}, \ldots, s_{k}\right), s_{i} \leq s_{j}\right\}$ it holds $\mu$-a.s.

$$
\begin{aligned}
& \int[L(t, i)-L(t, j)] I_{\left(t_{j}, \infty\right)}\left(t_{i}\right) \mathrm{K}(d t \mid s) \\
& =\int\left[L\left(t^{(i, j)}, j\right)-L\left(t^{(i, j)}, i\right)\right] I_{\left(t_{j}, \infty\right)}\left(t_{i}\right) \mathrm{K}(d t \mid s) \\
& =\int[L(t, j)-L(t, i)] I_{\left(t_{i}, \infty\right)}\left(t_{j}\right) \mathrm{K}\left(d t \mid s^{(i, j)}\right) \\
& \geq \int[L(t, j)-L(t, i)] I_{\left(t_{i}, \infty\right)}\left(t_{j}\right) \mathrm{K}(d t \mid s),
\end{aligned}
$$

where we have used in the first equation (9.42), in the second equation (9.35), and in the inequality (9.43) and (9.37). Consequently, $\int[L(t, i)-$ $L(t, j)] \mathrm{K}(d t \mid s) \geq 0$, and the proof is completed.

As we have explained already in Example 3.11, one cannot find uniformly best selection rules in the class of all selection rules. Consequently we restrict ourselves to selection rules that are permutation invariant, which have been discussed already in a special case in Example 3.11.

Definition 9.28. For the model in (9.2) a selection rule $\psi: X_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbf{S}_{k}^{c}$ is called permutation invariant if

$$
\psi_{i}\left(x_{\gamma(1)}, \ldots, x_{\gamma(k)}\right)=\psi_{\gamma(i)}\left(x_{1}, \ldots, x_{k}\right), \quad i=1, \ldots, k
$$

holds for every permutation $\gamma \in \Pi_{k}$ and every $\left(x_{1}, \ldots, x_{k}\right) \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$.
The following example is given for clarification.
Example 9.29. For a permutation invariant selection rule $\psi$ the expressions $\psi_{\gamma(i)}\left(x_{\gamma(1)}, \ldots, x_{\gamma(k)}\right)$ and $\psi_{i}\left(x_{1}, \ldots, x_{k}\right)$ are in general not equal. This can be seen for $k=3$. Let $\gamma(1)=3, \gamma(2)=1$, and $\gamma(3)=2$. Then $\psi_{\gamma(1)}\left(x_{\gamma(1)}, x_{\gamma(2)}, x_{\gamma(3)}\right)=$ $\psi_{3}\left(x_{3}, x_{1}, x_{2}\right)$, which by the permutation invariance of $\psi$ is equal to $\psi_{2}\left(x_{1}, x_{2}, x_{3}\right)$.

Problem 9.30. Verify that the natural selection rule $\varphi_{S}^{\text {nat }}$ based on a statistic $S$ (see Definition 9.5) is permutation invariant.

The fundamental Bahadur-Goodman-Lehmann-Eaton theorem can now be stated.

Theorem 9.31. (Bahadur-Goodman-Lehmann-Eaton) Let $\Delta \subseteq \mathbb{R}$ be a Borel set and $\kappa$ the identical mapping. Suppose that for the selection model $\mathcal{M}_{s}$ in (9.2) there exists a sufficient statistic $V: \mathcal{X} \rightarrow_{m} \mathbb{R}^{k}$ such that for $Q_{\theta}=P_{\theta} \circ V^{-1}$ the family $\mathrm{Q}=\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}$ is a stochastic kernel that is permutation invariant and has the DT property. If the loss function satisfies (9.42) and (9.43), then the natural selection rule $\varphi_{V}^{\text {nat }}$ based on $V$ has the following optimality properties.
(A) Bayes:
$\varphi_{V}^{n a t}$ is a Bayes selection rule under every discrete permutation invariant prior.
(B) Uniformly best invariant:
$\varphi_{V}^{n a t}$ is a uniformly best permutation invariant selection rule.
(C) Minimax:
$\sup _{\theta \in \mathbb{A}} \mathrm{R}\left(\theta, \varphi_{V}^{n a t}\right) \leq \sup _{\theta \in \mathbb{A}} \mathrm{R}(\theta, \varphi)$ for every selection rule $\varphi$ and every permutation invariant $\mathbb{A} \subseteq \Delta^{k}$.
(D) Admissible:
$\varphi_{V}^{n a t}$ is admissible in the class of all selection rules $\varphi$.

Corollary 9.32. Suppose that for the balanced selection model $\mathcal{M}_{b s}$ in (9.4) the family of distributions $\left(P_{\vartheta}\right)_{\vartheta \in \Delta}$ on $(\mathcal{X}, \mathfrak{A})$ with $\Delta \subseteq \mathbb{R}$ is dominated and has MLR in $T$, and that the loss function $L$ satisfies (9.42) and (9.43). Then for $\mathcal{M}_{b s}$ the natural selection rule based on $S=\left(S_{1}, \ldots, S_{k}\right)$, where $S_{i}(x)=$ $T\left(x_{i}\right), i=1, \ldots k, x=\left(x_{1}, \ldots, x_{k}\right) \in \mathcal{X}^{k}$, has the optimality properties stated in the theorem.

Proof. Due to the reduction by sufficiency in Proposition 9.3 we have only to deal with the model $\mathcal{M}_{s s}$. To show $(A)$ we fix any permutation invariant prior $\Pi$. Then in view of Lemma 9.18 the posterior $\Pi$ is Q $\Pi$-a.s. permutation invariant and Q $\Pi$-a.s. DT. This means that the kernel $\mathrm{K}=\Pi$ satisfies the conditions in Lemma 9.27 with $\mu=\mathrm{Q} \Pi$ so that $(A)$ follows from (9.44) and Proposition 9.10. ( $B$ ) follows from $(A)$ and Proposition 5.39.

Next we prove $(C)$. In the class of all permutation invariant selection rules the natural selection rule $\varphi_{V}^{n a t}$ based on the identity is uniformly best, and thus also minimax, in this class of selection rules for the model $\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(Q_{\theta}\right)_{\theta \in \mathbb{A}}\right)$. $(C)$ follows now from Proposition 5.41 if we take $\mathbb{D}_{0}$ as the set of all selection rules and $Q$ as the uniform distribution on the set of all permutations.

As to $(D)$, suppose that $\varphi_{V}^{n a t}$ is not admissible. Then there exists a selection rule $\phi$ with $\mathrm{R}(\theta, \phi) \leq \mathrm{R}\left(\theta, \varphi_{V}^{n a t}\right), \theta \in \Delta$, and $\mathrm{R}(\widetilde{\theta}, \phi)<\mathrm{R}\left(\widetilde{\theta}, \varphi_{V}^{n a t}\right)$ for at least one $\widetilde{\theta} \in \Delta$. We fix one such $\tilde{\theta}$ and denote by $\mu$ the uniform distribution on the orbit $\Delta_{\tilde{\theta}}=\left\{u_{\gamma}(\widetilde{\theta}): \gamma \in \Pi_{k}\right\}$. Apparently, $\mu$ is a permutation invariant prior on $\Delta_{\tilde{\theta}}$ and $\mathrm{r}(\mu, \phi)<\mathrm{r}\left(\mu, \varphi_{V}^{n a t}\right)$, which is a contradiction to $(A)$.

To prove the corollary, we first remark that in view of Problem 4.54 and the independence of the populations the statistic $S(x)=\left(T\left(x_{1}\right), \ldots, T\left(x_{k}\right)\right)$ is sufficient. The permutation invariance and the DT property of Q follow from Problem 9.23.

Example 9.33. Suppose that the $k$ populations are independent, and that we have $n_{i}$ observations from population $i, i=1, \ldots, k$. The model is then given in (9.5). Assume that $\left(P_{\vartheta}\right)_{\vartheta \in \Delta}$ is a one-parameter exponential family with generating statistic $T$. Hence $d P_{\vartheta} / d \boldsymbol{\mu}=\exp \{\vartheta T-K(\vartheta)\}$. The reduced model

$$
\left(\mathbb{R}^{k}, \mathfrak{B}_{k}, \bigotimes_{i=1}^{k} Q_{i, \theta_{i}}\right), \quad Q_{i, \theta_{i}}=P_{\theta_{i}}^{\otimes n_{i}} \circ T_{i, \oplus n_{i}}^{-1},
$$

in (9.8) is equivalent to the original model by Proposition 9.3. We see from (9.9) and (9.10), respectively, that the stochastic kernel $\mathrm{Q}=\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}$ with $Q_{\theta}=\bigotimes_{i=1}^{k} Q_{i, \theta_{i}}$ is permutation invariant in the sense of Definition 9.16 if and only if the model is balanced (i.e., $n_{1}=\cdots=n_{k}$ ). If the sample sizes are all equal to $n$, say, then by Problem 9.23 the kernel Q is, according to Definition 9.17, DT as well since the exponential family $\left(P_{\vartheta}^{\otimes n}\right)_{\vartheta \in \Delta}$ has MLR in $T_{\oplus n}$. In this case the natural selection rule $\varphi_{S}^{\text {nat }}$ based on the statistic $S=\left(T_{1, \oplus n}, \ldots, T_{k, \oplus n}\right)$ has the optimality properties $(A)-(D)$. Usually the parameter of interest is not the natural parameter itself. Let $\Lambda$ be an interval and $\kappa: \Lambda \leftrightarrow_{m} \Delta$. If $\kappa$ is nondecreasing, then $P_{\kappa(\eta)}^{\otimes n}$ has again MLR, so that the natural selection rule based on $S$ in turn is optimal in the sense of $(A)-(D)$ for selecting the population with the largest value of $\eta_{1}, \ldots, \eta_{k}$.

Example 9.34. Let us reconsider Examples 9.14 and 9.8, i.e., the problem of selecting the population with the largest mean in the model $\left(\mathbb{R}^{k}, \mathfrak{B}_{k}, \bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma^{2}\right)\right)$, but where now $\sigma^{2}>0$ is unknown. Because for every fixed $\sigma^{2}$ the assumptions of Corollary 9.32 are satisfied, whereas $\varphi_{S}^{n a t}$ does not depend on $\sigma^{2}$, it follows that $\varphi_{S}^{n a t}$ has the optimality properties $(A)-(D)$, even if $\sigma^{2}$ is unknown.

Another aspect of the optimality of the natural selection rule is that, under the assumptions of Theorem 9.31, it is most economical in the sense that no other permutation invariant selection rule can have the same PCS with a smaller common sample size. Details in this regard can be found in Hall (1959) and Miescke (1979a).

Now we examine the minimax statement $(C)$ in Theorem 9.31 in more detail. For a fixed permutation invariant set $\mathbb{A} \subseteq \Delta^{k} \subseteq \mathbb{R}^{k}$ we call $\theta_{0} \in \mathbb{A}$ a least favorable configuration (LFC) on $\mathbb{A}$ for the selection rule $\varphi$ if $\sup _{\theta \in \mathbb{A}} R(\theta, \varphi)=$ $\mathrm{R}\left(\theta_{0}, \varphi\right)$.

Proposition 9.35. Assume the assumptions of Corollary 9.32 are satisfied, $\Delta$ is an interval, and the zero-one loss $L_{0,1}$ is used for the natural selection rule $\varphi_{S}^{\text {nat }}$ based on $S$. Suppose that $F_{\vartheta}(t):=P_{\vartheta}(T \leq t), t \in \mathbb{R}$, is continuous for every $\vartheta \in \Delta$. For every $\delta>0, \vartheta^{*} \in \Delta$, and $\vartheta^{*}-\delta \in \Delta$ we set

$$
\Delta_{r, \delta}^{k}=\left\{\theta: \theta \in \Delta^{k}, \theta_{[k]}=\cdots=\theta_{[k-r+1]} \geq \theta_{[k-r]}+\delta\right\} .
$$

Then

$$
\begin{align*}
& \sup _{\theta \in \Delta_{r, \delta}^{k}} \mathrm{R}\left(\theta, \varphi_{S}^{n a t}\right)  \tag{9.45}\\
= & 1-r\left[\inf _{\vartheta^{*}, \vartheta^{*}-\delta \in \Delta} \int F_{\vartheta^{*}-\delta}^{k-r}(T(x)) F_{\vartheta^{*}}^{r-1}(T(x)) P_{\vartheta^{*}}(d x)\right] .
\end{align*}
$$

Proof. Apply Proposition 9.7 and use the fact that $F_{\vartheta}$ is stochastically nondecreasing in $\vartheta$; see Theorem 2.10.

In location models the above minimization can be carried out explicitly. As an example we consider the normal distribution.

Example 9.36. We reconsider the selection problem of Example 9.8 and establish the minimaxity of the natural selection rule in the indifference zone approach. The model is $\left(\mathbb{R}^{k}, \mathfrak{B}_{k}, \bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma^{2}\right)\right)$ and the loss is the $L_{0,1}$. Then

$$
\Delta_{r, \delta}^{k}=\mathbb{R}_{r, \delta}^{k}=\left\{\mu: \mu \in \mathbb{R}^{k}, \mu_{[k]}=\cdots=\mu_{[k-r+1]} \geq \mu_{[k-r]}+\delta\right\},
$$

where $\delta>0$ is fixed given. As $\Delta_{r, \delta}^{k}$ is permutation invariant, by Theorem 9.31 (C) the natural selection rule $\varphi^{\text {nat }}$ is minimax on $\Delta_{r, \delta}^{k}$. As we use the zero-one loss we may operate with $P_{c s}\left(\mu, \varphi^{n a t}\right)$. It follows from (9.23),

$$
\begin{align*}
\inf _{\mu \in \mathbb{R}_{r, \delta}^{k}} P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right) & =r \inf _{\mu \in \mathbb{R}_{r, \delta}^{k}} \int \prod_{i=1}^{k-1} \Phi\left(\left(\mu_{[k]}-\mu_{[i]}\right) / \sigma+s\right) \varphi(s) d s, \\
& =r \int \Phi^{k-r}\left(\frac{\delta}{\sigma}+s\right) \Phi^{r-1}(s) \varphi(s) d s, \quad \mu \in \mathbb{R}_{r, \delta}^{k} . \tag{9.46}
\end{align*}
$$

This means that every vector for which for any real number $\nu, k-r$ components have the value $\nu-\delta$ and the remaining $r$ have the value $\nu$, is a least favorable configuration on $\mathbb{R}_{r, \delta}^{k}$. We may also consider the probability of a correct selection for $\mu \in \mathbb{R}^{k}$. Then $\varphi^{\text {nat }}$ is again minimax and by (9.23) the minimax value for the risk or the maximin value for $P_{\mathrm{N}, c s}$ is given by

$$
\begin{aligned}
\inf _{\mu \in \mathbb{R}^{k}} P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right) & =\inf _{\mu \in \mathbb{R}^{k}} \int \prod_{i=1}^{k-1} \Phi\left(\left(\mu_{[k]}-\mu_{[i]}\right) / \sigma+s\right) \varphi(s) d s \\
& =\int \Phi^{k-1}(s) \varphi(s) d s=\frac{1}{k}
\end{aligned}
$$

The above proposition can be utilized to find the LFC of $\varphi_{S}^{\text {nat }}$ on $\Delta_{\delta}=\{\theta$ : $\left.\theta_{[k]} \geq \theta_{[k-1]}+\delta, \quad \theta \in \Delta^{k}\right\}$. This may still be a difficult task as one has to go through all $\vartheta^{*} \in \Delta$. Once the LFC has been found then the minimum common sample size $n$ can be determined for which the natural selection rule meets the $P^{*}$-condition on $\Delta_{\delta}$, similarly as it has been done in Example 9.8. The LFC of the natural selection rule for stochastically ordered families has been established in Bofinger (1976). In an alternative approach, a lower confidence bound on the PCS of the natural selection rule for location parameter families with MLR has been provided by Kim (1986).

We conclude this section with some historical remarks. In the earlier times of the development, a selection problem was usually formulated for a model with a specific parametric family of distributions such as normal or binomial. A selection rule was then proposed, implemented under some basic requirement such as the $P^{*}$-condition in Example 9.8, studied in detail, and perhaps also compared to other existing selection rules. Such an ad hoc rule typically selects in terms of the largest of $k$ estimates, based on an optimal single-sample estimator for the parameter of interest, and is then simply called the natural selection rule. This works well and indeed often leads to optimal selection rules. According to Corollary 9.32 this is the case when the populations are independent, the underlying family of distributions has monotone likelihood ratio (see Definition 2.11), and the $k$ samples sizes are equal. However, in other settings this concept is questionable. Let us briefly look at two scenarios in support of the decision theoretic approach.

In the first scenario, suppose that the sample sizes are equal but there is no MLR. This occurs, for example, if the underlying family of distributions is a location parameter family $\left(Q_{\theta}\right)_{\theta \in \mathbb{R}}$ with Lebesgue densities $q_{\vartheta}(t)=q(t-\vartheta)$, $t, \vartheta \in \mathbb{R}$, where $q(t)>0, t \in \mathbb{R}$, but $q$ is not log-concave; see Proposition 2.20. In this case the statement of Corollary 9.32 is no longer valid. On the other hand, as the family $\left(Q_{\theta}\right)_{\theta \in \mathbb{R}}$ is stochastically nondecreasing (see Example 2.8), Proposition 9.35 can be easily extended to the present case. This means that the "natural selection rule" based on $S$ from Corollary 9.32 can be implemented under the $P^{*}$-condition in the indifference zone approach. Again, however, there is no guarantee of optimality. Selection rules that may be reasonable could be based on other sufficient statistics or functions of them,
especially estimators of $\theta$ that are optimal in some way. References to nonparametric selection rules for location parameter families can be found on p. 68 in Bechhofer, Santner, and Goldsman (1995), and at the end of this chapter.

In the second scenario, suppose that the sample sizes are not all equal, but MLR is present. Here we restrict ourselves to the normal means case with a common variance. The first who cast doubt on using the "natural selection rule" based on the sample means under unequal sample sizes were Lam and Chiu (1976). They showed that if the means are close together its PCS decreases if more observations are taken from the best population. There is a simple explanation for this effect. Using reduction by sufficiency (see (9.12)), the case of unequal sample sizes is equivalent to that of finding the population with largest mean among $k$ normal distributions with different variances. However, such distributions are not comparable in terms of the stochastic semiorder of distributions. A discussion of the behavior of the natural selection rule of not being most economical, and further references, can be found in Tong and Wetzell (1979), Bofinger (1985), and Gupta and Miescke (1988). In the latter it has been shown that the natural selection rule is not minimax under the zero-one loss if the sample sizes are not equal, whereas the no-data rule that selects each population with probability $1 / k$ is minimax. This is explained in detail in the next section.

Miescke and Park (1999) have studied the performance of the natural selection rule under normality, i.e., in the setting of Example 9.1. It turns out that under the linear loss (9.26) and a specific prior, utilizing (9.33), it is the unique, up to Lebesgue null sets, Bayes rule and thus admissible. On the other hand, under the zero-one loss it could not be shown whether it is admissible. The method of Blyth (1951), in the form given in Berger (1985), has been utilized. A minimum average risk (generalized Bayes) selection rule has also been considered where the weight measure is the Lebesgue measure.

### 9.2.3 Point Selections in Unbalanced Models

In this section we consider selection rules for the unbalanced selection model (9.5). Theorem 9.31 is no longer applicable here as the permutation invariance in (9.35) is not given. Now the samples from the $k$ populations contain different types of information on the respective parameters. If we turn to the Bayes approach, then there is an opportunity to counterbalance this by switching to a suitable prior which adjusts the posterior risk accordingly. Such a prior, however, would no longer be permutation invariant. The alternative approach of switching to a suitable loss function (see Remark 3.30), is not pursued here.

To sketch the construction of such a suitable prior we recall that in the proof of part $(A)$ in Theorem 9.31 we had $\mathcal{L}(V, \Theta)=\mathrm{Q} \otimes \Pi$, where $\Pi$ was a discrete permutation invariant prior and the stochastic kernel Q was permutation invariant and DT. The Bayes risk in this setting is

$$
\begin{aligned}
\mathrm{r}(\Pi, \psi) & =\sum_{i=1}^{k} \mathbb{E} \psi_{i}(V) L(\Theta \mid i) \\
& =\sum_{i=1}^{k} \int\left[\int \psi_{i}(t) L(\theta \mid i) \boldsymbol{\Pi}(d \theta \mid t)\right](\mathrm{Q} \Pi)(d t)
\end{aligned}
$$

Under the above conditions on Q and $\Pi$, by Lemma 9.18, the posterior $\Pi$ turned out to be permutation invariant and DT. The crucial point in the proof of $(A)$ in Theorem 9.31 was the minimization of $i \mapsto \int L(\theta \mid i) \boldsymbol{\Pi}(d \theta \mid t)$ which was taken care of by Lemma 9.27. If now $Q$ fails to be permutation invariant and DT, then we may try to find a suitable prior $\Pi$, no longer permutation invariant, such that the posterior $\Pi$ is permutation invariant and DT. If such a prior can be found, then Lemma 9.27 can be utilized in the search for a Bayes selection rule.

Theorem 9.37. Let $\Delta \subseteq \mathbb{R}$ be a Borel set. Suppose that for the model $\mathcal{M}_{s}$ in (9.2) there exists a sufficient statistic $V: \bigotimes_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbb{R}^{k}$ and that for $Q_{\theta}=P_{\theta} \circ V^{-1}$ the family $\mathrm{Q}=\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}$ is a stochastic kernel. Suppose that there is a prior $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$ such that the posterior $\boldsymbol{\Lambda}_{\mathrm{Q}}$ for the reduced model in (9.27) admits the representation

$$
\begin{equation*}
\Lambda_{\mathbf{Q}}(B \mid t)=\mathrm{K}(B \mid S(t)), \quad \mathrm{Q} \Pi \text {-a.s., } B \in \mathfrak{B}_{\Delta^{k}} \tag{9.47}
\end{equation*}
$$

with a stochastic kernel $\mathrm{K}: \mathfrak{B}_{k} \times \Delta^{k} \rightarrow_{k}[0,1]$ and a statistic $S: \mathbb{R}^{k} \rightarrow \Delta^{k}$. If K is permutation invariant and DT, and the loss function satisfies (9.42) and (9.43), then the natural selection based on $S(V)$ is a Bayes selection rule.

Proof. The statement follows from Proposition 9.10 and Lemma 9.27.
We consider now the problem of finding priors that satisfy the condition in Theorem 9.37 for one-parameter exponential families. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family on $(\mathcal{X}, \mathfrak{A})$ with natural parameter $\theta$ and generating statistic $T$, where $\Delta \subseteq \mathbb{R}$. The set $\Delta$ is convex and thus an interval. We assume that the variance of $T$ is positive and that $\Delta$ has an inner point, which are the standard assumptions (A1) and (A2), respectively. We recall the family of conjugate priors introduced in Section 1.2. For a $\sigma$-finite measure $\boldsymbol{\tau}$ on $\Delta$ we set

$$
\begin{aligned}
\Upsilon & =\left\{(a, b): a, b \in \mathbb{R}, L(a, b)=\ln \left(\int \exp \{\theta b-a K(\theta)\} \boldsymbol{\tau}(d \theta)\right)<\infty\right\}, \\
\pi_{a, b}(\theta) & =\exp \{b \theta-a K(\theta)-L(a, b)\}, \quad \theta \in \Delta \subseteq \mathbb{R},(a, b) \in \Upsilon \\
\Pi_{a, b}(B) & =\int_{B} \exp \{b \theta-a K(\theta)-L(a, b)\} \boldsymbol{\tau}(d \theta), \quad B \in \mathfrak{B}_{\Delta}, \quad(a, b) \in \Upsilon .
\end{aligned}
$$

From Proposition 1.4 we know that $P_{\theta}^{\otimes n}$ is again an exponential family, now with generating statistic $T_{\oplus n}$. The conjugate priors are again $\Pi_{a, b},(a, b) \in$ $\Upsilon$; see Lemma 1.35. According to (1.43) the posterior distributions under these priors are given by

$$
\begin{align*}
\boldsymbol{\Pi}_{n, a, b}(B \mid x) & =\int_{B} \pi_{a+n, b+T_{\oplus n}(x)}(\theta) \boldsymbol{\tau}(d \theta)  \tag{9.48}\\
& =\Pi_{a+n, b+T_{\oplus n}(x)}(B), \quad B \in \mathfrak{B}_{\Delta}, x \in \mathcal{X}^{n}, \quad(a, b) \in \Upsilon
\end{align*}
$$

where by Lemma 1.35 for every $(a, b) \in \Upsilon$ it holds

$$
\begin{equation*}
\left(a+n, b+T_{\oplus n}(x)\right) \in \Upsilon, \boldsymbol{\mu}^{\otimes n} \text {-a.e. } \tag{9.49}
\end{equation*}
$$

For $k$ populations we set $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right), a=\left(a_{1}, \ldots, a_{k}\right), b=\left(b_{1}, \ldots, b_{k}\right)$, and $n=\left(n_{1}, \ldots, n_{k}\right)$, and consider the selection model and the prior, respectively,

$$
\begin{align*}
\mathcal{M}_{s e} & =\left(\mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{i}}, \bigotimes_{i=1}^{k} \mathfrak{A}^{\otimes n_{i}},\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}\right)_{\theta \in \Delta^{k}}\right),  \tag{9.50}\\
\Pi_{a, b} & =\bigotimes_{i=1}^{k} \Pi_{a_{i}, b_{i}}, \quad(a, b) \in \Upsilon^{k}
\end{align*}
$$

As the populations, as well as the parameters under the prior, are independent the posterior distribution, given $X=x$, for any $x \in \mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{i}}$, turns out to be

$$
\begin{equation*}
\Pi_{a+n, b+T_{\oplus}(x)}=\bigotimes_{i=1}^{k} \Pi_{a_{i}+n_{i}, b_{i}+T_{i, \oplus n_{i}}\left(x_{i}\right)}, \quad(a, b) \in \Upsilon^{k} \tag{9.51}
\end{equation*}
$$

where $T_{\oplus}(x)=\left(T_{1, \oplus n_{1}}\left(x_{1}\right), \ldots, T_{k, \oplus n_{k}}\left(x_{k}\right)\right)$ with $T_{i, \oplus n_{i}}\left(x_{i}\right)=\sum_{j=1}^{n_{i}} T\left(x_{i, j}\right)$, $i=1, \ldots, k$.

In the next proposition we study Bayes selection rules for the above exponential selection model and its conjugate priors. Let P be the stochastic kernel $\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{i}}\right)_{\theta \in \Delta^{k}}$.

Proposition 9.38. For the selection model (9.50) a selection rule $\psi$ is Bayes with respect to the prior $\Pi_{a, b}=\bigotimes_{i=1}^{k} \Pi_{a_{i}, b_{i}},(a, b) \in \Upsilon^{k}$, if and only if

$$
\mathrm{P} \Pi_{a, b}\left(\left\{x: \sum_{i \in M_{\Pi_{a, b}}^{p t}(x)} \psi_{i}(x)=1, x \in \mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{i}}\right\}\right)=1
$$

where $M_{\Pi_{a, b}}^{p t}(x)$ denotes the set

$$
\underset{i \in\{1, \ldots, k\}}{\arg \min } \int L(\theta, i) \exp \left\{\left\langle b+T_{\oplus}(x), \theta\right\rangle-\sum_{j=1}^{k}\left(a_{j}+n_{j}\right) K\left(\theta_{j}\right)\right\} \boldsymbol{\tau}^{\otimes k}(d \theta)
$$

Proof. The statement follows from Proposition 9.10, (9.51), and (9.48), as the factor

$$
\exp \left\{-\sum_{j=1}^{k} L\left(a_{j}+n_{j}, b_{j}+T_{j, \oplus n_{j}}\left(x_{j}\right)\right)\right\}
$$

is independent of $\theta$ and therefore irrelevant for the minimization.
The next problem deals with the question of under which circumstances the posterior $\bigotimes_{i=1}^{k} \Pi_{a_{i}+n_{i}, b_{i}+t_{i}}$ satisfies the conditions in Theorem 9.37.

Problem 9.39.* Suppose that

$$
\begin{equation*}
a_{1}+n_{1}=\cdots=a_{k}+n_{k}=: a_{0} \tag{9.52}
\end{equation*}
$$

and set $\Upsilon_{a_{0}}=\left\{b:\left(a_{0}, b\right) \in \Upsilon\right\}$. Then the kernel

$$
\begin{equation*}
\mathrm{K}(\cdot \mid t)=\left(\bigotimes_{i=1}^{k} \Pi_{a_{0}, t_{i}}\right)(\cdot), \quad t=\left(t_{1}, \ldots, t_{k}\right) \in \Upsilon_{a_{0}}^{k} \tag{9.53}
\end{equation*}
$$

is permutation invariant and DT.
Now we are ready to deal with the selection model for unequal sample sizes.

Theorem 9.40. For the selection model (9.50), suppose that (9.52) holds for some $a_{0}$ and $b_{1}, \ldots, b_{k} \in \Upsilon_{a_{0}}$ are fixed. If the loss function satisfies (9.42) and (9.43), then the natural selection rule based on

$$
W:=\left(b_{1}+T_{1, \oplus n_{1}}, \ldots, b_{k}+T_{k, \oplus n_{k}}\right)
$$

is a Bayes selection rule for the selection model (9.50) under the prior $\bigotimes_{i=1}^{k} \Pi_{a_{i}, b_{i}}$. In particular, if $b_{1}=\cdots=b_{k}$, then selecting in terms of the largest $T_{i, \oplus n_{i}}, i=1, \ldots, k$, is a Bayes selection rule.

Proof. For $\Upsilon_{a_{0}}=\left\{b:\left(a_{0}, b\right) \in \Upsilon\right\}$ it holds $b_{i}+T_{i, \oplus n_{i}} \in \Upsilon_{a_{0}}, \mu^{\otimes n_{i} \text {-a.e., }}$ by (9.49). Then $S \in \Upsilon_{a_{0}}^{k}$ holds $\boldsymbol{\mu}^{\otimes\left(n_{1}+\cdots+n_{k}\right)}$-a.e., so that $S$ and K in (9.53) satisfy (9.47). By Problem 9.39 the kernel K is permutation invariant and DT. An application of Theorem 9.37 with $S(V)=W$ completes the proof.

When dealing with exponential families that are not given in the natural form a direct application of Theorem 9.37 could also be used instead of first transforming to natural parameters and then using Theorem 9.40.

Example 9.41. Let $X_{i} \sim \mathrm{~B}\left(n_{i}, p_{i}\right), p_{i} \in(0,1), i=1, \ldots, k$, be independent binomial random variables, and set $X=\left(X_{1}, \ldots, X_{k}\right)$. Suppose we want to select from the populations $\mathrm{B}\left(n_{i}, p_{i}\right), p_{i} \in(0,1), i=1, \ldots, k$, one with the largest parameter $p_{[k]}=\max \left\{p_{1}, \ldots, p_{k}\right\}$. Hence our selection model is

$$
\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~B}\left(n_{i}, p_{i}\right)\right)_{p \in(0,1)^{k}}\right)
$$

Let the prior $\Pi$ of the random version of the parameter $p=\left(p_{1}, \ldots, p_{k}\right)$ be the product of conjugate priors; that is, $\Pi=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}, \beta_{i}\right)$ with $\alpha_{i}, \beta_{i}>0, i=1, \ldots, k$. Using this fact and Example 1.45 we get that under this prior the posterior, given $X_{1}=x_{1}, \ldots, X_{k}=x_{k}$, is

$$
\boldsymbol{\Pi}(\cdot \mid x)=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}+x_{i}, \beta_{i}+n_{i}-x_{i}\right)=\bigotimes_{i=1}^{k} \operatorname{Be}\left(s_{i}, \alpha_{i}+\beta_{i}+n_{i}-s_{i}\right)
$$

where $x=\left(x_{1}, \ldots, x_{k}\right)$ and $s_{i}=\alpha_{i}+x_{i}, i=1, \ldots, k$. For any fixed $\delta>n_{[k]}$ let the parameters $a_{i}, \beta_{i}$ be chosen as to satisfy

$$
\begin{equation*}
\alpha_{i}+\beta_{i}+n_{i}=\delta, \quad i=1, \ldots, k \tag{9.54}
\end{equation*}
$$

Then

$$
\begin{equation*}
\boldsymbol{\Pi}(\cdot \mid x)=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}+x_{i}, \delta-\left(\alpha_{i}+x_{i}\right)\right) \tag{9.55}
\end{equation*}
$$

As the Lebesgue density be ${ }_{s, \delta-s}$ of $\operatorname{Be}(s, \delta-s)$ satisfies

$$
\mathrm{be}_{s, \delta-s}(p) \propto I_{(0,1)}(p) p^{s-1}(1-p)^{\delta-s-1}
$$

we get that the Lebesgue density of $Q_{\theta}=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}+x_{i}, \delta-\left(\alpha_{i}+x_{i}\right)\right)$ with $\theta_{i}=\alpha_{i}+x_{i}$ satisfies the condition in Example 9.24 for $S_{i}\left(x_{i}\right)=\alpha_{i}+x_{i}$. Problem 9.19 implies that $\boldsymbol{\Pi}(\cdot \mid x)$ in (9.55) has the DT property. Theorem 9.37 yields that the natural selection rule based on $S\left(x_{1}, . ., x_{k}\right)=\left(\alpha_{1}+x_{1}, \ldots, \alpha_{k}+x_{k}\right)$ is a Bayes selection rule for the prior $\Pi=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}, \beta_{i}\right)$ if the parameters $\alpha_{i}, \beta_{i}$ satisfy (9.54). In particular, if $\alpha_{1}=\cdots=\alpha_{k}$, then selecting in terms of the largest $x_{i}$, $i=1, \ldots, k$, is a Bayes selection rule. Apparently, for unequal sample sizes, these selection rules differ dramatically from the natural selection rule which selects in terms of the largest value of $x_{i} / n_{i}, i=1, \ldots, k$. These and further results for selection rules in the binomial case can be found in Abughalous and Miescke (1989).

Problem 9.42. Compare the normal means selection problem in Example 9.14 with the binomial selection problem in Example 9.41.

We now explain, following Gupta and Miescke (1988), the loss of minimaxity under the zero-one loss of the natural selection rule for $k$ normal populations with a common variance $\sigma^{2}>0$ when the sample sizes $n_{1}, \ldots, n_{k}$ are unequal. Technically, these parameters appear only in the form $\sigma^{2} / n_{i}$, $i=1, \ldots, k$, and thus we consider the more general selection model

$$
\begin{equation*}
\mathcal{M}_{\text {Normal4 }}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma_{i}^{2}\right)\right)_{\mu \in \mathbb{R}^{k}}\right) \tag{9.56}
\end{equation*}
$$

where $\sigma_{i}^{2}>0, i=1, \ldots, k$. In practical applications, however, one usually deals with the special case of $\sigma_{i}^{2}=\sigma^{2} / n_{i}, i=1, \ldots, k$.

The following auxiliary result is due to Tong and Wetzell (1979), but formulated and proved here differently.
Lemma 9.43. The function

$$
H\left(\gamma_{1}, \ldots, \gamma_{k-1}\right)=\int \prod_{i=1}^{k-1} \Phi\left(\gamma_{i} z\right) \varphi(z) d z
$$

is strictly increasing in $\gamma_{i}>0, i=1, \ldots, k-1$.

## Proof.

$$
\frac{\partial}{\partial \gamma_{1}} H\left(\gamma_{1}, \ldots, \gamma_{k-1}\right)=\int \prod_{i=2}^{k-1} \Phi\left(\gamma_{i} z\right) z \varphi\left(\gamma_{1} z\right) \varphi(z) d z
$$

Combining the two $\varphi$-functions, and then integrating by parts, leads to

$$
\frac{\partial}{\partial \gamma_{1}} H\left(\gamma_{1}, \ldots, \gamma_{k-1}\right)=\frac{1}{\sqrt{2 \pi}} \frac{1}{1+\gamma_{1}^{2}} \int M(y) \varphi(y) d y
$$

where

$$
M(y)=\frac{\partial}{\partial y} \prod_{i=2}^{k-1} \Phi\left(\frac{\gamma_{i}}{\sqrt{1+\gamma_{1}^{2}}} y\right), \quad y \in \mathbb{R}
$$

Obviously, $M(y)>0, y \in \mathbb{R}$.
Now we state the following result.

Theorem 9.44. For the model in (9.56) consider the problem of selecting a population with the largest mean under the zero-one loss. The natural selection rule $\varphi^{\text {nat }}$ is minimax if and only if $\sigma_{1}^{2}=\sigma_{2}^{2}=\cdots=\sigma_{k}^{2}$. The minimax value of the problem is $1-1 / k$.

Proof. Let $\sigma_{1}^{2}=\sigma_{2}^{2}=\cdots=\sigma_{k}^{2}$. We know already from Example 9.36 that $\varphi^{n a t}$ is minimax, and that the supremum of the risk of $\varphi^{n a t}$ is $1-1 / k$.

Suppose now that $\min _{1 \leq i \leq k} \sigma_{i}^{2}<\max _{1 \leq i \leq k} \sigma_{i}^{2}$, and assume without loss of generality that $\sigma_{k}^{2}=\max _{1 \leq i \leq k} \sigma_{i}^{2}$. Then for $\mu_{n}=(0, \ldots, 0,1 / n)$ by Proposition 9.7,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathrm{R}\left(\mu_{n}, \varphi^{n a t}\right) & =1-\lim _{n \rightarrow \infty} \int \prod_{i=1}^{k-1} \Phi\left(\frac{z+1 / n}{\sigma_{i}}\right) \frac{1}{\sigma_{k}} \varphi\left(\frac{z}{\sigma_{k}}\right) d z \\
& =1-\int \prod_{i=1}^{k-1} \Phi\left(\frac{z}{\sigma_{i}}\right) \frac{1}{\sigma_{k}} \varphi\left(\frac{z}{\sigma_{k}}\right) d z>1-1 / k
\end{aligned}
$$

where the inequality follows from Lemma 9.43. On the other hand, the no-data rule $\phi=(1 / k, \ldots, 1 / k)$ satisfies $\sup _{\mu} \mathrm{R}(\mu, \phi)=1-1 / k$, and thus the natural selection rule $\varphi^{n a t}$ is not minimax.

Now we show that the minimax value of the problem remains $1-1 / k$ under $\min _{1 \leq i \leq k} \sigma_{i}^{2}<\max _{1 \leq i \leq k} \sigma_{i}^{2}=\sigma_{k}^{2}$. Assume without loss of generality that $\sigma_{1}=\min _{1 \leq i \leq k} \sigma_{i}^{2}$, and consider the two models

$$
\begin{aligned}
\mathcal{M} & =\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma_{1}^{2}\right)\right)_{\mu \in \mathbb{R}^{k}}\right) \\
\widetilde{\mathcal{M}} & =\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma_{i}^{2}\right)\right)_{\mu \in \mathbb{R}^{k}}\right) .
\end{aligned}
$$

Then $\widetilde{\mathcal{M}}$ is a randomization of $\mathcal{M}$, see Problem 4.7. Hence the corresponding minimax values satisfy

$$
\inf _{\varphi} \sup _{\mu} \mathrm{R}_{\mathcal{M}}(\mu, \varphi) \leq \inf _{\varphi} \sup _{\mu} \mathrm{R}_{\widetilde{\mathcal{M}}}(\mu, \varphi) .
$$

$\varphi^{\text {nat }}$ is minimax in the balanced model $\mathcal{M}$ and $\sup _{\mu} \mathrm{R}_{\mathcal{M}}(\mu, \varphi)=1-1 / k$. On the other hand, the no-data rule $\phi=(1 / k, \ldots, 1 / k)$ satisfies $\mathrm{R}_{\widetilde{\mathcal{M}}}(\mu, \phi)=$ $1-1 / k$, and thus the proof is completed.

For normal populations with unequal variances, sample size allocations have been studied in Dudewicz and Dalal (1975) and Bechhofer, Hayter, and Tamhane (1991). Nonminimaxity of natural decision rules under heteroscedasticity has been shown in Dhariyal and Misra (1994). Selection of the best of $k$ exponential families has been studied by Abughalous and Bansal (1995). Although restricted to families with a quadratic variance function, many of their results can be extended to general one-parameter exponential families. Selecting the best treatment in a generalized linear model has been studied in Bansal and Miescke (2006).

### 9.2.4 Point Selections with Estimation

After a population has been selected some natural follow-up questions may arise. The first is how large the parameter of the selected population is. A second is how far the parameter of the selected population is away from the largest parameter of the $k$ populations. A third is how large the largest parameter of the $k$ populations is. In this section we mainly deal with the first question, and briefly with the second. References for work on the third question can be found in Gupta and Panchapakesan (1979). Answers to the first question have been provided for specific statistical models by Cohen and Sackrowitz (1988), Gupta and Miescke (1990, 1993), Bansal and Miescke (2002, 2005), and Misra, van der Meulen, and Branden (2006). All of these works have been done in the Bayes approach which is also utilized here. We deal slightly more generally with a functional of the parameters rather than with the parameters.

We start with the general selection model (9.2) and assume that a functional $\kappa: \Delta \rightarrow \mathbb{R}$ is given. The new decision space is $\mathcal{D}_{p t, e s}=\{1, \ldots, k\} \times \mathbb{R}$ which we equip with the $\sigma$-algebra $\mathfrak{D}=\mathfrak{P}(\{1, \ldots, k\}) \otimes \mathfrak{B}$. For any decision $\mathrm{D}: \mathfrak{D} \times\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}\right) \rightarrow_{k}[0,1]$ and $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$ we set $\varphi_{i}(x)=\mathrm{D}(\{i\} \times \mathbb{R} \mid x)$, and for any fixed kernel $\mathrm{K}: \mathfrak{B} \times\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}\right) \rightarrow_{k}[0,1]$ we set

$$
\mathrm{K}_{i}(E \mid x)=\left\{\begin{array}{ll}
\frac{1}{\varphi_{i}(x)} \mathrm{D}(\{i\} \times E \mid x) & \text { if } \quad \varphi_{i}(x)>0 \\
\mathrm{~K}(E \mid x) & \text { if } \varphi_{i}(x)=0
\end{array}, \quad E \in \mathfrak{B},\right.
$$

$i=1, \ldots, k$. Obviously, the $\mathrm{K}_{i}: \mathfrak{B} \times\left(\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}\right) \rightarrow_{k}[0,1]$ are stochastic kernels, $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right)$ is a point selection rule, and it holds

$$
\begin{equation*}
\mathrm{D}(C \times E \mid x)=\sum_{i=1}^{k} \varphi_{i}(x) \delta_{i}(C) \mathrm{K}_{i}(E \mid x), \quad C \subseteq\{1, \ldots, k\}, E \in \mathfrak{B} \tag{9.57}
\end{equation*}
$$

It is clear that conversely, every point selection rule $\varphi$, along with a sequence of kernels $\mathrm{K}_{1}, \ldots, \mathrm{~K}_{k}$, leads to a decision D that is defined by (9.57).

Let $A: \Delta^{k} \times\{1, \ldots, k\} \rightarrow \mathbb{R}_{+}$and $B: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$, and introduce the loss function

$$
\begin{equation*}
L(\theta,(i, t))=A(\theta, i)+B\left(\kappa\left(\theta_{i}\right), t_{i}\right), \quad \theta \in \Delta^{k}, i=1, \ldots, k, t \in \mathbb{R}^{k} \tag{9.58}
\end{equation*}
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ and $t=\left(t_{1}, \ldots, t_{k}\right)$.
Example 9.45. For the loss function in (9.58) one could take for part $A$ the zero-one loss from (9.15) or the linear loss from (9.26). For part $B$ one could take $B\left(\theta_{i}, t_{i}\right)=\left|\kappa\left(\theta_{i}\right)-t_{i}\right|^{q}, i=1, \ldots, k$, for some fixed $q>0$.

From (9.57) we see that the risk of a decision $D$ is

$$
\begin{aligned}
\mathrm{R}(\theta, \mathrm{D})= & \sum_{i=1}^{k} A(\theta, i) \int \varphi_{i}(x) P_{\theta}(d x) \\
& +\sum_{i=1}^{k} \int \varphi_{i}(x)\left[\int B\left(\kappa\left(\theta_{i}\right), t_{i}\right) \mathrm{K}_{i}\left(d t_{i} \mid x\right)\right] P_{\theta}(d x), \quad \theta \in \Delta^{k}
\end{aligned}
$$

The special structure of this risk allows us to minimize the risk, as a function of D , in two consecutive steps. At any fixed $x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$, in the first step best estimators $\mathrm{K}_{i}^{0}(\cdot \mid x)$ for $i=1, \ldots, k$ are determined, provided there are any. Set

$$
C_{i}(\theta, x)=\int\left(B\left(\kappa\left(\theta_{i}\right), t_{i}\right) \mathrm{K}_{i}^{0}\left(d t_{i} \mid x\right), \quad i=1, \ldots, k\right.
$$

and consider

$$
\underset{i \in\{1, \ldots, k\}}{\arg \min }\left[A(\theta, i)+C_{i}(\theta, x)\right], \quad \theta \in \Delta^{k}
$$

As this set depends on $\theta$ we cannot construct an optimal selection rule $\varphi$ by concentrating the discrete distribution $\varphi(x)$ on this set. To overcome the dependence on $\theta$ we use the Bayes approach. Suppose that $\Delta \subseteq \mathbb{R}$ is a Borel set, $\kappa$ is the identical mapping, and the nonnegative functions $A$ and $B$ in (9.58) are measurable. We assume that the populations are independent so that $P_{\theta}=\bigotimes_{i=1}^{k} P_{i, \theta_{i}}$. Suppose that $\mathrm{P}_{i}=\left(P_{i, \theta_{i}}\right)_{\theta_{i} \in \Delta}$ is a stochastic kernel, $i=1, \ldots, k$. Let the prior $\Pi$ on $\left(\Delta^{k}, \mathfrak{B}_{\Delta}^{\otimes k}\right)$ be given by $\Pi=\bigotimes_{i=1}^{k} \Pi_{i}$, so that the posteriors of the populations are determined by (9.28). Due to the independence of the populations and priors we may restrict ourselves to estimators $\mathrm{K}_{i}$ that depend on $x$ only through $x_{i}, i=1, \ldots, k$. The Bayes risk is given by

$$
\begin{aligned}
& \mathrm{r}(\Pi, \mathrm{D})=\sum_{i=1}^{k} A(\theta, i) \int\left[\int \varphi_{i}(x) P_{\theta}(d x)\right] \Pi(d \theta) \\
& +\sum_{i=1}^{k} \int\left[\int \varphi_{i}(x)\left(\int B\left(\theta_{i}, t_{i}\right) \mathrm{K}\left(d t_{i} \mid x\right)\right) P_{\theta}(d x)\right] \Pi(d \theta) \\
& =\sum_{i=1}^{k} A(\theta, i) \int\left[\int \varphi_{i}(x) \otimes_{i=1}^{k} \Pi_{i}\left(d \theta_{i} \mid x_{i}\right)\right] \otimes_{j=1}^{k}\left(\mathrm{P}_{j} \Pi_{j}\right)\left(d x_{j}\right) \\
& +\sum_{i=1}^{k} \int\left[\int \varphi_{i}(x)\left(\int B\left(\theta_{i}, t_{i}\right) \mathrm{K}\left(d t_{i} \mid x\right)\right)\left(\otimes_{i=1}^{k} P_{i, \theta_{i}}\right)(d x)\right] \Pi_{i}\left(d \theta_{i}\right)
\end{aligned}
$$

As we have seen in (3.5) there is usually no need for considering randomized estimators. In this regard for Bayes estimators we refer to Corollary 3.40. Let, for every $i=1, \ldots, k, S_{i}^{0}: \mathcal{X}_{i} \rightarrow_{m} \mathbb{R}$ be a nonrandomized estimator that minimizes the posterior risk, so that $\mathrm{P}_{i} \Pi_{i}$-a.s. for every $\mathrm{K}_{i}$ it holds

$$
\begin{align*}
\int B\left(\theta_{i}, S_{i}^{0}\left(x_{i}\right)\right) \boldsymbol{\Pi}_{i}\left(d \theta_{i} \mid x_{i}\right) & \leq \int\left[\int B\left(\theta_{i}, t_{i}\right) \mathrm{K}_{i}\left(d t_{i} \mid x\right)\right] \boldsymbol{\Pi}_{i}\left(d \theta_{i} \mid x_{i}\right)  \tag{9.59}\\
& =\int\left[\int B\left(\theta_{i}, t_{i}\right) \boldsymbol{\Pi}_{i}\left(d \theta_{i} \mid x_{i}\right)\right] \mathrm{K}_{i}\left(d t_{i} \mid x\right)
\end{align*}
$$

Then for every decision $D$ we have

$$
\begin{align*}
\mathrm{r}(\Pi, \mathrm{D}) \geq & \sum_{i=1}^{k} \int \varphi_{i}(x)\left[\int \left(A(\theta, i) \otimes_{j=1}^{k} \boldsymbol{\Pi}_{j}\left(d \theta_{j} \mid x_{j}\right)\right.\right.  \tag{9.60}\\
& \left.+\int B\left(\theta_{i}, S_{i}^{0}\left(x_{i}\right)\right) \boldsymbol{\Pi}_{i}\left(d \theta_{i} \mid x_{i}\right)\right] \otimes_{j=1}^{k}\left(\mathrm{P}_{j} \Pi_{j}\right)\left(d x_{j}\right)
\end{align*}
$$

Introduce, for $i=1, \ldots, k$,

$$
\begin{equation*}
V_{i}(x)=\int A(\theta, i) \bigotimes_{j=1}^{k} \boldsymbol{\Pi}_{j}\left(d \theta_{j} \mid x_{j}\right)+\int B\left(\theta_{i}, S_{i}^{0}\left(x_{i}\right)\right) \boldsymbol{\Pi}_{i}\left(d \theta_{i} \mid x_{i}\right) \tag{9.61}
\end{equation*}
$$

and let

$$
\begin{equation*}
M_{\Pi}^{p t, e s}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \min } V_{i}(x), \quad x \in X_{i=1}^{k} \mathcal{X}_{i} . \tag{9.62}
\end{equation*}
$$

Fix any mapping $\mathrm{p}^{0}: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m}\{1, \ldots, k\}$ with $\mathrm{p}^{0}(x) \in M_{\Pi}^{p t, e s}(x), x \in$ $\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$. Then

$$
\begin{equation*}
V_{\mathbf{p}^{0}(x)}(x)=\min _{i \in\{1, \ldots, k\}} V_{i}\left(x_{i}\right), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} . \tag{9.63}
\end{equation*}
$$

Finally, let the nonrandomized decision $\mathrm{d}^{0}: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow\{1, \ldots, k\} \times \mathbb{R}^{k}$ be given by

$$
\begin{equation*}
\mathrm{d}^{0}(x)=\left(\mathrm{p}^{0}(x), S_{1}^{0}\left(x_{1}\right), \ldots, S_{k}^{0}\left(x_{k}\right)\right), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} . \tag{9.64}
\end{equation*}
$$

Then $S_{\mathrm{p}^{0}(x)}^{0}(x)$ is the estimator of the parameter of the selected population. For the class of all point selections with estimation,

$$
\begin{array}{r}
\mathbb{D}_{0}=\left\{\mathrm{D}: \mathrm{D}(C \times E \mid x)=\sum_{i=1}^{k} \varphi_{i}(x) \boldsymbol{\delta}_{i}(C) \mathrm{K}_{i}(E \mid x), C \subseteq\{1, \ldots, k\}\right. \\
\left.E \in \mathfrak{B}, \varphi: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbf{S}_{k}^{c}, \mathrm{~K}_{i}: \mathfrak{B} \times \mathcal{X}_{i} \rightarrow_{k}[0,1], i=1, \ldots, k\right\}
\end{array}
$$

the subsequent statement follows directly from (9.60).
Theorem 9.46. Assume that $\Delta \subseteq \mathbb{R}$ is a Borel set, the family $P_{i}=\left(P_{i, \theta_{i}}\right)_{\theta_{i} \in \mathbb{R}}$ is a stochastic kernel, $i=1, \ldots, k$, and $A$ and $B$ from (9.58) are measurable. If there are estimators $S_{1}^{0}, \ldots, S_{k}^{0}$ that satisfy (9.59), then for every point selection rule $\varphi^{0}$ that satisfies

$$
\begin{equation*}
\sum_{i=1}^{k} I_{M_{\Pi}^{p t, e s}(x)}(i) \varphi_{i}^{0}(x)=1, \quad \mathrm{P} \Pi \text {-a.s. } \tag{9.65}
\end{equation*}
$$

the decision

$$
\mathrm{D}^{0}(C \times E \mid x)=\sum_{i=1}^{k} \varphi_{i}^{0}(x) \boldsymbol{\delta}_{i}(C) \boldsymbol{\delta}_{S_{i}^{0}\left(x_{i}\right)}(E)
$$

$C \subseteq\{1, \ldots, k\}, E \in \mathfrak{B}, x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$, satisfies $\mathrm{r}\left(\Pi, \mathrm{D}^{0}\right) \leq \mathrm{r}(\Pi, \mathrm{D})$ for every decision $\mathrm{D} \in \mathbb{D}_{0}$. Especially the nonrandomized decision $\mathrm{d}^{0}$ in (9.64) satisfies $r\left(\Pi, \mathrm{~d}^{0}\right) \leq \mathrm{r}(\Pi, \mathrm{D})$.

As we have seen above, each of the decisions $\mathrm{D}^{0}$ and $\mathrm{d}^{0}$ has to be evaluated at $X=x$ in two consecutive steps. First one has to find the Bayes estimators $S_{1}^{0}(x), \ldots, S_{k}^{0}(x)$. Then $V_{1}(x), \ldots, V_{k}(x)$ are determined from which an optimal point selection $\varphi^{0}(x)$ can be derived. Hence we see that rather than estimating after selection, the Bayes approach leads to selecting after estimation. The statement of the theorem is taken from Gupta and Miescke (1990), which is a straightforward extension of the work by Cohen and Sackrowitz (1988).

The following example is taken from Gupta and Miescke (1990), where the case of $k$ independent normal populations has been studied in detail.

Example 9.47. In the setting of Examples 9.1 and 9.14, let us consider Bayes simultaneous selection and estimation rules under the same prior $\Pi=\bigotimes_{i=1}^{k} \mathrm{~N}\left(\nu_{i}, \delta_{i}^{2}\right)$ with $\nu_{i} \in \mathbb{R}$ and $\delta_{i}^{2}>0, i=1, \ldots, k$. Let the loss function be given by

$$
L_{1}\left(\mu,\left(i, t_{i}\right)\right)=a\left(\mu_{[k]}-\mu_{i}\right)+\rho\left(\mu_{i}-t_{i}\right), \quad \mu \in \mathbb{R}^{k}, t_{i} \in \mathbb{R}, i=1, \ldots, k,
$$

where $a>0$ is fixed given and $\rho$ is a nonnegative function with $\rho(-x)=\rho(x)$, $\rho(0)=0$, and $\rho$ is nondecreasing for $x>0$. We know from Anderson's lemma (see Proposition 3.62, or (3.45)) that for every $Y \sim \mathrm{~N}\left(\mu, \sigma^{2}\right)$ the function $a \rightarrow \mathbb{E} \rho(Y-a)$ attains its minimum at $\mu$; that is, that

$$
\begin{equation*}
\mu \in \underset{a \in \mathbb{R}}{\arg \min } \mathbb{E} \rho(Y-a) . \tag{9.66}
\end{equation*}
$$

We know from Example 9.14 that at any $x=\left(x_{1}, \ldots, x_{k}\right)$ with $x_{i}=\left(x_{i, 1}, \ldots, x_{i, n_{i}}\right) \in$ $\mathbb{R}^{n_{i}}, i=1, \ldots, k$,

$$
\begin{aligned}
\boldsymbol{\Pi}(\cdot \mid x) & =\bigotimes_{i=1}^{k} \boldsymbol{\Pi}_{i}\left(\cdot \mid x_{i}\right)=\bigotimes_{i=1}^{k} \mathrm{~N}\left(S_{i}^{0}\left(x_{i}\right), \tau_{i}^{2}\right), \quad \text { where } \\
\tau_{i}^{2} & =\frac{\sigma_{i}^{2} \delta_{i}^{2}}{\sigma_{i}^{2}+n_{i} \delta_{i}^{2}}, \quad S_{i}^{0}\left(x_{i}\right)=\frac{\sigma_{i}^{2}}{\sigma_{i}^{2}+n_{i} \delta_{i}^{2}} \nu_{i}+\frac{n_{i} \delta_{i}^{2}}{\sigma_{i}^{2}+n_{i} \delta_{i}^{2}} \frac{1}{n_{i}} \sum_{j=1}^{n_{i}} x_{i, j},
\end{aligned}
$$

$i=1, \ldots, k$. By (9.66) the $S_{i}^{0}$ are the Bayes estimators in (9.60) and

$$
\begin{aligned}
\int B\left(s_{i}, S_{i}^{0}\left(x_{i}\right)\right) \Pi_{i}\left(d s_{i} \mid x_{i}\right) & =\int \rho\left(s_{i}-S_{i}^{0}\left(x_{i}\right)\right) \varphi_{S_{i}^{0}\left(x_{i}\right), \tau_{i}^{2}}\left(s_{i}\right) d s_{i} \\
& =\int \rho\left(\frac{s_{i}}{\tau_{i}}\right) \varphi_{0,1}\left(s_{i}\right) d s_{i} .
\end{aligned}
$$

Hence the statistics $V_{i}$ in (9.61) are

$$
\begin{aligned}
V_{i}(x)= & \int a\left[\max _{j=1, \ldots, k} \frac{s_{j}-S_{j}^{0}\left(x_{j}\right)}{\tau_{j}}-\frac{s_{i}-S_{i}^{0}\left(x_{i}\right)}{\tau_{i}}\right] \mathbf{N}^{\otimes k}(0,1)\left(d s_{1}, \ldots, d s_{k}\right) \\
& +\int \rho\left(\frac{s_{i}}{\tau_{i}}\right) \varphi_{0,1}\left(s_{i}\right) d s_{i}, \quad i=1, \ldots, k .
\end{aligned}
$$

The optimal nonrandomized decision $\mathrm{d}^{0}$ is then determined by (9.63) and (9.64).
Some interesting special cases of the above example are considered in the following problems.

Problem 9.48.* In Example 9.47, let $\sigma_{1}^{2}=\cdots=\sigma_{1}^{2}=\sigma^{2}$, say, and in the loss function $L_{1}$ let $\rho(t)=|t|, t \in \mathbb{R}$. Consider the following three special cases. (a) The limiting case of the prior where $\delta_{i}^{2} \rightarrow \infty, i=1, \ldots, k$. This leads to Bayes decisions under a noninformative prior. (b) The case where the prior variances are proportional to the respective variances of the sample means, i.e., where $\delta_{i}^{2}=b \sigma^{2} / n_{i}, i=1, \ldots, k$, for some fixed $b>0$. (c) The case where the posterior is permutation invariant and DT, that is, where (9.34) holds.

Problem 9.49. In Example 9.47, consider the same three special cases of Problem 9.48 for $\sigma_{1}^{2}=\cdots=\sigma_{1}^{2}=\sigma^{2}$, but now under the loss function

$$
L_{2}\left(\mu,\left(i, t_{i}\right)\right)=a\left(\mu_{[k]}-\mu_{i}\right)^{2}+\left(\mu_{i}-t_{i}\right)^{2}, \quad \mu \in \mathbb{R}^{k}, t_{i} \in \mathbb{R}, i=1, \ldots, k
$$

The following example is taken from Gupta and Miescke (1993), where the case of $k$ binomial populations has been studied in detail.

Example 9.50. In the setting of Example 9.41, let us consider Bayes simultaneous selection and estimation rules under the same prior $\Pi=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}, \beta_{i}\right)$ with $\alpha_{i}, \beta_{i}>0, i=1, \ldots, k$. Let the loss function be given by

$$
L\left(p,\left(i, t_{i}\right)\right)=p_{[k]}-p_{i}+b\left(p_{i}-t_{i}\right)^{2}, \quad p \in(0,1)^{k}, t_{i} \in \mathbb{R}, i=1, \ldots, k
$$

where $b>0$ is fixed given. It follows from Example 1.45 that

$$
\boldsymbol{\Pi}(\cdot \mid x)=\bigotimes_{i=1}^{k} \boldsymbol{\Pi}_{i}\left(\cdot \mid x_{i}\right)=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}+x_{i}, \beta_{i}+n_{i}-x_{i}\right) .
$$

Recall that the expectation and variance of $\operatorname{Be}(\alpha, \beta)$ are

$$
\frac{\alpha}{\alpha+\beta} \quad \text { and } \quad \frac{\alpha \beta}{(\alpha+\beta)^{2}(\alpha+\beta+1)},
$$

respectively. For $i \in\{1, \ldots, k\}$, under the given loss, the Bayes estimator $S_{i}^{0}$ and its associated posterior risk $\int B\left(p_{i}, S_{i}^{0}\left(x_{i}\right)\right) \boldsymbol{\Pi}_{i}\left(d p_{i} \mid x_{i}\right)$ are the conditional expectation and, up to the factor $b$, the conditional variance.

$$
\begin{aligned}
S_{i}^{0}\left(x_{i}\right) & =\frac{\alpha_{i}+x_{i}}{\alpha_{i}+\beta_{i}+n_{i}}, \\
\int B\left(p_{i}, S_{i}^{0}\left(x_{i}\right)\right) \Pi_{i}\left(d p_{i} \mid x_{i}\right) & =b \frac{\left(\alpha_{i}+x_{i}\right)\left(\beta_{i}+n_{i}-x_{i}\right)}{\left(\alpha_{i}+\beta_{i}+n_{i}\right)^{2}\left(\alpha_{i}+\beta_{i}+n_{i}+1\right)} .
\end{aligned}
$$

Hence the statistic $V_{i}$ in (9.61) is given by

$$
\begin{aligned}
V_{i}(x)= & \int p_{[k]}\left(\otimes_{j=1}^{k} \operatorname{Be}\left(\alpha_{j}+x_{j}, \beta_{j}+n_{j}-x_{j}\right)\right)\left(d p_{1}, \ldots, d p_{k}\right) \\
& -\frac{\alpha_{i}+x_{i}}{\alpha_{i}+\beta_{i}+n_{i}}+b \frac{\left(\alpha_{i}+x_{i}\right)\left(\beta_{i}+n_{i}-x_{i}\right)}{\left(\alpha_{i}+\beta_{i}+n_{i}\right)^{2}\left(\alpha_{i}+\beta_{i}+n_{i}+1\right)} .
\end{aligned}
$$

As the first term is independent of $i$ the point selection rule $\varphi^{0}(x)$ from (9.65) is concentrated on

$$
\underset{i \in\{1, \ldots, k\}}{\arg \max } \frac{\left(\alpha_{i}+x_{i}\right)\left[\left(\alpha_{i}+\beta_{i}+n_{i}\right)\left(\alpha_{i}+\beta_{i}+n_{i}+1\right)-b\left(\beta_{i}+n_{i}-x_{i}\right)\right]}{\left(\alpha_{i}+\beta_{i}+n_{i}\right)^{2}\left(\alpha_{i}+\beta_{i}+n_{i}+1\right)} .
$$

Together with $S_{1}^{0}, \ldots, S_{k}^{0}$ the optimal decision rule $\mathrm{d}^{0}(x)$ in (9.64) is completely determined.

Some interesting special cases and modifications of the above example are considered in the following problems.

Problem 9.51. In Example 9.50, suppose that $n_{1}=\cdots=n_{k}, \alpha_{1}=\cdots=\alpha_{k}$, and $\beta_{1}=\cdots=\beta_{k}$ hold altogether. Then the point selection $\varphi^{0}$ turns out to be the natural selection rule based on the identity.

Problem 9.52. In Example 9.50, examine the special case where $b>\alpha_{i}+\beta_{i}+$ $n_{i}+1, i=1, \ldots, k$. If all $k$ estimates are close to zero, then $\varphi^{0}(x)$ would favor smaller estimates because of a smaller posterior risk due to estimation.

Problem 9.53.* In Example 9.50, replace the loss function by

$$
L^{*}\left(p,\left(i, t_{i}\right)\right)=p_{[k]}-p_{i}+b \frac{\left(p_{i}-t_{i}\right)^{2}}{p_{i}\left(1-p_{i}\right)}, \quad p \in(0,1)^{k}, t_{i} \in \mathbb{R}, i=1, \ldots, k
$$

and derive the Bayes simultaneous selection and estimation rules for the same prior $\Pi=\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}, \beta_{i}\right)$ with $\alpha_{i}, \beta_{i}>0, i=1, \ldots, k$.

For general linear models, Bansal and Miescke (2002) have derived Bayes simultaneous selection and estimation rules for proper and improper (noninformative) priors. The problem of finding Bayes designs (i.e., designs that have minimum Bayes risk) within a given class of designs is also discussed there. Similar work for comparisons with a control has been done in Bansal and Miescke (2005).

### 9.3 Optimal Subset Selections

### 9.3.1 Subset Selections, Loss, and Risk

Subset selection rules are decisions on subsets of the set of $k$ populations, and a selected subset should contain good or best populations in some specified way. If the subsets are restricted to a fixed size $t$, then usually it is desired that it contain $t$ best populations, that is, $t$ populations that have the $t$ largest values of $\kappa\left(\theta_{1}\right), \ldots, \kappa\left(\theta_{k}\right)$ for a given functional $\kappa: \Delta \rightarrow \mathbb{R}$. This type of problem can be treated within a moderate extension of the framework of Section 9.2 .2 , as shown later on. Slightly more involved is the problem of partitioning the $k$ populations into $q$ groups, of fixed sizes $t_{1}, \ldots, t_{q}$, of increasingly better populations, which has been treated under the assumption of DT by Eaton (1967a). Minimax results for problems of this type can be found in Bansal, Misra, and van der Meulen (1997).

In this section we consider the selection of a subset of populations that may also be of random size. Here several goals are reasonable. The classical approach, due to Gupta $(1956,1965)$, is to select a nonempty subset, of preferably small size, that contains a best population with a probability of at least $P^{*}$, where $P^{*} \in(1 / k, 1)$ is fixed given.

In subset selection problems where the subset size may be random the decision space is given by

$$
\mathcal{D}_{s u}=\{A: A \subseteq\{1, \ldots, k\}, A \neq \emptyset\}
$$

where a decision for $A \in \mathcal{D}_{s u}$ means that exactly the populations with $i \in A$ are selected. The decision space $\mathcal{D}_{s u}$ consists of $2^{k}-1$ elements.

Given the model $\mathcal{M}_{s}$ in (9.2) we call every stochastic kernel K : $\mathfrak{P}\left(\mathcal{D}_{s u}\right) \times$ $\mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{k}[0,1]$ a subset selection rule. Putting $\varphi_{A}(x)=\mathrm{K}(\{A\} \mid x)$ every subset selection rule can be represented, analogously to (9.13), by

$$
\varphi_{A}: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m}[0,1], \quad A \in \mathcal{D}_{s u}, \quad \sum_{A \in \mathcal{D}_{s u}} \varphi_{A}(x)=1, x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}
$$

or equivalently by $\varphi=\left(\varphi_{A}\right)_{A \in \mathcal{D}_{s u}}: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbf{S}_{2^{k}-1}^{c}$.
It is clear that there is a trade-off between the probability of a best population being included in a selected subset $A$ and the size $|A|$ of $A$. Several loss functions are presented below that are suitable for handling this. For $A \in \mathcal{D}_{s u}$, $\theta \in \Delta^{k}, \kappa_{[k]}(\theta)=\max \left\{\kappa\left(\theta_{1}\right), \ldots, \kappa\left(\theta_{k}\right)\right\}$, and a fixed $c>0$, let

$$
\begin{align*}
L_{1 a}(\theta, A) & =\sum_{i \in A}\left[\kappa_{[k]}(\theta)-\kappa\left(\theta_{i}\right)\right], \quad L_{1 b}(\theta, A)=\frac{1}{|A|} L_{1 a}(\theta, A),  \tag{9.67}\\
L_{2}(\theta, A) & =\kappa_{[k]}(\theta)-\max _{i \in A} \kappa\left(\theta_{i}\right)+c|A| \\
L_{3}(\theta, A) & =\sum_{i \in A}\left[\kappa_{[k]}(\theta)-\kappa\left(\theta_{i}\right)-\varepsilon\right] \\
L_{4 a}(\theta, A) & =c|A|-I_{\left\{\kappa_{[k]}(\theta)\right\}}\left(\max _{i \in A} \kappa\left(\theta_{i}\right)\right), \\
L_{4 b}(\theta, A) & =c|A|-\sum_{i \in A} I_{\left\{\kappa_{[k]}(\theta)\right\}}\left(\kappa\left(\theta_{i}\right)\right), \\
L_{5}(\theta, A) & =\sum_{i=1}^{k}\left[l_{1}(\theta, i) I_{\bar{A}}(i)+l_{2}(\theta, i) I_{A}(i)\right], \quad l_{1}, l_{2} \geq 0
\end{align*}
$$

From the structure of each of these loss functions it can be seen easily in which particular way they are managing the trade-off mentioned above. In the literature usually $\Delta \subseteq \mathbb{R}$ is a Borel set and $\kappa$ is the identical mapping. $L_{1, a}$ and $L_{1, b}$ have been introduced by Deely and Gupta (1968). Goel and Rubin (1977) have utilized $L_{2}$. Miescke (1979b) has made use of $L_{3}$, and $L_{4 a}$ and $L_{4 b}$ appear in Gupta and Miescke (2002). The loss $L_{4 a}$ combines the zeroone loss for including a best population with the loss of including any more populations. Note that the inclusion of any more than one best population, if such a population exists, is penalized under $L_{4 a}$, but not under $L_{4 b}$. The loss function $L_{5}$ goes back to Lehmann (1957a,b, 1961). A discussion and further references can be found in Bjørnstad (1981) and Gupta and Miescke (2002). An alternative approach can be found in Liu (1995).

Let the loss function now be given by some $L: \Delta^{k} \times \mathcal{D}_{s u} \rightarrow_{m} \mathbb{R}_{+}$. That $L$ is a measurable function of $(\theta, A)$ is equivalent to $L(\cdot, A): \Delta^{k} \rightarrow_{m} \mathbb{R}_{+}$for every $A \in \mathcal{D}_{\text {su }}$. For any subset selection rule $\varphi=\left(\varphi_{A}\right)_{A \in \mathcal{D}_{s u}}$ the associated risk $\mathrm{R}(\theta, \varphi)$ under the selection model (9.2), with the stochastic kernel $\mathrm{P}=$ $\left(P_{\theta}\right)_{\theta \in \Delta^{k}}$, is

$$
\mathrm{R}(\theta, \varphi)=\sum_{A \in \mathcal{D}_{s u}} L(\theta, A) \int \varphi_{A}(x) P_{\theta}(d x), \quad \theta \in \Delta^{k}
$$

If $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ a Borel space, $\Pi$ a prior, and $\boldsymbol{\Pi}$ the posterior, then the Bayes risk of a subset selection rule is

$$
\begin{aligned}
\mathrm{r}(\Pi, \varphi) & =\int \mathrm{R}(\theta, \varphi) \Pi(d \theta) \\
& =\int \sum_{A \in \mathcal{D}_{s u}} L(\theta, A)\left[\int \varphi_{A}(x) P_{\theta}(d x)\right] \Pi(d \theta) \\
& =\int \sum_{A \in \mathcal{D}_{s u}} \varphi_{A}(x)\left[\int L(\theta, A) \Pi(d \theta \mid x)\right](\mathrm{P} \Pi)(d x)
\end{aligned}
$$

We call $\varphi$ a Bayes subset selection rule if it minimizes $\mathrm{r}(\Pi, \varphi)$. Set

$$
\begin{equation*}
M_{\Pi}^{s u}(x)=\underset{A \in \mathcal{D}_{s u}}{\arg \min } \int L(\theta, A) \boldsymbol{\Pi}(d \theta \mid x), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \tag{9.68}
\end{equation*}
$$

Similarly as in the case of point selections, which has been treated in the previous section, the following characterization of Bayes subset selections is a direct consequence of Theorem 3.37.

Proposition 9.54. Under any loss function $L: \Delta^{k} \times \mathcal{D}_{\text {su }} \rightarrow_{m} \mathbb{R}_{+}$a subset selection rule $\varphi$ is a Bayes subset selection rule if and only if

$$
\sum_{A \in M_{\Pi}^{s u}(x)} \varphi_{A}(x)=1, \quad \mathrm{P} \Pi \text {-a.s. }
$$

It should be pointed out that under the assumptions of the proposition above, every $A \in M_{\Pi}^{s u}(x)$ can be chosen as a nonrandomized Bayes subset selection rule at $x$ by simply taking $\varphi_{A}(x)=1$. The extension of Proposition 9.54 to minimum average risk subset selection rules is straightforward.

Example 9.55. Let $\kappa: \Delta \rightarrow_{m} \mathbb{R}$ be a given functional and consider the loss function $L_{4 a}$ in (9.67) for a fixed $c>0$. Then by (9.68),

$$
M_{\Pi}^{s u}(x)=\underset{A \in \mathcal{D}_{s u}}{\arg \min }\left[c|A|+\boldsymbol{\Pi}\left(\left\{\theta: \max _{i \in A} \kappa\left(\theta_{i}\right)<\kappa_{[k]}(\theta)\right\} \mid x\right)\right] .
$$

This means that under a prior $\Pi$ a Bayes subset selection rule selects in terms of the smallest weighted average of the posterior probability of not including a best population and the subset size.

The corresponding set $M_{I I}^{s u}(x)$ under the loss function $L_{4 b}$ is given by

$$
M_{\Pi}^{s u}(x)=\underset{A \in \mathcal{D}_{s u}}{\arg \min }\left[(c-1)|A|+\sum_{i \in A} \boldsymbol{\Pi}\left(\left\{\theta: \kappa\left(\theta_{i}\right)<\kappa_{[k]}(\theta)\right\} \mid x\right)\right] .
$$

Example 9.56. Let the loss function be given by $L_{3}$, where $\varepsilon>0$ is fixed. Then the set $M_{I I}^{s u}(x)$ in (9.68) turns out to be

$$
M_{\Pi I}^{s u}(x)=\underset{A \in \mathcal{D}_{s u}}{\arg \min } \sum_{i \in A} \int\left[\kappa_{[k]}(\theta)-\kappa\left(\theta_{i}\right)-\varepsilon\right] \boldsymbol{\Pi}(d \theta \mid x) .
$$

This time, in contrast to (9.33), it also depends on the term $\kappa_{[k]}(\theta)$ that appears in the loss function.

Problem 9.57.* Assume that $\int\left|\kappa_{[k]}(\theta)\right| \Pi(d \theta)<\infty$. In the previous example, that is, under the loss function $L_{3}$, the following holds. The set $M_{\Pi}^{s u}(x)$ consists of all nonempty sets $B \subseteq\{1, \ldots, k\}$ with

$$
\begin{aligned}
& \left\{i: \int \kappa\left(\theta_{i}\right) \boldsymbol{\Pi}(d \theta \mid x)>\int \kappa_{[k]}(\theta) \boldsymbol{\Pi}(d \theta \mid x)-\varepsilon\right\} \\
& \quad \subseteq B \subseteq\left\{i: \int \kappa\left(\theta_{i}\right) \boldsymbol{\Pi}(d \theta \mid x) \geq \int \kappa_{[k]}(\theta) \boldsymbol{\Pi}(d \theta \mid x)-\varepsilon\right\},
\end{aligned}
$$

as long as the set on the right-hand side is not empty. Otherwise, the set $M_{\Pi}^{s u}(x)$ consists of all singletons $\left\{i_{0}\right\} \subseteq\{1, \ldots, k\}$ with

$$
\int \kappa\left(\theta_{i_{0}}\right) \boldsymbol{\Pi}(d \theta \mid x)=\max _{j \in\{1, \ldots, k\}} \int \kappa\left(\theta_{j}\right) \boldsymbol{\Pi}(d \theta \mid x) .
$$

Similarly as done for point selections with (9.42) and (9.43) let us choose now a large class of loss functions that reflect our goals of subset selection. Again, there are two natural assumptions that are also made here. The first is that the loss function is permutation invariant.

$$
\begin{equation*}
L\left(\theta, u_{\gamma}(A)\right)=L\left(u_{\gamma}(\theta), A\right), \quad A \in \mathcal{D}_{s u}, \theta \in \Delta^{k}, \gamma \in \Pi_{k}, \tag{9.69}
\end{equation*}
$$

where $u_{\gamma}(\theta)=\left(\theta_{\gamma(1)}, \ldots, \theta_{\gamma(k)}\right)$ and $u_{\gamma}(A)=\{\gamma(i): i \in A\}$. The second is that populations with larger parameter values are preferred for selections. More precisely, we assume that for any $i, j \in\{1, \ldots, k\}$ and $C \subseteq\{1, \ldots, k\}$ with $\{i, j\} \cap C=\emptyset$,

$$
\begin{equation*}
L(\theta, C \cup\{i\}) \geq L(\theta, C \cup\{j\}), \quad \kappa\left(\theta_{i}\right) \leq \kappa\left(\theta_{j}\right), \theta \in \Delta^{k} . \tag{9.70}
\end{equation*}
$$

Problem 9.58. Verify that the loss functions in (9.67) have the properties (9.69) and (9.70).

For the above class of loss functions and permutation invariant models with DT the following natural property of Bayes subset selections can be established.

Proposition 9.59. Let $\Delta \subseteq \mathbb{R}$ be a Borel set, $\kappa(\theta)=\theta$, and $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$ be a permutation invariant prior. Suppose $L$ satisfies (9.69) and (9.70). Assume that for the selection model $\mathcal{M}_{s}$ in (9.2) $\mathrm{P}=\left(P_{\theta}\right)_{\theta \in \Delta^{k}}$ is a stochastic kernel, $V: X_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m} \mathbb{R}^{k}$ a sufficient statistic, and $Q_{\theta}=P_{\theta} \circ V^{-1}$. Assume that $\mathrm{Q}=\left(Q_{\theta}\right)_{\theta \in \Delta^{k}}$, is a permutation invariant stochastic kernel that is DT at every $\theta \in \Delta^{k}$ and $M_{I I}^{s u}(x)$ is from (9.68). Let $\{i, j\}, C \subseteq\{1, \ldots, k\}$ with $\{i, j\} \cap C=$ $\emptyset$. Then $\mathrm{P} \Pi$-a.s.

$$
(C \cup\{i\}) \in M_{\Pi}^{s u}(x) \quad \text { and } \quad V_{i}(x) \leq V_{j}(x) \quad \text { implies }(C \cup\{j\}) \in M_{\Pi}^{s u}(x) .
$$

Proof. The proof follows along the lines of the proof of Lemma 9.27. For $\{i, j\} \cap C=\emptyset$ and $V_{i}(x) \leq V_{j}(x)$ let $C_{i}=C \cup\{i\}, C_{j}=C \cup\{j\}$, and $V(x)=v$. From (9.70) it follows that $L\left(\theta, C_{i}\right)-L\left(\theta, C_{j}\right)=0$ if $\theta_{i}=\theta_{j}$. With $Q_{\theta}(d v) \Pi(d \theta)=\boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid v)(\mathrm{Q} \Pi)(d v)$ from (9.27) we have

$$
\begin{aligned}
& \int\left[L\left(\theta, C_{i}\right)-L\left(\theta, C_{j}\right)\right] \boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid v) \\
= & \int\left[L\left(\theta, C_{i}\right)-L\left(\theta, C_{j}\right)\right] I_{\left[\theta_{i}, \infty\right)}\left(\theta_{j}\right) \boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid v) \\
& +\int\left[L\left(\theta, C_{i}\right)-L\left(\theta, C_{j}\right)\right] I_{\left[\theta_{j}, \infty\right)}\left(\theta_{i}\right) \boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid v)
\end{aligned}
$$

The last integral satisfies, in view of (9.69),

$$
\begin{aligned}
& \int\left[L\left(\theta, C_{i}\right)-L\left(\theta, C_{j}\right)\right] I_{\left[\theta_{j}, \infty\right)}\left(\theta_{i}\right) \boldsymbol{\Lambda}_{\mathbf{Q}}(d \theta \mid v) \\
= & \int\left[L\left(\theta^{(i, j)}, C_{j}\right)-L\left(\theta^{(i, j)}, C_{i}\right)\right] I_{\left[\theta_{j}, \infty\right)}\left(\theta_{i}\right) \boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid v) \\
= & \int\left[L\left(\theta, C_{j}\right)-L\left(\theta, C_{i}\right)\right] I_{\left[\theta_{i}, \infty\right)}\left(\theta_{j}\right) \boldsymbol{\Lambda}_{\mathrm{Q}}\left(d \theta \mid v^{(i, j)}\right) \\
\geq & \int\left[L\left(\theta, C_{j}\right)-L\left(\theta, C_{i}\right)\right] I_{\left[\theta_{i}, \infty\right)}\left(\theta_{j}\right) \boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid v),
\end{aligned}
$$

where the inequality follows from (9.70) and (9.37). Therefore

$$
\int\left[L\left(\theta, C_{i}\right)-L\left(\theta, C_{j}\right)\right] \boldsymbol{\Lambda}_{\mathrm{Q}}(d \theta \mid v) \geq 0
$$

and by $\boldsymbol{\Lambda}_{\mathbf{Q}}(d \theta \mid v)=\boldsymbol{\Pi}(d \theta \mid x)$ the proof is completed.
For $\gamma \in \Pi_{k}, x \in \mathbb{R}^{k}$, and $A \subseteq\{1, \ldots, k\}$, we set $\gamma(x)=\left(x_{\gamma(1)}, \ldots, x_{\gamma(k)}\right)$ and $\gamma(A)=\{\gamma(i): i \in A\}$.

Definition 9.60. We call a subset selection $\varphi=\left(\varphi_{A}\right)_{A \in \mathcal{D}_{s u}}$ permutation invariant if $\varphi_{\gamma(A)}(x)=\varphi_{A}(\gamma(x))$ for every $\gamma \in \Pi_{k}, x \in \mathbb{R}^{k}$, and $A \subseteq\{1, \ldots, k\}$.

Corollary 9.61. Suppose that the subset to be selected is restricted to be of size $t$, say, where $t$ is fixed given. Then under the assumption of Proposition 9.59 the natural subset selection rule $\varphi_{V, t}^{n a t}$ which selects in term of the $t$ largest values of $V_{1}(x), \ldots, V_{k}(x)$, breaking ties with equal probabilities, is a uniformly best permutation invariant subset selection rule.

Proof. Let $t<k$ be fixed. Let $D \subset\{1, \ldots, k\}$ with $|D|=t$ satisfy $V_{i}(x) \leq$ $V_{j}(x)$ for every $i \notin D$ and $j \in D$. Then by the same arguments as in the proof of the above proposition it follows that $\mathrm{P} \Pi$-a.s.

$$
D \in \underset{A \in \mathcal{D}_{s u},|A|=t}{\arg \min } \int L(\theta, A) \boldsymbol{\Pi}(d \theta \mid x), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}
$$

Thus, $\varphi_{V, t}^{n a t}$ is a Bayes rule for every permutation invariant prior $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$. The rest follows as in the proof of $(B)$ in Theorem 9.31.

Remark 9.62. A more general problem is to partition the $k$ populations into $t_{1}$ with the $t_{1}$ smallest, $t_{2}$ with the $t_{2}$ next smallest, $\ldots, t_{q}$ with the $t_{q}$ largest parameters. This can be solved analogously; see Eaton (1967a).

According to the previous proposition Bayes selections under a permutation invariant prior are made in terms of the largest values of $V_{1}(x), \ldots, V_{k}(x)$. This result is, of course, not completely satisfactory because the question regarding the optimal size of the selected subset remains open. Obviously, that depends on the particular loss chosen and indeed may be a difficult problem.

To get more results on the structure of Bayes selection rules we consider loss functions that are additive, such as $L_{5}(\theta, A)$ in (9.67). The nonnegative functions $l_{1}$ and $l_{2}$ represent losses due to the exclusion and inclusion, respectively, of an individual population. Denote by

$$
\begin{equation*}
\psi_{i}(x)=\sum_{A \in \mathcal{D}_{s u}} I_{A}(i) \varphi_{A}(x), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \tag{9.71}
\end{equation*}
$$

the probability that population $i$ is included in the selected subset of the subset selection rule $\varphi$ at $x, i=1, \ldots, k$. Note that the vector of inclusion probabilities $\left(\psi_{1}(x), \ldots, \psi_{k}(x)\right)$ of $\varphi$ is not a probability distribution. In contrast to (9.13) we have now the following.

Problem 9.63.* The inclusion probabilities in (9.71) of a subset selection rule $\varphi$ satisfy $\sum_{i=1}^{k} \psi_{i}(x) \geq 1$. There may be more than one subset selection rule that has the same inclusion probabilities, unless $\psi_{i}(x) \in\{0,1\}, i=1, \ldots, k$.

Remark 9.64. To construct subset selection rules we use the following simple fact. If $\psi_{i}: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m}\{0,1\}, i=1, \ldots, k$, and $\sum_{i=1}^{k} \psi_{i}(x)>0$ for $x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$, then

$$
\begin{equation*}
\mathrm{d}(x):=\left\{i: \psi_{i}(x)=1\right\} . \tag{9.72}
\end{equation*}
$$

is a nonrandomized subset selection rule.
Under the additive loss function $L_{5}$ the risk of a subset selection rule $\varphi$ depends only on its inclusion probabilities.

Lemma 9.65. Under the additive loss function $L_{5}$ in (9.67) the risk of a subset selection rule $\varphi$ with inclusion probabilities $\psi_{i}, i=1, \ldots, k$, is given by

$$
\begin{aligned}
\mathrm{R}(\theta, \varphi) & =\sum_{i=1}^{k}\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \mathrm{E}_{\theta} \psi_{i}+\sum_{i=1}^{k} l_{1}(\theta, i) \\
& =\sum_{i=1}^{k}\left[l_{2}(\theta, i) \mathrm{E}_{\theta} \psi_{i}+l_{1}(\theta, i)\left(1-\mathrm{E}_{\theta} \psi_{i}\right)\right], \quad \theta \in \Delta^{k}
\end{aligned}
$$

Proof. It holds,

$$
\begin{aligned}
& \mathrm{R}(\theta, \varphi)=\sum_{A \in \mathcal{D}_{s u}}\left[\sum_{i \in A} l_{2}(\theta, i)+\sum_{j \notin A} l_{1}(\theta, j)\right] \int \varphi_{A}(x) P_{\theta}(d x) \\
= & \sum_{i=1}^{k}\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \int \sum_{A \in \mathcal{D}_{s u}} I_{A}(i) \varphi_{A}(x) P_{\theta}(d x)+\sum_{j=1}^{k} l_{1}(\theta, j) \\
= & \sum_{i=1}^{k}\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \int \psi_{i}(x) P_{\theta}(d x)+\sum_{j=1}^{k} l_{1}(\theta, j) .
\end{aligned}
$$

The problem of minimizing the risk $\mathrm{R}(\theta, \varphi)$ has been reduced to solving $k$ separate testing problems, and then to comply with the requirement that the selected subset must not be empty. Because there is no test that minimizes both types of error probabilities, except in trivial cases (see Proposition 2.29), we take recourse to the Bayes approach.

Suppose that $\left(\Delta, \mathfrak{B}_{\Delta}\right)$ is a standard Borel space, $l_{1}(\theta, i)$ and $l_{2}(\theta, i)$ are measurable in $\theta$, and the prior $\Pi$ satisfies $\int l_{m}(\theta, i) \Pi(d \theta)<\infty, m=1,2$, $i=1, \ldots, k$. Then by the last equation in the proof above,

$$
\begin{aligned}
\mathrm{r}(\Pi, \varphi)= & \int \mathrm{R}(\theta, \varphi) \Pi(d \theta) \\
= & \int\left(\sum_{i=1}^{k} \psi_{i}(x)\left[\int\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \Pi(d \theta \mid x)\right]\right)(\mathrm{P} \Pi)(d x) \\
& +\sum_{j=1}^{k} \int l_{1}(\theta, j) \Pi(d \theta)
\end{aligned}
$$

Due to the additivity of the posterior risk all Bayes subset selections can be found by first optimizing the inclusion probabilities separately at every fixed $x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$. If that leads to an empty set, then an adjustment has to be made that is described below; see also Problem 9.57. If there exists a Bayes solution at $x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$, then there is always one with inclusion probabilities $\psi_{i}(x) \in\{0,1\}, i=1, \ldots, k$, which in turn determine uniquely the selected subset at $x$. Let

$$
\begin{aligned}
& S_{<}(x)=\left\{i: \int\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \boldsymbol{\Pi}(d \theta \mid x)<0\right\} \\
& S_{=}(x)=\left\{i: \int\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \boldsymbol{\Pi}(d \theta \mid x)=0\right\} \\
& S_{>}(x)=\left\{i: \int\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \boldsymbol{\Pi}(d \theta \mid x)>0\right\}
\end{aligned}
$$

Three cases have to be considered. The first is $S_{<}(x) \neq \emptyset$. Here the Bayes subset selections are the sets $B$ with $S_{<}(x) \subseteq B \subseteq S_{<}(x) \cup S_{=}(x)$. The second case is $S_{<}(x)=\emptyset$ and $S_{=}(x) \neq \emptyset$. Here the Bayes subset selections are all nonempty sets $B$ with $B \subseteq S_{=}(x)$. The third case is $S_{<}(x)=\emptyset$ and $S_{=}(x)=\emptyset$. Here the Bayes subset selections are all singletons $\left\{i_{0}\right\} \subseteq\{1, \ldots, k\}$ with

$$
\int\left[l_{2}\left(\theta, i_{0}\right)-l_{1}\left(\theta, i_{0}\right)\right] \boldsymbol{\Pi}(d \theta \mid x)=\min _{j \in\{1, \ldots, k\}} \int\left[l_{2}(\theta, j)-l_{1}(\theta, j)\right] \boldsymbol{\Pi}(d \theta \mid x)
$$

The above findings can be summarized by stating that the set $M_{I I}^{s u}(x)$ from (9.68) is

$$
M_{\Pi}^{s u}(x)=\underset{A \in \mathcal{D}_{s u}}{\arg \min } \sum_{i \in A} \int\left[l_{2}(\theta, i)-l_{1}(\theta, i)\right] \boldsymbol{\Pi}(d \theta \mid x)
$$

Let now $l_{1}(\theta, i)$ and $l_{2}(\theta, i)$ be permutation invariant in the sense of (9.42). Then (9.69) holds. Moreover, let $-l_{1}(\theta, i)$ and $l_{2}(\theta, i)$ satisfy (9.43). Then (9.70) holds as well. Therefore, according to Proposition 9.59, under the assumptions stated there, every Bayes subset selection at $x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$ consists of populations that are associated with the largest values of $V_{1}(x), \ldots, V_{k}(x)$.
Example 9.66. Let $l_{1}(\theta, i)=L_{1, i} I_{\left(\theta_{0, i}, \infty\right)}\left(\theta_{i}\right)$ and $l_{2}(\theta, i)=L_{2, i} I_{\left(-\infty, \theta_{0, i}\right]}\left(\theta_{i}\right), \theta=$ $\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{k}$, where $L_{1, i}, L_{2, i} \geq 0$ and $\theta_{0, i} \in \Delta \subseteq \mathbb{R}$ are fixed given, $i=1, \ldots, k$. Let $B_{i}=\left\{\theta: \theta_{i} \leq \theta_{0, i}, \theta \in \Delta\right\}, i=1, \ldots, k$. Then

$$
\begin{aligned}
M_{\Pi}^{s u}(x) & =\underset{A \in \mathcal{D}_{s u}}{\arg \min } \sum_{i \in A}\left[L_{2, i} \boldsymbol{\Pi}\left(B_{i} \mid x\right)-L_{1, i}\left(1-\boldsymbol{\Pi}\left(B_{i} \mid x\right)\right)\right] \\
& =\underset{A \in \mathcal{D}_{s u}}{\arg \min } \sum_{i \in A}\left[\left(L_{1, i}+L_{2, i}\right) \boldsymbol{\Pi}\left(B_{i} \mid x\right)-L_{1, i}\right] .
\end{aligned}
$$

The Bayes subset selections can be constructed as follows. Each population $i$ with $\boldsymbol{\Pi}\left(B_{i} \mid x\right)<L_{1, i} /\left(L_{1, i}+L_{2, i}\right)$ is included. The inclusion of any subset of populations $i$ with $\boldsymbol{\Pi}\left(B_{i} \mid x\right)=L_{1, i} /\left(L_{1, i}+L_{2, i}\right)$ is optional. If that does not lead to a nonempty subset, then exactly one population $i_{0}$ is selected with

$$
i_{0} \in \underset{i \in\{1, \ldots, k\}}{\arg \min }\left[\left(L_{1, i}+L_{2, i}\right) \boldsymbol{\Pi}\left(B_{i} \mid x\right)-L_{1, i}\right]
$$

Problem 9.67. In the previous example the Bayes subset selections at $x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$ are based on Bayes tests for $\mathbf{H}_{0}^{(i)}: \theta_{i} \leq \theta_{0, i}$ versus $\mathbf{H}_{A}^{(i)}: \theta_{i}>\theta_{0, i}, i=1, \ldots, k$. Such tests have been studied in Example 3.47. Consider also the special case of $L_{1, i}=L_{2, i}$, $i=1, \ldots, k$.

In the remainder of this section we discuss Gupta's $(1956,1965)$ approach to subset selection. It was introduced in the setting of $k$ normal populations (i.e., in the setting of Example 9.1), but with equal sample sizes and equal variances. After a reduction by sufficiency we only have to deal with the $k$ sample means, say, $X_{i} \sim \mathrm{~N}\left(\mu_{i}, \sigma^{2} / n\right), i=1, \ldots, k$. We consider the class of subset selection rules $\varphi$ for which the minimum probability of a correct selection (PCS), which means here the probability of including a best population, is at least $P^{*}$, where $P^{*} \in(1 / k, 1)$ is fixed given. The PCS in the balanced selection model

$$
\mathcal{M}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma^{2} / n\right)\right)_{\mu \in \mathbb{R}^{k}}\right)
$$

with $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{R}^{k}$, is defined here by

$$
\begin{equation*}
P_{c s}(\mu, \varphi)=\sum_{A: A \cap \mathrm{M}_{k}(\mu) \neq \emptyset} \int \varphi_{A}(x)\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma^{2} / n\right)\right)(d x) \tag{9.73}
\end{equation*}
$$

where $\mathrm{M}_{\kappa}(\mu)$ is from (9.1) with $\kappa$ as the identical mapping, $\theta=\mu$, and $x=$ $\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$. The basic idea of Gupta's approach is that the selected subset should include a best population with the $P^{*}$-guarantee while being as small as possible. One way toward this goal would be to search for a subset selection rule that meets the $P^{*}$-requirement and has a minimum expected subset size, uniformly in $\mu \in \mathbb{R}^{k}$. Unfortunately, however, no such rule exists; see Deely and Johnson (1997).

Remark 9.68. The case of $P^{*} \leq 1 / k$ is trivial. The no-data selection rule which selects each $\{i\} \subseteq\{1, \ldots, k\}$ with probability $1 / k, i=1, \ldots, k$, would meet the $P^{*}$ requirement and would produce a subset of minimum size 1 .

Gupta's subset selection rule $\varphi^{g u p}$ is defined as follows.

$$
\varphi_{A}^{g u p}(x)=1, \quad A=\left\{i: x_{i} \geq x_{[k]}-d \sigma / \sqrt{n}\right\}, \quad x \in \mathbb{R}^{k}
$$

where the constant $d$ is determined by

$$
\int \Phi^{k-1}(t+d) \varphi(t) d t=P^{*}
$$

Proposition 9.69. The infimum of the PCS of Gupta's subset selection rule on $\mathbb{R}^{k}$ is $P^{*}$.

Proof. First we assume that exactly one population has the largest mean. As Gupta's subset selection rule is permutation invariant we may assume without loss of generality that $\mu_{1}, \ldots, \mu_{k-1}<\mu_{k}$. Let $Z_{1}, \ldots, Z_{k}$ be generic i.i.d. standard normal random variables. Then by

$$
\left(\sigma n^{-1 / 2} Z_{1}+\mu_{1}, \ldots, \sigma n^{-1 / 2} Z_{k}+\mu_{k}\right) \sim \bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma^{2} / n\right)
$$

together with (9.73) and $\left\{A: A \cap \mathrm{M}_{\kappa}(\mu) \neq \emptyset\right\}=\{A: k \in A\}$, we get that the PCS in (9.73) of Gupta's rule is

$$
\begin{aligned}
& \mathbb{P}\left(Z_{i}<Z_{k}+(\sqrt{n} / \sigma)\left[\mu_{k}-\mu_{i}\right]+d, i<k\right) \\
= & \int \prod_{i=1}^{k-1} \Phi\left(t+(\sqrt{n} / \sigma)\left[\mu_{k}-\mu_{i}\right]+d\right) \varphi(t) d t \geq \int \Phi^{k-1}(t+d) \varphi(t) d t=P^{*}
\end{aligned}
$$

where the first term tends to $P^{*}$ as $\mu_{k}-\mu_{i} \rightarrow 0$ for $i=1, \ldots, k-1$. To complete the proof we note that on $\mathbb{R}^{k} \backslash \mathbb{R}_{1}^{k}$, where $\mathbb{R}_{1}^{k}=\left\{\mu: \mu_{[k-1]}<\mu_{[k]}, \mu \in \mathbb{R}^{k}\right\}$, apparently the infimum PCS is bigger than $P^{*}$.

Establishing an ad hoc subset selection rule at the $P^{*}$-condition in various specific distribution models has been the topic of many earlier papers on subset selection problems; see Gupta and Panchapakesan (1979).

Questions regarding the quality of the performance of Gupta's subset selection rule, also for its extensions to the case of unequal sample sizes, have been considered by various authors; see Gupta and Panchapakesan (1979). The minimax aspect has been studied by Berger and Gupta (1980). In Hsu (1981) an alternative approach has been introduced for location parameter families that provides simultaneous confidence intervals for all distances from the best population. See also Hsu (1982), Hsu and Edwards (1983), and Hsu (1996). Another approach by Finner and Giani (1996), based on the duality of multiple testing and selection, has been shown to be in favor of Gupta's subset selection rule. Subset selections for certain two-factor normal models can be found in Santner and Pan (1997).

An interesting class of subset selection rules has been considered by Seal $(1955,1957)$. A rule in this class selects population $i \in\{1, \ldots, k\}$ if $x_{i} \geq$ $\alpha_{1} y_{i: 1}+\cdots+\alpha_{k-1} y_{i: k-1}+c$, where $y_{i: 1} \leq \cdots \leq y_{i: k-1}$ are the ordered values of $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{k}$. Each choice of nonnegative weights $\alpha_{1}, \ldots, \alpha_{k-1}$ with $\alpha_{1}+\cdots+\alpha_{k-1}=1$ is hereby allowed, and the constant $c$ is determined by setting the infimum of the PCS equal to $P^{*}$. At least it could be shown that for $k=3$ and $P^{*} \in[2 / 3,1)$ there exist constants $a, b \geq 0$ such that Gupta's subset selection rule has, within Seal's class, a minimum expected subset size on

$$
M=\left\{\mu: \mu_{[2]}-\mu_{[1]}>a, \mu_{[3]}-\mu_{[2]}>b, \quad \mu \in \mathbb{R}^{3}\right\}
$$

The proof and further details in this regard can be found in Gupta and Miescke (1981). In Bjørnstad (1984) it has been shown that Gupta's rule is the only rule in Seal's class that can be asymptotically consistent. An extension of this work can be found in Bjørnstad (1986).

Under a class of additive loss functions, which includes $L_{3}$ from (9.67), $\varphi^{g u p}$ has been shown in Miescke (1979b) to be the pointwise limit of Bayes rules as $n \rightarrow \infty$. Under the loss functions $L_{3}$ and $L_{4 b}$ from (9.67) Gupta and Miescke (2002) have made an attempt to determine whether $\varphi^{g u p}$ is admissible. In the course of that work two respective generalized Bayes rules have been derived with the Lebesgue measure acting as noninformative prior. In a simulation study by Miescke and Ryan (2006) $\varphi^{g u p}$ has then been compared with these two generalized Bayes rules under their respective loss functions and under a common $P^{*}$-condition. The results have been favorable for $\varphi^{g u p}$.

### 9.3.2 $\Gamma$-Minimax Subset Selections

Subset selection problems with a standard or control have not been considered so far. A standard is a given value $\theta_{0, i} \in \Delta \subseteq \mathbb{R}$ that separates $\Delta$ into "good" and "bad" parameter values for population $i \in\{1, \ldots, k\}$. If $\theta_{0, i}$ is not known and $P_{\theta_{0, i}}$ has to be sampled to gain information on $\theta_{0, i}$, then it is called a control. This is an important area, and some remarks and references are given at the end of this section. For brevity only one type of such problems is presented here in the $\Gamma$-minimax approach, which has been considered previously in Section 3.6. The results in this subsection are taken from Randles and Hollander (1971) and Miescke (1981), which are based on Lehmann (1957a, 1961) and Blum and Rosenblatt (1967).

We begin with a general subset selection problem, under an additive loss function, that includes problems with a standard or control. Let the decision space be $\mathcal{D}_{s c}=\{A \mid A \subseteq\{1, \ldots, k\}\}$, where the empty set may also be selected. The subset selection rules in this section are represented by $\varphi=\left(\varphi_{A}\right)_{A \in \mathcal{D}_{s c}}$ with

$$
\varphi_{A}: \mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m}[0,1], \quad A \in \mathcal{D}_{s c}, \quad \text { and } \sum_{A \in \mathcal{D}_{s c}} \varphi_{A}(x)=1, \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}
$$

The loss function is assumed to be additive, of the form as $L_{5}$ in (9.67), but now also being defined on the empty set.

$$
\begin{equation*}
L(\theta, A)=\sum_{j \notin A} l_{1}(\theta, j)+\sum_{i \in A} l_{2}(\theta, i), \quad A \in \mathcal{D}_{s c}, \quad \theta \in \Delta^{k} \tag{9.74}
\end{equation*}
$$

where $l_{1}(\cdot, i): \Delta^{k} \rightarrow_{m} \mathbb{R}_{+}$represents the loss of not selecting population $i$ when it is good, and $l_{2}(\cdot, i): \Delta^{k} \rightarrow_{m} \mathbb{R}_{+}$represents the loss of selecting population $i$ when it is bad, $i=1, \ldots, k$. The sum over an empty set is assumed to be zero.

The risk and the Bayes risk of a subset selection rule $\varphi=\left(\varphi_{A}\right)_{A \in \mathcal{D}_{s c}}$ under the loss function (9.74) can be seen to depend only on the $k$ inclusion probabilities

$$
\begin{equation*}
\psi_{i}(x)=\sum_{A \in \mathcal{D}_{s c}} I_{A}(i) \varphi_{A}(x), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}, i=1, \ldots, k \tag{9.75}
\end{equation*}
$$

The inclusion probabilities in (9.71) and (9.75) are actually identical since $\mathcal{D}_{s u}=\mathcal{D}_{s c} \backslash \emptyset$. Lemma 9.65 and its proof can be extended in a straightforward manner to subset selection rules that may also select the empty set. Thus,

$$
\mathrm{R}(\theta, \varphi)=\sum_{i=1}^{k}\left[l_{2}(\theta, i) \mathrm{E}_{\theta} \psi_{i}+l_{1}(\theta, i)\left(1-\mathrm{E}_{\theta} \psi_{i}\right)\right], \quad \theta \in \Delta^{k}
$$

Let now $\Gamma \subseteq \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$ be a given set of priors. The Bayes risk of $\varphi$ under a prior $\Pi \in \Gamma$ is

$$
\begin{align*}
\mathrm{r}(\Pi, \varphi) & =\sum_{i=1}^{k} \mathrm{r}^{(i)}\left(\Pi, \psi_{i}\right), \quad \text { where }  \tag{9.76}\\
\mathrm{r}^{(i)}\left(\Pi, \psi_{i}\right) & =\int\left[l_{2}(\theta, i) \mathrm{E}_{\theta} \psi_{i}+l_{1}(\theta, i)\left(1-\mathrm{E}_{\theta} \psi_{i}\right)\right] \Pi(d \theta) \quad i=1, \ldots, k
\end{align*}
$$

As before in the previous subsection, if there exists a Bayes solution at $x \in$ $\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$, then there exists a nonrandomized Bayes subset selection rule d which has inclusion probabilities $\psi_{i}(x) \in\{0,1\}, i=1, \ldots, k$. Moreover, by (9.72) the inclusion probabilities uniquely determine d.

The simplest way of constructing a subset selection rule $\varphi^{\Gamma}$ that has the inclusion probabilities $\psi^{\Gamma}$ is to make the $k$ inclusion decisions, given $x \in$ $\mathrm{X}_{i=1}^{k} \mathcal{X}_{i}$, mutually independent; that is,

$$
\varphi_{A}^{\Gamma}(x)=\prod_{i \in A} \psi_{i}^{\Gamma}(x), \quad x \in \mathrm{X}_{i=1}^{k} \mathcal{X}_{i}, \quad A \in \mathcal{D}_{s c}
$$

Of course, if the $k$ inclusion probabilities at some $x \in X_{i=1}^{k} \mathcal{X}_{i}$ are all either 0 or 1 , then the selected subset is uniquely determined at that $x$. Fixing this construction we may identify a selection rule $\varphi$ with a vector $\psi=\left(\psi_{1}, \ldots, \psi_{k}\right)$ : $\mathrm{X}_{i=1}^{k} \mathcal{X}_{i} \rightarrow_{m}[0,1]^{k}, i=1, \ldots, k$. Let $\mathcal{P}_{s c}$ be the class of all such vectors.

We consider now a special case of the above problem where the selection model is based on a one-parameter exponential family and a standard is given for every population. The model considered here is $\mathcal{M}_{\text {sel }}$ from (9.8). Suppose
that for each population $i \in\{1, \ldots, k\}$ a standard $\theta_{0, i} \in \Delta^{0}$ is given, along with some distance value $d_{i}>0$ with $\theta_{0, i}+d_{i} \in \Delta^{0}$. The loss is assumed to be a special case of (9.74).

$$
\begin{equation*}
L(\theta, A)=\sum_{j \notin A} L_{1, j} I_{\left[\theta_{0, j}+d_{j}, \infty\right)}\left(\theta_{i}\right)+\sum_{i \in A} L_{2, i} I_{\left(-\infty, \theta_{0, i}\right]}\left(\theta_{i}\right), \tag{9.77}
\end{equation*}
$$

$A \in \mathcal{D}_{s c}, \theta \in \Delta^{k}$, where $L_{1, i}, L_{2, i} \geq 0, i=1, \ldots, k$, are fixed given constants. Let $\Delta$ be a Borel subset of $\mathbb{R}$ and denote by $\Pi_{1}, \ldots, \Pi_{k}$ the marginal distributions of a prior $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$. Let $\Gamma \subseteq \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$ be the class of priors $\Pi \in \Gamma$ that satisfy

$$
\begin{equation*}
\Pi_{i}\left(\left[\theta_{0, i}+d_{i}, \infty\right) \cap \Delta\right) \leq \pi_{i} \text { and } \Pi_{i}\left(\left(-\infty, \theta_{0, i}\right] \cap \Delta\right) \leq \pi_{i}^{\prime}, \tag{9.78}
\end{equation*}
$$

where $\pi_{i}, \pi_{i}^{\prime} \geq 0$ with $\pi_{i}+\pi_{i}^{\prime} \leq 1, i=1, \ldots, k$, are fixed given. These constraints prevent too much mass of the prior from being concentrated on either side. Then the following holds.

Theorem 9.70. Suppose the observations $X_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k$, are from the model (9.5), where $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a one-parameter exponential family with generating statistic $T$. Let the loss be given by (9.77), and let $\psi^{\Gamma}=$ $\left(\psi_{1}^{\Gamma}, \ldots, \psi_{k}^{\Gamma}\right) \in \mathcal{P}_{s c}$, where $\psi_{i}^{\Gamma}=I_{\left[c_{i}, \infty\right)}\left(T_{\oplus n_{i}}\right)$ with

$$
c_{i}=\frac{1}{d_{i}}\left[\ln \frac{L_{2, i} \pi_{i}^{\prime}}{L_{1, i} \pi_{i}}+n_{i} K\left(\theta_{0, i}+d_{i}\right)-n_{i} K\left(\theta_{0, i}\right)\right], \quad i=1, \ldots, k .
$$

Then, $\psi^{\Gamma}$ is $\Gamma$-minimax in the class $\mathcal{P}_{\text {sc }}$. Every subset selection rule $\varphi^{\Gamma}$ that has the inclusion probabilities $\psi^{\Gamma}$ is $\Gamma$-minimax in the class of all subset selection rules that are allowed to select also the empty set.

Proof. By the definition of the Bayes risk in (9.76) we see that for $y_{i}=$ $\left(x_{i, 1}, \ldots, x_{i, n_{i}}\right), i=1, \ldots, k$,

$$
\begin{aligned}
\mathrm{r}(\Pi, \varphi)= & \sum_{i=1}^{k} \mathrm{r}^{(i)}\left(\Pi_{i}, \psi_{i}\right) \text { where } \\
\mathrm{r}^{(i)}\left(\Pi_{i}, \psi_{i}\right)= & \int\left[L_{1, i} I_{\left[\theta_{0, j}+d_{j}, \infty\right)}\left(\theta_{i}\right)\left[1-\int \psi_{i}\left(y_{i}\right) P_{\theta_{i}}^{\otimes n_{i}}\left(d y_{i}\right)\right]\right. \\
& \left.+L_{2, i} I_{\left(-\infty, \theta_{0, i}\right]}\left(\theta_{i}\right) \int \psi_{i}\left(y_{i}\right) P_{\theta_{i}}^{\otimes n_{i}}\left(d y_{i}\right)\right] \Pi_{i}\left(d \theta_{i}\right) .
\end{aligned}
$$

Denote by $\Gamma_{i}$ the set of priors that satisfy (9.78). Then

$$
\inf _{\psi^{\Gamma} \in \mathcal{P}_{s c}} \sup _{\Pi \in \Gamma} \mathrm{r}(\Pi, \varphi)=\sum_{i=1}^{k} \inf _{\psi_{i}} \sup _{\Pi_{i} \in \Gamma_{i}} \mathrm{r}^{(i)}\left(\Pi_{i}, \psi_{i}\right)
$$

because $\mathbf{r}^{(i)}\left(\Pi_{i}, \psi_{i}\right)$ is completely restricted to the $i$ th population's $\Gamma$-minimax problem, $i=1, \ldots, k$. To complete the proof we have only to apply Example 3.69 .

A special case is the following.

Problem 9.71. Let $X_{i, j} \sim \mathrm{~N}\left(\mu_{i}, \sigma_{i}^{2}\right), j=1, \ldots, n_{i}, i=1, \ldots, k$, be independent, where $\sigma_{i}^{2}>0, i=1, \ldots, k$, are known. Let $\bar{x}_{i}=\left(1 / n_{i}\right) \sum_{j=1}^{n_{i}} x_{i, j}, i=1, \ldots, k$, be the sample means. Then under the loss function from (9.77) the subset selection rule $\varphi^{\Gamma}$ that has the inclusion probabilities

$$
\psi^{\Gamma}\left(\bar{x}_{1}, \ldots, \bar{x}_{k}\right)=\left(\psi_{1}^{\Gamma}\left(\bar{x}_{1}\right), \ldots, \psi_{k}^{\Gamma}\left(\bar{x}_{k}\right)\right),
$$

where $\psi_{i}^{\Gamma}(t)=I_{\left[b_{i}, \infty\right)}(t), t \in \mathbb{R}$, and

$$
b_{i}=\theta_{0, i}+\frac{d_{i}}{2}+\frac{1}{n_{i} d_{i}} \sigma_{i}^{2} \ln \frac{L_{2, i} \pi_{i}^{\prime}}{L_{1, i} \pi_{i}}, \quad i=1, \ldots, k
$$

is $\Gamma$-minimax in the class of all subset selection rules that are allowed to select also the empty set.

Now we consider situations where there are unknown control parameters $\theta_{0,1}, \ldots, \theta_{0, k}$. The distance values $d_{i}>0, i=1, \ldots, k$, remain, however, fixed given and are used in the same way as before.

If the control consists of $k$ independent populations, one for each treatment population, where the $2 k$ populations are independent, then the selection model becomes

$$
\mathcal{M}_{c t r l 1}=\left(\mathbb{R}^{2 k}, \mathfrak{B}_{2 k},\left(\bigotimes_{i=1}^{k}\left(Q_{n_{i}, \theta_{i}} \otimes Q_{m_{i}, \theta_{0, i}}\right)\right)_{\theta, \eta \in \Delta^{k}}\right),
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ and $\eta=\left(\theta_{0,1}, \ldots, \theta_{0, k}\right)$. Under this model, and the loss from (9.77), a $\Gamma$-minimax subset selection rule can still be found by solving a $\Gamma$-minimax problem individually for each of the $k$ pairings of a treatment population and its control population. The arguments are very similar to those that have been used above and thus they are omitted here for brevity.

Quite a different situation arises when the control parameters are known to be equal, i.e., $\theta_{0,1}=\cdots=\theta_{0, k}=\theta_{0}$, say, and one single control population has to be shared by the $k$ treatment populations. In this case the model is

$$
\mathcal{M}_{c t r l 2}=\left(\mathbb{R}^{k+1}, \mathfrak{B}_{k+1},\left(\bigotimes_{i=0}^{k} Q_{n_{i}, \theta_{i}}\right)_{\theta \in \Delta^{k+1}}\right)
$$

which is the model $\mathcal{M}_{\text {sel }}$ from (9.8), augmented by the control population with the parameter $\theta_{0}$. Now we have $\theta=\left(\theta_{0}, \theta_{1}, \ldots, \theta_{k}\right)$ and $S=\left(S_{0}, S_{1}, \ldots, S_{k}\right)$, where $\theta_{0} \in \Delta$ is the unknown control parameter, common to the $k$ treatment populations, and $S_{0}$ is the statistic of the observations from the control population. Under this model, and the loss function from (9.77) with $\theta_{0,1}=\cdots=\theta_{0, k}=\theta_{0}$, that is,

$$
\begin{equation*}
L_{0}(\theta, A)=\sum_{j \notin A} L_{1, j} I_{\left[\theta_{0}+d_{j}, \infty\right)}\left(\theta_{j}\right)+\sum_{i \in A} L_{2, i} I_{\left(-\infty, \theta_{0}\right]}\left(\theta_{i}\right), \tag{9.79}
\end{equation*}
$$

$A \in \mathcal{D}_{s c}, \theta \in \Delta^{k}$, a $\Gamma$-minimax subset selection rule is harder to find. Results are only known for a restricted class of subset selection rules. Hereby the $k+1$ populations may be of different types, but each must be a location parameter family with MLR; see Example 2.20. Let now $\Gamma$ be the set of all priors $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta^{k+1}}\right)$ that satisfy

$$
\Pi\left(\left\{\theta: \theta_{0}+d_{i} \leq \theta_{i}\right\} \cap \Delta\right) \leq \pi_{i} \quad \text { and } \quad \Pi\left(\left\{\theta: \theta_{i} \leq \theta_{0}\right\} \cap \Delta\right) \leq \pi_{i}^{\prime}
$$

where $\pi_{i}, \pi_{i}^{\prime} \geq 0$ with $\pi_{i}+\pi_{i}^{\prime} \leq 1, i=1, \ldots, k$, are fixed given.
Theorem 9.72. Let $Z_{0}, Z_{1}, \ldots, Z_{k}$ be independent random variables and $W_{i}=$ $Z_{i}-Z_{0}$. Suppose that $Z_{i}$ has the Lebesgue density

$$
f_{i, \theta_{i}}\left(z_{i}\right)=f_{i}\left(z_{i}-\theta_{i}\right), \quad z_{i}, \theta_{i} \in \mathbb{R}
$$

that has MLR in the identity, $i=0,1, \ldots, k$. Let $g_{i}\left(w_{i}-\left[\theta_{i}-\theta_{0}\right]\right), w_{i} \in \mathbb{R}$, be the Lebesgue density of $W_{i}=Z_{i}-Z_{0}$. Let the loss function be from (9.79) and $\tilde{\psi}^{\Gamma}=\left(I_{\left[a_{1}, \infty\right)}\left(z_{1}-z_{0}\right), \ldots, I_{\left[a_{k}, \infty\right)}\left(z_{k}-z_{0}\right)\right), z=\left(z_{0}, z_{1}, \ldots, z_{k}\right) \in \mathbb{R}^{k+1}$, where $a_{i}$ is chosen such that

$$
\left[L_{2, i} \pi_{i}^{\prime} g_{i}(a)-L_{1, i} \pi_{i} g_{i}\left(a-d_{i}\right)\right]\left(a_{i}-a\right) \geq 0, \quad a \in \mathbb{R}, i=1, \ldots, k
$$

Then $\tilde{\psi}^{\Gamma}$ is $\Gamma$-minimax in the class of all $\tilde{\psi}(z)=\left(\tilde{\psi}_{1}\left(z_{0}, z_{1}\right), \ldots, \tilde{\psi}_{k}\left(z_{0}, z_{k}\right)\right)$, $z \in \mathbb{R}^{k+1}$, with $\tilde{\psi}_{i}: \mathbb{R}^{2} \rightarrow_{m}[0,1], i=1, \ldots, k$. Every subset selection rule $\varphi^{\Gamma}$ that has the inclusion probabilities $\tilde{\psi}^{\Gamma}$ is $\Gamma$-minimax in the class of all subset selection rules $\varphi$ that are allowed to select also the empty set and have inclusion probabilities of the form $\tilde{\psi}(z)=\left(\tilde{\psi}_{1}\left(z_{0}, z_{1}\right), \ldots, \tilde{\psi}_{k}\left(z_{0}, z_{k}\right)\right), z \in \mathbb{R}^{k+1}$, with $\tilde{\psi}_{i}: \mathbb{R}^{2} \rightarrow_{m}[0,1], i=1, \ldots, k$.

The above theorem was first stated in Randles and Hollander (1971). An essential argument is that for every $i \in\{1, \ldots, k\}$,

$$
g_{i}\left(w_{i}-\left[\theta_{i}-\theta_{0}\right]\right)=\int f_{i}\left(w_{i}+t-\theta_{i}\right) f_{0}\left(t-\theta_{0}\right) d t, \quad w_{i} \in \mathbb{R}
$$

has MLR if $\theta_{i}-\theta_{0}$ is treated as a location parameter of $W_{i}$. This result is due to Schoenberg (1951). A proof of the above theorem, which is based on Proposition 3.71, can be found in Miescke (1981). The sequence of priors utilized there is as follows. For every $n=1,2, \ldots, \Theta_{0} \sim \mathrm{U}(-n, n)$, and given $\Theta_{0}=\theta_{0}, \Theta_{1}, \ldots, \Theta_{k}$ are independent, where $\Theta_{i}$ assumes the values $\theta_{0}+d_{i}, \theta_{0}$, and $\theta_{0}+d_{i} / 2$ with probabilities $\pi_{i}, \pi_{i}^{\prime}$, and $1-\pi_{i}-\pi_{i}^{\prime}$, respectively, $i=1, \ldots, k$.

A special case of the above theorem is the following.
Problem 9.73. Let $X_{i, j} \sim \mathrm{~N}\left(\mu_{i}, \sigma^{2}\right), j=1, \ldots, n_{i}, i=0,1, \ldots, k$, be independent, where the common variance $\sigma^{2}>0$ is known. Let $\bar{x}_{i}=\left(1 / n_{i}\right) \sum_{j=1}^{n_{i}} x_{i, j}$, $i=0,1, \ldots, k$, be the sample means. Then under the loss function from (9.79) a $\Gamma$-minimax subset selection rule $\varphi^{\Gamma}$ in the class of subset selection rules specified in Theorem 9.72 is given by the inclusion probabilities

$$
\tilde{\psi}^{\Gamma}\left(\bar{x}_{0}, \bar{x}_{1}, \ldots, \bar{x}_{k}\right)=\left(\tilde{\psi}_{1}^{\Gamma}\left(\bar{x}_{1}-\bar{x}_{0}\right), \ldots, \tilde{\psi}_{k}^{\Gamma}\left(\bar{x}_{k}-\bar{x}_{0}\right)\right),
$$

where $\tilde{\psi}_{i}^{\Gamma}(t)=I_{\left[e_{i}, \infty\right)}(t), t \in \mathbb{R}$, and

$$
e_{i}=\frac{d_{i}}{2}+\frac{\sigma^{2}}{d_{i}}\left(\frac{1}{n_{i}}+\frac{1}{n_{0}}\right) \ln \frac{L_{2, i} \pi_{i}^{\prime}}{L_{1, i} \pi_{i}}, \quad i=1, \ldots, k
$$

Finally, it should be mentioned that in the setting of Problem 9.73, but with $\sigma^{2}>0$ unknown, minimax subset selection rules under both a common standard and a common control have been derived in Gupta and Miescke (1985) for the loss function

$$
L_{0}^{*}(\theta, A)=\sum_{j \notin A} L_{1, j} I_{\left[\theta_{0}, \infty\right)}\left(\theta_{j}\right)+\sum_{i \in A} L_{2, i} I_{\left(-\infty, \theta_{0}\right)}\left(\theta_{i}\right),
$$

$A \in \mathcal{D}_{s c}, \theta \in \Delta^{k}$. In this approach Proposition 3.71 has been used with $\Gamma=\mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$. References to other papers on comparing $k$ normal populations with a standard or a control can also be found there.

There are other ways of separating good and bad populations with respect to a standard or control. In the frequentist approach recent work has been done by Huang, Panchapakesan, and Tseng (1984), Finner and Giani, (1994), Giani and Strassburger (1994, 1997, 2000), and Finner, Giani, and Strassburger (2006). The latter is based on a partition principle by Finner and Strassburger (2002a). In the Bayes or empirical Bayes approach recent work has been done by Liang (1997), Gupta and Liang (1999a,b), Gupta and Liese (2000), Gupta and Li (2005), Liang (2006), and Huang and Chang (2006). Further references can be found in these papers.

### 9.4 Optimal Multistage Selections

Let the selection model $\mathcal{M}_{u s}$ from (9.5) be extended in such a way that independent sequences of i.i.d. observations $X_{i, 1}, X_{i, 2}, \ldots$ from population $P_{\theta_{i}}$, $i=1, \ldots, k$, become available in the search for a best population. In this section selection models are considered that are based on a one-parameter exponential family that satisfies (A1) and (A2). Let the reduced model $\mathcal{M}_{\text {sel }}$ from (9.8) be extended correspondingly. The goal is to find a best population, i.e., a population that has the largest parameter $\theta_{[k]}=\max \left\{\theta_{1}, \ldots, \theta_{k}\right\}$. A great variety of sequential and multistage selection rules has been considered in the literature, mainly under the $P^{*}$-condition for the PCS, but some also in the decision-theoretic and especially in the Bayes approach. The motivation for developing such procedures is to reduce the expected total number of observations required to make a terminal point or subset selection under a given performance or optimality requirement. Books that include results on multistage selection rules are Bechhofer, Kiefer, and Sobel (1968), Gibbons, Olkin, and Sobel (1977), Gupta and Panchapakesan (1979), Mukhopadhyay and Solanky (1994), and Bechhofer, Santner, and Goldsman (1995).

### 9.4.1 Common Sample Size per Stage and Hard Elimination

In this section we consider multistage selection rules. These are truncated sequential selection rules where the number of stages is limited to some predetermined number $q$, say. However, the classical sequential selection rule by

Bechhofer, Kiefer, and Sobel (1968) for selecting $t$ best populations should be at least mentioned here, and subsequently some related rules. Below it is presented for the case of $t=1$. The generalization to $t \geq 1$ is straightforward.

Example 9.74. Let $\delta^{*}>0$ and $P^{*} \in(1 / k, 1)$ be fixed given. The following sequential selection rule for the extended version of model $\mathcal{M}_{u s}$ from (9.5), where $\left(P_{\vartheta}\right)_{\vartheta \in \Delta}$ is a one-parameter exponential family, consists of the following three parts.

Sampling Rule: At Stage $j$ observe $\left(X_{1, j}, \ldots, X_{k, j}\right), j=1,2, \ldots$
Stopping Rule: Stop at the first Stage $m$ with

$$
\begin{aligned}
& \sum_{l=1}^{k-1} \exp \left\{-\delta^{*}\left(T_{[k]}^{(m)}-T_{[l]}^{(m)}\right)\right\} \leq\left(1-P^{*}\right) / P^{*} \\
& \text { where } T_{[1]}^{(m)} \leq \cdots \leq T_{[k]}^{(m)} \text { are the ordered values of } \\
& T_{i}^{(m)}=\sum_{r=1}^{m} T\left(X_{i, r}\right), \quad i=1, \ldots, k .
\end{aligned}
$$

Terminal Decision Rule: Select the population $i$ with the largest value of $T_{i}^{(m)}$, $i=1, \ldots, k$. If $r$ populations are tied for the largest value, then select each of them with probability $1 / r$.

For this sequential selection rule the probability of correctly selecting the population with the largest parameter $\theta_{[k]}$ is at least $P^{*}$ whenever $\theta_{[k]}-\theta_{[k-1]} \geq \delta^{*}$. It stops almost surely in finitely many stages; see Bechhofer, Kiefer, and Sobel (1968) p. 258.

For $k$ normal populations with a common known variance a truncated version (i.e., where the number of stages is restricted by a given number $q$ ) has been provided by Bechhofer and Goldsman (1989) which has a smaller expected number of observations. References to previous related work by these authors are given there. Optimality considerations of the above rules should involve, besides the probability of a correct selection (PCS), the expected total number of observations and/or the expected number of stages. Comparisons of several rules in this regard that are based on simulations can be found in Bechhofer, Santner, and Goldsman (1995).

Related sequential selection rules for finding $t$ of $k$ coins with the largest success probabilities can be found in Levin and Robbins (1981), Leu and Levin (1999a,b, 2007), and Levin and Leu (2007).

The earliest multistage selection rule is due to Paulson (1964).
Example 9.75. Let $X_{i, 1}, X_{i, 2}, \ldots$ be an i.i.d. sequence from $\mathrm{N}\left(\mu_{i}, \sigma^{2}\right), i \in S_{1}=$ $\{1, \ldots, k\}$, where $\sigma^{2}>0$ is known. The sequences are assumed to be independent. Let $P^{*}, \delta^{*}$, and $\lambda$ be given constants with $P^{*} \in(1 / k, 1)$ and $0<\lambda<\delta^{*}$. For the following multistage selection rule the probability of correctly selecting the population with the largest mean is at least $P^{*}$ whenever $\mu_{[k]}-\mu_{[k-1]} \geq \delta^{*}$. Let

$$
a_{\lambda}=\frac{\sigma^{2}}{\delta^{*}-\lambda} \ln \frac{k-1}{1-P^{*}}
$$

and $w_{\lambda}$ be the largest integer less than $a_{\lambda} / \lambda$.
Stage 1: Observe $X_{i, 1}$ with $i \in S_{1}$. Eliminate all populations $i \in S_{1}$ with

$$
X_{i, 1}<\max _{r \in S_{1}} X_{r, 1}-a_{\lambda}+\lambda .
$$

Let the remaining populations be $S_{2} \subseteq S_{1}$. If $S_{2}$ contains only one population, then stop and select that population. Otherwise proceed to Stage 2.

The subsequent Stages $m \in\left\{2, \ldots, w_{\lambda}\right\}$ are set up as follows.
Stage $m$ : Observe $X_{i, m}$ with $i \in S_{m}$. Eliminate all populations $i \in S_{m}$ with

$$
\sum_{j=1}^{m} X_{i, j}<\max _{r \in S_{m}} \sum_{j=1}^{m} X_{r, j}-a_{\lambda}+m \lambda .
$$

Let the remaining populations be $S_{m+1} \subseteq S_{m}$. If $S_{m+1}$ contains only one population, then stop and select that population. Otherwise proceed to Stage $m+1$.

Stage $w_{\lambda}+1$ : Observe $X_{i, w_{\lambda}+1}$ with $i \in S_{w_{\lambda+1}}$. Select the population with the largest value of $\sum_{j=1}^{w_{\lambda}+1} X_{i, j}, i \in S_{w_{\lambda+1}}$. Ties occur only with probability zero.

For this rule, apparently, we have $q=w_{\lambda}+1$. Some questions regarding optimality, starting with that of an optimum choice of $\lambda$, still remain open. References can be found in Gupta and Panchapakesan (1979). An improved version, due to Paulson, can be found in Bechhofer, Santner, and Goldsman (1995); see also Paulson (1994).

A multistage selection rule for finding a best population consists of four types of decisions that have to be made throughout the $q$ stages. At the beginning it has to be decided which observations to draw from the $k$ populations (sampling rule). At every stage, after the observations have been drawn, based on all observations drawn up to that point, it has to be decided whether to stop (stopping rule). In the case of stopping a point (or subset) selection has to be made (terminal decision rule). In the case of not stopping populations may be eliminated from further sampling (elimination rule) and a decision has to be made which observations to draw from the not eliminated populations at the next stage (sampling rule).

The simplest stopping rule is never to stop until all $q$ stages have been completed with sampling. Many other more sophisticated stopping rules, such as those in the previous two examples, are possible. The sampling rule may, for example, assign a common fixed sample size to each stage which, however, may differ from stage to stage. In the previous two examples the common sample size for each stage is 1 . More generally, the sampling rule for a next stage may depend on the observations drawn thus far. We call this an adaptive sampling rule. Such a rule could, for example, decide from which population to draw the next single observation. There are two types of elimination rules. A soft elimination occurs if a population is eliminated from further sampling but still remains in the pool of populations that can be selected eventually. A hard elimination occurs if a population is eliminated from further sampling and selection. The elimination rule could be, for example, to keep the $t_{m}$ best performing populations from Stage $m, m=1, \ldots, q$, where $t_{1} \geq t_{2} \geq$ $\cdots \geq t_{q}=1$ are fixed given. It could also be at every Stage $m$ with $m<q$ some subset selection rule, such as a Gupta's type rule. The optimal terminal decision rule turns out to be the natural selection rule whenever the entire selection problem is permutation invariant and the loss favors selections of
populations with larger parameters. With adaptive sampling, however, other terminal decision rules may be optimal, such as those considered in Section 9.2.3. An overview of the literature in this area is provided in Miescke (1984a).

Multistage selection rules can be based on the selection model $\mathcal{M}_{u s}$ from (9.5), and especially on $\mathcal{M}_{\text {sel }}$ from (9.8). Those which employ terminal point selections can be viewed as competitors to the point selection rules that have been considered in Section 9.2 under such models. Similarly, those with terminal subset selections may compete with the subset selection rules considered in Section 9.3. The basic idea is that for some point or subset selection rule there may exist a multistage selection rule that can complete the same task equally well, but with less observations on average. The majority of papers in this area deal with two-stage selection rules, and some also include decisiontheoretic results. Results on two-stage selection rules for Weibull populations with type-II censored data can be found in Gupta and Miescke (1987). A twostage selection rule for normal populations (see Example 9.76), which utilizes a Gupta-type subset selection rule for screening at the first stage, has been considered by Cohen (1959), Alam (1970), Tamhane and Bechhofer (1977, 1979), Miescke and Sehr (1980), Gupta and Miescke (1982a), Sehr (1988), Bhandari and Chaudhuri (1990), Santner and Hayter (1992), and Hayter (1994). A variant can be found in Santner and Behaxeteguy (1992).

Example 9.76. Let $X_{i, 1}, \ldots, X_{i, n_{1}+n_{2}}$ be an i.i.d. sample from $\mathrm{N}\left(\mu_{i}, \sigma^{2}\right), i \in S_{1}=$ $\{1, \ldots, k\}$, where $\sigma^{2}>0$ is known. The $k$ samples are assumed to be independent. Let $c>0$ be a fixed given constant.

Stage 1: Observe $\left(X_{i, 1}, \ldots, X_{i, n_{1}}\right), i=1, \ldots, k$, and set

$$
S_{2}=\left\{r: \sum_{j=1}^{n_{1}} X_{r, j} \geq \max _{i \in S_{1}} \sum_{j=1}^{n_{1}} X_{i, j}-c, \quad r \in\{1, \ldots, k\}\right\} .
$$

If $S_{2}$ contains only one population, then stop and select that population. Otherwise proceed to the next stage.

Stage 2: Observe ( $X_{i, n_{1}+1}, \ldots, X_{i, n_{1}+n_{2}}$ ) with $i \in S_{2}$ and select the population with the largest value of $\sum_{j=1}^{n_{1}+n_{2}} X_{i, j}, i \in S_{2}$.

To guarantee that the probability of correctly selecting the population with the largest mean is at least $P^{*}$ whenever $\mu_{[k]}-\mu_{[k-1]} \geq \delta^{*}$, where $P^{*} \in(1 / k, 1)$ and $\delta^{*}>0$ are given constants, the least favorable parameter configuration (LFC) for $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{R}^{k}$ with $\mu_{[k]}-\mu_{[k-1]} \geq \delta^{*}$ has to be found to determine the right value of $c$. A long standing conjecture that the LFC is $\left(t, \ldots, t, t+\delta^{*}\right), t \in \mathbb{R}$, has been proved by Miescke and Sehr (1980) to be correct for $k=3$. Further results in this respect can be found in the references given above.

A variant, taken from Gupta and Miescke (1982a), is the following.
Example 9.77. In the setting of Example 9.76 other subset selection rules could be used for screening. Instead of the $S_{2}$ there we take

$$
S_{2}=\left\{r: \sum_{j=1}^{n_{1}} X_{r, j} \text { is one of the } t \text { largest values of } \sum_{j=1}^{n_{1}} X_{i, j}, \quad i \in S_{1}\right\},
$$

where $t \in\{2, \ldots, k-1\}$ is fixed given. $S_{2}$ is almost surely uniquely determined. To guarantee that the PCS is at least $P^{*}$ for $\mu_{[k]}-\mu_{[k-1]} \geq \delta^{*}$, where $P^{*} \in(1 / k, 1)$ and $\delta^{*}>0$ are given constants, the LFC for $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{R}^{k}$ with $\mu_{[k]}-\mu_{[k-1]} \geq \delta^{*}$ has to be found to determine appropriate sample sizes $n_{1}$ and $n_{2}$. Also here the LFC is the slippage configuration $\left(t, \ldots, t, t+\delta^{*}\right), t \in \mathbb{R}$.

Another variant, also from Gupta and Miescke (1982a), this time with a standard, is as follows.

Example 9.78. In the setting of Example 9.76 let $\mu_{0} \in \mathbb{R}$ be a given standard. Instead of the $S_{2}$ there we take

$$
S_{2}=\left\{r: \sum_{j=1}^{n_{1}} X_{r, j} \geq b_{r}, r \in S_{1}\right\},
$$

where $b_{1}, \ldots, b_{k} \in \mathbb{R}$ are fixed given constants. The screening device is now a multiple testing procedure, simultaneously testing each population if it is better than the standard. The set $S_{2}$ may turn out to be empty, in which case it is decided that none of the populations is better than the control.

We set up the requirement that the probability of $S_{2}$ being empty should be at least $\beta^{*}$ whenever $\mu_{1}, \ldots, \mu_{k} \leq \mu_{0}$, where $\beta^{*} \in(0,1)$ is fixed given. Moreover, we require that the PCS on all $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{R}^{k}$ with $\mu_{[k]}-\mu_{[k-1]} \geq \delta^{*}$ and $\mu_{[k]}>\mu_{0}$ be at least $P^{*}$, where $P^{*} \in(1 / k, 1)$ and $\delta^{*}>0$ are given constants. Here the LFC is $\left(t, \ldots, t, t+\delta^{*}\right)$ with $t+\delta^{*}>\mu_{0}, t \in \mathbb{R}$.

The problem of finding a best population with respect to a standard or control in two stages has also been treated in Gupta and Miescke (1982b) and Miescke (1984b). For models with the DT property, if the selection problem is permutation invariant and the loss favors selections of larger parameters, two-stage selection rules that select in terms of the largest sufficient statistics at both stages are optimal. Such a generalization of the Bahadur-Goodman-Lehmann-Eaton theorem 9.31 is intuitively to be expected, and it has in fact been proved in Gupta and Miescke (1982b). More work in this direction, for models with and without standard or control, has been done by Gupta and Miescke (1983, 1984b). The most general results in relation to Theorem 9.31 have been established in Gupta and Miescke (1984a).

In Gupta and Miescke (1984a) sequential selection rules for exponential families have been studied in the decision-theoretic approach. Let $\mathcal{M}_{n e}=$ $\left(\mathcal{X}, \mathfrak{A},\left(P_{\vartheta}\right)_{\vartheta \in \Delta}\right), \Delta \subseteq \mathbb{R}$, from (1.7) with $d=1$ satisfy (A1) and (A2) and be chosen as the basic underlying natural exponential model. We restrict here our considerations to the results on multistage selection rules with $q$ stages. In the presence of a standard, terminally selected subsets may be allowed to be empty. Suppose that at Stage $m$ there are $n_{m}$ observations $X_{i, j}^{(m)}, j=1, \ldots, n_{m}$, available from population $i \in\{1, \ldots, k\}, m=1, \ldots, q$, where $n_{1}, \ldots, n_{q}$ are fixed given. All $N_{q}=k\left(n_{1}+\cdots+n_{q}\right)$ observations are assumed to be independent. The model is a version of $\mathcal{M}_{b s}$ from (9.4).

$$
\begin{align*}
\mathcal{M}_{m s s 1} & =\left(\mathcal{X}^{N_{q}}, \mathfrak{A}^{\otimes N_{q}},\left(\bigotimes_{i=1}^{k} \bigotimes_{m=1}^{q} P_{\theta_{i}}^{\otimes n_{m}}\right)_{\theta \in \Delta^{k}}\right),  \tag{9.80}\\
\frac{d P_{\theta_{i}}}{d \boldsymbol{\mu}}(x) & =\exp \left\{\theta_{i} T(x)-K\left(\theta_{i}\right)\right\}, \quad x \in \mathcal{X}
\end{align*}
$$

Denote by $X_{i, j}^{(m)}$ the projections of $\mathcal{X}^{N_{q}}$ on the coordinates. A reduction by sufficiency at each stage, restricted to the observations drawn at that stage leads, as in Section 9.1, to the statistics

$$
\begin{equation*}
U_{i, m}=\sum_{j=1}^{n_{m}} T\left(X_{i, j}^{(m)}\right), \quad m=1, \ldots, q, \quad i=1, \ldots, k \tag{9.81}
\end{equation*}
$$

If $Q_{\theta}=P_{\theta} \circ T^{-1}$, then $Q_{\theta_{i}}^{* n_{m}}=\mathcal{L}\left(U_{i, m} \mid P_{\theta_{i}}^{\otimes n_{m}}\right), m=1, \ldots, q, i=1, \ldots, k$, and the resulting model, analogously to $\mathcal{M}_{\text {sel }}$ in (9.8), is

$$
\begin{align*}
\mathcal{M}_{m s s} & =\left(\mathbb{R}^{k q}, \mathfrak{B}_{k q},\left(\bigotimes_{i=1}^{k} \bigotimes_{m=1}^{q} Q_{n_{m}, \theta_{i}}\right)_{\theta \in \Delta^{k}}\right)  \tag{9.82}\\
Q_{n_{m}, \theta_{i}} & =Q_{\theta_{i}}^{* n_{m}}
\end{align*}
$$

Problem 9.79.* Set $\boldsymbol{\nu}_{n_{m}}=\boldsymbol{\mu}^{\otimes n_{m}} \circ T_{\oplus n_{m}}^{-1}$ and

$$
\begin{equation*}
f_{N_{q}, \theta}(\mathbf{t})=\exp \left\{\mathbf{t}^{T} \theta-\sum_{i=1}^{k}\left(n_{1}+\cdots+n_{q}\right) K\left(\theta_{i}\right)\right\} . \tag{9.83}
\end{equation*}
$$

Then $f_{N_{q}, \theta}\left(\sum_{m=1}^{q} \mathbf{u}_{m}\right)$ is the density of $\bigotimes_{i=1}^{k} \bigotimes_{m=1}^{q} Q_{n_{m}, \theta_{i}}$ with respect to $\bigotimes_{m=1}^{q}$ $\boldsymbol{\nu}_{n_{m}}^{\otimes k}$, where $\mathbf{u}_{m}=\left(u_{1, m}, \ldots, u_{k, m}\right)^{T}, \theta=\left(\theta_{1}, \ldots, \theta_{k}\right)^{T}$.

For $m=1, \ldots, q$ let

$$
\begin{equation*}
\mathbf{U}_{m}=\left(U_{1, m}, \ldots, U_{k, m}\right), \quad \mathbf{V}_{m}=\left(\mathbf{U}_{1}, \ldots, \mathbf{U}_{m}\right), \quad \mathbf{W}_{m}=\mathbf{U}_{1}+\cdots+\mathbf{U}_{m} \tag{9.84}
\end{equation*}
$$

The multistage selection rules considered here are first described briefly before a formal definition is presented. Such a rule decides at every stage, after sampling at that stage has been completed, either to stop $(\xi)$, how many populations to retain $(\varphi)$, and which populations to select as a terminal decision $(\psi)$, or not to stop $(1-\xi)$, how many populations to retain $(\tilde{\varphi})$, and which populations to select for further examination at the next stage $(\tilde{\psi})$. At Stage $q$ only stopping is allowed. These rules are assumed to use hard elimination. Once a population has been eliminated it can never be sampled or selected at any subsequent stage. Hard elimination guarantees that the various decisions that are made in the course of a multistage selection rule are based on an equal number of observations from each of the populations that are still in the competition. This allows us to utilize optimization techniques similar to those used to prove Theorem 9.31 and Proposition 9.59.

Because of the complexity of the setup of $q$-stage selection rules we consider first the special case of $q=2$ in full detail, and then report the general results without proofs. The optimization steps and technical tools can be developed and explained already with two-stage selection rules. Stage 1 starts with all populations $S_{1}=\{1, \ldots, k\}$ and ends with populations $S_{2} \subseteq S_{1}$. Stage 2, if entered, starts with populations $S_{2}$ and ends with populations $S_{3} \subseteq S_{2}$. At Stage 2 observations are made only from populations $S_{2}$. To deal with that restriction on the observations we utilize the projection $p_{S_{2}}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{\left|S_{2}\right|}$ onto the coordinates $i$ with $i \in S_{2}$.

The decision space $\mathcal{D}_{2 s t}$ is chosen to consist of two components, one for decisions that are made without ever entering Stage 2, and all others. We set $\mathcal{D}_{2 s t}=\mathcal{D}_{1} \cup \mathcal{D}_{2}$, where

$$
\begin{aligned}
& \mathcal{D}_{1}=\left\{\left(1, r_{2}, S_{2}\right): S_{2} \subseteq S_{1},\left|S_{2}\right|=r_{2}, 0 \leq r_{2} \leq k\right\} \quad \text { and } \\
& \mathcal{D}_{2}=\left\{\left(2, r_{2}, S_{2}, r_{3}, S_{3}\right): S_{3} \subseteq S_{2} \subseteq S_{1},\left|S_{2}\right|=r_{2},\left|S_{3}\right|=r_{3},\right. \\
& \left.\qquad 0 \leq r_{3} \leq r_{2}, 1 \leq r_{2} \leq k\right\} .
\end{aligned}
$$

The two-stage selection rules are now introduced as distributions on $\mathcal{D}_{2 s t}$ in dependence of the observations $\mathbf{U}_{1}=\mathbf{u}_{1}$ and $\mathbf{U}_{2}=\mathbf{u}_{2}$. They are constructed by means of several components. Let $\xi: \mathbb{R}^{k} \rightarrow_{m}[0,1]$, which acts as the stopping rule. We consider functions

$$
\varphi_{r_{2}}, \psi_{S_{2} \mid r_{2}}: \mathbb{R}^{k} \rightarrow_{m}[0,1]
$$

for $\left(1, r_{2}, S_{2}\right) \in \mathcal{D}_{1}$, and functions

$$
\tilde{\varphi}_{r_{2}}, \tilde{\psi}_{S_{2} \mid r_{2}}: \mathbb{R}^{k} \rightarrow_{m}[0,1], \quad \varphi_{r_{3} \mid S_{2}}, \psi_{S_{3} \mid r_{3}, S_{2}}: \mathbb{R}^{k} \times \mathbb{R}^{\left|S_{2}\right|} \rightarrow_{m}[0,1]
$$

for $\left(2, r_{2}, S_{2}, r_{3}, S_{3}\right) \in \mathcal{D}_{2}$. We assume that

$$
\begin{equation*}
\sum_{r_{2}=0}^{k} \varphi_{r_{2}}=\sum_{r_{2}=1}^{k} \widetilde{\varphi}_{r_{2}}=1, \quad \sum_{r_{3}=0}^{\left|S_{2}\right|} \varphi_{r_{3} \mid S_{2}}=1, \emptyset \neq S_{2} \subseteq S_{1} \tag{9.85}
\end{equation*}
$$

and

$$
\begin{align*}
& \sum_{S_{2} \subseteq S_{1},\left|S_{2}\right|=r_{2}} \psi_{S_{2} \mid r_{2}}=1, \quad 0 \leq r_{2} \leq k,  \tag{9.86}\\
& \sum_{S_{2} \subseteq S_{1},\left|S_{2}\right|=r_{2}} \widetilde{\psi}_{S_{2} \mid r_{2}}=1, \quad 1 \leq r_{2} \leq k, \\
& \sum_{S_{3} \subseteq S_{2},\left|S_{3}\right|=r_{3}} \psi_{S_{3} \mid r_{3}, S_{2}}=1, \quad 0 \leq r_{3} \leq\left|S_{2}\right|, \quad \emptyset \neq S_{2} \subseteq S_{1}
\end{align*}
$$

Definition 9.80. A two-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ is, for every fixed $\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right) \in \mathbb{R}^{2 k}$, a distribution $\mathrm{D}\left(\cdot \mid \mathbf{u}_{1}, \mathbf{u}_{2}\right)$ on $\mathcal{D}_{2 \text { st }}$ that satisfies

$$
\mathrm{D}\left(\left\{\left(1, r_{2}, S_{2}\right)\right\} \mid \mathbf{u}_{1}, \mathbf{u}_{2}\right)=\xi\left(\mathbf{u}_{1}\right) \varphi_{r_{2}}\left(\mathbf{u}_{1}\right) \psi_{S_{2} \mid r_{2}}\left(\mathbf{u}_{1}\right),
$$

for $\left(1, r_{2}, S_{2}\right) \in \mathcal{D}_{1}$, and

$$
\begin{aligned}
& \mathrm{D}\left(\left\{\left(2, r_{2}, S_{2}, r_{3}, S_{3}\right)\right\} \mid \mathbf{u}_{1}, \mathbf{u}_{2}\right) \\
= & \left(1-\xi\left(\mathbf{u}_{1}\right)\right) \tilde{\varphi}_{r_{2}}\left(\mathbf{u}_{1}\right) \tilde{\psi}_{S_{2} \mid r_{2}}\left(\mathbf{u}_{1}\right) \varphi_{r_{3} \mid S_{2}}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right)\right) \psi_{S_{3} \mid r_{3}, S_{2}}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right)\right),
\end{aligned}
$$

for $\left(2, r_{2}, S_{2}, r_{3}, S_{3}\right) \in \mathcal{D}_{2}$, where the components of $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ are as specified above and satisfy (9.85) and (9.86).

The interpretation of a two-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ is as follows.

Stage 1: At the beginning of this stage $\mathbf{U}_{1}=\mathbf{u}_{1}=\left(u_{1,1}, \ldots, u_{k, 1}\right)$ is observed. The rule decides with probability $\xi\left(\mathbf{u}_{1}\right)$ to stop, and with probability $1-\xi\left(\mathbf{u}_{1}\right)$ not to stop.

If it stops, then it decides with probability $\varphi_{r_{2}}\left(\mathbf{u}_{1}\right)$ that $r_{2} \in\{0,1, \ldots, k\}$ populations should be selected from $S_{1}$. After that it selects with probability $\psi_{S_{2} \mid r_{2}}\left(\mathbf{u}_{1}\right)$ any subset $S_{2} \subseteq S_{1}$ of size $\left|S_{2}\right|=r_{2}$, which is the terminal decision.

If it doesn't stop, then it decides with probability $\widetilde{\varphi}_{r_{2}}\left(\mathbf{u}_{1}\right)$ that $r_{2} \in$ $\{1, \ldots, k\}$ populations should be selected from $S_{1}$. After that it selects with probability $\widetilde{\psi}_{S_{2} \mid r_{2}}\left(\mathbf{u}_{1}\right)$ any subset $S_{2} \subseteq S_{1}$ of size $\left|S_{2}\right|=r_{2}$. Now Stage 2 is entered with $S_{2}$.
STAGE 2: At the beginning of this stage $p_{S_{2}}\left(\mathbf{U}_{2}\right)=p_{S_{2}}\left(\mathbf{u}_{2}\right)=\left(u_{i_{1}, 2}, \ldots, u_{i_{r_{2}}, 2}\right)$ is observed, where $1 \leq i_{1} \leq \cdots \leq i_{r_{2}} \leq k$ and $\left\{i_{1}, \ldots, i_{r_{2}}\right\}=S_{2}$.

It decides with probability $\varphi_{r_{3} \mid S_{2}}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right)\right)$ that $r_{3} \in\left\{0,1, \ldots, r_{2}\right\}$ populations should be selected from $S_{2}$. After that it selects with probability $\psi_{S_{3} \mid r_{3}, S_{2}}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right)\right)$ any subset $S_{3} \subseteq S_{2}$ of size $\left|S_{3}\right|=r_{3}$, which is the terminal decision.
Remark 9.81. The above definition includes one-stage selection rules as a special case. They are obtained by setting $\xi \equiv 1$.
Remark 9.82. The above definition includes two-stage selection rules for problems with standards. In such cases it makes sense to allow entering Stage 2 with a subset $S_{2}$ of size 1 . This would simply mean that one population has not been decided yet to be good enough and further sampling on it is needed. On the other hand, without a standard every subset $S_{2}$ for Stage 2 should contain at least two populations. This can be enforced by imposing restrictions on $\widetilde{\varphi}_{r_{2}}$, or by including cost of sampling in the loss.
Problem 9.83. Verify that the selection rules in Examples 9.76, 9.77, and 9.78 are two-stage selection rules in the sense of Definition 9.80.

We focus now on the goal of optimizing the two components $\psi$ and $\tilde{\psi}$, thereby generalizing Theorem 9.31 and Proposition 9.59. Hereby we have to restrict ourselves to permutation invariant two-stage selection rules, and to loss functions that are permutation invariant and favor selections of populations with larger parameters.

For every $\gamma \in \Pi_{k}$ and $S_{m} \subseteq S_{1}$ we set $\gamma\left(S_{m}\right)=\left\{\gamma(i): i \in S_{m}\right\}, m=1,2,3$, and $\gamma\left(\mathbf{u}_{m}\right)=\left(u_{\gamma(1), m}, \ldots, u_{\gamma(k), m}\right), m=1,2$.
Definition 9.84. A two-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ is called permutation invariant if the five types of decision functions are permutation invariant in the following sense. For any $\gamma \in \Pi_{k}$ it holds $\mathbb{P}_{\left(\mathbf{U}_{1}, \mathbf{U}_{2}\right)}$-a.s.

$$
\begin{aligned}
\xi\left(\mathbf{u}_{1}\right) & =\xi\left(\gamma\left(\mathbf{u}_{1}\right)\right), \\
\varphi_{r_{2}}\left(\mathbf{u}_{1}\right) & =\varphi_{r_{2}}\left(\gamma\left(\mathbf{u}_{1}\right)\right), \\
\varphi_{r_{3} \mid \gamma\left(S_{2}\right)}\left(\mathbf{u}_{1}, p_{\gamma\left(S_{2}\right)}\left(\mathbf{u}_{2}\right)\right) & =\varphi_{r_{3} \mid S_{2}}\left(\gamma\left(\mathbf{u}_{1}\right), p_{S_{2}}\left(\gamma\left(\mathbf{u}_{2}\right)\right)\right) \\
\psi_{\gamma\left(S_{2}\right) \mid r_{2}}\left(\mathbf{u}_{1}\right) & =\psi_{S_{2} \mid r_{2}}\left(\gamma\left(\mathbf{u}_{1}\right)\right) \\
\psi_{\gamma\left(S_{3}\right) \mid r_{3}, \gamma\left(S_{2}\right)}\left(\mathbf{u}_{1}, p_{\gamma\left(S_{2}\right)}\left(\mathbf{u}_{2}\right)\right) & =\psi_{S_{3} \mid r_{3}, S_{2}}\left(\gamma\left(\mathbf{u}_{1}\right), p_{S_{2}}\left(\gamma\left(\mathbf{u}_{2}\right)\right)\right),
\end{aligned}
$$

and $\tilde{\varphi}$ and $\tilde{\psi}$ have the same properties as $\varphi$ and $\psi$, respectively.
Problem 9.85. Verify that the selection rules in Examples 9.76, 9.77, and 9.78 are permutation invariant two-stage selection rules in the sense of Definition 9.84.

Finally, we adopt a class of loss functions that are permutation invariant and favor selections of populations with larger parameters. Let $L_{1}\left(\theta, S_{2}\right)$ be the loss that occurs at $\theta \in \Delta^{k}$ if at Stage 1 the procedure stops and selects $S_{2}$, where $L_{1}\left(\cdot, S_{2}\right): \Delta^{k} \rightarrow_{m} \mathbb{R}_{+}$. Let $L_{2}\left(\theta, S_{2}, S_{3}\right)$ be the loss that occurs at $\theta \in \Delta^{k}$ if at Stage 1 subset $S_{2} \subseteq S_{1}$, and at Stage 2 subset $S_{3} \subseteq S_{2}$, is selected, where $L_{2}\left(\cdot, S_{2}, S_{3}\right): \Delta^{k} \rightarrow_{m} \mathbb{R}_{+}$. Analogously to (9.69) and (9.70) we assume that for all $S_{3} \subseteq S_{2} \subseteq S_{1}$,

$$
\begin{align*}
L_{1}\left(\theta, \gamma\left(S_{2}\right)\right) & =L_{1}\left(\gamma(\theta), S_{2}\right)  \tag{9.87}\\
L_{2}\left(\theta, \gamma\left(S_{2}\right), \gamma\left(S_{3}\right)\right) & =L_{2}\left(\gamma(\theta), S_{2}, S_{3}\right), \quad \gamma \in \Pi_{k}, \theta \in \Delta^{k},
\end{align*}
$$

and, moreover,

$$
\begin{align*}
L_{1}\left(\theta, \widetilde{S}_{2}\right) & \leq L_{1}\left(\theta, S_{2}\right)  \tag{9.88}\\
L_{2}\left(\theta, \widetilde{S}_{2}, \widetilde{S}_{3}\right) & \leq L_{2}\left(\theta, S_{2}, S_{3}\right)
\end{align*}
$$

if at $\theta \in \Delta^{k}$ for some $i, j \in\{1, \ldots, k\}$ with $\theta_{i} \leq \theta_{j}$ the following holds. For every $c \in\{2,3\}$ with $i \in S_{c}$ and $j \notin S_{c}, \widetilde{S}_{c}=\left(S_{c} \backslash\{i\}\right) \cup\{j\}$, and $\widetilde{S}_{c}=S_{c}$, otherwise. This means that a worse population should be eliminated at an earlier stage than a better population.

Problem 9.86. Determine the loss functions used in Examples 9.76, 9.77, and 9.78 , and verify that they satisfy (9.87) and (9.88).

In this permutation invariant selection problem a two-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ can often be improved by replacing $\psi$ by $\psi^{n a t}$ and $\tilde{\psi}$ by $\tilde{\psi}^{n a t}$, where $\psi^{\text {nat }}$ and $\tilde{\psi}^{\text {nat }}$ are the natural selections defined below.

Definition 9.87. For every fixed $\mathbf{u}_{1}$ let $\psi_{S_{2} \mid r_{2}}^{n a t}\left(\mathbf{u}_{1}\right)$ be the uniform distribution on the sets $S_{2} \subseteq S_{1}$ with $\left|S_{2}\right|=r_{2}$ and $\max \left\{u_{i, 1}: i \in S_{1} \backslash S_{2}\right\} \leq$ $\min \left\{u_{i, 1}: i \in S_{2}\right\}$. Let $\widetilde{\psi}_{S_{2} \mid r_{2}}^{n a t}\left(\mathbf{u}_{1}\right)=\psi_{S_{2} \mid r_{2}}^{n a t}\left(\mathbf{u}_{1}\right)$. For every fixed $\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)$ let $\psi_{S_{3} \mid r_{3}, S_{2}}^{n a t}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right)\right)$ be the uniform distribution on the sets $S_{3} \subseteq S_{2}$ with $\left|S_{3}\right|=r_{3}$ and $\max \left\{u_{i, 1}+u_{i, 2}: i \in S_{2} \backslash S_{3}\right\} \leq \min \left\{u_{i, 1}+u_{i, 2}: i \in S_{3}\right\}$.

In a first step we consider the switch from $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ to $\left(\xi, \varphi, \tilde{\varphi}, \psi^{\text {nat }}, \tilde{\psi}\right)$ which affects only the terminal decisions. Under a loss with the properties (9.87) and (9.88) a permutation invariant two-stage selection rule should be modified by making the terminal decisions with the natural selections $\psi^{\text {nat }}$. This is the content of the next theorem.

The properties (9.87) and (9.88) of the loss carry over to the posterior risks under favorable circumstances. To show and to utilize this we introduce
a class of auxiliary functions. For this purpose we represent $\left(S_{1}, S_{2}\right)$ with $S_{2} \subseteq S_{1}$ by $\left(T_{1}, T_{2}\right)$, where $T_{1}=S_{1} \backslash S_{2}$ and $T_{2}=S_{2}$. Let $\mathfrak{T}_{2}$ denote the set of all decompositions ( $T_{1}, T_{2}$ ) of $S_{1}$. Likewise, let us represent $\left(S_{1}, S_{2}, S_{3}\right)$ with $S_{3} \subseteq S_{2} \subseteq S_{1}$ by $\left(T_{1}, T_{2}, T_{3}\right)$, where $T_{1}=S_{1} \backslash S_{2}, T_{2}=S_{2} \backslash S_{3}$, and $T_{3}=S_{3}$. Let $\mathfrak{T}_{3}$ denote the set of all decompositions $\left(T_{1}, T_{2}, T_{3}\right)$ of $S_{1}$. Now, for a fixed Borel set $A \subseteq \mathbb{R}$ let $\mathfrak{L}_{1}\left(\cdot, T_{1}, T_{2}\right): A^{k} \rightarrow_{m} \mathbb{R}_{+},\left(T_{1}, T_{2}\right) \in \mathfrak{T}_{2}$, and $\mathfrak{L}_{2}\left(\cdot, T_{1}, T_{2}, T_{3}\right): A^{k} \rightarrow_{m} \mathbb{R}_{+},\left(T_{1}, T_{2}, T_{3}\right) \in \mathfrak{T}_{3}$.

Definition 9.88. The function $\mathfrak{L}_{1}$ is said to have the property $\mathfrak{D}(1, A)$ if for every $a \in A^{k}, \gamma \in \Pi_{k}$, and $\left(T_{1}, T_{2}\right) \in \mathfrak{T}_{2}$ the following holds.

$$
\begin{aligned}
\mathfrak{L}_{1}\left(a, \gamma\left(T_{1}\right), \gamma\left(T_{2}\right)\right) & =\mathfrak{L}_{1}\left(\gamma(a), T_{1}, T_{2}\right) \quad \text { and } \\
\mathfrak{L}_{1}\left(a, \widetilde{T}_{1}, \widetilde{T}_{2}\right) & \leq \mathfrak{L}_{1}\left(a, T_{1}, T_{2}\right),
\end{aligned}
$$

if for some $i, j \in\{1, \ldots, k\}$ with $a_{i} \leq a_{j}, i \in T_{2}, j \in T_{1}, \widetilde{T}_{1}=\left(T_{1} \backslash\{j\}\right) \cup\{i\}$, and $\widetilde{T}_{2}=\left(T_{2} \backslash\{i\}\right) \cup\{j\}$.

The function $\mathfrak{L}_{2}$ is said to have the property $\mathfrak{D}(2, A)$ if for every $a \in A^{k}$, $\gamma \in \Pi_{k}$, and $\left(T_{1}, T_{2}, T_{3}\right) \in \mathfrak{T}_{3}$ the following holds.

$$
\begin{aligned}
\mathfrak{L}_{2}\left(a, \gamma\left(T_{1}\right), \gamma\left(T_{2}\right), \gamma\left(T_{3}\right)\right) & =\mathfrak{L}_{2}\left(\gamma(a), T_{1}, T_{2}, T_{3}\right) \quad \text { and } \\
\mathfrak{L}_{2}\left(a, \widetilde{T}_{1}, \widetilde{T}_{2}, \widetilde{T}_{3}\right) & \leq \mathfrak{L}_{2}\left(a, T_{1}, T_{2}, T_{3}\right),
\end{aligned}
$$

if for some $i, j \in\{1, \ldots, k\}$ with $a_{i} \leq a_{j}$, and $1 \leq \alpha<\beta \leq 3, j \in T_{\alpha}, i \in T_{\beta}$, $\widetilde{T}_{\alpha}=\left(T_{\alpha} \backslash\{j\}\right) \cup\{i\}$, and $\widetilde{T}_{\beta}=\left(T_{\beta} \backslash\{i\}\right) \cup\{j\}$, and $\widetilde{T}_{\rho}=T_{\rho}$ for $\rho \notin\{\alpha, \beta\}$.

Problem 9.89. Suppose that for $\theta \in \Delta^{k}, \mathfrak{L}_{1}\left(\theta, T_{1}, T_{2}\right)=L_{1}\left(\theta, T_{2}\right),\left(T_{1}, T_{2}\right) \in \mathfrak{T}_{2}$, and $\mathfrak{L}_{2}\left(\theta, T_{1}, T_{2}, T_{3}\right)=L_{2}\left(\theta, T_{2} \cup T_{3}, T_{3}\right),\left(T_{1}, T_{2}, T_{3}\right) \in \mathfrak{T}_{3}$. Then for $m=1,2$ the following holds. $L_{m}$ satisfies the respective conditions (9.87) and (9.88) if and only if $\mathfrak{L}_{m}$ has the property $\mathfrak{D}(m, \Delta)$.

The key lemma of this section is as follows.
Lemma 9.90. Suppose $\mathrm{K}: \mathfrak{B}_{A^{k}} \times B^{k} \rightarrow_{k}[0,1]$ is permutation invariant and has the DT property; see Definition 9.17. If $\mathfrak{L}_{1}$ has the property $\mathfrak{D}(1, A)$ and

$$
\begin{equation*}
\widetilde{\mathfrak{L}}_{1}\left(b, T_{1}, T_{2}\right)=\int \mathfrak{L}_{1}\left(a, T_{1}, T_{2}\right) \mathrm{K}(d a \mid b), \quad b \in B^{k},\left(T_{1}, T_{2}\right) \in \mathfrak{T}_{2} \tag{9.89}
\end{equation*}
$$

then $\widetilde{\mathfrak{L}}_{1}$ has the property $\mathfrak{D}(1, B)$. If $\mathfrak{L}_{2}$ has the property $\mathfrak{D}(2, A)$ and

$$
\begin{equation*}
\widetilde{\mathfrak{L}}_{2}\left(b, T_{1}, T_{2}, T_{3}\right)=\int \mathfrak{L}_{2}\left(a, T_{1}, T_{2}, T_{3}\right) \mathrm{K}(d a \mid b), b \in B^{k},\left(T_{1}, T_{2}, T_{3}\right) \in \mathfrak{T}_{3} \tag{9.90}
\end{equation*}
$$

then $\widetilde{\mathfrak{L}}_{2}$ has the property $\mathfrak{D}(2, B)$.
Proof. The proof can be reduced to the proof of Lemma 9.27. For fixed $i, j \in\{1, \ldots, k\}$ and $a=\left(a_{1}, \ldots, a_{k}\right) \in A^{k}$ we denote by $a^{(i, j)}$ the vector for
which the components $a_{i}$ and $a_{j}$ are interchanged whereas the other components remain unchanged. Let $M, L$ be two nonnegative measurable functions on $A^{k}$ that have the following properties

$$
\begin{equation*}
L\left(a^{(i, j)}\right)=M(a) \quad \text { and } \quad L(a) I_{\left[a_{i}, \infty\right)}\left(a_{j}\right) \geq M(a) I_{\left[a_{i}, \infty\right)}\left(a_{j}\right) \tag{9.91}
\end{equation*}
$$

We have shown in the proof of Lemma 9.27 that for $b_{i} \leq b_{j}$ it holds

$$
\int L(a) \mathrm{K}(d a \mid b) \geq \int M(a) \mathrm{K}(d a \mid b)
$$

Let $T_{1}, T_{2}$ be a partition of $S_{2}$. Suppose that $a_{i} \leq a_{j}$ for some $i \in S_{1}$ and $j \neq S_{1}$. Set $L(a)=\mathfrak{L}_{1}\left(a, T_{1}, T_{2}\right)$. Then $L\left(a^{(i, j)}\right)=\mathfrak{L}_{1}\left(a, \widetilde{T}_{1}, \widetilde{T}_{2}\right)=: M(a)$.The property $\mathfrak{D}(1, A)$ for $\mathfrak{L}_{1}$ implies that (9.91) is satisfied and the first statement follows. The proof of the second statement is similar.

The risk of a two-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ at $\theta \in \Delta^{k}$ is defined by

$$
\begin{aligned}
& \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi}))=\sum_{S_{2} \subseteq S_{1}} L_{1}\left(\theta, S_{2}\right) \mathrm{E}_{\theta}\left[\xi\left(\mathbf{U}_{1}\right) \varphi_{\left|S_{2}\right|}\left(\mathbf{U}_{1}\right) \psi_{S_{2}| | S_{2} \mid}\left(\mathbf{U}_{1}\right)\right] \\
& +\sum_{\emptyset \neq S_{2} \subseteq S_{1}} \sum_{S_{3} \subseteq S_{2}} L_{2}\left(\theta, S_{2}, S_{3}\right) \mathrm{E}_{\theta}\left[\left(1-\xi\left(\mathbf{U}_{1}\right)\right) \widetilde{\varphi}_{\left|S_{2}\right|}\left(\mathbf{U}_{1}\right) \widetilde{\psi}_{S_{2}| | S_{2} \mid}\left(\mathbf{U}_{1}\right)\right. \\
& \left.\times \varphi_{\left|S_{3}\right| \mid S_{2}}\left(\mathbf{U}_{1}, p_{S_{2}}\left(\mathbf{U}_{2}\right)\right) \psi_{S_{3}| | S_{3} \mid, S_{2}}\left(\mathbf{U}_{1}, p_{S_{2}}\left(\mathbf{U}_{2}\right)\right)\right]
\end{aligned}
$$

which, apparently, is finite. The Bayes risk under a permutation invariant prior $\Pi$ on the Borel sets of $\Delta^{k}$ is used to establish $\psi^{\text {nat }}$ and $\tilde{\psi}^{\text {nat }}$ as improvements over $\psi$ and $\tilde{\psi}$, respectively, of a permutation invariant two-stage selection rule, similarly as has been done in Proposition 9.59. Again, also here, the question regarding the optimization of $\varphi$ and $\tilde{\varphi}$, which decide on the sizes of the subsets to be selected, remains open as this depends on the form of the loss functions chosen for the individual stages and on the prior; see Gupta and Miescke (1984b). The Bayes risk is defined by

$$
\mathrm{r}(\Pi,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi}))=\int \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})) \Pi(d \theta)
$$

To evaluate this risk we turn to the Bayes model

$$
\begin{aligned}
(\Omega, \mathfrak{F}, \mathbb{P}) & =\left(\mathcal{X}^{N_{q}} \times \Delta^{k}, \mathfrak{A}^{\otimes N_{q}} \otimes \mathfrak{B}_{\Delta^{k}}, \mathrm{P}_{N_{q}} \otimes \Pi\right), \\
\mathrm{P}_{N_{q}}(\cdot \mid \theta) & =\bigotimes_{i=1}^{k} \bigotimes_{m=1}^{q} P_{\theta_{i}}^{\otimes n_{m}}
\end{aligned}
$$

and denote by $\Theta$ the projection of $\mathcal{X}^{N_{q}} \times \Delta^{k}$ on $\Delta^{k}$. Then by Problem 9.79

$$
\frac{d\left(\left(\bigotimes_{i=1}^{k} Q_{\theta_{i}}^{* n_{1}}\right) \otimes\left(\bigotimes_{i=1}^{k} Q_{\theta_{i}}^{* n_{2}}\right)\right)}{d\left(\boldsymbol{\nu}_{n_{1}}^{\otimes k} \otimes \boldsymbol{\nu}_{n_{2}}^{\otimes k}\right)}\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)=f_{N_{2}, \theta}\left(\mathbf{u}_{1}+\mathbf{u}_{2}\right) .
$$

Introduce the marginal density, conditional density, and conditional distribution by

$$
\begin{align*}
\mathbf{m}_{n_{1}, n_{2}}(\mathbf{w}) & =\int f_{N_{2}, \theta}(\mathbf{w}) \Pi(d \theta) \quad \text { and } \quad f(\theta \mid \mathbf{w})=\frac{f_{N_{2}, \theta}(\mathbf{w})}{\mathrm{m}_{n_{1}, n_{2}}(\mathbf{w})}, \mathbf{w} \in \mathbb{R}^{k} \\
\mathrm{~K}(B \mid \mathbf{w}) & =\int I_{B}(\theta) f(\theta \mid \mathbf{w}) \Pi(d \theta), \quad \mathbf{w} \in \mathbb{R}^{k} \tag{9.92}
\end{align*}
$$

The expression for $f_{N_{2}, \theta}(\mathbf{w})$ in (9.83) gives

$$
\begin{align*}
f(\theta \mid \mathbf{w})=\left(\int\right. & \left.\exp \left\{\mathbf{w}^{T} \theta-N_{2} \sum_{i=1}^{k} K\left(\theta_{i}\right)\right\} \Pi(d \theta)\right)^{-1}  \tag{9.93}\\
& \times \exp \left\{\mathbf{w}^{T} \theta-N_{2} \sum_{i=1}^{k} K\left(\theta_{i}\right)\right\}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
\mathbb{E} h\left(\Theta, \mathbf{U}_{1}, \mathbf{U}_{2}\right)=\mathbb{E} \int h\left(\theta, \mathbf{U}_{1}, \mathbf{U}_{2}\right) \mathrm{K}\left(d \theta \mid \mathbf{U}_{1}+\mathbf{U}_{2}\right) \tag{9.94}
\end{equation*}
$$

for every $h: \Delta^{k} \times \mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow_{m} \mathbb{R}_{+}$. This implies that $\mathbf{U}_{1}+\mathbf{U}_{2}$ is Bayes sufficient and the kernel K in (9.92) is a regular conditional distribution of $\Theta$ given $\mathbf{U}_{1}, \mathbf{U}_{2}$. Then the Bayes risk of a two-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ under a prior $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$ can be represented as follows.

$$
\begin{align*}
& \mathrm{r}(\Pi,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi}))  \tag{9.95}\\
= & \mathbb{E}\left[\xi\left(\mathbf{U}_{1}\right) \sum_{r_{2}=0}^{k} \varphi_{r_{2}}\left(\mathbf{U}_{1}\right) \sum_{S_{2} \subseteq S_{1},\left|S_{2}\right|=r_{2}} \psi_{S_{2} \mid r_{2}}\left(\mathbf{U}_{1}\right) \mathbb{E}\left(L_{1}\left(\Theta, S_{2}\right) \mid \mathbf{U}_{1}\right)\right. \\
& +\left(1-\xi\left(\mathbf{U}_{1}\right)\right) \sum_{r_{2}=1}^{k} \widetilde{\varphi}_{r_{2}}\left(\mathbf{U}_{1}\right) \sum_{S_{2} \subseteq S_{1},\left|S_{2}\right|=r_{2}} \tilde{\psi}_{S_{2} \mid r_{2}}\left(\mathbf{U}_{1}\right) \\
& \times \mathbb{E}\left\{\sum_{r_{3}=0}^{r_{2}} \varphi_{r_{3} \mid S_{2}}\left(\mathbf{U}_{1}, p_{S_{2}}\left(\mathbf{U}_{2}\right)\right)\right. \\
& \left.\left.\times \sum_{S_{3} \subseteq S_{2},\left|S_{3}\right|=r_{3}} \psi_{S_{3} \mid r_{3}, S_{2}}\left(\mathbf{U}_{1}, p_{S_{2}}\left(\mathbf{U}_{2}\right)\right) \mathbb{E}\left(L_{2}\left(\Theta, S_{2}, S_{3}\right) \mid \mathbf{U}_{1}, \mathbf{U}_{2}\right) \mid \mathbf{U}_{1}\right\}\right] .
\end{align*}
$$

Now we can state the following.
Theorem 9.91. Given the model $\mathcal{M}_{m s s 1}$ in (9.80) and the decision space $\mathcal{D}_{2 s t}$ let the loss $L_{1}$ and $L_{2}$ satisfy (9.87) and (9.88). Then for every permutation invariant two-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ it holds

$$
\mathrm{R}\left(\theta,\left(\xi, \varphi, \tilde{\varphi}, \psi^{n a t}, \tilde{\psi}\right)\right) \leq \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})), \quad \theta \in \Delta^{k}
$$

Proof. For a fixed permutation invariant prior $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta^{k}}\right)$ it follows from (9.94) that for $\mathbf{W}_{2}=\mathbf{U}_{1}+\mathbf{U}_{2}$ and every $S_{3} \subseteq S_{2} \subseteq S_{1}$,

$$
\mathbb{E}\left(L_{2}\left(\Theta, S_{2}, S_{3}\right) \mid \mathbf{U}_{1}, \mathbf{U}_{2}\right)=\int L_{2}\left(\theta, S_{2}, S_{3}\right) \mathrm{K}\left(d \theta \mid \mathbf{W}_{2}\right), \quad \mathbb{P} \text {-a.s. }
$$

It follows from (9.48) and (9.92) that the kernel K is permutation invariant. Taking in addition into account Problem 9.19 we see from (9.48) that K has
the DT property. Consider now $\mathfrak{L}_{2}$ that has been introduced in Problem 9.89. According to the statement there, because $L_{2}$ has the properties (9.87) and (9.88), $\mathfrak{L}_{2}$ has the property $\mathfrak{D}(2, \Delta)$. Let

$$
\begin{equation*}
\tilde{\mathfrak{L}}_{2}\left(\mathbf{w}, T_{1}, T_{2}, T_{3}\right)=\int_{\Delta^{k}} \mathfrak{L}_{2}\left(\theta, T_{1}, T_{2}, T_{3}\right) \mathrm{K}(d \theta \mid \mathbf{w}) \tag{9.96}
\end{equation*}
$$

Then by Lemma $9.90 \tilde{\mathfrak{L}}_{2}$ has the property $\mathfrak{D}(2, \mathbb{R})$. Let $S_{2} \subseteq S_{1}$ and $r_{3} \leq$ $\left|S_{2}\right|$ be fixed, and set $\left(T_{1}, T_{2}, T_{3}\right)=\left(S_{1} \backslash S_{2}, S_{2} \backslash S_{3}, S_{3}\right)$. $\tilde{\mathfrak{L}}_{2}\left(w, T_{1}, T_{2}, T_{3}\right)$ is minimized, subject to $S_{3} \subseteq S_{2}$ and $\left|S_{3}\right|=r_{3}$, for those $S_{3}$ that are associated with $r_{3}$ of the largest $w_{i}, i \in S_{2}$. It should be noted here that the $w_{j}$ with $j \in S_{1} \backslash S_{2}$ do not play any role at this point. Since at every $\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)$ with $\mathbf{u}_{1}+\mathbf{u}_{2}=\mathbf{w}$ we have $\psi_{\cdot \mid r_{3}, S_{2}}^{n a t}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right)\right)$ as the uniform distribution on these sets (see Definition 9.87), the minimum posterior risk is achieved if every $\psi_{S_{3} \mid r_{3}, S_{2}}$ in (9.95) is replaced with the corresponding $\psi_{S_{3} \mid r_{3}, S_{2}}^{n a t}$.

At Stage 1, the same arguments used above hold analogously, just in a simpler setting with $\mathbf{W}_{1}=\mathbf{U}_{1}$, and the minimum posterior risk is achieved if every $\psi_{S_{2} \mid r_{2}}$ in (9.95) is replaced with the corresponding $\psi_{S_{2} \mid r_{2}}^{n a t}$. Thus, altogether, we get

$$
\mathrm{r}\left(\Pi,\left(\xi, \varphi, \tilde{\varphi}, \psi^{n a t}, \tilde{\psi}\right)\right) \leq \mathrm{r}(\Pi,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi}))
$$

Finally, let $\theta_{0} \in \Delta^{k}$ be fixed and let $\Lambda_{\theta_{0}}$ be the prior that contributes mass $1 / k$ ! to every $\gamma\left(\theta_{0}\right), \gamma \in \Pi_{k}$. Note that if some coordinates in $\theta_{0}$ are equal, then $\gamma_{1}\left(\theta_{0}\right)=\gamma_{2}\left(\theta_{0}\right)$ may occur for some $\gamma_{1}, \gamma_{2} \in \Pi_{k}$. In this case $\Lambda_{\theta_{0}}\left(\gamma_{1}\left(\theta_{0}\right)\right)$ is the appropriate multiple of $1 / k!$. Because for every permutation invariant two-stage rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$, by (5.20) in Lemma 5.27 , we have

$$
\begin{equation*}
\mathrm{r}\left(\Lambda_{\theta},(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})\right)=\mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})), \quad \theta \in \Delta^{k} \tag{9.97}
\end{equation*}
$$

and $\Lambda_{\theta}$ is permutation invariant for every $\theta \in \Delta^{k}$, the proof is completed.
Remark 9.92. Suppose we replace in (9.95) the decisions $\psi_{S_{3} \mid r_{3}, S_{2}}\left(\mathbf{U}_{1}, p_{S_{2}}\left(\mathbf{U}_{2}\right)\right)$ by decisions of the form $\psi_{S_{3} \mid r_{3}, S_{2}}\left(\mathbf{U}_{1}, \mathbf{U}_{2}\right)$. Then, according to the above proof, the natural decision functions $\psi_{S_{3} \mid r_{3}, S_{2}}^{\text {nat }}\left(\mathbf{U}_{1}, p_{S_{2}}\left(\mathbf{U}_{2}\right)\right)$ would still be optimal. That for $S_{2} \subseteq S_{1}$ and $r_{3} \leq r_{2}$ only the observations $p_{S_{2}}\left(\mathbf{U}_{1}\right)$ and $p_{S_{2}}\left(\mathbf{U}_{2}\right)$ are relevant for the optimization of $S_{3}$ at Stage 2, and in fact only $p_{S_{2}}\left(\mathbf{U}_{1}\right)+p_{S_{2}}\left(\mathbf{U}_{2}\right)$ is used, is due to the special structure of the two-stage selection rules and the loss.

Problem 9.93. Show that Proposition 9.59 is a special case of Theorem 9.91.
The two-stage selection rules in Examples 9.76, 9.77, and 9.78 employ $\psi^{\text {nat }}$, which is under any loss that satisfies (9.87) and (9.88), according to the last theorem, the optimal choice.

Next, we consider several applications and extensions of Theorem 9.91, mainly for situations where in addition to $\psi$ also $\tilde{\psi}$ can be improved. This turns out to be a more challenging task. To optimize a Bayes procedure, or
some part of it, at Stage 1 we have to know the Bayes posterior risk to be expected at Stage 2. This means that the optimization process has to go backwards, starting with Stage 2. Once Stage 2 has been optimized, then we have to move back to Stage 1 and optimize that as well. This process is called backward optimization.

To prepare for the next results we need some results on log-concave exponential families. We assume that the dominating measure $\boldsymbol{\mu}$ for the oneparameter exponential family $P_{\theta}$ is absolutely continuous with respect to the Lebesgue measure $\boldsymbol{\lambda}$. It should be pointed out that discrete exponential families can also be treated in this setting by utilizing the interpolation technique from Proposition 2.58. In the case of Lebesgue densities that is considered here we suppose that

$$
\frac{d Q_{\theta}}{d \boldsymbol{\lambda}}(t)=\exp \{\theta t-K(\theta)\} d(t), \quad d=\frac{d \boldsymbol{\mu}}{d \boldsymbol{\lambda}} .
$$

Without loss of generality we may assume that $d$ is a probability density and $0 \in \Delta$. Otherwise we turn to $\exp \left\{\theta_{0} T(x)-K\left(\theta_{0}\right)\right\} d(t)$ for some fixed $\theta_{0}$. The exponential family is called log-concave if $d(t)$ is positive on some interval and $\ln d(t)$ is concave. Obviously $\ln d(t)$ is concave if and only if $\ln \left(d Q_{\theta} / d \boldsymbol{\lambda}\right)$ is concave.

Problem 9.94.* If the density $d(t)$ is log-concave, then for every $m$ the distribution $Q_{\theta}^{* m}$ has the $\boldsymbol{\lambda}$-density

$$
f_{\theta}^{(m)}(u)=\exp \{\theta u-r K(\theta)\} d_{r}(u),
$$

which is again log-concave. Here $d_{1}=d$, and for $r=2,3, \ldots, d_{r}(u)$ denotes the $r$-fold convolution of $d$ which is defined by

$$
d_{r}(u)=\int d_{r-1}(u-s) d(s) d s
$$

We assume now that the distribution of $T\left(X_{i, j}^{(m)}\right)$ has the Lebesgue density

$$
q_{\theta_{i}}(t)=\exp \left\{\theta_{i} t-K\left(\theta_{i}\right)\right\} d(t), \quad t \in \mathbb{R}, \theta_{i} \in \Delta
$$

$j=1, \ldots, n_{i}, i=1, \ldots, k, m=1,2$. Then the Lebesgue density of $\mathbf{U}_{m}$ is

$$
\begin{aligned}
& f_{\theta}^{(m)}(\mathbf{u})=\exp \left\{\theta^{T} \mathbf{u}-K_{n_{m}}(\theta)\right\} \mathbf{d}_{n_{m}}(\mathbf{u}), \quad \mathbf{u} \in \mathbb{R}^{k}, \theta \in \Delta^{k}, \quad \text { where } \\
& K_{n_{m}}(\theta)=n_{m} \sum_{i=1}^{n_{m}} K\left(\theta_{i}\right), \quad \mathbf{d}_{n_{m}}(\mathbf{u})=\Pi_{i=1}^{k} d_{n_{m}}\left(u_{i}\right), \quad m=1,2
\end{aligned}
$$

Lemma 9.95. Let $\Pi$ be a permutation invariant prior on $\mathfrak{B}_{\Delta^{k}}$. Based on the joint distribution of $\left(\Theta, \mathbf{W}_{1}, \mathbf{W}_{2}\right)$, where $\mathbf{W}_{1}=\mathbf{U}_{1}$ and $\mathbf{W}_{2}=\mathbf{U}_{1}+\mathbf{U}_{2}$, let $P_{w}^{\Pi}$ be the conditional distribution of $\mathbf{W}_{2}$, given $\mathbf{W}_{1}=w$. If the function $d: B \rightarrow_{m} \mathbb{R}_{+}$is positive and log-concave, then there is a regular version of the conditional distribution $P_{w}^{\Pi}$ so that the stochastic kernel $\mathrm{P}^{\Pi}=\left(P_{w}^{\Pi}\right)_{w \in \mathbb{R}^{k}}$ is permutation invariant and $D T$.

Proof. The translation invariance of $\boldsymbol{\lambda}_{k}$ yields for every $h: \mathbb{R}^{2 k} \rightarrow \mathbb{R}_{+}$

$$
\begin{aligned}
& \mathbb{E} h\left(\mathbf{U}_{1}, \mathbf{U}_{1}+\mathbf{U}_{2}\right) \\
& =\int\left(\int\left[\int h\left(\mathbf{u}_{1}, \mathbf{u}_{1}+\mathbf{u}_{2}\right) f_{\theta}^{(1)}\left(\mathbf{u}_{1}\right) f_{\theta}^{(2)}\left(\mathbf{u}_{2}\right) \Pi(d \theta)\right] \boldsymbol{\lambda}_{k}\left(d \mathbf{u}_{1}\right)\right) \boldsymbol{\lambda}_{k}\left(d \mathbf{u}_{2}\right) \\
& =\int\left(\int\left[\int h\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right) f_{\theta}^{(1)}\left(\mathbf{s}_{1}\right) f_{\theta}^{(2)}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right) \Pi(d \theta)\right] \boldsymbol{\lambda}_{k}\left(d \mathbf{s}_{1}\right)\right) \boldsymbol{\lambda}_{k}\left(d \mathbf{s}_{2}\right)
\end{aligned}
$$

This shows that the conditional density of $\mathbf{U}_{1}+\mathbf{U}_{2}$, given $\mathbf{U}_{1}$, is given by

$$
\xi^{(2)}\left(\mathbf{s}_{2} \mid \mathbf{s}_{1}\right)=\frac{\int f_{\theta}^{(1)}\left(\mathbf{s}_{1}\right) f_{\theta}^{(2)}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right) \Pi(d \theta)}{\int\left[\int f_{\theta}^{(1)}\left(\mathbf{s}_{1}\right) f_{\theta}^{(2)}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right) \Pi(d \theta)\right] \boldsymbol{\lambda}_{k}\left(d \mathbf{s}_{2}\right)}=: \frac{\varphi\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right)}{\psi\left(\mathbf{s}_{1}\right)} .
$$

It holds

$$
\begin{aligned}
\varphi\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right)= & \int \\
& \exp \left\{\theta^{T} \mathbf{s}_{1}-K_{n_{1}}(\theta)\right\} \mathbf{d}_{n_{1}}\left(\mathbf{s}_{1}\right) \\
& \times \exp \left\{\theta^{T}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right)-K_{n_{2}}(\theta)\right\} \mathbf{d}_{n_{2}}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right) \Pi(d \theta) \\
= & \int \exp \left\{\theta^{T} \mathbf{s}_{2}-K_{n_{1}}(\theta)-K_{n_{2}}(\theta)\right\} \Pi(d \theta) \mathbf{d}_{n_{2}}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right) \mathbf{d}_{n_{1}}\left(\mathbf{s}_{1}\right) \\
\psi\left(\mathbf{s}_{1}\right)= & \int \exp \left\{\theta^{T} \mathbf{s}_{1}-K_{n_{1}}(\theta)\right\} \\
\times & {\left[\int \exp \left\{\theta^{T}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right)-K_{n_{2}}(\theta)\right\} \mathbf{d}_{n_{2}}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right) \boldsymbol{\lambda}_{k}\left(d \mathbf{s}_{2}\right)\right] \Pi(d \theta) \mathbf{d}_{n_{1}}\left(\mathbf{s}_{1}\right) . }
\end{aligned}
$$

As $\boldsymbol{\lambda}_{k}$ is translation invariant and $\exp \left\{\theta^{T} \mathbf{w}-K_{n_{2}}(\theta)\right\} \mathbf{d}_{n_{2}}(\mathbf{w})$ is a density we get

$$
\psi\left(\mathbf{s}_{1}\right)=\mathbf{d}_{n_{1}}\left(\mathbf{s}_{1}\right) \int \exp \left\{\theta^{T} \mathbf{s}_{1}-K_{n_{1}}(\theta)\right\} \Pi(d \theta)
$$

and

$$
\xi^{(2)}\left(\mathbf{s}_{2} \mid \mathbf{s}_{1}\right)=g\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right) \mathbf{d}_{n_{1}}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right),
$$

where

$$
g\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right)=\frac{\int \exp \left\{\theta^{T} \mathbf{s}_{2}-K_{N_{2}}(\theta)\right\} \Pi(d \theta)}{\int \exp \left\{\theta^{T} \mathbf{s}_{1}-K_{N_{1}}(\theta)\right\} \Pi(d \theta)},
$$

$N_{1}=n_{1}, N_{2}=n_{1}+n_{2}$, and $g\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right)$ is permutation invariant, i.e., $g\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right)=$ $g\left(\gamma\left(\mathbf{s}_{1}\right), \gamma\left(\mathbf{s}_{2}\right)\right)$. By considering $s_{1, i}$ as a parameter we get from Problem 9.94 and Proposition 2.20 that $d_{N_{1}}\left(s_{2, i}-s_{1, i}\right)$ as a function of $s_{2, i}$ has MLR in $s_{2, i}$. Hence $\mathbf{d}_{N_{1}}\left(\mathbf{s}_{2}-\mathbf{s}_{1}\right)$ satisfies the conditions (9.39) and (9.40). The permutation invariance of $g$ shows that $\xi^{(2)}\left(\mathbf{s}_{2} \mid \mathbf{s}_{1}\right)$ also satisfies (9.39) and (9.40). An application of Problem 9.19 completes the proof.

For the backward optimization we also need the following.
Lemma 9.96. Let $A \subseteq \mathbb{R}$ be a fixed Borel set. Suppose that the function $\mathfrak{L}_{2}$ has the property $\mathfrak{D}(2, A)$. For every $a \in A^{k}$ and $\left(T_{1}, T_{2}\right) \in \mathfrak{T}_{2}$ let

$$
\begin{equation*}
\mathfrak{L}_{1}\left(a, T_{1}, T_{2}\right)=\min \left\{\mathfrak{L}_{2}\left(a,\left(T_{1}, \widehat{T}_{2}, \widehat{T}_{3}\right): \widehat{T}_{2} \cup \widehat{T}_{3}=T_{2}, \widehat{T}_{2} \cap \widehat{T}_{3}=\emptyset\right\}\right. \tag{9.98}
\end{equation*}
$$

Then $\mathfrak{L}_{1}$ has the property $\mathfrak{D}(1, A)$.
Proof. Let $a \in A^{k},\left(T_{1}, T_{2}\right) \in \mathfrak{T}_{2}$, and $\gamma \in \Pi_{k}$ be fixed. As $\mathfrak{L}_{2}$ is permutation invariant in the sense of Definition 9.88,

$$
\begin{aligned}
& \mathfrak{L}_{1}\left(\gamma(a), T_{1}, T_{2}\right) \\
= & \min \left\{\mathfrak{L}_{2}\left(a, \gamma\left(T_{1}\right), T_{2}^{*}, T_{3}^{*}\right): T_{2}^{*} \cup T_{3}^{*}=\gamma\left(T_{2}\right), T_{2}^{*} \cap T_{3}^{*}=\emptyset\right\} \\
= & \mathfrak{L}_{1}\left(a, \gamma\left(T_{1}\right), \gamma\left(T_{2}\right)\right),
\end{aligned}
$$

which means that $\mathfrak{L}_{1}$ in permutation invariant.
Suppose that for some fixed $i, j \in\{1, \ldots, k\}$ with $a_{i} \leq a_{j}$ we have $j \in T_{1}$ and $i \in T_{2}$. Let $\widetilde{T}_{1}=\left(T_{1} \backslash\{j\}\right) \cup\{i\}$ and $\widetilde{T}_{2}=\left(T_{2} \backslash\{i\}\right) \cup\{j\}$. Moreover, we distinguish between two types of decompositions $\widehat{T}_{2}, \widehat{T}_{3}$ of $T_{2}$. The first is where $i \in \widehat{T}_{2}$. Here we set $\bar{T}_{2}=\left(\widehat{T}_{2} \backslash\{i\}\right) \cup\{j\}$ and $\bar{T}_{3}=\widehat{T}_{3}$. The second is where $i \in \widehat{T}_{3}$. Here we set $\bar{T}_{2}=\widehat{T}_{2}$ and $\bar{T}_{3}=\left(\widehat{T}_{3} \backslash\{i\}\right) \cup\{j\}$. For either type $\bar{T}_{2}, \bar{T}_{3}$ is a decomposition of $\widetilde{T}_{2}$, and

$$
\mathfrak{L}_{2}\left(a, \widetilde{T}_{1}, \bar{T}_{2}, \bar{T}_{3}\right) \leq \mathfrak{L}_{2}\left(a,\left(T_{1}, \widehat{T}_{2}, \widehat{T}_{3}\right)\right.
$$

which implies that $\mathfrak{L}_{1}\left(a, \widetilde{T}_{1}, \widetilde{T}_{2}\right) \leq \mathfrak{L}_{1}\left(a, T_{1}, T_{2}\right)$.
Remark 9.97. Sometimes restrictions on the sizes of the subsets to be selected are imposed on a two-stage selection rule which affects $\varphi$ and $\tilde{\varphi}$. Customized versions of Lemma 9.96 have then to be created and proved in a similar manner. The minimum in (9.98) has to be restricted and the proof adjusted accordingly.

The next result is derived by backward optimization.
Theorem 9.98. Suppose that the underlying exponential family is strongly unimodal with an everywhere positive density. Let the loss functions $L_{1}$ and $L_{2}$ satisfy (9.87) and (9.88). Let $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ be a permutation invariant twostage selection rule that does not stop at Stage 1 and has a fixed predetermined subset size $R_{3} \geq 1$ for selections at Stage 2. Then it holds

$$
\mathrm{R}\left(\theta,\left(\xi, \varphi, \tilde{\varphi}, \psi^{n a t}, \tilde{\psi}^{n a t}\right)\right) \leq \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})), \quad \theta \in \Delta^{k}
$$

Proof. Let $\Pi$ be any permutation invariant prior on $\mathfrak{B}_{\Delta^{k}}$ that has a finite support, and thus the Bayes risk of $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ is finite. In (9.95), by assumption, we have $\xi=0$ and $\varphi_{R_{3} \mid S_{2}}=1$.

At Stage 2, by Theorem 9.91, the component of $\psi^{\text {nat }}$ associated with Stage 2 is optimal. Let $r_{2} \in\{1, \ldots, k\}$ and $S_{2} \subseteq S_{1}$ with $\left|S_{2}\right|=r_{2}$ be fixed. Set $T_{1}=S_{1} \backslash S_{2}$ and $T_{2}=S_{2}$. Within $\mathbb{E}\left\{\cdot \mid \mathbf{U}_{1}\right\}$ of (9.95) we insert $\varphi_{R_{3} \mid S_{2}}=1$ and $\psi_{S_{3} \mid R_{3}, S_{2}}=\psi_{S_{3} \mid R_{3}, S_{2}}^{n a t}$. Then the conditional expectation $\mathbb{E}\left\{\cdot \mid \mathbf{U}_{1}\right\}$ in (9.95) turns out to be

$$
\tilde{\mathfrak{H}}\left(\mathbf{U}_{1}, T_{1}, T_{2}\right)=\mathbb{E}\left(\mathfrak{H}\left(\mathbf{W}_{2}, T_{1}, T_{2}\right) \mid \mathbf{U}_{1}\right), \quad \text { where }
$$

$$
\mathfrak{H}\left(w, T_{1}, T_{2}\right)=\min \left\{\tilde{\mathfrak{L}}_{2}\left(w, T_{1}, \widehat{T}_{2}, \widehat{T}_{3}\right): \widehat{T}_{2} \cup \widehat{T}_{3}=T_{2}, \widehat{T}_{2} \cap \widehat{T}_{3}=\emptyset,\left|\widehat{T}_{3}\right|=R_{3}\right\}
$$

for $w \in \mathcal{R}\left(\mathbf{W}_{2}\right)$, and where $\tilde{\mathfrak{L}}_{2}$ is defined in (9.96). The crucial point is that the component of $\psi^{n a t}$ at Stage 2 remains optimal even if the component of $\psi$ at Stage 2 were allowed to make use of $\left(\mathbf{U}_{1}, \mathbf{U}_{2}\right)$, and thus in particular of $\mathbf{W}_{2}=\mathbf{U}_{1}+\mathbf{U}_{2}$.

As stated in the proof of Theorem 9.91, $\tilde{\mathfrak{L}}_{2}$ has, by Lemma 9.90, the property $\mathfrak{D}\left(2, \mathcal{R}\left(W_{1,2}\right)\right)$. By Lemma 9.96 and Remark 9.97 it follows that $\mathfrak{H}$ has the property $\mathfrak{D}\left(1, \mathcal{R}\left(W_{1,2}\right)\right)$. Lemma 9.95 states that the conditional distribution of $\mathbf{W}_{2}$, given $\mathbf{W}_{1}$, is permutation invariant and DT. Therefore another application of Lemma 9.90 implies that $\tilde{\mathfrak{H}}$ has the property $\mathfrak{D}\left(1, \mathcal{R}\left(W_{1,1}\right)\right)$. As the Bayes risk has been reduced to

$$
\mathbb{E}\left[\sum_{r_{2}=1}^{k} \widetilde{\varphi}_{r_{2}}\left(\mathbf{U}_{1}\right) \sum_{S_{2} \subseteq S_{1},\left|S_{2}\right|=r_{2}} \widetilde{\psi}_{S_{2} \mid r_{2}}\left(\mathbf{U}_{1}\right) \tilde{\mathfrak{H}}\left(\mathbf{U}_{1}, S_{1} \backslash S_{2}, S_{2}\right)\right]
$$

apparently $\tilde{\psi}_{S_{2} \mid r_{2}}^{n a t}$ is optimal. In view of (9.97) the proof is completed.
The above results on two-stage selection rules have been presented in slightly different form in Gupta and Miescke (1983). They are special cases of results in Gupta and Miescke (1984a) on $q$-stage selection rules. The proofs for the latter are similar to those given above, but more involved. These more general results are reported below without proofs. We recall that the model is assumed to be from (9.82) and the observations are explained by (9.81) and (9.84). For the $m+1$ subsets of populations that are selected up to the end of Stage $m$ we introduce the notation

$$
\begin{equation*}
\mathbf{S}_{m+1}=\left(S_{1}, \ldots, S_{m+1}\right), \quad S_{1} \supseteq S_{2} \supseteq \cdots \supseteq S_{m+1}, \quad m=1, \ldots, q . \tag{9.99}
\end{equation*}
$$

$\mathbf{S}_{1}=S_{1}=\{1, \ldots, k\}$ are the populations available at the beginning of Stage 1. $\mathbf{S}_{2}=\left(S_{1}, S_{2}\right)$ means that at Stage 1 we start with populations $S_{1}$, sample from populations $S_{1}$ and select populations $S_{2} \subseteq S_{1}$, either as the terminal decision or to be sampled at Stage 2, and so on. $\mathbf{S}_{q+1}=\left(S_{1}, \ldots, S_{q+1}\right)$ means that at the end of Stage $q$ the terminal decision is the selection of $S_{q+1}$.

The decision space $\mathcal{D}_{q s t}$ is chosen to consist of $q$ components, one for decisions that make their terminal decision at the end of Stage $m, m=1, \ldots, q$. We set $\mathcal{D}_{q s t}=\bigcup_{m=1}^{q} \mathcal{D}_{m}$, where for $m=1, \ldots, q$,

$$
\begin{aligned}
\mathcal{D}_{m}= & \left\{\left(m, r_{2}, S_{2}, \ldots, r_{m+1}, S_{m+1}\right): S_{1} \supseteq S_{2} \supseteq \cdots \supseteq S_{m+1}, \quad\left|S_{i}\right|=r_{i}\right. \\
& \left.i=2, \ldots, m+1, k \geq r_{2} \geq r_{3} \geq \cdots \geq r_{m} \geq 1,0 \leq r_{m+1} \leq r_{m}\right\} .
\end{aligned}
$$

The $q$-stage selection rules are now introduced as distributions on $\mathcal{D}_{q s t}$ in dependence of the observations $\mathbf{V}_{q}=\left(\mathbf{U}_{1}, \ldots, \mathbf{U}_{q}\right)$ from (9.84). We consider functions $\widehat{\xi}_{\mathbf{S}_{m}}, \widehat{\varphi}_{r_{m+1} \mid \mathbf{S}_{m}}, \widehat{\psi}_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}: \mathrm{X}_{j=1}^{m} \mathbb{R}^{\left|S_{j}\right|} \rightarrow_{m}[0,1]$ and set

$$
\begin{aligned}
\xi_{\mathbf{S}_{m}}\left(\mathbf{v}_{m}\right) & =\widehat{\xi}_{\mathbf{S}_{m}}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right), \ldots, p_{S_{m}}\left(\mathbf{u}_{m}\right)\right), \\
\varphi_{r_{m+1} \mid \mathbf{S}_{m}}\left(\mathbf{v}_{m}\right) & =\widehat{\varphi}_{r_{m+1} \mid \mathbf{S}_{m}}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right), \ldots, p_{S_{m}}\left(\mathbf{u}_{m}\right)\right), \\
\psi_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}\left(\mathbf{v}_{m}\right) & =\widehat{\psi}_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}\left(\mathbf{u}_{1}, p_{S_{2}}\left(\mathbf{u}_{2}\right), \ldots, p_{S_{m}}\left(\mathbf{u}_{m}\right)\right),
\end{aligned}
$$

for $\left(m, r_{2}, S_{2}, \ldots, r_{m+1}, S_{m+1}\right) \in \mathcal{D}_{m}, \mathbf{v}_{m}=\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{m}\right) \in \mathbb{R}^{k m}$ and $m=$ $1, \ldots, q . \tilde{\varphi}_{r_{m+1} \mid \mathbf{S}_{m}}$ and $\tilde{\psi}_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}$ are set up analogously to $\varphi_{r_{m+1} \mid \mathbf{S}_{m}}$ and $\psi_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}$, respectively, for $m=1, \ldots, q-1$. We assume, analogously to (9.85) and (9.86), that for every fixed $m$ and $\mathbf{v}_{m}=\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{m}\right) \in \mathbb{R}^{k m}$ each function introduced above sums up to 1 over the range of objects on which it is defined.

Definition 9.99. A q-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ is, for every fixed $\mathbf{v}_{q}=\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{q}\right) \in \mathbb{R}^{k q}$, a distribution $\mathrm{D}\left(\cdot \mid \mathbf{v}_{q}\right)$ on $\mathcal{D}_{\text {qst }}$ that satisfies

$$
\begin{aligned}
& \mathrm{D}\left(\left\{\left(m, r_{2}, S_{2}, \ldots, r_{m+1}, S_{m+1}\right)\right\} \mid \mathbf{v}_{q}\right) \\
= & \prod_{j=1}^{m-1}\left(1-\xi_{\mathbf{S}_{j}}\left(\mathbf{v}_{j}\right)\right) \tilde{\varphi}_{r_{j+1} \mid \mathbf{S}_{j}}\left(\mathbf{v}_{j}\right) \tilde{\psi}_{S_{j+1} \mid r_{j+1}, \mathbf{S}_{j}}\left(\mathbf{v}_{j}\right) \\
& \times \xi_{\mathbf{S}_{m}}\left(\mathbf{v}_{m}\right) \varphi_{r_{m+1} \mid \mathbf{S}_{m}}\left(\mathbf{v}_{m}\right) \psi_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}\left(\mathbf{v}_{m}\right)
\end{aligned}
$$

for $\left(m, r_{2}, S_{2}, \ldots, r_{m+1}, S_{m+1}\right) \in \mathcal{D}_{m}, m=1, \ldots, q$, and also $\xi_{\mathbf{S}_{q}}\left(\mathbf{v}_{q}\right)=1$.
The interpretation of a $q$-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ is analogous to that given after Definition 9.80 and omitted here for brevity. The approach above can be extended to include sequential selection rules by letting $q \rightarrow \infty$. The Bechhofer-Kiefer-Sobel sequential selection rule of Example 9.74 is an example for such a rule.

Problem 9.100. Verify that the selection rules in Examples 9.75, 9.76, 9.77, and 9.78 are $q$-stage selection rules in the sense of Definition 9.99.

We focus again on the goal of optimizing the two components $\psi$ and $\tilde{\psi}$ of $q$-stage selection rules. Also here we have to restrict ourselves to permutation invariant $q$-stage selection rules, and to loss functions that are permutation invariant and favor selections of populations with larger parameters.

Let $m \in\{1, \ldots, q\}, \mathbf{S}_{m}=\left(S_{1}, \ldots, S_{m}\right), \mathbf{v}_{m}=\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{m}\right) \in \mathbb{R}^{k m}$, and $\gamma \in \Pi_{k}$, be fixed. We set $\gamma\left(\mathbf{S}_{m}\right)=\left(\gamma\left(S_{1}\right), \ldots, \gamma\left(S_{m}\right)\right)$, where $\gamma\left(S_{r}\right)=\{\gamma(i)$ : $\left.i \in S_{r}\right\}, r=1, \ldots, m$. Moreover, we set $\gamma\left(\mathbf{v}_{m}\right)=\left(\gamma\left(\mathbf{u}_{1}\right), \ldots, \gamma\left(\mathbf{u}_{m}\right)\right)$, where $\gamma\left(\mathbf{u}_{r}\right)=\left(u_{\gamma(1), r}, \ldots, u_{\gamma(k), r}\right), r=1, \ldots, m$.

Definition 9.101. A q-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ is called permutation invariant if the five types of decision functions are permutation invariant in the following sense. For any $\gamma \in \Pi_{k}$ and $m \in\{1, \ldots, q\}$ it holds $\mathbb{P}_{\mathbf{V}_{m}}$-a.s.

$$
\begin{aligned}
\xi_{\gamma\left(\mathbf{S}_{m}\right)}\left(\mathbf{v}_{m}\right) & =\xi_{\mathbf{S}_{m}}\left(\gamma\left(\mathbf{v}_{m}\right)\right), \\
\varphi_{r_{m+1} \mid \gamma\left(\mathbf{S}_{m}\right)}\left(\mathbf{v}_{m}\right) & =\varphi_{r_{m+1} \mid \mathbf{S}_{m}}\left(\gamma\left(\mathbf{v}_{m}\right)\right), \\
\psi_{\gamma\left(S_{m+1}\right) \mid r_{m+1}, \gamma\left(\mathbf{S}_{m}\right)}\left(\mathbf{v}_{m}\right) & =\psi_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}\left(\gamma\left(\mathbf{v}_{m}\right)\right),
\end{aligned}
$$

and for any $\gamma \in \Pi_{k}$ and $m \in\{1, \ldots, q-1\} \tilde{\varphi}$ and $\tilde{\psi}$ have the same properties as $\varphi$ and $\psi$, respectively.

Problem 9.102. Verify that the selection rules in Examples 9.75, 9.76, 9.77, and 9.78 are permutation invariant $q$-stage selection rules in the sense of Definition 9.101.

Finally, we adopt a class of loss functions that are permutation invariant and favor selections of populations with larger parameters. For $m=1, \ldots, q$, let $L_{m}\left(\theta, \mathbf{S}_{m+1}\right)$ be the loss that occurs at $\theta \in \Delta^{k}$ if at Stage $m$ the procedure stops and produces the subset configuration $\mathbf{S}_{m+1}$, where $L_{m}\left(\cdot, \mathbf{S}_{m+1}\right)$ : $\Delta^{k} \rightarrow_{m} \mathbb{R}_{+}$. Analogously to (9.87) and (9.88) we assume that

$$
\begin{equation*}
L_{m}\left(\theta, \gamma\left(\mathbf{S}_{m+1}\right)\right)=L_{m}\left(\gamma(\theta), \mathbf{S}_{m+1}\right), \quad \gamma \in \Pi_{k}, \theta \in \Delta^{k} \tag{9.100}
\end{equation*}
$$

and, moreover,

$$
\begin{equation*}
L_{m}\left(\theta, \widetilde{\mathbf{S}}_{m+1}\right) \leq L_{m}\left(\theta, \mathbf{S}_{m+1}\right) \tag{9.101}
\end{equation*}
$$

if for some $i, j \in\{1, \ldots, k\}$ with $\theta_{i} \leq \theta_{j}$ the following holds. For every $c \in$ $\{1, \ldots, m+1\}$ with $i \in S_{c}$ and $j \notin S_{c}, \widetilde{S}_{c}=\left(S_{c} \backslash\{i\}\right) \cup\{j\}$, and $\widetilde{S}_{c}=S_{c}$, otherwise. Thus, according to (9.101), a worse population should be eliminated at an earlier stage than a better population.

In permutation invariant selection problems, under a loss that satisfies (9.100) and (9.101), a $q$-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ can be improved by replacing $\psi$ by $\psi^{\text {nat }}$ and $\tilde{\psi}$ by $\tilde{\psi}^{\text {nat }}$, where $\psi^{\text {nat }}$ and $\tilde{\psi}^{\text {nat }}$ are defined below.

Definition 9.103. For every fixed $m \in\{1, \ldots, q\}, \mathbf{S}_{m}, r_{m+1} \leq\left|S_{m}\right|, \mathbf{v}_{m}=$ $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{m}\right) \in \mathbb{R}^{k m}$, and $\mathbf{w}_{m}=\left(w_{1, m}, \ldots, w_{k, m}\right)=\mathbf{u}_{1}+\cdots+\mathbf{u}_{m}$, let $\psi_{S_{m+1} \mid r_{m+1}, \mathbf{S}_{m}}^{n a t}\left(\mathbf{v}_{m}\right)$ be equal to a positive constant value for all $S_{m+1} \subseteq S_{m}$ with $\left|S_{m+1}\right|=r_{m+1}$ that satisfy

$$
\max \left\{w_{i, m}: i \in S_{m} \backslash S_{m+1}\right\} \leq \min \left\{w_{j, m}: j \in S_{m+1}\right\}
$$

and be zero otherwise. For $m \in\{1, \ldots, q-1\}$ let $\tilde{\psi}^{\text {nat }}$ be defined in the same way; that is, $\tilde{\psi}^{n a t}=\psi^{n a t}$.

Switching from a $q$-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ to $\left(\xi, \varphi, \tilde{\varphi}, \psi^{\text {nat }}, \tilde{\psi}^{n a t}\right)$ enforces that in the transition from any $S_{m}$ to $S_{m+1} \subseteq S_{m}$ only populations with the largest values of $w_{i, m}, i \in S_{m}$, are included in $S_{m+1}$.

In a first step we consider the switch from $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ to $\left(\xi, \varphi, \tilde{\varphi}, \psi^{\text {nat }}, \tilde{\psi}\right)$ which affects only the terminal decisions. Under a loss with the properties (9.100) and (9.101) a permutation invariant $q$-stage selection rule should be modified by making the terminal decisions with natural selection rules. This is the content of the next theorem, which has been proved in Gupta and Miescke (1984a). The technical tools used in the proof are straightforward generalizations of Definition 9.88, Problem 9.89, and Lemma 9.90 to the $q$ stage setting.

The risk of a $q$-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ at $\theta \in \Delta^{k}$ is given by

$$
\begin{align*}
& \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi}))=\sum_{m=1}^{q} \sum_{\mathbf{S}_{m+1}} L_{m}\left(\theta, \mathbf{S}_{m+1}\right)  \tag{9.102}\\
& \times \mathbf{E}_{\theta}\left[\prod_{j=1}^{m-1}\left(1-\xi_{\mathbf{S}_{j}}\left(\mathbf{V}_{j}\right)\right) \tilde{\varphi}_{\left|S_{j+1}\right| \mid \mathbf{S}_{j}}\left(\mathbf{V}_{j}\right) \tilde{\psi}_{S_{j+1} \| S_{j+1} \mid, \mathbf{S}_{j}}\left(\mathbf{V}_{j}\right)\right. \\
& \left.\times \xi_{\mathbf{S}_{m}}\left(\mathbf{V}_{m}\right) \varphi_{\left|S_{m+1}\right| \mid \mathbf{S}_{m}}\left(\mathbf{V}_{m}\right) \psi_{S_{m+1}| | S_{m+1} \mid, \mathbf{S}_{m}}\left(\mathbf{V}_{m}\right)\right]
\end{align*}
$$

where the second sum is with respect to $\mathbf{S}_{m+1}=\left(S_{1}, \ldots, S_{m+1}\right)$ with $S_{m+1} \subseteq$ $S_{m} \subseteq \cdots \subseteq S_{1}=\{1, \ldots, k\}$ and $S_{m} \neq \emptyset$, and where $\xi_{\mathbf{S}_{q}}=1$.

Remark 9.104. It should be pointed out that (9.102) holds also for untruncated (open sequential) procedures as long as they stop almost surely in finitely many steps and the risk is finite. One has to drop the assumption that $\xi_{\mathbf{s}_{q}}=1$ and then take $q=\infty$ in (9.102).

The Bayes risk under a permutation invariant prior $\Pi$ on the Borel sets of $\Delta^{k}$ can be used to establish $\psi^{n a t}$ and $\tilde{\psi}^{n a t}$ (see Definition 9.103) as improvements over $\psi$ and $\tilde{\psi}$, respectively, in a permutation invariant $q$-stage selection rule, similarly as has been done in Proposition 9.59. Again, also here, the question regarding the optimization of $\varphi$ and $\tilde{\varphi}$, which decide on the sizes of the subsets to be selected, remains open as this depends on the form of the loss functions chosen for the individual stages and on the prior. The generalization of Theorem 9.91 to $q$-stage selection rules is as follows.

Theorem 9.105. Let the loss $L_{m}\left(\theta, S_{m+1}\right)$ for all $S_{m+1}$ from (9.99), $m=$ $1, \ldots, q$, and $\theta \in \Delta^{k}$, satisfy (9.100) and (9.101). Then for every permutation invariant $q$-stage selection rule $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ it holds

$$
\mathrm{R}\left(\theta,\left(\xi, \varphi, \tilde{\varphi}, \psi^{n a t}, \tilde{\psi}\right)\right) \leq \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})), \quad \theta \in \Delta^{k}
$$

The $q$-stage selection rules in Examples 9.75, 9.76, 9.77, and 9.78 employ $\psi^{\text {nat }}$, which is the optimal choice, according to Theorem 9.105, under any loss that satisfies (9.100) and (9.101).

Problem 9.106. Suppose that a permutation invariant $q$-stage selection rule is not allowed to eliminate any population at Stages 1 through $q-1$. This means that $\tilde{\varphi}_{r_{m+1} \mid \mathbf{S}_{m}}=1$ for $r_{m+1}=k$ and every $\mathbf{S}_{m}$ from (9.99), $m=1, \ldots, q-1$. In this case, no matter which stopping rule is used, the natural terminal decision rule $\psi^{\text {nat }}$ is optimal. This can be extended to the case of $q \rightarrow \infty$, and thus in particular the sequential selection rule in Example 9.74 employs the optimal terminal decision.

To conclude this section, several applications and extensions of Theorem 9.105 are considered in situations where in addition to $\psi$ also $\tilde{\psi}$ can be improved. This turns out to be a more challenging task. To optimize, in the Bayes approach, a $q$-stage selection rule, or some part of it, at Stage $m, m+1, \ldots, q-1$ we have to know the Bayes posterior risk to be expected at Stage $m+1, m+2, \ldots, q$, respectively. This means that the optimization process has to go backwards, starting with Stage $q$. Once Stage $q$ has been optimized, we have to move back to Stage $q-1$ and optimize that, and so on. This process is called backward optimization. If a specific optimization technique is used repeatedly through the stages, then we can utilize backward induction. From this point on, as before with two-stage selection rules, we assume that the underlying exponential family is strongly unimodal. The technical tools used to prove the results below are straightforward generalizations of Lemma 9.95 , and Lemma 9.96 to the $q$-stage setting.

The following generalization of Theorem 9.98 to $q$-stage selection rules has been proved in Gupta and Miescke (1984a) by backward optimization and backward induction.

Theorem 9.107. Suppose that the underlying exponential family is strongly unimodal. Let the loss $L_{m}\left(\theta, S_{m+1}\right)$ for all $S_{m+1}$ from (9.99), $m=1, \ldots, q$, and $\theta \in \Delta^{k}$, satisfy (9.100) and (9.101). Let $(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})$ be a permutation invariant $q$-stage selection rule that has fixed predetermined subset sizes $r_{2} \geq$ $\cdots \geq r_{q+1}$ for selections at Stages 1 through $q$, respectively, and does not stop at Stages 1 through $q-1$. Then it holds

$$
\mathrm{R}\left(\theta,\left(\xi, \varphi, \tilde{\varphi}, \psi^{n a t}, \tilde{\psi}^{n a t}\right)\right) \leq \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})), \quad \theta \in \Delta^{k}
$$

If the assumptions of Theorem 9.107 are relaxed by allowing the subset sizes $R_{2} \geq \cdots \geq R_{q}$ for selections at Stages 1 through $q-1$, respectively, to be random, then the situation becomes more difficult. What can be shown, however, is the following.

Corollary 9.108. If the assumptions of Theorem 9.107 are relaxed by allowing $r_{2} \geq \cdots \geq r_{q}$ to be random, then

$$
\mathrm{R}\left(\theta,\left(\xi, \varphi, \tilde{\varphi}, \psi^{n a t}, \tilde{\psi}^{\bullet}\right)\right) \leq \mathrm{R}(\theta,(\xi, \varphi, \tilde{\varphi}, \psi, \tilde{\psi})), \quad \theta \in \Delta^{k}
$$

where the components of $\tilde{\psi}^{\bullet}$ are the same as those of $\tilde{\psi}$, except for Stage $q-1$ where the component of $\tilde{\psi}^{\bullet}$ is that of $\tilde{\psi}^{\text {nat }}$.

The statement of the corollary can be stretched somewhat further. More precisely, the main tool for optimizing a permutation invariant $q$-stage selection rule in terms of $\tilde{\psi}$ appears to work only $s$ stages backwards from the last stage, provided that $r_{q-s+2} \geq \cdots \geq r_{q+1}$ are fixed predetermined. Further optimization of $\tilde{\psi}$ under permutation invariant priors seems to be infeasible under a random $r_{q-s+1}, s=1, \ldots, q-1$. In view of this shortcoming Bayes rules under i.i.d. priors have been studied in Gupta and Miescke (1984a). This leads to the following result, which has also been proved by backward optimization and backward induction.

Theorem 9.109. Suppose that the underlying exponential family is strongly unimodal. Let the loss $L_{m}\left(\theta, \mathbf{S}_{m+1}\right)$ for all $\mathbf{S}_{m+1}$ from (9.99), and $\theta \in \Delta^{k}$, satisfy (9.100) and (9.101), and in addition let it be a function of only those $\theta_{i}$ with $i \in S_{m+1}, m=1, \ldots, q$. Let $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}\right)$. If under the prior $\Upsilon=\Pi^{\otimes k}$ for $\Theta=\left(\Theta_{1}, \ldots, \Theta_{k}\right)$ there exists a Bayes permutation invariant $q$-stage selection rule, then there also exists, under the same prior $\Upsilon$, a Bayes permutation invariant $q$-stage selection rule of the form $\left(\xi, \varphi, \tilde{\varphi}, \psi^{\text {nat }}, \tilde{\psi}^{\text {nat }}\right)$.

Problem 9.110. Determine which of the selection rules in Examples 9.75, 9.76, 9.77, and 9.78 are optimized in the sense of Theorems 9.105, 9.107, and 9.109.

### 9.4.2 Bayes Sampling Designs for Adaptive Sampling

In this section we consider multistage selection rules that are quite different from the $q$-stage selection rules in the previous subsection. This time a predetermined total number $N$ of observations is taken in a sequential fashion from the $k$ populations and then a terminal decision is made in form of a point selection; see Section 9.2. At certain stages of the sampling process decisions are made regarding the populations to be sampled next, utilizing all of the the information gathered so far, which includes the information provided by the prior. In other words, adaptive sampling is employed. As shown, ideally one should take one observation at a time and then allocate the next observation to a population in an optimal way. In practical applications, however, this may not always be feasible, and then one has to have recourse to approximately optimal allocations.

The Bayes multistage selection rules are developed heuristically, starting with one-stage rules, moving on to two-stage rules, and eventually establishing the general case. The basic idea of the Bayes look-ahead method that is used hereby has been taken from Berger (1985) and utilized for multistage selection problems in Miescke (1990, 1993), Gupta and Miescke (1994, 1996a,b), Miescke and Shi (1995), Miescke and Park (1997), and Miescke (1999).

Let the statistical model be given by

$$
\mathcal{M}_{m s a}=\left(\mathcal{X}^{k N}, \mathfrak{A}^{\otimes k N},\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes N}\right)_{\theta \in \Delta^{k}}\right)
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$, which allows us to take $N$ independent observations $X_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k$, with $n_{1}+\cdots+n_{k}=N$ in any fashion from the $k$ populations. The parameter set $\Delta$ is assumed to be a Borel subset of $\mathbb{R}$. As we are utilizing the Bayes approach we assume that the standard condition (A3) is satisfied so that the family $\left(P_{\theta}\right)_{\theta \in \Delta}$ is a stochastic kernel, say P. Our goal is to find a population with the largest parameter value.

We begin with the study of one-stage selection rules. Let the $N$ observations be allocated in such a way that $n_{i}$ are drawn from population $i$, $i=1, \ldots, k$, where $n_{1}+\cdots+n_{k}=N$. Let $\Pi \in \mathcal{P}\left(\mathfrak{B}_{\Delta}^{\otimes k}\right)$ be a given prior for $\Theta=\left(\Theta_{1}, \ldots, \Theta_{k}\right)$. Altogether, our Bayes decision problem is modeled by the probability space

$$
(\Omega, \mathfrak{F}, \mathbb{P})=\left(\left(\mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{i}}\right) \times \Delta^{k},\left(\bigotimes_{i=1}^{k} \mathfrak{A}^{\otimes n_{i}}\right) \otimes \mathfrak{B}_{\Delta}^{\otimes k},\left(\otimes_{i=1}^{k} \mathrm{P}^{\otimes n_{i}}\right) \otimes \Pi\right),
$$

where $\otimes$ denotes the product of the stochastic kernels; see Proposition A. 39 . The means here that

$$
\begin{aligned}
& \left(\left(\bigotimes_{i=1}^{k} \mathrm{P}^{\otimes n_{i}}\right) \otimes \Pi\right)\left(d x_{1,1}, \ldots, d x_{1, n_{1}}, \ldots, d x_{k, 1}, \ldots, d x_{k, n_{k}}, d \theta_{1}, \ldots, d \theta_{k}\right) \\
= & \left(\bigotimes_{i=1}^{k} \bigotimes_{j=1}^{n_{i}} P_{\theta_{i}}\left(d x_{i, j}\right)\right) \otimes \Pi\left(d \theta_{1}, \ldots, d \theta_{k}\right) .
\end{aligned}
$$

To simplify notation let $X_{1,1}, \ldots, X_{k, n_{k}}, \Theta_{1}, \ldots, \Theta_{k}$ denote the projections on the coordinates. Moreover, we set $\mathbf{X}_{i, n_{i}}=\left(X_{i, 1}, \ldots, X_{i, n_{i}}\right), \Theta=\left(\Theta_{1}, \ldots, \Theta_{k}\right)$, $\mathbf{x}_{i, n_{i}}=\left(x_{i, 1}, \ldots, x_{i, n_{i}}\right)$, and $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$.

As to the loss, cost of sampling is of no concern because $N$ observations are always drawn altogether. Elimination of populations is not allowed here and thus we assume that the loss function is of the form $L: \Delta^{k} \times \mathcal{D}_{p t} \rightarrow_{m} \mathbb{R}_{+}$ and satisfies (9.42) and (9.43) with $\kappa$ as the identity. For any nonrandomized selection rule $\mathrm{d}_{\mathbf{n}}: \mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{i}} \rightarrow_{m}\{1, \ldots, k\}$, where $\mathbf{n}=\left(n_{1}, \ldots, n_{k}\right)$, the Bayes risk is

$$
\begin{aligned}
& \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}}\right)=\mathbb{E} L\left(\Theta, \mathrm{~d}_{\mathbf{n}}\left(\mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right)\right) \\
= & \int\left[\int L\left(\theta, \mathrm{~d}_{\mathbf{n}}\left(\mathbf{x}_{1, n_{1}}, \ldots, \mathbf{x}_{k, n_{k}}\right)\right)\left(\bigotimes_{i=1}^{k} \mathrm{P}^{\otimes n_{i}}\right)\left(d \mathbf{x}_{1, n_{1}}, \ldots, d \mathbf{x}_{k, n_{k}} \mid \theta\right)\right] \Pi(d \theta) .
\end{aligned}
$$

We note that in view of Remark 9.11 it is sufficient to deal with nonrandomized selection rules. Turning to the posterior risk at $i \in\{1, \ldots, k\}$, that is,

$$
\mathrm{r}\left(\Pi, i \mid \mathbf{x}_{1, n_{1}}, \ldots, \mathbf{x}_{k, n_{k}}\right)=\mathbb{E}\left(L(\Theta, i) \mid \mathbf{X}_{1, n_{1}}=\mathbf{x}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}=\mathbf{x}_{k, n_{k}}\right)
$$

we get

$$
\mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}}\right)=\mathbb{E} \sum_{i=1}^{k} \mathrm{r}\left(\Pi, i \mid \mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right) I_{\{i\}}\left(\mathrm{d}_{\mathbf{n}}\left(\mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right)\right) .
$$

Hence the minimum Bayes risk is attained by any nonrandomized selection rule $\mathrm{d}_{\mathbf{n}}^{B}$ that satisfies

$$
\mathrm{d}_{\mathbf{n}}^{B}\left(\mathbf{x}_{1, n_{1}}, \ldots, \mathbf{x}_{k, n_{k}}\right) \in \arg \min _{1 \leq i \leq k}\left\{\mathrm{r}\left(\Pi, i \mid \mathbf{x}_{1, n_{1}}, \ldots, \mathbf{x}_{k, n_{k}}\right)\right\}
$$

and it holds

$$
\begin{aligned}
\mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}}^{B}\right) & =\mathbb{E}\left(\min _{1 \leq i \leq k} \mathrm{r}\left(\Pi, i \mid \mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right)\right) \\
& =\mathbb{E}\left(\min _{1 \leq i \leq k} \mathbb{E}\left(L(\Theta, i) \mid \mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right)\right) .
\end{aligned}
$$

Up to this point the sample sizes $n_{1}, \ldots, n_{k}$ for the samples taken from the $k$ populations have been assumed to be fixed. Now we allow an additional optimization step by requiring only that the total number of observations $|\mathbf{n}|:=n_{1}+\cdots+n_{k}=N$ is fixed. A sampling allocation $\mathbf{n}^{*}$ with $\left|\mathbf{n}^{*}\right|=N$ that provides the smallest Bayes risk satisfies

$$
\begin{equation*}
\mathbf{r}\left(\Pi, \mathbf{d}_{\mathbf{n}^{*}}^{B}\right)=\min _{|\mathbf{n}|=N} \mathbb{E}\left(\min _{1 \leq i \leq k} \mathbb{E}\left(L(\Theta, i) \mid \mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right)\right) \tag{9.103}
\end{equation*}
$$

and we call $\mathbf{n}^{*}$ a Bayes design for the one-stage selection problem.
Example 9.111. According to Corollary 9.12, with $\kappa$ as the identity, an optimal sampling allocation $\mathbf{n}^{*}$ under the zero-one loss from (9.15) is determined by finding

$$
\max _{|\mathbf{n}|=N} \mathbb{E}\left(\max _{1 \leq i \leq k} \mathbb{P}\left(\Theta_{i}=\Theta_{[k]} \mid \mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right)\right),
$$

and under the linear loss from (9.26) by finding

$$
\max _{|\mathbf{n}|=N} \mathbb{E}\left(\max _{1 \leq i \leq k} \mathbb{E}\left(\Theta_{i} \mid \mathbf{X}_{1, n_{1}}, \ldots, \mathbf{X}_{k, n_{k}}\right)\right) .
$$

Problem 9.112. Evaluate (9.103) in the settings of Examples 9.14 and 9.41 under the zero-one loss and under the linear loss.

Moving on to two-stage selection rules, let $\mathbf{n}_{l}=\left(n_{l, 1}, \ldots, n_{l, k}\right), l=1,2$, be the sample sizes at Stages 1 and 2, respectively. Let $N_{1}$ and $N_{2}$ with $N_{1}+N_{2}=N$ be fixed. We consider now sampling designs $\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)$ with $\left|\mathbf{n}_{1}\right|=N_{1}$ and $\left|\mathbf{n}_{2}\right|=N_{2}$. To utilize again the Bayes approach we set

$$
\mathcal{Y}_{\mathbf{n}_{l}}=\mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{l, i}}, \mathfrak{B}_{\mathbf{n}_{l}}=\bigotimes_{i=1}^{k} \mathfrak{A}^{\otimes n_{l, i}}, \mathrm{P}_{\mathbf{n}_{l}}=\bigotimes_{i=1}^{k} \mathrm{P}^{\otimes n_{l, i}}, \quad l=1,2
$$

and consider the probability space

$$
\begin{equation*}
(\Omega, \mathfrak{F}, \mathbb{P})=\left(\mathcal{Y}_{\mathbf{n}_{1}} \times \mathcal{Y}_{\mathbf{n}_{2}} \times \Delta^{k}, \mathfrak{B}_{\mathbf{n}_{1}} \otimes \mathfrak{B}_{\mathbf{n}_{2}} \otimes \mathfrak{B}_{\Delta}^{\otimes k},\left(\mathrm{P}_{\mathbf{n}_{1}} \otimes \mathrm{P}_{\mathbf{n}_{\mathbf{2}}}\right) \otimes \Pi\right) \tag{9.104}
\end{equation*}
$$

Denote by

$$
\mathbf{Y}_{l, \mathbf{n}_{l}}=\left(\mathbf{X}_{l, 1, n_{1}}, \ldots, \mathbf{X}_{l, k, n_{k}}\right)=\left(\left(X_{l, 1,1}, \ldots, X_{l, 1, n_{1}}\right), \ldots,\left(X_{l, k, 1}, \ldots, X_{l, k, n_{k}}\right)\right)
$$

$l=1,2$, and $\Theta=\left(\Theta_{1}, \ldots, \Theta_{k}\right)$ the corresponding projections. The crucial point is now that

$$
\begin{align*}
& \left.\left(\mathrm{P}_{\mathbf{n}_{1}} \otimes \mathrm{P}_{\mathbf{n}_{2}}\right) \otimes \Pi\right)\left(d \mathbf{y}_{1, \mathbf{n}_{1}}, d \mathbf{y}_{2, \mathbf{n}_{2}}, d \theta\right)  \tag{9.105}\\
= & \left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{1, i}}\right)\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right)\left(\otimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{2, i}}\right)\left(d \mathbf{y}_{2, \mathbf{n}_{2}}\right) \Pi(d \theta) .
\end{align*}
$$

Let us consider the joint distribution of $\mathbf{Y}_{1, \mathbf{n}_{1}}$ and $\Theta$, which is given by

$$
\left(\otimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{1, i}}\right)\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right) \Pi(d \theta),
$$

and denote by $P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}$ the distribution of $\mathbf{Y}_{1, \mathbf{n}_{1}}$ under $\mathbb{P}$ in (9.104). As $\Delta$ is assumed to be a Borel subset of $\mathbb{R}$ we may choose the conditional distribution of $\Theta$, given $\mathbf{Y}_{1, \mathbf{n}_{1}}=\mathbf{y}_{1, \mathbf{n}_{1}}$, as a stochastic kernel, say $\boldsymbol{\Pi}_{1}$, so that

$$
\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{1, i}}\right)\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right) \Pi(d \theta)=\boldsymbol{\Pi}_{1}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}\right) P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right)
$$

Then it holds

$$
\begin{aligned}
& \left(\left(\mathbf{P}_{\mathbf{n}_{1}} \otimes \mathrm{P}_{\mathbf{n}_{2}}\right) \otimes \Pi\right)\left(d \mathbf{y}_{1, \mathbf{n}_{1}}, d \mathbf{y}_{2, \mathbf{n}_{2}}, d \theta\right) \\
= & \left(\otimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{2, i}}\right)\left(d \mathbf{y}_{2, \mathbf{n}_{2}}\right) \boldsymbol{\Pi}_{1}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}\right) P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right) .
\end{aligned}
$$

That the conditional distribution of $\mathbf{Y}_{2, \mathbf{n}_{2}}$, given $\Theta=\theta$ and $\mathbf{Y}_{1, \mathbf{n}_{1}}=\mathbf{y}_{1, \mathbf{n}_{1}}$, depends only on $\theta$ is due to the fact that according to (9.105) $\mathbf{Y}_{1, \mathbf{n}_{1}}$ and $\mathbf{Y}_{2, \mathbf{n}_{2}}$ are conditionally independent, given $\Theta=\theta$, so that according to Problem 1.99 $\mathbf{Y}_{1, \mathbf{n}_{1}}, \Theta, \mathbf{Y}_{2, \mathbf{n}_{2}}$ is a Markov chain, and the conditional distribution of $\mathbf{Y}_{2, \mathbf{n}_{2}}$, given $\Theta=\theta$ and $\mathbf{Y}_{1, \mathbf{n}_{1}}=\mathbf{y}_{1, \mathbf{n}_{1}}$, is independent of $\mathbf{y}_{1, \mathbf{n}_{1}}$. This Markov property admits the following statistical interpretation. After the observations at the first stage have been made the value of $\mathbf{Y}_{1, \mathbf{n}_{1}}=\mathbf{y}_{1, \mathbf{n}_{1}}$ is fixed. Then the further
sampling and inference depend only on the conditional distribution of $\mathbf{Y}_{2, \mathbf{n}_{2}}$, given $\Theta$, which is the original conditional distribution $\left(\otimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n_{2, i}}\right)\left(d \mathbf{y}_{2, \mathbf{n}_{2}}\right)$, and on a new prior $\boldsymbol{\Pi}_{1}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}\right)$. The latter is called the updated prior based on the observation $\mathbf{Y}_{1, \mathbf{n}_{1}}=\mathbf{y}_{1, \mathbf{n}_{1}}$ which, of course, is just the posterior for the observations in the first step.

For any nonrandomized two-stage selection rule $d_{\mathbf{n}_{1}, \mathbf{n}_{2}}: X_{i=1}^{k} \mathcal{X}^{n_{1, i}} \times$ $\mathrm{X}_{i=1}^{k} \mathcal{X}^{n_{2, i}} \rightarrow_{m}\{1, \ldots k\}$, where $\mathbf{n}_{1}=\left(n_{1,1}, \ldots, n_{1, k}\right)$ and $\mathbf{n}_{2}=\left(n_{2,1}, \ldots, n_{2, k}\right)$ are fixed, the Bayes risk can be written as follows.

$$
\begin{aligned}
& \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\right)=\mathbb{E} L\left(\Theta, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\left(\mathbf{Y}_{1, \mathbf{n}_{1}}, \mathbf{Y}_{2, n_{2}}\right)\right) \\
&= \mathbb{E}\left(\mathbb{E}\left(L\left(\Theta, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\left(\mathbf{Y}_{1, \mathbf{n}_{1}}, \mathbf{Y}_{2, \mathbf{n}_{2}}\right) \mid \Theta, \mathbf{Y}_{1, \mathbf{n}_{1}}\right)\right)\right. \\
&= \int \mathbb{E}\left(L\left(\Theta, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\left(\mathbf{y}_{1, \mathbf{n}_{1}}, \mathbf{Y}_{2, \mathbf{n}_{2}}\right) \mid \Theta\right) P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right)\right. \\
&=\int\left[\int\left[\int L\left(\theta, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\left(\mathbf{y}_{1, \mathbf{n}_{1}}, \mathbf{y}_{2, \mathbf{n}_{2}}\right)\right) \mathrm{P}_{\mathbf{n}_{2}}\left(d \mathbf{y}_{2, \mathbf{n}_{2}} \mid \theta\right)\right] \boldsymbol{\Pi}_{1}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}\right)\right] \\
& \times P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right) .
\end{aligned}
$$

Let $\boldsymbol{\Pi}_{2}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}, \mathbf{y}_{2, \mathbf{n}_{2}}\right)$ be the second-stage posterior, which is a regular conditional distribution of $\Theta$, given $\mathbf{Y}_{1, \mathbf{n}_{1}}=\mathbf{y}_{1, \mathbf{n}_{1}}$ and $\mathbf{Y}_{2, \mathbf{n}_{2}}=\mathbf{y}_{2, \mathbf{n}_{2}}$. Furthermore let the stochastic kernel Q represent the conditional distribution of $\mathbf{Y}_{2, \mathbf{n}_{2}}$, given $\mathbf{Y}_{1, \mathbf{n}_{1}}$. Then

$$
\begin{gather*}
\mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\right)=\int\left[\int\left[\int L\left(\theta, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\left(\mathbf{y}_{1, \mathbf{n}_{1}}, \mathbf{y}_{2, \mathbf{n}_{2}}\right)\right) \boldsymbol{\Pi}_{2}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}, \mathbf{y}_{2, \mathbf{n}_{2}}\right)\right]\right. \\
\left.\times \mathrm{Q}\left(d \mathbf{y}_{2, \mathbf{n}_{2}} \mid \mathbf{y}_{1, \mathbf{n}_{1}}\right)\right] P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right) . \tag{9.106}
\end{gather*}
$$

Denote by $d_{\mathbf{n}_{1}, \mathbf{n}_{2}}^{B}$ the Bayes selection rule with fixed sample size design $\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)$; that is, $\mathrm{d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}^{B}$ is defined by

$$
\mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}^{B}\right)=\min _{\mathrm{d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}} \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}\right)
$$

If we minimize $r\left(\Pi, d_{\mathbf{n}_{1}, \mathbf{n}_{2}}\right)$, not only over the selection rules $\mathrm{d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}$, but also over all sampling designs given by $\mathbf{n}_{1}=\left(n_{1,1}, \ldots, n_{1, k}\right)$ and $\mathbf{n}_{2}=\left(n_{2,1}, \ldots, n_{2, k}\right)$ subject to $\left|\mathbf{n}_{1}\right|=N_{1}$ and $\left|\mathbf{n}_{2}\right|=N_{2}$, where $N_{1}$ and $N_{2}$ are fixed with $N_{1}+N_{2}=$ $N$, then we get

$$
\begin{equation*}
\min _{\left|\mathbf{n}_{1}\right|=N_{1},\left|\mathbf{n}_{2}\right|=N_{2}} \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}, \mathbf{n}_{2}}^{B}\right)=\min _{\left|\mathbf{n}_{1}+\mathbf{n}_{2}\right|=N} \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}+\mathbf{n}_{2}}^{B}\right)=\mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}^{*}}^{B}\right), \tag{9.107}
\end{equation*}
$$

where $\mathrm{r}\left(\Pi, \mathrm{d}_{\mathbf{n}^{*}}^{B}\right)$ is from (9.103), and apparently nothing has been gained. However, the Bayes risk can be improved further by an optimization of $\mathbf{n}_{2}$ in dependence of $\mathbf{n}_{1}$ and $\mathbf{y}_{1, \mathbf{n}_{1}}$, followed by an optimization of $\mathbf{n}_{1}$. We call the resulting design $\left(\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}\left(\mathbf{n}_{1}^{*}, \mathbf{Y}_{1, \mathbf{n}_{1}}\right)\right)$, in short $\left(\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}\right)$, an adaptive Bayes design. It is derived by the look-ahead method, or in other words by backward optimization. Let $\mathrm{d}_{\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}}^{B}$ denote the associated Bayes selection rule. The next theorem shows that the minimization can be carried out stepwise under the integrals, starting with $\theta$, going back to $\mathbf{y}_{2, \mathbf{n}_{2}}$, and then going back to $\mathbf{y}_{1, \mathbf{n}_{1}}$.

Theorem 9.113. For the Bayes model (9.104), under the constraints $\left|\mathbf{n}_{1}\right|=$ $N_{1},\left|\mathbf{n}_{2}\right|=N_{2}$, and $N_{1}+N_{2}=N$, the Bayes risk of the adaptive Bayes design $\left(\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}\right)$ and the associated Bayes selection rule $\mathbf{d}_{\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}}^{B}$ satisfy

$$
\mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}}^{B}\right) \leq \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}^{*}}^{B}\right)
$$

where $\mathrm{r}\left(\Pi, \mathbf{d}_{\mathbf{n}^{*}}^{B}\right)$ is from (9.103).
Proof. The statement follows from

$$
\begin{aligned}
& \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}}^{B}\right) \\
&= \min _{\left|\mathbf{n}_{1}\right|=N_{1}} \int \min _{\left|\mathbf{n}_{2}\right|=N_{2}}\left[\int \min _{1 \leq i \leq k}\left[\int L(\theta, i) \boldsymbol{\Pi}_{2}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}, \mathbf{y}_{2, \mathbf{n}_{2}}\right)\right] \mathrm{Q}\left(d \mathbf{y}_{2, \mathbf{n}_{2}} \mid \mathbf{y}_{1, \mathbf{n}_{1}}\right)\right] \\
& \quad \times P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right) \\
& \leq \min _{\left|\mathbf{n}_{1}\right|=N_{1}\left|\mathbf{n}_{2}\right|=N_{2}} \int\left[\int \min _{1 \leq i \leq k}\left[\int L(\theta, i) \boldsymbol{\Pi}_{2}\left(d \theta \mid \mathbf{y}_{1, \mathbf{n}_{1}}, \mathbf{y}_{2, \mathbf{n}_{2}}\right)\right] \mathrm{Q}\left(d \mathbf{y}_{2, \mathbf{n}_{2}} \mid \mathbf{y}_{1, \mathbf{n}_{1}}\right)\right] \\
& \quad \quad \times P_{\mathbf{Y}_{1, \mathbf{n}_{1}}}\left(d \mathbf{y}_{1, \mathbf{n}_{1}}\right) \\
&= \mathrm{r}\left(\Pi, \mathrm{~d}_{\mathbf{n}^{*}}^{B}\right),
\end{aligned}
$$

where the last equation follows from (9.107).
Remark 9.114. The process of breaking up one stage with $N$ observations into Stage 1 with $N_{1}$ and Stage 2 with $N_{2}$ observations, subject to $N_{1}+N_{2}=N$, can be iterated with either of the two stages, and each breakup leads to a new Bayes risk that is less than or equal to the previous one. The overall smallest Bayes risk is achieved by taking the $N$ observations one at a time and using a Bayes $N$-stage selection rule.

The practical use of the above approach is rather limited if $\mathbf{Y}_{1, \mathbf{n}_{1}}$ is not a discrete random variable. Although in $r\left(\Pi, \mathrm{~d}_{\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}}^{B}\right)$ the minimization in terms of $\mathbf{n}_{2}$ may be carried out for every $\mathbf{y}_{1, \mathbf{n}_{1}}$ and $\mathbf{n}_{1}$ with $\left|\mathbf{n}_{1}\right|=N_{1}$, the evaluation of the outer integral with respect to $P_{\mathbf{Y}_{1, \mathrm{n}_{1}}}$, and thus its minimization, may not be feasible. For such cases approximations to the adaptive Bayes design can be found in the literature, with references given at the beginning of this subsection.

Example 9.115. Let $\left(X_{i, 1}, \ldots, X_{, i, n_{i}}, \Theta_{i}\right), i=1, \ldots, k, n_{1}+\cdots+n_{k}=N$, be independent random vectors, where $X_{i, 1}, \ldots, X_{i, n_{i}}$ are conditionally independent Bernoulli variables with success probabilities $\theta_{i}$, given $\Theta_{i}=\theta_{i}, i=1, \ldots, k$. Let the prior be given by $\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}, \beta_{i}\right)$ with $\alpha_{i}, \beta_{i}>0, i=1, \ldots, k$. Due to the independence of the vectors $\left(X_{i, 1}, \ldots, X_{i, n_{i}}, \Theta_{i}\right), i=1, \ldots, k$, we may calculate the posterior distribution for each population $i$ and then take the product to get the posterior. According to Example 7.114 the conditional distribution of $\Theta_{i}$, given $X_{i, 1}=x_{i, 1}, \ldots, X_{i, n_{i}}=x_{i, n_{i}}$, is $\operatorname{Be}\left(\alpha_{i}+\sum_{j=1}^{n_{i}} x_{i, j}, \beta_{i}+n_{i}-\sum_{j=1}^{n_{i}} x_{i, j}\right)$. Thus with $x_{i}:=\sum_{j=1}^{n_{i}} x_{i, j}, i=1, \ldots, k$, utilizing Bayes sufficiency, (9.103) turns out to be

$$
\begin{aligned}
\mathbf{r}\left(\Pi, \mathbf{d}_{\mathbf{n}^{*}}^{B}\right)=\min _{|\mathbf{n}|=N} & \sum_{x_{1}=0}^{n_{1}} \cdots \sum_{x_{k}=0}^{n_{k}}\left[\min _{i=1, \ldots, k} \int L(\theta, i) \bigotimes_{i=1}^{k} \operatorname{Be}_{\alpha_{i}+x_{i}, \beta_{i}+n_{i}-x_{i}}\left(d \theta_{i}\right)\right] \\
& \times \bigotimes_{i=1}^{k} \mathrm{pe}_{n_{i}, \alpha_{i}, \beta_{i}}\left(x_{i}\right),
\end{aligned}
$$

where $\mathrm{pe}_{n_{i}, \alpha_{i}, \beta_{i}}\left(x_{i}\right)$ is the probability mass function of the Pólya-Eggenberger distribution; see Gupta and Miescke (1993).

Moving on to two-stage selection rules, let $\mathbf{n}_{l}=\left(n_{l, 1}, \ldots, n_{l, k}\right), l=1,2$, be the sample sizes at Stages 1 and 2, respectively. Let $N_{1}$ and $N_{2}$ with $N_{1}+N_{2}=N$ be fixed. We consider now sampling designs ( $\mathbf{n}_{1}, \mathbf{n}_{2}$ ) with $\left|\mathbf{n}_{1}\right|=N_{1}$ and $\left|\mathbf{n}_{2}\right|=N_{2}$. Let $X_{l, i, j}, j=1, \ldots, n_{l, i}, i=1, \ldots, k$, be the observations at Stage $l, l=1,2$. If we use the posterior of Stage 1 as the prior for Stage 2, then the posterior of Stage 2 is

$$
\otimes_{i=1}^{k} \operatorname{Be}\left(\alpha_{i}+\sum_{l=1}^{2} \sum_{j=1}^{n_{l, i}} x_{l, i, j}, \beta_{i}+n_{1, i}+n_{2, i}-\sum_{l=1}^{2} \sum_{j=1}^{n_{l, i}} x_{l, i, j}\right) .
$$

Then with $x_{i}:=\sum_{j=1}^{n_{i}} x_{1, i, j}$ and $y_{i}:=\sum_{l=1}^{2} \sum_{j=1}^{n_{l, i}} x_{l, i, j}, i=1, \ldots, k$, utilizing Bayes sufficiency, we get

$$
\begin{aligned}
& \mathbf{r}\left(\Pi, \mathbf{d}_{\mathbf{n}_{1}^{*}, \mathbf{n}_{2}^{*}}^{B}\right) \\
= & \min _{\left|\mathbf{n}_{1}\right|=N_{1}} \sum_{x_{1}=1}^{n_{1,1}} \cdots \sum_{x_{k}=1}^{n_{1, k}}\left[\min _{\left|\mathbf{n}_{2}\right|=N_{2}} \sum_{y_{1}=x_{1}}^{x_{1}+n_{2,1}} \cdots \sum_{y_{k}=x_{k}}^{x_{k}+n_{2, k}} \min _{1 \leq i \leq k} \int L(\theta, i)\right. \\
& \left.\left.\times \bigotimes_{i=1}^{k} \operatorname{Be}_{\alpha_{i}+y_{i}, \beta_{i}+n_{1, i}+n_{2, i}-y_{i}}\left(d \theta_{i}\right)\right] \bigotimes_{i=1}^{k} \mathrm{H}_{n_{2, i} \mid n_{1, i}}\left(y_{i} \mid x_{i}\right)\right] \bigotimes_{i=1}^{k} \mathrm{pe}_{n_{1, i}, \alpha_{i}, \beta_{i}}\left(x_{i}\right),
\end{aligned}
$$

where $\mathbf{H}_{n_{2, i} \mid n_{1, i}}\left(y_{i} \mid x_{i}\right)$ is the p.m.f. of the distribution of $\sum_{l=1}^{2} \sum_{j=1}^{n_{l, i}} X_{l, i, j}$, given $\sum_{j=1}^{n_{1, i}} X_{1, i, j}=x_{i}$. Dealing with it can be avoided by using the method of updating the prior at the end of Stage 1.

The minimizations that appear in the previous example have been carried out numerically for $k=3$ in Miescke and Park (1997), where the optimal allocation of observations, taken one at a time, has been determined by backward optimization. Numerical comparisons with other multistage selection rules, including the look-ahead one stage selection rule, can also be found there.

The problem of finding a best binomial population in several stages, or sequentially, with adaptive sampling has been studied by many authors in various settings in the past. The best-known allocation method, due to Robbins (1956), is play-the-winner, which has been utilized in Sobel and Weiss (1972a,b). For an overview of the work done in this area we refer to Gupta and Panchapakesan (1979).

### 9.5 Asymptotically Optimal Point Selections

### 9.5.1 Exponential Rate of Error Probabilities

In Chapter 8 we have studied, for binary models with independent observations, the exponential rate at which the error probabilities of the second kind of best level $\alpha$ tests tend to zero. Similar results have been established for the Bayes error probabilities and for the maximum of the error probabilities.

In this section we study the exponential rate of error probabilities in classification problems, slightly different from those considered previously, which is due to Krafft and Puri (1974). The results are then utilized to investigate the rate at which the error probabilities of point selection rules tend to zero.

Let $\mathcal{M}=\left(\mathcal{X}, \mathfrak{M},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ be a statistical model with $m$ distinct distributions, i.e., $\Delta=\{1, \ldots, m\}$. Suppose we want to estimate the parameter $\theta \in \Delta$, i.e., find the true distribution. Then the decision space is $\mathcal{D}=\{1, \ldots, m\}$ and $\mathfrak{D}=\mathfrak{P}(\{1, \ldots, m\})$. For any decision $\mathrm{D}: \mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ and $x \in \mathcal{X}$ we set $\varphi_{i}(x)=\mathrm{D}(\{i\} \mid x), i=1, \ldots, m$, and call $\varphi(x)=\left(\varphi_{1}(x), \ldots, \varphi_{m}(x)\right)$ a classification rule. By construction, $\varphi_{i}(x)$ is the probability of deciding in favor of $i \in\{1, \ldots, m\}$ after $x$ has been observed, and it holds $\sum_{i=1}^{m} \varphi_{i}(x)=1$.

We use the zero-one loss function $L(\theta, i)=1-I_{\{\theta\}}(i), i, \theta \in \mathcal{D}$. The risk is then given by

$$
\mathrm{R}(\theta, \varphi)=\int \sum_{i=1}^{m} L(\theta, i) \varphi_{i}(x) P_{\theta}(d x)=\int\left(1-\varphi_{\theta}(x)\right) P_{\theta}(d x)
$$

which is the probability of a false classification. For $\theta_{1} \neq \theta_{2}$ it holds $1-$ $\varphi_{\theta_{2}}(x) \geq \varphi_{\theta_{1}}(x)$ and thus

$$
\begin{gather*}
\max \left\{\mathrm{R}\left(\theta_{1}, \varphi\right), \mathrm{R}\left(\theta_{2}, \varphi\right)\right\}=\max \left\{\int\left(1-\varphi_{\theta_{1}}\right) d P_{\theta_{1}}, \int\left(1-\varphi_{\theta_{2}}\right) d P_{\theta_{2}}\right\}  \tag{9.108}\\
\geq \max \left\{\int\left(1-\varphi_{\theta_{1}}\right) d P_{\theta_{1}}, \int \varphi_{\theta_{1}} d P_{\theta_{2}}\right\} \geq 2 \mathrm{~m}_{1 / 2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)
\end{gather*}
$$

where $\mathrm{m}_{1 / 2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)$ is the minimax value from (3.62).
Suppose now that an i.i.d. sample of size $n$ is available, so that we deal with the sequence of statistical models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$. If $\varphi^{(n)}$ is any sequence of classification rules, then by (9.108)

$$
\max _{1 \leq \theta \leq m} \mathrm{R}\left(\theta, \varphi^{(n)}\right) \geq 2 \max _{1 \leq \theta_{1} \neq \theta_{2} \leq m} \mathrm{~m}_{1 / 2}\left(P_{\theta_{1}}^{\otimes n}, P_{\theta_{2}}^{\otimes n}\right)
$$

We apply Theorem 8.72 to the right-hand side and get

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{1 \leq \theta \leq m} \mathrm{R}\left(\theta, \varphi^{(n)}\right)\right) \\
& \geq \liminf _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{1 \leq \theta_{1} \neq \theta_{2} \leq m} \mathrm{~m}_{1 / 2}\left(P_{\theta_{1}}^{\otimes n}, P_{\theta_{2}}^{\otimes n}\right)\right) \\
& \geq \max _{1 \leq \theta_{1} \neq \theta_{2} \leq m}\left(-\mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)\right)=-\min _{1 \leq \theta_{1} \neq \theta_{2} \leq m} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) \tag{9.109}
\end{align*}
$$

where $\mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)$ is the Chernoff index of $P_{\theta_{1}}$ and $P_{\theta_{2}}$ from (8.73).
The natural question arises as to whether we can find a classification rule that attains asymptotically the lower bound for the risk in (9.109). In the sequel it is shown that the maximum likelihood classification rule below has that property. Fix a $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ that dominates all $P_{\theta}$, let $f_{n, \theta}=d P_{\theta}^{\otimes n} / d \mu^{\otimes n}$, and

$$
B_{n}(x)=\left\{\eta: \eta \in\{1, \ldots, m\}, f_{n, \eta}(x)=\max _{1 \leq \theta \leq m} f_{n, \theta}(x)\right\}, x \in \mathcal{X}^{n}
$$

The maximum likelihood classification rule is defined to be

$$
\begin{equation*}
\varphi_{m l}^{(n)}(x)=\frac{1}{\left|B_{n}(x)\right|}\left(I_{B_{n}(x)}(1), \ldots, I_{B_{n}(x)}(m)\right), \quad x \in \mathcal{X}^{n} \tag{9.110}
\end{equation*}
$$

For any $x \in \mathcal{X}^{n}$, if $B_{n}(x) \subseteq\{1, \ldots, m\}$ is a singleton, then $\varphi_{m l}^{(n)}$ decides for this value. Otherwise, $\varphi_{m l}^{(n)}$ selects a point from $B_{n}(x)$ at random by using the uniform distribution on $B_{n}(x)$.

To derive an upper bound for the risk of this rule we note that $I_{B_{n}(x)}(i)>0$ implies that $f_{n, i}(x)=\max _{\eta \in \Delta} f_{n, \eta}(x) \geq f_{n, \theta}(x), \theta \in\{1, \ldots, m\}$. Hence,

$$
\begin{aligned}
\mathrm{R}\left(\theta, \varphi_{m l}^{(n)}\right) & =\sum_{i \neq \theta} \int \frac{1}{\left|B_{n}(x)\right|} I_{B_{n}(x)}(i) P_{\theta}^{\otimes n}(d x) \leq \sum_{i \neq \theta} P_{\theta}^{\otimes n}\left(f_{n, \theta} \leq f_{n, i}\right) \\
& \leq \sum_{i \neq \theta} \int\left(f_{n, \theta} \wedge f_{n, i}\right) d \mu^{\otimes n} \leq 2 \sum_{i, j: i \neq j} \mathrm{~b}_{1 / 2}\left(P_{j}^{\otimes n}, P_{i}^{\otimes n}\right),
\end{aligned}
$$

where $\mathrm{b}_{1 / 2}\left(P_{0}, P_{1}\right)$ has been introduced in Lemma 1.66.
Problem 9.116.* For any sequences $a_{n}, b_{n} \geq 0$ it holds

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \left(a_{n}+b_{n}\right)=\max \left\{\limsup _{n \rightarrow \infty} \frac{1}{n} \ln a_{n}, \limsup _{n \rightarrow \infty} \frac{1}{n} \ln b_{n}\right\} . \tag{9.111}
\end{equation*}
$$

An application of Theorem 8.72 and (9.111) to the above inequality yields

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{1 \leq \theta \leq m} \mathrm{R}\left(\theta, \varphi_{m l}^{(n)}\right)\right) \leq-\min _{1 \leq \theta_{1} \neq \theta_{2} \leq m} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) .
$$

By combining this with (9.109) we get the following result which has been established in Krafft and Puri (1974).

Theorem 9.117. If $\varphi^{(n)}$ is a sequence of classification rules for the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$, where $\Delta=\{1, \ldots, m\}$, then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{1 \leq \theta \leq m} \mathrm{R}\left(\theta, \varphi^{(n)}\right)\right) \geq-\min _{1 \leq \theta_{1} \neq \theta_{2} \leq m} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) . \tag{9.112}
\end{equation*}
$$

The maximum likelihood classification rule $\varphi_{m l}^{(n)}$ in (9.110) attains the lower bound of the probability of an incorrect classification; that is,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{1 \leq \theta \leq m} \mathrm{R}\left(\theta, \varphi_{m l}^{(n)}\right)\right)=-\min _{1 \leq \theta_{1} \neq \theta_{2} \leq m} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) .
$$

Example 9.118. Let $\left(P_{\theta}\right)_{\theta \in \Delta}$ be an exponential family with natural parameter $\theta$, and let $\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ be a finite subset of $\Delta$. From Example 8.74 we get the exponential rate of the maximum error probabilities of the asymptotically optimal classification rule

$$
\begin{aligned}
& \quad \inf _{1 \leq \theta_{i} \neq \theta_{j} \leq m} \mathrm{C}\left(P_{\theta_{i}}, P_{\theta_{j}}\right) \\
& \quad=\inf _{1 \leq \theta_{i} \neq \theta_{j} \leq m, 0<s<1}\left\{s K\left(\theta_{i}\right)+(1-s) K\left(\theta_{j}\right)-K\left(s \theta_{i}+(1-s) \theta_{j}\right)\right\} .
\end{aligned}
$$

Especially, if $P_{\theta_{j}}=\mathrm{N}\left(\theta_{j}, \sigma^{2}\right)$, then by (8.75),

$$
\inf _{1 \leq \theta_{i} \neq \theta_{j} \leq m} \mathrm{C}\left(\mathrm{~N}\left(\theta_{i}, \sigma^{2}\right), \mathrm{N}\left(\theta_{j}, \sigma^{2}\right)\right)=\frac{1}{8 \sigma^{2}} \min _{i \neq j}\left(\theta_{i}-\theta_{j}\right)^{2} .
$$

Now we turn to the error probabilities in another type of problem with a finite decision space. Let $Q_{1}, \ldots, Q_{k}$ be given distinct distributions on the sample space $(\mathcal{X}, \mathfrak{A})$, where one of them, say $Q_{k}$, is singled out as the best population. We take a sample from each of the $k$ distributions, say $X_{1}, \ldots, X_{k}$, and assume that they are independent. The model assumption is that we know that $\left\{\mathcal{L}\left(X_{1}\right), \ldots, \mathcal{L}\left(X_{k}\right)\right\}=\left\{Q_{1}, \ldots, Q_{k}\right\}$, but not the actual pairing. Such a problem is called an identification problem, see, for example, Bechhofer, Kiefer, and Sobel (1968) and Miescke (1979a). This is the simplest form of a selection problem. We take $\Delta=\Pi_{k}$, i.e., the set of all $k$ ! permutations $\theta$ of $(1, \ldots, k)$, and $P_{\theta}=\bigotimes_{i=1}^{k} Q_{\theta(i)}$, where $Q_{\theta(i)}=\mathcal{L}\left(X_{i}\right), i=1, \ldots, k$, at $\theta \in \Delta$. Our goal is to identify that particular $i \in\{1, \ldots, k\}$ for which $\mathcal{L}\left(X_{i}\right)=Q_{k}$, and thus the decision space is $\mathcal{D}=\{1, \ldots, k\}$. Each decision $\mathrm{D}(A \mid x), A \subseteq \mathcal{D}, x \in \mathcal{X}^{k}$, can be reduced to elementary probabilities by switching to $\varphi_{i}(x):=\mathrm{D}(\{i\} \mid x)$, the probability of selecting the $i$ th population, $i=1, \ldots, k$, after $x \in \mathcal{X}^{k}$ has been observed. Because $\theta^{-1}(k)$ is the position of the best population if $\theta$ is the true parameter, the zero-one loss function, which we adopt here, has the form $L(\theta, i)=1-I_{\left\{\theta^{-1}(k)\right\}}(i), \theta \in \Delta, i=1, \ldots, k$. The risk is $\mathrm{R}(\theta, \varphi)=1-P_{c s}(\theta, \varphi)$, where, analogously to (9.17),

$$
P_{c s}(\theta, \varphi)=\int \varphi_{\theta^{-1}(k)}(x) P_{\theta}(d x), \quad \theta \in \Delta
$$

is the probability of a correct selection (PCS). To deal with $\mathrm{R}(\theta, \varphi)$ we use similar ideas as in (9.108). For $\theta_{1}, \theta_{2} \in \Delta$ with $\theta_{1}^{-1}(k) \neq \theta_{2}^{-1}(k)$ it holds $1-\varphi_{\theta_{2}^{-1}(k)} \geq \varphi_{\theta_{1}^{-1}(k)}$, and thus as in (9.108),

$$
\begin{equation*}
\max \left(\mathrm{R}\left(\theta_{1}, \varphi\right), \mathrm{R}\left(\theta_{2}, \varphi\right)\right) \geq 2 \mathrm{~m}_{1 / 2}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) \tag{9.113}
\end{equation*}
$$

To study the rate of error probabilities for increasing sample size $n$ we replace $P_{\theta}=\bigotimes_{i=1}^{k} Q_{\theta(i)}$ by $P_{\theta}^{\otimes n}=\bigotimes_{i=1}^{k} Q_{\theta(i)}^{\otimes n}$ and obtain from (9.112) that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{\theta \in \Delta} \mathrm{R}\left(\theta, \varphi^{(n)}\right)\right) \geq-\min _{\theta_{1}, \theta_{2}: \theta_{1}^{-1}(k) \neq \theta_{2}^{-1}(k)} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)
$$

Denote by $x_{n, i} \in \mathcal{X}^{n}$ the vector of the $n$ observations from the $i$ th population, and by $\mathbf{x}_{n}=\left(x_{n, 1}, \ldots, x_{n, k}\right) \in \mathcal{X}^{n k}$ the collection of all observations. We dominate $Q_{1}, \ldots, Q_{m}$ by a $\sigma$-finite measure $\mu$, say, put $f_{i}=d Q_{i} / d \mu$, $f_{i}^{(n)}=d Q_{i}^{\otimes n} / d \mu^{\otimes n}, i=1, \ldots, k$, and

$$
f_{n, \theta}\left(\mathbf{x}_{n}\right)=\prod_{i=1}^{k} f_{\theta(i)}^{(n)}\left(x_{n, i}\right)
$$

To construct a maximum likelihood selection rule we recall that $\Delta$ is the set $\Pi_{k}$ of all permutations of $(1, \ldots, k)$ and denote by

$$
B_{n}\left(\mathbf{x}_{n}\right)=\left\{\gamma: f_{n, \gamma}\left(\mathbf{x}_{n}\right)=\max _{\theta \in \Delta} f_{n, \theta}\left(\mathbf{x}_{n}\right), \gamma \in \Delta\right\}
$$

the set of all permutations $\gamma$ that maximize the likelihood function at $\mathbf{x}_{n} \in$ $\mathcal{X}^{n k}$. Set

$$
C_{n}\left(\mathbf{x}_{n}\right)=\left\{j: \text { there exists a permutation } \gamma \in B_{n}\left(\mathbf{x}_{n}\right) \text { with } j=\gamma^{-1}(k)\right\} .
$$

The maximum likelihood selection rule $\varphi_{m l}^{(n)}$ is defined to be the uniform distribution on $C_{n}\left(\mathbf{x}_{n}\right)$; that is,

$$
\varphi_{m l}^{(n)}\left(\mathbf{x}_{n}\right)=\frac{1}{\left|C_{n}\left(\mathbf{x}_{n}\right)\right|}\left(I_{C_{n}\left(\mathbf{x}_{n}\right)}(1), \ldots, I_{C_{n}\left(\mathbf{x}_{n}\right)}(k)\right), \quad \mathbf{x}_{n} \in \mathcal{X}^{n k}
$$

If the true permutation $\theta$ satisfies $\theta^{-1}(k) \notin C_{n}\left(\mathbf{x}_{n}\right)$, then there is a permutation $\gamma$ with $\theta^{-1}(k) \neq \gamma^{-1}(k)$ such that $f_{n, \gamma}\left(\mathbf{x}_{n}\right) \geq f_{n, \theta}\left(\mathbf{x}_{n}\right)$. Hence,

$$
\begin{align*}
& \mathrm{R}\left(\theta, \varphi_{m l}^{(n)}\right) \leq \sum_{i \neq \theta^{-1}(k)} \int \frac{1}{\left|C_{n}\left(\mathbf{x}_{n}\right)\right|} I_{C_{n}\left(\mathbf{x}_{n}\right)}(i) P_{\theta}^{\otimes n}\left(d \mathbf{x}_{n}\right)  \tag{9.114}\\
& \leq \sum_{\gamma: \gamma^{-1}(k) \neq \theta^{-1}(k)} P_{\theta}^{\otimes n}\left(f_{n, \theta} \leq f_{n, \gamma}\right) \leq 2 \sum_{\gamma: \gamma^{-1}(k) \neq \theta^{-1}(k)} \mathrm{b}_{1 / 2}\left(P_{\theta}^{\otimes n}, P_{\gamma}^{\otimes n}\right) .
\end{align*}
$$

The following result has been established in Liese and Miescke (1999a).
Theorem 9.119. Let $\varphi^{(n)}$ be a sequence of respective selection rules for the sequence of models $\left(\mathcal{X}^{n}, \mathfrak{A}^{\otimes n},\left(P_{\theta}^{\otimes n}\right)_{\theta \in \Delta}\right)$, where $P_{\theta}^{\otimes n}=\bigotimes_{i=1}^{k} Q_{\theta(i)}^{\otimes n}$. Then

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{\theta \in \Delta} \mathrm{R}\left(\theta, \varphi^{(n)}\right)\right) \geq 2 \max _{j \neq k}\left(\ln \mathrm{H}_{1 / 2}\left(Q_{j}, Q_{k}\right)\right)
$$

The maximum likelihood selection rule in (9.114) attains the lower bound of the probability of an incorrect selection; that is,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{\theta \in \Delta} \mathrm{R}\left(\theta, \varphi_{m l}^{(n)}\right)\right)=2 \max _{j \neq k}\left(\ln \mathrm{H}_{1 / 2}\left(Q_{j}, Q_{k}\right)\right) .
$$

Proof. Similar as in the proof of the previous theorem an application of Theorem 8.72 to the inequalities (9.113) and (9.114) yields, respectively,

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{\theta \in \Delta} \mathrm{R}\left(\theta, \varphi^{(n)}\right)\right) \geq-\inf _{\theta_{1}, \theta_{2}: \theta_{1}^{-1}(k) \neq \theta_{2}^{-1}(k)} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right), \\
& \limsup _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{\theta \in \Delta} \mathrm{R}\left(\theta, \varphi_{m l}^{(n)}\right)\right) \leq-\inf _{\theta_{1}, \theta_{2}: \theta_{1}^{-1}(k) \neq \theta_{2}^{-1}(k)} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right) .
\end{aligned}
$$

To complete the proof we have to evaluate the right-hand side. It holds

$$
\begin{aligned}
& \inf _{\theta_{1}, \theta_{2}: \theta_{1}^{-1}(k) \neq \theta_{2}^{-1}(k)} \mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)=\inf _{\theta: \theta-1(k) \neq k} \mathrm{C}\left(\bigotimes_{i=1}^{k} Q_{\theta(i)}, \bigotimes_{i=1}^{k} Q_{i}\right) \\
& =\inf _{\theta: \theta^{-1}(k) \neq k}\left[\sup _{0<s<1} \sum_{i=1}^{k}\left(-\ln \left(\mathrm{H}_{s}\left(Q_{\theta(i)}, Q_{i}\right)\right)\right)\right] .
\end{aligned}
$$

As $0 \leq \mathrm{H}_{s}\left(Q_{\theta(i)}, Q_{i}\right) \leq 1$, we have to take the infimum only over permutations that exchange $k$ with another $j$, but do not change any other of the $i \in$ $\{1, \ldots, k\}$. Similar as in (1.4) one can use Hölder's inequality to show that the function $s \longmapsto \ln \mathrm{H}_{s}\left(Q_{j}, Q_{k}\right)$ is convex. As $\mathrm{H}_{1-s}\left(Q_{j}, Q_{k}\right)=\mathrm{H}_{s}\left(Q_{k}, Q_{j}\right)$ we get that $s \longmapsto\left(\ln \mathrm{H}_{s}\left(Q_{j}, Q_{k}\right)+\ln \mathrm{H}_{s}\left(Q_{k}, Q_{j}\right)\right)$ is a convex function that is symmetric about $1 / 2$. Hence

$$
\begin{aligned}
& \inf _{\theta: \theta} \mathrm{C}(k) \neq k \\
&= \inf _{j \neq k}\left[\bigotimes_{0<s<1}^{k} \sup _{\theta(i)}, \bigotimes_{i=1}^{k} Q_{i}\right) \\
&\left(-\ln \left(\mathrm{H}_{s}\left(Q_{j}, Q_{k}\right)-\ln \left(\mathrm{H}_{s}\left(Q_{k}, Q_{j}\right)\right)\right]=-2 \max _{j \neq k}\left(\ln \mathrm{H}_{1 / 2}\left(Q_{j}, Q_{k}\right)\right),\right.
\end{aligned}
$$

which completes the proof.
Example 9.120. Assume that $Q_{\theta}, \theta \in(a, b)$, is a one-parameter exponential family with natural parameter $\theta$ and generating statistic $T$. Suppose that $\theta_{1}<\cdots<\theta_{k}$ are given values from $(a, b)$, and that we want to select the population with the largest parameter value. From Theorem 9.119 we know that the maximum likelihood selection rule has the maximum exponential rate, which is given by

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \ln \left(\max _{\theta \in \Delta} \mathrm{R}\left(\theta, \varphi_{m l}^{(n)}\right)\right)=2 \max _{j \neq k}\left(\ln \mathrm{H}_{1 / 2}\left(Q_{\theta_{j}}, Q_{\theta_{k}}\right)\right) .
$$

It follows from (1.122) that

$$
\ln \left(\mathrm{H}_{1 / 2}\left(Q_{\theta_{j}}, Q_{\theta_{k}}\right)\right)=K\left(\frac{1}{2}\left(\theta_{j}+\theta_{k}\right)\right)-\frac{1}{2}\left(K\left(\theta_{j}\right)+K\left(\theta_{k}\right)\right)
$$

The convexity of $K$ yields that the right-hand term as function of $\theta_{j}$ is increasing, so that

$$
2 \max _{j \neq k}\left(\ln \mathrm{H}_{1 / 2}\left(Q_{\theta_{j}}, Q_{\theta_{k}}\right)\right)=2 \ln \mathrm{H}_{1 / 2}\left(Q_{\theta_{k-1}}, Q_{\theta_{k}}\right) .
$$

This means that the population $Q_{\theta_{k-1}}$ that is closest to $Q_{\theta_{k}}$ determines the exponential rate.

### 9.5.2 Locally Asymptotically Optimal Point Selections

After considering the exponential rate of error probabilities of selection procedures for $k$ given distributions, where one is tagged as the best, we turn now to selection models with $k$ families of distributions. Here we utilize the approach based on model localization to compare asymptotically the quality of point selection rules, and to find locally optimal point selection rules. In a first step we deal with the limiting model which again is a Gaussian model. We consider the model

$$
\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\bigotimes_{i=1}^{k} \mathrm{~N}\left(\mu_{i}, \sigma_{0}^{2}\right)\right)_{\mu \in \mathbb{R}^{k}}\right)
$$

Suppose we want to find at the true but unknown $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{R}^{k}$ a population that is associated with $\mu_{[k]}$, where $\mu_{[1]} \leq \mu_{[2]} \leq \cdots \leq \mu_{[k]}$ denote the ordered values of $\mu_{1}, \ldots, \mu_{k}$. The decision space is $\mathcal{D}=\{1, \ldots, k\}$. Let $L: \mathbb{R}^{k} \times \mathcal{D} \rightarrow \mathbb{R}_{+}$be a given loss function. As in (9.14) the risk of a selection rule $\psi$ under $L$ is

$$
\mathrm{R}(\mu, \psi)=\sum_{i=1}^{k} L(\mu, i) \int \psi_{i}(x) \mathrm{N}\left(\mu, \sigma_{0}^{2} \mathbf{I}\right)(d x)
$$

Set $\mathrm{M}(\mu)=\left\{i: \mu_{i}=\mu_{[k]}\right\}$. Especially if $L_{0,1}(\mu, i)=1-I_{\mathrm{M}(\mu)}(i)$, then

$$
\begin{equation*}
\mathrm{R}(\mu, \psi)=1-P_{c s}(\mu, \psi) \tag{9.115}
\end{equation*}
$$

where the probability of a correct selection $P_{c s}(\mu, \psi)$ (see (9.17)) is given by

$$
P_{\mathrm{N}, c s}\left(\mu, \sigma_{0}^{2}, \psi\right):=\sum_{i=1}^{k} I_{\mathrm{M}(\mu)}(i) \int \psi_{i}(x) \mathrm{N}\left(\mu, \sigma_{0}^{2} \mathbf{I}\right)(d x)
$$

We recall the natural selection rule

$$
\begin{align*}
\varphi^{n a t}\left(x_{1}, \ldots, x_{k}\right) & =\left(\varphi_{1}^{n a t}\left(x_{1}, \ldots, x_{k}\right), \ldots, \varphi_{k}^{n a t}\left(x_{1}, \ldots, x_{k}\right)\right)  \tag{9.116}\\
& =\frac{1}{\left|\mathrm{M}\left(x_{1}, \ldots, x_{k}\right)\right|}\left(I_{\mathrm{M}\left(x_{1}, \ldots, x_{k}\right)}(1), \ldots, I_{\mathrm{M}\left(x_{1}, \ldots, x_{k}\right)}(k)\right)
\end{align*}
$$

and note that by the definition of $\mathrm{M}\left(x_{1}, \ldots, x_{k}\right)=\left\{i: x_{i}=x_{[k]}\right\}$ it holds

$$
\begin{equation*}
\varphi_{i}^{n a t}\left(x_{1}, \ldots, x_{k}\right)=\varphi_{i}^{n a t}\left(0, x_{2}-x_{1}, \ldots, x_{k}-x_{1}\right) \tag{9.117}
\end{equation*}
$$

It holds $\left|\mathrm{M}\left(x_{1}, \ldots, x_{k}\right)\right|=1, \mathrm{~N}\left(\mu, \sigma_{0}^{2} \mathbf{I}\right)$-a.s. Hence $\mathrm{E}_{\mu} \varphi_{i}^{\text {nat }}$ is the probability that the $i$ th component of a vector with distribution $\mathrm{N}(\nu, \mathbf{I}), \nu \in \mathbb{R}^{k}$, is the largest component of this vector. According to Problem 3.9 this probability is

$$
\begin{align*}
& \mathrm{E}_{\mu} \varphi_{i}^{n a t}=\int I_{\mathrm{M}(x)}(i) \mathrm{N}\left(\mu, \sigma_{0}^{2} \mathbf{I}\right)(d x)= \\
& \int \prod_{j: j \neq i} \Phi\left(\frac{\mu_{i}-\mu_{j}}{\sigma_{0}}+t\right) \varphi(t) d t=: \gamma_{i, \mathrm{~N}}\left(\sigma_{0}^{-1} \mu\right), \quad \text { where }  \tag{9.118}\\
& \gamma_{i, \mathrm{~N}}(\nu)=\int \prod_{j=1, j \neq i}^{k} \Phi\left(\nu_{i}-\nu_{j}+t\right) \varphi(t) d t, \quad \nu=\left(\nu_{1}, \ldots, \nu_{k}\right) \in \mathbb{R}^{k} .
\end{align*}
$$

We recall that for a permutation $\gamma$ of $(1, \ldots, k)$ the mapping $u_{\gamma}$ is defined by $u_{\gamma}(x)=\left(x_{\gamma(1)}, \ldots, x_{\gamma(k)}\right)$, and that by Definition 9.28 a selection rule $\psi$ is permutation invariant if $\psi\left(u_{\gamma}(x)\right)=u_{\gamma}(\psi(x))$. Suppose that the loss function satisfies the conditions in (9.42) and (9.43); that is,

$$
\begin{equation*}
L\left(u_{\gamma}(\mu), i\right)=L(\mu, \gamma(i)) \quad \text { and } \quad L(\mu, i) \geq L(\mu, j) \text { for } \mu_{i} \leq \mu_{j} \tag{9.119}
\end{equation*}
$$

where $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{R}^{k}$ and $\gamma \in \Pi_{k}$. By Theorem 9.31 the selection rule $\varphi^{n a t}$ in (9.116) is a uniformly best permutation invariant selection rule. This means that for every permutation invariant selection rule $\psi$ it holds

$$
\begin{equation*}
\mathrm{R}(\mu, \psi) \geq \mathrm{R}\left(\mu, \varphi^{n a t}\right)=\sum_{i=1}^{k} L(\mu, i) \gamma_{i, \mathrm{~N}}\left(\sigma_{0}^{-1} \mu\right) \tag{9.120}
\end{equation*}
$$

For the zero-one loss function the risk can be expressed by the probability of a correct selection. Then by (9.115) and (9.23)

$$
\begin{align*}
P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \psi\right) & \leq P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right)  \tag{9.121}\\
& =r \int \prod_{i=1}^{k-1} \Phi\left(\left(\mu_{[k]}-\mu_{[i]}\right) / \sigma+s\right) \varphi(s) d s, \quad \mu \in \mathbb{R}_{r}^{k}
\end{align*}
$$

Moreover, it follows from Theorem 9.31 that for every permutation invariant subset $C$ of $\mathbb{R}^{k}$, for every not necessarily permutation invariant $\psi$, and for any loss function $L$ that satisfies (9.119) it holds

$$
\begin{align*}
\sup _{\mu \in C} \mathrm{R}(\mu, \psi) & \geq \sup _{\mu \in C} \mathrm{R}\left(\mu, \varphi^{n a t}\right)  \tag{9.122}\\
\inf _{\mu \in C} P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \psi\right) & \leq \inf _{\mu \in C} P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right) .
\end{align*}
$$

Now we deal with sequences of models for which we want to construct locally optimal selection rules. To this end we use the LAN concept introduced in Definition 6.63. Assume that $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, h}\right)_{h \in \Delta_{n}}\right)$ with $\Delta_{n} \uparrow \mathbb{R}$ satisfies the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition. As the selection problem is a $k$ sample problem we turn to the product space model

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}_{n}^{k}, \mathfrak{A}_{n}^{\otimes k},\left(P_{n, h}\right)_{h \in \Delta_{n}^{k}}\right), \quad \text { with } P_{n, h}=\bigotimes_{i=1}^{k} P_{n, h_{i}} \tag{9.123}
\end{equation*}
$$

$h=\left(h_{1}, \ldots, h_{k}\right) \in \Delta_{n}^{k}$, and denote by $X_{n, i}: \mathcal{X}_{n}^{k} \rightarrow \mathcal{X}_{n}$ the projection onto the $i$ th coordinate, $i=1, \ldots, k$. Subsequently we use the following simple fact.

Remark 9.121. Suppose the sequence of models $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, g}\right)_{g \in \Delta_{n}}\right)$ with $\Delta_{n} \uparrow$ $\mathbb{R}$ satisfies the $\operatorname{LAN}\left(Z_{n}, l_{0}\right)$-condition with central sequence $Z_{n}: \mathcal{X}_{n} \rightarrow_{m} \mathbb{R}$ and Fisher information $\mathbf{I}_{0}$. Now we replace $g$ with $h_{i}$ and turn to the $k$ sample model $\mathcal{M}_{n}$ in (9.123). Then it follows directly from Definition 6.63 that $\mathcal{M}_{n}$ satisfies the $\operatorname{LAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$-condition, where the central sequence and the Fisher information matrix are given by

$$
\begin{align*}
& Z_{n, \otimes k}=\left(Z_{n}\left(X_{n, 1}\right), \ldots, Z_{n}\left(X_{n, k}\right)\right)^{T}, \quad \text { central sequence, }  \tag{9.124}\\
& \mathcal{I}_{0}:=\mathrm{I}_{0} \mathbf{I}, \quad \text { Fisher information matrix, }
\end{align*}
$$

and $\mathbf{I}$ is the $k \times k$ unit matrix. Similarly, if the sequence $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, g}\right)_{g \in \Delta_{n}}\right)$ satisfies the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$-condition, then $\mathcal{M}_{n}$ satisfies the $\operatorname{ULAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$-condition, where the central sequence and the Fisher information matrix are given by (9.124).

Our goal is to select a population that is associated with $h_{[k]}$. Let $\varphi_{n}=$ $\left(\varphi_{n, 1}, \ldots, \varphi_{n, k}\right)$ be a sequence of selection rules for $\mathcal{M}_{n}$, and let $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right)$ be a selection rule for the Gaussian model

$$
\begin{equation*}
\mathcal{G}=\left(\mathbb{R}^{k}, \mathfrak{B}_{k},\left(\mathrm{~N}\left(\mathcal{I}_{0} h, \mathcal{I}_{0}\right)_{h \in \mathbb{R}^{k}}\right), \quad \mathcal{I}_{0}:=\mathrm{I}_{0} \mathbf{I}, \mathrm{I}_{0}>0\right. \tag{9.125}
\end{equation*}
$$

If the $\operatorname{LAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$-condition is satisfied, then we have the weak convergence of models $\mathcal{M}_{n} \Rightarrow \mathcal{G}$, see Theorem 6.65. As the decision space $\mathcal{D}=\{1, \ldots, k\}$ is finite we get from Definition 6.83 that the weak convergence of the decisions $\varphi_{n}$ to $\varphi$ is equivalent to

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int \varphi_{n, i}\left(x_{n}\right) P_{n, h}\left(d x_{n}\right)=\int \varphi_{i}(x) \mathbf{N}\left(\mathcal{I}_{0} h, \mathcal{I}_{0}\right)(d x), \quad h \in \mathbb{R}^{k} \tag{9.126}
\end{equation*}
$$

$i=1, \ldots, k$. If $\mathrm{I}_{0}>0$, then by $\mathcal{I}_{0}=\mathrm{I}_{0} \mathbf{I}$ the family $\left(\mathrm{N}\left(\mathcal{I}_{0} h, \mathcal{I}_{0}\right)_{h \in \mathbb{R}^{k}}\right)$ is complete, and the distributions $\mathrm{N}\left(\mathcal{I}_{0} h, \mathcal{I}_{0}\right)$ are equivalent to $\mathrm{N}(0, \mathbf{I})$. We see that every limit $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right)$ is $\mathrm{N}(0, \mathbf{I})$-a.s. uniquely determined.

Problem 9.122.* If the sequence of models $\mathcal{M}_{n}$ satisfies the $\operatorname{LAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$ condition, it holds $\mathrm{I}_{0}>0$, and $\varphi_{n}$ is a sequence of permutation invariant selection rules that converges weakly to $\varphi$, then there exists a permutation invariant selection rule $\psi$ such that $\varphi=\psi, \mathrm{N}(0, \mathbf{I})$-a.s.

Problem 9.123.* Let $\mathbb{D}_{0}$ be the set of all selection rules $\varphi$ for the model $\mathcal{G}$ in (9.125), where $\mathrm{I}_{0}>0$, for which for every $\varphi \in \mathbb{D}_{0}$ there exists a permutation invariant selection rule $\psi$ with $\varphi=\psi, \mathbf{N}(0, \mathbf{I})$-a.s. Then the set $\mathbb{D}_{0}$ is closed with respect to the weak convergence of decisions in the sense of Definition 3.19.

Next we introduce the concept of locally asymptotically uniformly best selection rules and focus on permutation invariant selection rules. As these concepts originate from the LAN theory we use the term "local" despite the fact that the sequence of models is arbitrary in the first step. The "local" character of the parameter becomes clear later on when we deal with the localization of differentiable models.

Definition 9.124. Given a loss function $L: \mathbb{R}^{k} \times\{1, \ldots, k\} \rightarrow \mathbb{R}_{+}$that satisfies (9.119), a sequence of selection rules $\varphi_{n}: \mathcal{X}_{n}^{k} \rightarrow_{m} \mathbf{S}_{k}^{c}$ for the models $\mathcal{M}_{n}$ in (9.123) is called locally asymptotically best permutation invariant (LABP) if $\varphi_{n}$ is permutation invariant for every $n$, and for every further sequence of permutation invariant selection rules $\psi_{n}: \mathcal{X}_{n}^{k} \rightarrow{ }_{m} \mathbf{S}_{k}^{c}$ it holds

$$
\limsup _{n \rightarrow \infty}\left[\mathrm{R}\left(h, \varphi_{n}\right)-\mathrm{R}\left(h, \psi_{n}\right)\right] \leq 0, \quad h=\left(h_{1}, \ldots, h_{k}\right) \in \mathbb{R}^{k}
$$

The sequence $\varphi_{n}$ is called locally asymptotically minimax (LAMM) if for every permutation invariant compact set $C \subseteq \mathbb{R}^{k}$ it holds

$$
\limsup _{n \rightarrow \infty}\left[\sup _{h \in C} \mathrm{R}\left(h, \varphi_{n}\right)-\sup _{h \in C} \mathrm{R}\left(h, \psi_{n}\right)\right] \leq 0
$$

for every other sequence of selection rules $\psi_{n}: \mathcal{X}_{n}^{k} \rightarrow m \mathbf{S}_{k}^{c}$.

If the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$-condition holds, then the $\operatorname{LAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$-condition is also fulfilled; see Remark 9.121. For $\varphi^{n a t}$ in (9.116) we denote by

$$
\begin{equation*}
\varphi_{Z_{n, \otimes k}}^{n a t}=\varphi^{n a t}\left(Z_{n, \otimes k}\right) \tag{9.127}
\end{equation*}
$$

the natural selection rule based on the central sequence $Z_{n, \otimes k}$; see (9.124). Beside the loss function the essential ingredient of the risk is the probability that the $i$ th population is selected by the rule under consideration. For the natural selection rule $\varphi_{Z_{n, \otimes k}}^{n a t}=\left(\varphi_{1, Z_{n, \otimes k}}^{n a t}, \ldots, \varphi_{k, Z_{n, \otimes k}}^{n a t}\right)$ this probability is $\int \varphi_{i, Z_{n, \otimes k}}^{n a t} d P_{n, h}$ and the risk given by

$$
\begin{equation*}
\mathrm{R}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \int \varphi_{i, Z_{n, \otimes k}}^{n a t} d P_{n, h} . \tag{9.128}
\end{equation*}
$$

As the functions $\varphi_{i}^{\text {nat }}=I_{\mathrm{M}(x)}(i)$ in (9.116), $i=1, \ldots, k$, are bounded and $\boldsymbol{\lambda}_{k}$-a.e. continuous it follows from (6.90) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int \varphi_{i, Z_{n, \otimes k}}^{n a t} d P_{n, h}=\int \varphi_{i}^{n a t}(x) \mathrm{N}\left(\mathcal{I}_{0} h, \mathcal{I}_{0}\right)(d x)=\gamma_{i, \mathrm{~N}}\left(\mathrm{I}_{0}^{1 / 2} h\right) \tag{9.129}
\end{equation*}
$$

where according to (9.118)

$$
\begin{equation*}
\gamma_{i, \mathrm{~N}}\left(\mathrm{I}_{0}^{1 / 2} h\right)=\int \prod_{j=1, j \neq i}^{k} \Phi\left(t+\mathrm{I}_{0}^{1 / 2}\left(h_{i}-h_{j}\right)\right) \varphi(t) d t \tag{9.130}
\end{equation*}
$$

We recall that for any sequence of selection rules $\varphi_{n}=\left(\varphi_{n, 1}, \ldots, \varphi_{n, k}\right)$ for the models $\mathcal{M}_{n}$ in (9.123) the risk and the probability of a correct selection, respectively, are given by

$$
\begin{aligned}
\mathrm{R}\left(h, \varphi_{n}\right) & =\sum_{i=1}^{k} L(h, i) \int \varphi_{n, i} d P_{n, h}, \quad \text { and } \\
P_{c s}\left(h, \varphi_{n}\right) & =\sum_{i=1}^{k} \mathrm{I}_{\mathrm{M}(h)}(i) \int \varphi_{n, i} d P_{n, h},
\end{aligned}
$$

where $\mathrm{M}(h)=\left\{i: h_{i}=h_{[k]}\right\}$. Now we establish the pointwise lower HájekLeCam bound for selection rules.

Theorem 9.125. Suppose the sequence of models $\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, g}\right)_{g \in \Delta_{n}}\right)$, with $\Delta_{n} \uparrow \mathbb{R}$, satisfies the $\operatorname{LAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition, and it holds $\mathrm{I}_{0}>0$. Suppose the loss function $L: \mathbb{R}^{k} \times\{1, \ldots, k\} \rightarrow \mathbb{R}_{+}$satisfies the conditions

$$
\begin{equation*}
L\left(u_{\gamma}(h), i\right)=L(h, \gamma(i)) \quad \text { and } \quad L(h, i) \geq L(h, j) \text { for } h_{i} \leq h_{j}, \tag{9.131}
\end{equation*}
$$

$h \in \mathbb{R}^{k}, i, j=1, \ldots, k$. Then for the models $\mathcal{M}_{n}$ in (9.123) every sequence of permutation invariant selection rules $\varphi_{n}$ satisfies, with $\gamma_{i, N}\left(1_{0}^{1 / 2} h\right)$ in (9.130),

$$
\liminf _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{n}\right) \geq \mathrm{R}\left(h, \varphi^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(I_{0}^{1 / 2} h\right), \quad h \in \mathbb{R}^{k}
$$

The sequence of natural selection rules $\varphi_{Z_{n, \otimes k}}^{n a t}$ based on the central sequence $Z_{n, \otimes k}$ in (9.124) for the models $\mathcal{M}_{n}$ in (9.123) is LABP, and it holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)=\mathrm{R}\left(h, \varphi^{n a t}\right), \quad h \in \mathbb{R}^{k} . \tag{9.132}
\end{equation*}
$$

If the $\operatorname{ULAN}\left(Z_{n}, \mathrm{l}_{0}\right)$-condition is satisfied and

$$
\begin{equation*}
D_{C}:=\sup _{h \in C, i=1, \ldots, k} L(h, i)<\infty, \tag{9.133}
\end{equation*}
$$

for the compact set $C$, then the convergence is uniform on $C$.
Corollary 9.126. Under the assumptions of Theorem 9.125 it holds

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} P_{c s}\left(h, \varphi_{n}\right) & \leq P_{\mathrm{N}, c s}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}, \varphi^{n a t}\right), \\
\lim _{n \rightarrow \infty} P_{c s}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right) & =P_{\mathrm{N}, c s}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}, \varphi^{n a t}\right), \quad h \in \mathbb{R}^{k},
\end{aligned}
$$

where for $h \in \mathbb{R}_{r}^{k}=\left\{h: h \in \mathbb{R}^{k}, h_{[1]} \leq \cdots \leq h_{[k-r]}<h_{[k-r+1]}=\cdots=h_{[k]}\right\}$, $r=1, \ldots, k$, according to (9.23) it holds

$$
\begin{equation*}
P_{\mathrm{N}, c s}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}, \varphi^{n a t}\right)=r \int \prod_{i=1}^{k-1} \Phi\left(\mathrm{I}_{0}^{1 / 2}\left(h_{[k]}-h_{[i]}\right)+s\right) \varphi(s) d s . \tag{9.134}
\end{equation*}
$$

The convergence is uniform in $h$ on compact sets if the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition is satisfied.

Proof. In Remark 9.121 we have pointed out already that the sequence of models $\mathcal{M}_{n}$ in (9.123) fulfils the $\operatorname{LAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$ condition, so that the sequence $\mathcal{M}_{n}$ converges weakly to the model $\mathcal{G}$ in (9.125). Denote by $\mathbb{D}_{\mathcal{G}}$ the set of all selection rules $\phi$ for which there exists a permutation invariant selection $\psi$ such that $\phi=\psi, \mathbf{N}(h, \mathbf{I})$-a.s. Then by Problems 9.122 and 9.123 $\mathbb{D}_{\mathcal{G}}$ is closed and contains all accumulation points of the sequence $\varphi_{n}$. As for every $\phi \in \mathbb{D}_{\mathcal{G}}$ there is a permutation invariant rule $\psi$ with the same risk function, we get from (9.120) and (9.118) that

$$
\inf _{\phi \in \mathbb{D}_{\mathcal{G}}} \mathrm{R}(h, \phi)=\mathrm{R}\left(h, \varphi^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(\mathrm{I}_{0}^{1 / 2} h\right) .
$$

Hence by (6.109),

$$
\liminf _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{n}\right) \geq \sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(I_{0}^{1 / 2} h\right)
$$

The statement (9.132) follows from (9.128) and (9.129). As $\varphi_{Z_{n, \otimes k}}^{n a t}$ is permutation invariant by definition the property LABP follows. It holds

$$
\begin{align*}
& \sup _{h \in C}\left|\mathrm{R}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)-\mathrm{R}\left(h, \varphi^{n a t}\right)\right| \\
= & \sup _{h \in C}\left|\sum_{i=1}^{k} L(h, i)\left(\int \varphi_{i, Z_{n, \otimes k}}^{n a t} d P_{n, h}-\gamma_{i, \mathrm{~N}}\left(\mathrm{I}_{0}^{1 / 2} h\right)\right)\right|  \tag{9.135}\\
\leq & D_{C} \sum_{i=1}^{k} \sup _{h \in C}\left|\int \varphi_{i, Z_{n, \otimes k}}^{n a t} d P_{n, h}-\gamma_{i, \mathrm{~N}}\left(\mathrm{I}_{0}^{1 / 2} h\right)\right|,
\end{align*}
$$

with $D_{C}$ in (9.133). As the functions $\varphi_{i}^{\text {nat }}=I_{\mathrm{M}(x)}(i)$ in (9.116) are bounded and $\boldsymbol{\lambda}_{k}$-a.e. continuous it follows from (6.90) and Corollary 6.73 that under the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$-condition the convergence in (9.129) is uniform on compact subsets. The corollary follows from the theorem and (9.121). To prove the uniform convergence we use the inequality

$$
\begin{aligned}
& \left|P_{c s}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)-P_{\mathrm{N}, c s}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}, \varphi^{n a t}\right)\right| \\
= & \left|\sum_{i=1}^{k} I_{\mathrm{M}(h)}(i)\left(\int \varphi_{i, Z_{n, \otimes k}}^{n a t} d P_{n, h}-\gamma_{i, \mathrm{~N}}\left(\mathrm{I}_{0}^{1 / 2} h\right)\right)\right| \\
\leq & \left.\sum_{i=1}^{k} \mid \int \varphi_{i, Z_{n, \otimes k}}^{n a t} d P_{n, h}-\gamma_{i, \mathrm{~N}}\left(\mathrm{I}_{0}^{1 / 2} h\right)\right) \mid
\end{aligned}
$$

and the fact the convergence in (9.129) is uniform on compact subsets under the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$-condition.

The Hájek-LeCam bound in Theorem 9.125 is a pointwise inequality that holds for every sequence of permutation invariant selection rules. Now we turn to arbitrary selection rules, but consider the maximum risk instead of the pointwise risk.

Theorem 9.127. Suppose the conditions of Theorem 9.125 are satisfied. Then for every permutation invariant subset $C \subseteq \mathbb{R}^{k}$ and every sequence of selection rules $\varphi_{n}$ it holds

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sup _{h \in C} \mathrm{R}\left(h, \varphi_{n}\right) \geq \sup _{h \in C} \sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(\mathrm{l}_{0}^{1 / 2} h\right) . \tag{9.136}
\end{equation*}
$$

If in addition the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$-condition is satisfied, $C$ is compact and permutation invariant, and condition (9.133) is fulfilled, then the sequence of natural selection rules $\varphi_{Z_{n, \otimes k}}^{n a t}$ in (9.127), which is based on the central sequence $Z_{n, \otimes k}$ in (9.124) for the models $\mathcal{M}_{n}$ in (9.123), satisfies

$$
\lim _{n \rightarrow \infty} \sup _{h \in C} \mathrm{R}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)=\sup _{h \in C} \mathrm{R}\left(h, \varphi^{n a t}\right)=\sup _{h \in C} \sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(I_{0}^{1 / 2} h\right)
$$

and has therefore the LAMM property.
Corollary 9.128. If the conditions of Theorem 9.127 are satisfied and $C$ is permutation invariant, then

$$
\limsup _{n \rightarrow \infty} \inf _{h \in C} P_{c s}\left(h, \varphi_{n}\right) \leq \inf _{h \in C} P_{\mathrm{N}, c s}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}, \varphi^{n a t}\right)
$$

If in addition $C$ is compact and the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$-condition is fulfilled, then with $P_{\mathrm{N}, c s}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}, \varphi^{n a t}\right)$ in (9.134),

$$
\lim _{n \rightarrow \infty} \inf _{h \in C} P_{c s}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)=\inf _{h \in C} P_{\mathrm{N}, c s}\left(\mathrm{I}_{0} h, \mathrm{I}_{0}, \varphi^{n a t}\right)
$$

Corollary 9.129. For $K_{c, \delta}=\left\{h: h \in \mathbb{R}^{k},\|h\| \leq c, h_{[1]} \leq \cdots \leq h_{[k-1]}<\right.$ $\left.h_{[k]}-\delta\right\}$ and $0<\delta<c<\infty$ it holds

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \inf _{h \in K_{c, \delta}} P_{c s}\left(h, \varphi_{n}\right) & \leq \int \Phi^{k-1}\left(t+\mathrm{I}_{0}^{1 / 2} \delta\right) \varphi(t) d t \\
\lim _{n \rightarrow \infty} \inf _{h \in K_{c, \delta}} P_{c s}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right) & =\int \Phi^{k-1}\left(t+\mathrm{I}_{0}^{1 / 2} \delta\right) \varphi(t) d t
\end{aligned}
$$

Proof. The proof is almost identical with the proof of the previous theorem. In contrast to the proof there we denote now by $\mathbb{D}_{\mathcal{G}}$ the set of all selection rules. The stated inequality follows from Proposition 6.89 and (9.122). Finally, the fact that $\varphi_{Z_{n, \otimes k}}^{n a t}$ attains the asymptotic lower minimax bound follows from the locally uniform convergence of the risk if the $\operatorname{ULAN}\left(Z_{n}, \mathrm{I}_{0}\right)$ condition holds; see Theorem 9.125. The first corollary follows from the uniform convergence of $P_{c s}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)$ established in Corollary 9.126. The second corollary follows from the first one, the relation (9.134) for $r=1$, and

$$
\inf _{h \in K_{c, \delta}} \int \prod_{i=1}^{k-1} \Phi\left(t+\mathrm{I}_{0}^{1 / 2}\left(h_{[k]}-h_{[i]}\right)\right) \varphi(t) d t=\int \Phi^{k-1}\left(t+\mathrm{I}_{0}^{1 / 2} \delta\right) \varphi(t) d t
$$

Let $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in(a, b)}\right)$ be a model for which the family $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is $\mathbb{L}_{2^{-}}$ differentiable at $\theta_{0} \in(a, b)$ with derivative $\dot{L}_{\theta_{0}}$ and Fisher information $\boldsymbol{I}\left(\theta_{0}\right)$. We consider the sequence of models

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}^{k n}, \mathfrak{A}^{\otimes k n},\left(\bigotimes_{i=1}^{k} P_{\theta_{0}+h_{i} / \sqrt{n}}^{\otimes n}\right)_{h \in \Delta_{n}^{k},}\right) \tag{9.137}
\end{equation*}
$$

where $h=\left(h_{1}, \ldots, h_{k}\right)$ and $\Delta_{n}=\left(\sqrt{n}\left(a-\theta_{0}\right), \sqrt{n}\left(b-\theta_{0}\right)\right)$. We denote by $X_{i, j}$ the projections of $\mathcal{X}^{k n}$ onto the respective coordinates, omitting the dependence of $X_{i, j}$ on $n$ for simplicity. It holds for $j=1, \ldots, n$ and $i=1, \ldots, k$,

$$
\begin{equation*}
\mathcal{L}\left(X_{i, j} \mid P_{n, h}\right)=P_{\theta_{0}+h_{i} / \sqrt{n}}, \quad \text { where } \quad P_{n, h}=\bigotimes_{i=1}^{k} P_{\theta_{0}+h_{i} / \sqrt{n}}^{\otimes n} . \tag{9.138}
\end{equation*}
$$

We have seen in Theorems 9.125 and 9.127 that the natural selection rule based on the central sequence is the asymptotically best selection rule, in a sense that is specified in these theorems. There is, however, one shortcoming. The central sequence $n^{-1 / 2} \sum_{j=1}^{n} \dot{L}_{\theta_{0}}\left(X_{i, j}\right)$ (see Corollary 6.71) depends on $\theta_{0}$ and provides an optimal selection rule for populations with parameters close to some fictive common central point $\theta_{0}$. The latter is, of course, unknown so that $\varphi_{Z_{n, \otimes k}}^{n a t}$ is not a selection rule in the strict sense. It only provides a benchmark with which other selection rules can be compared. The following two examples deal with point selections that are based on given influence functions. We study the efficiency of such selection rules.

Example 9.130. We construct a point selection rule by using a linear statistic. Fix a function $\Psi \in \mathbb{L}_{2}^{0}\left(P_{\theta_{0}}\right)$ and set $V_{n}=\left(V_{n, 1}, \ldots, V_{n, k}\right)$ with

$$
\begin{equation*}
V_{n}=\left(n^{-1 / 2} \sum_{j=1}^{n} \Psi\left(X_{1, j}\right), \ldots, n^{-1 / 2} \sum_{j=1}^{n} \Psi\left(X_{k, j}\right)\right) \tag{9.139}
\end{equation*}
$$

We study the efficiency of the natural selection rule based on $V_{n}$ under the assumption that the family $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in(a, b)$. By the second lemma of LeCam (see Corollary 6.71) and Remark 9.121 the sequence of models $\mathcal{M}_{n}$ in (9.123) satisfies the $\operatorname{ULAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$-condition with central sequence

$$
\begin{equation*}
Z_{n, \otimes k}=\left(n^{-1 / 2} \sum_{j=1}^{n} \dot{L}_{\theta_{0}}\left(X_{1, j}\right), \ldots, n^{-1 / 2} \sum_{j=1}^{n} \dot{L}_{\theta_{0}}\left(X_{k, j}\right)\right) \tag{9.140}
\end{equation*}
$$

and Fisher information matrix $\mathcal{I}_{0}=\mathbf{I}\left(\theta_{0}\right) \mathbf{I}$, where $\mathbf{I}\left(\theta_{0}\right)=\mathbf{E}_{\theta_{0}} \dot{L}_{\theta_{0}}^{2}$ is the Fisher information in the marginal model $\left(P_{\theta}\right)_{\theta \in(a, b)}$. Let

$$
\Sigma=\mathrm{C}_{\theta_{0}}\left(\left(\Psi, \dot{L}_{\theta_{0}}\right)^{T}\right)=\left(\begin{array}{cc}
\sigma_{1,1} & \sigma_{1,2}  \tag{9.141}\\
\sigma_{2,1} & \sigma_{2,2}
\end{array}\right)
$$

be the covariance matrix of the two-dimensional vector ( $\Psi, \dot{L}_{\theta_{0}}$ ). Then especially $\sigma_{2,2}=\mathbf{I}\left(\theta_{0}\right)$. We assume that $\sigma_{1,1}>0$ and $\sigma_{2,2}>0$. Denote by $\Gamma$ the $(2 k) \times(2 k)$ matrix

$$
\Gamma=\left(\begin{array}{cc}
\sigma_{1,1} \mathbf{I} & \sigma_{1,2} \mathbf{I} \\
\sigma_{2,1} \mathbf{I} & \sigma_{2,2} \mathbf{I}
\end{array}\right)
$$

where $\mathbf{I}$ is the $k \times k$ unit matrix. The statistics $V_{n}$ can be represented in the form (6.93) if we replace $\Psi\left(X_{i}\right)$ with $\left(\Psi\left(X_{1, i}\right), \ldots, \Psi\left(X_{k, i}\right)\right)$. As

$$
\mathrm{C}_{\theta_{0}}\left(\left(\Psi\left(X_{1,1}\right), \ldots, \Psi\left(X_{k, 1}\right)\right)^{T}, \dot{L}_{\theta_{0}}\right)=\sigma_{1,2} \mathbf{I}
$$

we get from Corollary 6.74 , locally uniformly in $h=\left(h_{1}, \ldots, h_{k}\right) \in \mathbb{R}^{k}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int \varphi\left(V_{n}\right) d P_{n, h}=\int \varphi(x) \mathbf{N}\left(\sigma_{1,2} h, \sigma_{1,1} \mathbf{I}\right)(d x) \tag{9.142}
\end{equation*}
$$

for every bounded and $\boldsymbol{\lambda}_{k}$-a.e. continuous function $\varphi: \mathbb{R}^{k} \rightarrow \mathbb{R}$. Using $\varphi=\varphi_{i}^{\text {nat }}$ in (9.116) we get for the natural selection rule $\varphi_{V_{n}}^{n a t}$ based on $V_{n}$,

$$
\lim _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{V_{n}}^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \gamma_{i, N}\left(\sigma_{1,1}^{-1 / 2} \sigma_{1,2} h\right), \quad h \in \mathbb{R}^{k},
$$

with $\gamma_{i, \mathrm{~N}}$ in (9.118). Especially for the zero-one loss function,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{c s}\left(h, \varphi_{V_{n}}^{n a t}\right)=P_{\mathrm{N}, c s}\left(\sigma_{1,2} h, \sigma_{1,1}, \varphi^{n a t}\right), \tag{9.143}
\end{equation*}
$$

where according to (9.23)

$$
\begin{align*}
& P_{\mathrm{N}, c s}\left(\sigma_{1,2} h, \sigma_{1,1}, \varphi^{n a t}\right)=  \tag{9.144}\\
& r \int \prod_{i=1}^{k-1} \Phi\left(t+\frac{\sigma_{1,2}}{\sqrt{\sigma_{1,1}}}\left(h_{[k]}-h_{[i]}\right)\right) \varphi(t) d t, \quad h \in \mathbb{R}_{r}^{k}
\end{align*}
$$

and the convergence is locally uniform in both cases. From here we see that the asymptotic efficiency of the selection rule $\varphi_{V_{n}}^{n a t}$, measured by $P_{c s}\left(h, \varphi_{V_{n}}^{n a t}\right)$, depends only on the correlation between the influence function $\Psi$ and the score function $\dot{L}_{\theta_{0}}$. It follows from the Schwarz inequality that

$$
\begin{equation*}
\frac{\sigma_{1,2}}{\sqrt{\sigma_{1,1}}} \leq \sqrt{\sigma_{2,2}}=1^{1 / 2}\left(\theta_{0}\right) \tag{9.145}
\end{equation*}
$$

where equality holds if $\Psi=c \dot{L}_{\theta_{0}}, P_{\theta_{0}}$-a.s., for some constant $c$. To summarize, we can say that the loss of efficiency, when using $\Psi$ instead of the optimal influence function $\dot{L}_{\theta_{0}}$, is measured by the correlation $\sigma_{1,2} / \sqrt{\sigma_{1,1} \sigma_{2,2}}$ of $\Psi$ and $\dot{L}_{\theta_{0}}$.

Example 9.131. We consider the location family $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ that is generated by the positive and absolutely continuous Lebesgue density $f$ with finite Fisher information I. According to Lemma 1.121 the model is $\mathbb{L}_{2}$-differentiable at every $\theta_{0}$ with derivative $\dot{L}_{\theta_{0}}(x)=-f^{\prime}\left(x-\theta_{0}\right) / f\left(x-\theta_{0}\right)$. Suppose that $\int x f(x) d x=0$ and $\sigma^{2}=\int x^{2} f(x) d x<\infty$. Then the location parameter $\theta_{0}$ is the expectation. Set

$$
V_{n}=\sqrt{n}\left(\bar{X}_{n, 1}-\theta_{0}, \ldots, \bar{X}_{n, k}-\theta_{0}\right), \quad \text { where } \bar{X}_{n, i}=\frac{1}{n} \sum_{j=1}^{n} X_{i, j}, i=1, \ldots, k
$$

Then the natural selection rule based on $V_{n}$ selects the population with the largest value of the $\bar{X}_{n, i}$. Moreover, $\Psi(x)=x-\theta_{0}$ is the influence function in (9.139). We have seen in Example 9.130 that the efficiency of the selection rule is characterized by the ratio $\sigma_{1,2} / \sqrt{\sigma_{1,1} \sigma_{2,2}}$. For the natural selection rule $\varphi_{V_{n}}^{n a t}$ this ratio is given by

$$
\frac{\sigma_{1,2}}{\sqrt{\sigma_{1,1} \sigma_{2,2}}}=-\frac{1}{\sigma \mathbf{I}^{1 / 2}} \int\left(x-\theta_{0}\right) \frac{f^{\prime}\left(x-\theta_{0}\right)}{f\left(x-\theta_{0}\right)} f\left(x-\theta_{0}\right) d x=-\frac{1}{\sigma 1^{1 / 2}} \int x f^{\prime}(x) d x \leq 1
$$

where the inequality is from (9.145). If $f=\varphi_{0, \sigma^{2}}$ is the density of $\mathrm{N}\left(0, \sigma^{2}\right)$, then $f^{\prime}(x) / f(x)=-x / \sigma^{2},-\int x f^{\prime}(x) d x=1$, and $\mathbf{I}_{0}=\sigma^{-2}$, so that we have equality in the last inequality. But this is not surprising, as for normal distributions the natural selection rule based on the arithmetic mean is, according to Theorem 9.31, the uniformly best permutation invariant selection rule.

As mentioned already, the locally asymptotically optimal selection rule still depends on the localization point $\theta_{0}$ which is an unknown nuisance parameter. To get rid of it in the decision rule we make use of the MLEs $\widehat{\theta}_{n, 1}, \ldots, \widehat{\theta}_{n, k}$ in the $k$ populations. If the assumptions of Theorem 7.148 are satisfied, then it follows from (7.113) that for $i=1, \ldots, k$,

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\theta}_{n, i}-\theta_{0}\right)=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \mathrm{I}^{-1}\left(\theta_{0}\right) \dot{L}_{\theta_{0}}\left(X_{i, j}\right)+o_{P_{n, 0}}(1) \tag{9.146}
\end{equation*}
$$

From here and (9.140) we see that, up to terms $o_{P_{n, 0}}(1)$, the selection rule $\varphi_{Z_{n, \otimes k}}^{n a t}$ is identical with the natural selection rule $\varphi_{\hat{\theta}_{n}}^{n a t}$ based on the vector $\widehat{\theta}_{n}=\left(\widehat{\theta}_{n, 1}, \ldots, \widehat{\theta}_{n, k}\right)$ of the MLEs from the individual populations.

Theorem 9.132. If the assumptions of Theorem 7.148 are met for the model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in(a, b)}\right)$ at $\theta_{0} \in(a, b)$, then the natural selection rule $\varphi_{\hat{\theta}_{n}}^{n a t}=$ $\left(\varphi_{1, \hat{\theta}_{n}}^{n a t}, \ldots, \varphi_{k, \hat{\theta}_{n}}^{n a t}\right)$ based on $\widehat{\theta}_{n}$ is consistent in the sense that in the sequence of models

$$
\mathcal{M}_{n}=\left(\mathcal{X}^{k n}, \mathfrak{A}^{\otimes k n},\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n}\right)_{\theta \in(a, b)^{k}}\right)
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$, it holds

$$
\lim _{n \rightarrow \infty} P_{c s}\left(\theta, \varphi_{\hat{\theta}_{n}}^{n a t}\right)=1
$$

for every $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in(a, b)^{k}$ with $\theta_{[k]}>\theta_{[k-1]}$. Moreover, if (9.133) is satisfied, then in the localized model with $P_{n, h}$ from (9.138) it holds, locally uniformly in $h$, with $\gamma_{i, \mathrm{~N}}\left(1_{0}^{1 / 2} h\right)$ in (9.130),

$$
\lim _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{\hat{\theta}_{n}}^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(I_{0}^{1 / 2} h\right),
$$

and $\varphi_{\hat{\theta}_{n}}^{n a t}$ is LABP and LAMM, provided that the loss function satisfies (9.131) and (9.133).

Proof. Without loss of generality we may assume that $\theta_{1} \leq \cdots \leq \theta_{k-1}<$ $\theta_{k}$. Then

$$
\begin{aligned}
\sum_{i \neq k} \varphi_{i, \widehat{\theta}_{n}}^{n a t} & =\sum_{i \neq k} \frac{1}{\left|\mathrm{M}\left(\widehat{\theta}_{n}\right)\right|} I_{\mathrm{M}\left(\widehat{\theta}_{n}\right)}(i) \leq I_{A_{N}}, \text { where } \\
A_{N} & =\left\{\max _{1 \leq j \leq k-1} \widehat{\theta}_{n, j} \geq \widehat{\theta}_{n, k}\right\}=\bigcup_{j=1}^{k-1}\left\{\widehat{\theta}_{n, j} \geq \widehat{\theta}_{n, k}\right\} .
\end{aligned}
$$

Choose an $\varepsilon>0$ such that $\varepsilon \leq \theta_{k}-\theta_{k-1}$. Then for every $j \neq k$,

$$
\begin{aligned}
& \left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n}\right)\left(\left\{\widehat{\theta}_{n, j} \geq \widehat{\theta}_{n, k}\right\}\right) \leq\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n}\right)\left(\left\{\widehat{\theta}_{n, j}-\theta_{j} \geq \widehat{\theta}_{n, k}-\theta_{k}+\varepsilon\right\}\right) \\
& \leq\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n}\right)\left(\widehat{\theta}_{n, j}-\theta_{j} \geq \varepsilon / 2\right)+\left(\bigotimes_{i=1}^{k} P_{\theta_{i}}^{\otimes n}\right)\left(\widehat{\theta}_{n, k}-\theta_{k} \leq-\varepsilon / 2\right) \rightarrow 0,
\end{aligned}
$$

by the consistency of $\hat{\theta}_{n}$. The condition (A10) that is assumed in Theorem 7.148 implies the $\mathbb{L}_{2}$-differentiability and thus, as in Example 9.130, the $\operatorname{ULAN}\left(Z_{n, \otimes k}, \mathcal{I}_{0}\right)$-condition, where $\mathcal{I}_{0}=\mathbf{I}\left(\theta_{0}\right) \mathbf{I}$ and $Z_{n, \otimes k}$ is given in (9.140). We see from the definition of $\varphi^{n a t}\left(\widehat{\theta}_{n}\right)$, the representation (9.146) and Corollary 6.74 that both

$$
\mathrm{R}\left(h, \varphi_{\hat{\theta}_{n}}^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \int \varphi_{i, \hat{\theta}_{n}}^{n a t}\left(x_{n}\right) P_{n, h}\left(d x_{n}\right)
$$

and

$$
\mathrm{R}\left(h, \varphi_{Z_{n, \otimes k}}^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \int \varphi_{i, Z_{n, \otimes k}}^{n a t}\left(x_{n}\right) P_{n, h}\left(d x_{n}\right),
$$

with $Z_{n, \otimes k}$ in (9.140), converge locally uniform to $\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(I_{0}^{1 / 2} h\right)$. Hence the LABP and LAMM property of $\varphi_{\hat{\theta}_{n}}^{n a t}$ follow from the corresponding property of $\varphi_{Z_{n}, \otimes k}^{n a t}$ which was established in Theorems 9.125 and 9.127.

Now we return to selection rules that are based on a given influence function, which may be, for example, the score function $\dot{L}_{\theta_{0}}$. As we have pointed out already, the dependence of the selection rule on the localization point is undesirable and thus we want to get rid of it by plugging in an estimator. As in concrete applications (e.g., in location-scale families) the score function may depend on additional nuisance parameters we now study selection rules that utilize estimated parameters in a general setting. Similarly as in Section
8.7 we operate in a first step with two types of parameters. The first, $\theta \in \Delta$, specifies the model whereas the second, $\eta \in \Lambda$, specifies the influence function. We suppose that $\Lambda$ is an open subset of $\mathbb{R}^{m}$ and recall the class of functions introduced in (7.98). We assume that

$$
\begin{align*}
& \Psi: \Lambda \times \mathcal{X} \rightarrow_{m} \mathbb{R} \quad \text { and } \quad \Psi .(x) \in \mathrm{C}_{m}^{(1)}\left(U\left(\eta_{0}\right), \mathcal{X}\right), \\
& \Psi_{\eta_{0}}(\cdot) \in \mathbb{L}_{2}^{0}\left(P_{\theta_{0}}\right) \quad \text { and } \quad \mathrm{E}_{P_{\theta_{0}}} \sup _{\eta \in U\left(\eta_{0}\right)}\left\|\dot{\Psi}_{\eta}\right\|<\infty . \tag{9.147}
\end{align*}
$$

The family of statistics $V_{n, \eta}=\left(V_{n, 1, \eta}, \ldots, V_{n, k, \eta}\right)$ with

$$
V_{n, i, \eta}=n^{-1 / 2} \sum_{j=1}^{n} \Psi_{\eta}\left(X_{i, j}\right), \quad i=1, \ldots, k
$$

provides the family of natural selection rules $\varphi_{V_{n, \eta}}^{n a t}$. It is an important fact that under the mild regularity conditions (9.147) we may plug in a $\sqrt{n}$-consistent estimator into $\varphi_{V_{n, \eta}}^{n a t}$ without changing the local asymptotic risk.
Proposition 9.133. Suppose that the family $\left(P_{\theta}\right)_{\theta \in(a, b)}$ is $\mathbb{L}_{2}$-differentiable at $\theta_{0} \in(a, b)$. If the condition (9.147) is satisfied and $\widehat{\eta}_{n}: \mathcal{X}^{k n} \rightarrow_{m} \Lambda$ is under $P_{\theta_{0}}^{\otimes k n}$ a $\sqrt{n}$-consistent estimator at $\eta_{0}$, then the following convergence is locally uniform. With $\gamma_{i, \mathrm{~N}}$ in (9.118),

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{V_{n, \hat{\eta}_{n}}^{n a t}}^{n a t}\right)=\lim _{n \rightarrow \infty} \sum_{i=1}^{k} L(h, i) \int \varphi_{i, V_{n}, \eta_{n}}^{n a t}\left(x_{n}\right) P_{n, h}\left(d x_{n}\right) \\
& =\lim _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{V_{n, \eta_{0}}^{n a t}}^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(\sigma_{1,1}^{-1 / 2} \sigma_{1,2} h\right), \quad h \in \mathbb{R}^{k} . \\
& \lim _{n \rightarrow \infty} P_{c s}\left(h, \varphi_{V_{n, \hat{\eta}_{n}}^{n a t}}^{n a t}\right)=\lim _{n \rightarrow \infty} P_{c s}\left(h, \varphi_{V_{n, \eta_{0}}^{n a t}}^{n a t}\right)=P_{\mathrm{N}, c s}\left(\sigma_{1,2} h, \sigma_{1,1}, \varphi^{n a t}\right) \\
& =r \int \prod_{i=1}^{k-1} \Phi\left(t+\frac{\sigma_{1,2}}{\sqrt{\sigma_{1,1}}}\left(h_{[k]}-h_{[i]}\right)\right) \varphi(t) d t, \quad h \in \mathbb{R}_{r}^{k},
\end{aligned}
$$

where the $\sigma_{i, j}$ are the elements of the matrix (9.141) with $\Psi=\Psi_{\eta_{0}}$.
Proof. First of all we remark that Lemma 8.111 yields

$$
\begin{equation*}
V_{n, i, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}}=V_{n, i, \eta_{0}}-V_{n, 1, \eta_{0}}+o_{P_{\theta_{0}}^{\otimes k n}}(1) . \tag{9.148}
\end{equation*}
$$

Hence,

$$
\left(\begin{array}{c}
V_{n, 2, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}} \\
\vdots \\
V_{n, k, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}}
\end{array}\right)=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\begin{array}{c}
\Psi_{\eta_{0}}\left(X_{2, j}\right)-\Psi_{\eta_{0}}\left(X_{1, j}\right) \\
\vdots \\
\Psi_{\eta_{0}}\left(X_{k, j}\right)-\Psi_{\eta_{0}}\left(X_{1, j}\right)
\end{array}\right)+o_{P_{\theta_{0}}^{\otimes k n}}(1) .
$$

Thus by Corollary 6.74, and for every bounded and $\boldsymbol{\lambda}_{k-1}$-a.e. continuous function $\varphi$, it holds locally uniformly in $h$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int \varphi\left(V_{n, 2, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}}, \ldots, V_{n, k, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}}\right) d P_{n, h} \\
= & \lim _{n \rightarrow \infty} \int \varphi\left(V_{n, 2, \eta_{0}}-V_{n, 1, \eta_{0}}, \ldots, V_{n, k, \eta_{0}}-V_{n, 1, \eta_{0}}\right) d P_{n, h}=\mathrm{N}(\mu(h), \Sigma),
\end{aligned}
$$

where in view of (9.142) $\mathrm{N}(\mu(h), \Sigma)$ is the distribution of $\left(V_{2}-V_{1}, \ldots, V_{k}-\right.$ $\left.V_{1}\right)$, and $\left(V_{1}, \ldots, V_{k}\right)$ has the distribution $\mathrm{N}\left(\sigma_{1,2} h, \sigma_{1,1} \mathbf{I}\right)$. Hence the relation $\varphi_{i}^{\text {nat }}\left(t_{1}, t_{2}, \ldots, t_{k}\right)=\varphi_{i}^{\text {nat }}\left(0, t_{2}-t_{1}, \ldots, t_{k}-t_{1}\right)$ yields locally uniformly in $h$,
$\lim _{n \rightarrow \infty} \int \varphi_{i}^{n a t}\left(0, V_{n, 2, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}}, \ldots, V_{n, k, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}}\right) d P_{n, h}=\gamma_{i, \mathrm{~N}}\left(\sigma_{1,1}^{-1 / 2} \sigma_{1,2} h\right)$,
with $\gamma_{i, \mathrm{~N}}$ in (9.118), and the first statement is proved. The statement concerning the probability of a correct selection follows from (9.115) and (9.134).

Now we assume that the parameter $\theta \in \Delta \subseteq \mathbb{R}^{d}$ consists of two parts. One is $\tau$, which has dimension one and is the parameter of interest, and the other one is $\xi$, which has dimension $m=d-1$ and is a nuisance parameter. Thus we have the partitions $\theta=\left(\tau, \xi^{T}\right)^{T}$ and $\dot{L}_{\theta}=\left(U_{\theta}, V_{\theta}^{T}\right)^{T}$ as in (8.107). We use the component $U_{\theta}$ as influence function $\Psi$ to construct a selection rule, and any $\sqrt{n}$-consistent estimator to estimate $\theta$. Recall that $X_{i, j}: \mathcal{X}^{k n} \rightarrow \mathcal{X}, i=$ $1, \ldots, k, j=1, \ldots, n$, are the projections, and that $P_{n, h}=\bigotimes_{i=1}^{k} P_{\tau_{0}+h_{i} / \sqrt{n}, \xi_{0}}^{\otimes n}$. We consider the sequence of localized models for $k$ samples with a common nuisance parameter $\xi_{0}$; that is,

$$
\begin{equation*}
\mathcal{M}_{n}=\left(\mathcal{X}^{k n}, \mathfrak{A}^{\otimes k n},\left(\bigotimes_{i=1}^{k} P_{\tau_{0}+h_{i} / \sqrt{n}, \xi_{0}}^{\otimes n}\right)_{h \in \mathbb{R}^{k}}\right) \tag{9.149}
\end{equation*}
$$

If we use any estimator $\widehat{\theta}_{n}: \mathcal{X}^{k n} \rightarrow_{m} \Delta$ and plug it into the statistic

$$
\begin{equation*}
S_{n}(\theta)=\left(n^{-1 / 2} \sum_{j=1}^{n} U_{\theta}\left(X_{1, j}\right), \ldots, n^{-1 / 2} \sum_{j=1}^{n} U_{\theta}\left(X_{k, j}\right)\right) \tag{9.150}
\end{equation*}
$$

then the natural selection rule $\varphi_{S_{n}\left(\widehat{\theta}_{n}\right)}^{n a t}$ based on the statistic $S_{n}\left(\widehat{\theta}_{n}\right)$ is not necessarily permutation invariant, unless the estimator $\widehat{\theta}_{n}$ is invariant under permutations of the populations; that is,

$$
\begin{equation*}
\widehat{\theta}_{n}\left(x_{1,1}, \ldots, x_{i, j}, \ldots, x_{k, n}\right)=\widehat{\theta}_{n}\left(x_{\gamma(1), 1}, \ldots, x_{\gamma(i), j}, \ldots, x_{\gamma(k), n}\right) \tag{9.151}
\end{equation*}
$$

for every $\left(x_{1,1}, \ldots, x_{i, j}, \ldots, x_{k, n}\right) \in \mathcal{X}^{k n}$ and every permutation $\gamma$ of $(1, \ldots, k)$. This condition is not very restrictive. One could start, for example, with a sequence $\widetilde{\theta}_{n}: \mathcal{X}^{n} \rightarrow_{m} \Delta$ and put

$$
\widehat{\theta}_{n}\left(x_{1,1}, \ldots, x_{i, j}, \ldots, x_{k, n}\right)=\frac{1}{k} \sum_{r=1}^{k} \tilde{\theta}_{n}\left(x_{r, 1}, \ldots, x_{r, n}\right) .
$$

Then $\widehat{\theta}_{n}$ is obviously permutation invariant.
Theorem 9.134. Suppose that the family of distributions $\left(P_{\theta}\right)_{\theta \in \Delta}$ satisfies condition (A10), where $\dot{L}_{\theta}=\left(U_{\theta}, V_{\theta}^{T}\right)^{T}$ is the $\mathbb{L}_{2}$-derivative and $\mathbf{I}\left(\theta_{\theta}\right)$ is the invertible information matrix with block matrices $\boldsymbol{I}_{i, j}\left(\theta_{\theta}\right)$. Suppose that $\widehat{\theta}_{n}$ : $\mathcal{X}^{k n} \rightarrow_{m} \Delta$ is a sequence of $\sqrt{n}$-consistent estimators for $\theta_{0}$ and the loss
function satisfies (9.131) and (9.133). Then for the risk of the natural selection rule $\varphi_{S_{n}\left(\widehat{\theta}_{n}\right)}^{n a t}$ based on $S_{n}\left(\widehat{\theta}_{n}\right)$ with $S_{n}(\theta)$ in (9.150) it holds
$\lim _{n \rightarrow \infty} \sum_{i=1}^{k} L(h, i) \int \varphi_{i, S_{n}\left(\widehat{\theta}_{n}\right)}^{n a t} d P_{n, h}=\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(l_{1,1}^{1 / 2}\left(\theta_{0}\right) h\right), \quad h \in \mathbb{R}^{k}$,
locally uniformly in $h$, and $\varphi_{S_{n}\left(\widehat{\theta}_{n}\right)}^{n a t}$ has the LAMM property. If in addition the condition (9.151) is satisfied, then $\varphi_{S_{n}\left(\hat{\theta}_{n}\right)}^{\text {nat }}$ is LABP.

Proof. The condition (A10) implies the $\mathbb{L}_{2}$-differentiability at $\theta_{0} \in \Delta$ which yields the $\operatorname{ULAN}\left(Z_{n}, I\left(\theta_{0}\right)\right)$-condition by the second lemma of LeCam; see Corollary 6.71. Hence the $\operatorname{ULAN}\left(Z_{n, \otimes k}, \mathrm{I}_{1,1}\left(\theta_{0}\right) \mathbf{I}\right)$-condition for the sequence of models (9.149) is satisfied, where $S_{n}\left(\theta_{0}\right)$ in (9.150) is the central sequence. We set $\eta=(\tau, \xi)$ and $\Psi_{\eta}=U_{\tau, \xi}$. The condition (A10) implies that $\Psi_{\eta}$ satisfies (9.147). To use Proposition 9.133 we set $V_{n}=Z_{n, \otimes k}$. Then $\sigma_{1,1}=\sigma_{1,2}=\mathrm{I}_{1,1}\left(\theta_{0}\right)$, and it holds locally uniformly in $h$,

$$
\lim _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{S_{n}\left(\theta_{0}\right)}^{n a t}\right)=\lim _{n \rightarrow \infty} \mathrm{R}\left(h, \varphi_{S_{n}\left(\widehat{\theta}_{n}\right)}^{n a t}\right)=\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(l_{1,1}^{1 / 2}\left(\theta_{0}\right) h\right),
$$

with $\gamma_{i, \mathrm{~N}}$ in (9.118). This means that the maximum risk over permutation invariant and compact sets attains the asymptotic lower bound in (9.136) and $\varphi_{S_{n}\left(\widehat{\theta}_{n}\right)}^{n a t}$ is therefore LAMM. If in addition (9.151) is satisfied, then $\varphi_{S_{n}}^{n a t}\left(\widehat{\theta}_{n}\right)$ is a sequence of permutation invariant selection rules which attains the lower bound for the risk of sequences of permutation invariant selection rules in Theorem 9.125. Hence $\varphi_{S_{n}\left(\hat{\theta}_{n}\right)}^{n a t}$ is LABP.

In the previous theorem we have shown that a nuisance parameter can be replaced with a $\sqrt{n}$-consistent estimator without reducing the efficiency. Similar results were obtained in Liese and Miescke (1999b) for the semiparametric random censorship model and by Liese (1996) for the semiparametric location model.

The next example deals with point selections in location-scale models with nuisance scale parameters.

Example 9.135. Let $f$ be a positive twice continuously differentiable Lebesgue density so that the family of densities $f_{\theta}(x)=\sigma^{-1} f((x-\mu) / \sigma), \theta=(\mu, \sigma) \in$ $\mathbb{R} \times(0, \infty)$, satisfies (A10). Then the $\mathbb{L}_{2}$-derivative with respect to the parameter $\mu$ is

$$
U_{\theta}(x)=-\sigma^{-2} \mathbf{U}((x-\mu) / \sigma), \quad \text { where } \quad \mathbf{U}(x)=-f^{\prime}(x) / f(x) .
$$

To construct the statistic $S_{n}\left(\widehat{\theta}_{n}\right)$ from (9.150) we need $\sqrt{n}$-consistent estimators for $\mu$ and $\sigma$. If the second moment of $f$ is finite, then we may assume without loss of generality that $\int x f(x) d x=0$ and $\int x^{2} f(x) d x=1$. Then the parameter $\mu$ in the family of densities $\sigma^{-1} f((x-\mu) / \sigma)$ is the expectation and $\sigma^{2}$ the variance. We estimate $\theta=(\mu, \sigma)$ by

$$
\widehat{\mu}_{n}=\frac{1}{k n} \sum_{i, j} X_{i, j}, \quad \text { and } \quad \widehat{\sigma}_{n}=\left(\frac{1}{k n} \sum_{i, j}\left(X_{i, j}-\widehat{\mu}_{n}\right)^{2}\right)^{1 / 2} .
$$

Then both $\widehat{\mu}_{n}$ and $\widehat{\sigma}_{n}^{2}$ are permutation invariant. Moreover, if $\int x^{4} f(x) d x<\infty$, then both estimators are $\sqrt{n}$-consistent. The statement for $\widehat{\mu}_{n}$ is clear. The statement for $\widehat{\sigma}_{n}$ follows from Example 8.84 and the $\delta$-method; see Proposition 8.78. The statistic $S_{n}$ in (9.150) leads to

$$
\begin{equation*}
S_{n}\left(\widehat{\theta}_{n}\right)=\frac{1}{\sqrt{n} \widehat{\sigma}_{n}^{2}}\left(\sum_{j=1}^{n} \mathrm{U}\left(\left(X_{1, j}-\widehat{\mu}_{n}\right) / \widehat{\sigma}_{n}\right), \ldots, \sum_{j=1}^{n} \mathrm{U}\left(\left(X_{k, j}-\widehat{\mu}_{n}\right) / \widehat{\sigma}_{n}\right)\right) \tag{9.152}
\end{equation*}
$$

As the factor $1 /\left(\sqrt{n} \widehat{\sigma}_{n}^{2}\right)$ is irrelevant for the natural selection rule based on $S_{n}\left(\widehat{\theta}_{n}\right)$ we see that $\varphi_{S_{n}\left(\hat{\theta}_{n}\right)}^{n a t}$ is the uniform distribution on

$$
\mathrm{M}_{n}=\left\{l: \sum_{j=1}^{n} \mathrm{U}\left(\left(X_{l, j}-\widehat{\mu}_{n}\right) / \widehat{\sigma}_{n}\right)=\max _{1 \leq i \leq k} \sum_{j=1}^{n} \mathrm{U}\left(\left(X_{i, j}-\widehat{\mu}_{n}\right) / \widehat{\sigma}_{n}\right)\right\}
$$

We know from Theorems 9.125 and 9.127 that $\varphi_{S_{n}\left(\hat{\theta}_{n}\right)}^{n a t}$ has the properties LABP and LAMM. If $f$ is the density of $\mathrm{N}(0,1)$, then $\mathrm{U}(x)=x$ and we see that

$$
\begin{aligned}
\mathrm{M}_{n} & =\left\{l: \sum_{j=1}^{n}\left(X_{l, j}-\widehat{\mu}_{n}\right) / \widehat{\sigma}_{n}=\max _{1 \leq i \leq k} \sum_{j=1}^{n}\left(X_{i, j}-\widehat{\mu}_{n}\right) / \widehat{\sigma}_{n}\right\} \\
& =\left\{l: \bar{X}_{n, l}=\max _{1 \leq i \leq k} \bar{X}_{n, i}\right\}
\end{aligned}
$$

This means that $\varphi_{S_{n}\left(\widehat{\theta}_{n}\right)}^{n a t}$ selects the population with the largest sample mean. We know from Theorem 9.31 that this selection rule is already for every fixed sample size $n$ a uniformly best permutation invariant selection rule.

If the above moment conditions are not fulfilled one has to turn to other estimators of $\mu$ and $\sigma$. This is necessary, for example, if we consider a location-scale model generated by the Cauchy distribution. We use sample quantiles to estimate $\mu$ and $\sigma$. To this end let $F$ be the c.d.f. with the density $f$. Put $F_{\mu, \sigma}(t)=F((t-\mu) / \sigma)$ and note that $F$ is strictly increasing as $f$ has been assumed to be positive everywhere. We fix $0<\alpha<\beta<1$ and set $z_{\alpha}=F^{-1}(\alpha)$ and $z_{\beta}=F^{-1}(\beta)$. Then $\sigma z_{\alpha}+\mu=F_{\mu, \sigma}^{-1}(\alpha)$ and $\sigma z_{\beta}+\mu=F_{\mu, \sigma}^{-1}(\beta)$. Hence

$$
\sigma=\frac{F_{\mu, \sigma}^{-1}(\beta)-F_{\mu, \sigma}^{-1}(\alpha)}{z_{\beta}-z_{\alpha}} \quad \text { and } \quad \mu=F_{\mu, \sigma}^{-1}(\alpha)-z_{\alpha} \frac{F_{\mu, \sigma}^{-1}(\beta)-F_{\mu, \sigma}^{-1}(\alpha)}{z_{\beta}-z_{\alpha}}
$$

Let $\left(X_{1}, \ldots, X_{N}\right)=\left(X_{1,1}, \ldots, X_{k, n}\right)$ be the pooled sample and $\widehat{F}_{N}$ the empirical c.d.f. Then it follows from Example 7.139 that

$$
\mathcal{L}\left(\sqrt{n}\left(\widehat{F}_{N}^{-1}(\alpha)-F_{\mu, \sigma}^{-1}(\alpha)\right)\right) \Rightarrow \mathrm{N}\left(0, \alpha(1-\alpha) / f_{\mu, \sigma}^{2}\left(z_{\alpha}\right)\right)
$$

Hence $\widehat{F}_{N}^{-1}(\alpha)$ is a $\sqrt{n}$-consistent and permutation invariant estimator of $z_{\alpha}$. The same holds analogously for $\widehat{F}_{N}^{-1}(\beta)$. We set

$$
\widehat{\sigma}_{n}=\frac{\widehat{F}_{N}^{-1}(\beta)-\widehat{F}_{N}^{-1}(\alpha)}{z_{\beta}-z_{\alpha}} \quad \text { and } \quad \widehat{\mu}_{n}=\widehat{F}_{N}^{-1}(\alpha)-z_{\alpha} \widehat{\sigma}_{n}
$$

This representation shows that $\widehat{\mu}_{n}$ and $\widehat{\sigma}_{n}$ are $\sqrt{n}$-consistent and permutation invariant estimators that can be used to construct the statistic $S_{n}\left(\widehat{\theta}_{n}\right)$ in (9.152).

In the location-scale model studied above the location parameter was the parameter of interest and the scale parameter the nuisance parameter. It is clear that more complex models, that include, for example, a shape parameter for the density, may be treated in a similar manner. One may even include the density $f$ itself as an infinite-dimensional parameter in the location model. This would mean that $f(x-\theta)$ constitutes a semiparametric location model, where $f$ is common for all populations, but the parameter $\theta$ takes on different values. Asymptotically optimal selection rules for this semiparametric location model have been constructed in Liese (1996).

### 9.5.3 Rank Selection Rules

If the $k$ populations are stochastically ordered, and we want to select the stochastically largest population, then the use of ranks seems to be an adequate approach. Suppose that $X_{i, j}, j=1, \ldots, n$, is an i.i.d. sample from population $i, i=1, \ldots, k$, where the $k$ samples are independent. Set $N=k n$, denote by $X_{1}, \ldots, X_{N}$ the pooled sample of all observations, and let $R_{N, 1}, \ldots, R_{N, N}$ be the ranks of the pooled sample. Selection rules based on such ranks have been considered in Lehmann (1963), Puri and Puri $(1968,1969)$, Bhapkar and Gore (1971), and Büringer, Martin, and Schriever (1980). Further references can be found in Gupta and Panchapakesan (1979).

To set up a suitable statistic for selection, let us first assume that all $N$ observations have a common distribution $P$ with a continuous c.d.f. $F$. We set $U_{r}=F\left(X_{r}\right), r=1, \ldots, N$. For a sequence of score functions $a_{N}$ we use the same score function $a_{N}$ in each population and introduce the $k$-dimensional rank statistic by

$$
\begin{equation*}
S_{n}=\left(\sum_{i=1}^{n} a_{N}\left(R_{N, i}\right), \ldots, \sum_{i=(k-1) n+1}^{k n} a_{N}\left(R_{N, i}\right)\right) \tag{9.153}
\end{equation*}
$$

If the sequence $a_{N}$ satisfies the condition (8.97) for some $\varphi:(0,1) \rightarrow_{m} \mathbb{R}$ with $\varphi \in \mathbb{L}_{2}(\boldsymbol{\lambda})$, and the regression coefficients $c_{i, N}, i=1, \ldots, N$, satisfy the condition (8.96), then by Theorem 8.92,

$$
\sum_{i=1}^{N} c_{i, N} a_{N}\left(R_{N, i}\right)=\sum_{i=1}^{N} c_{i, N} \varphi\left(U_{i}\right)+o_{P \otimes N}(1)
$$

This implies that for $i=2, \ldots, k$,

$$
\begin{align*}
& n^{-1 / 2}\left[\sum_{j=(i-1) n+1}^{i n} a_{N}\left(R_{N, j}\right)-\sum_{j=1}^{n} a_{N}\left(R_{N, j}\right)\right]  \tag{9.154}\\
= & n^{-1 / 2}\left[\sum_{j=(i-1) n+1}^{i n} \varphi\left(F\left(X_{i, j}\right)\right)-\sum_{i=1}^{n} \varphi\left(F\left(X_{1, j}\right)\right)\right]+o_{P \otimes N}(1),
\end{align*}
$$

where $F$ is the c.d.f. of $X_{i, j}$ under $P$, and $F$ is assumed to be continuous.
The next theorem studies the asymptotic behavior of selection rules generated by linear rank statistics under local alternatives. We set $P=P_{\theta_{0}}$ and

$$
\begin{aligned}
P_{n, h} & =\bigotimes_{i=1}^{k} P_{\theta_{0}+h_{i} / \sqrt{n}}^{\otimes n}, \\
\sigma_{1,1} & =\int \varphi^{2}\left(F^{-1}(x)\right) P_{\theta_{0}}(d x), \quad \sigma_{1,2}=\sigma_{2,1}=\int \varphi\left(F^{-1}(x)\right) \dot{L}_{\theta_{0}}(x) P_{\theta_{0}}(d x), \\
\sigma_{2,2} & =\mathrm{I}\left(\theta_{0}\right)=\int \dot{L}_{\theta_{0}}^{2}(x) P_{\theta_{0}}(d x) .
\end{aligned}
$$

Theorem 9.136. Suppose the sequence $a_{N}$ satisfies the condition (8.97) for some $\varphi:(0,1) \rightarrow_{m} \mathbb{R}$ with $\varphi \in \mathbb{L}_{2}^{0}(\boldsymbol{\lambda})$. Assume that $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ is a oneparameter family of distributions on $(\mathbb{R}, \mathfrak{B})$ that is $\mathbb{L}_{2}$-differentiable at $\theta_{0}$ with derivative $\dot{L}_{\theta_{0}}$ and Fisher information $\boldsymbol{I}\left(\theta_{0}\right)>0$, where $P_{\theta_{0}}$ has a continuous c.d.f. Then the natural selection rule $\varphi_{S_{n}}^{n a t}$ based on $S_{n}$ in (9.153) satisfies locally uniform in $h \in \mathbb{R}^{k}$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \mathrm{R}\left(\varphi_{S_{n}}^{n a t}, h\right) & =\lim _{n \rightarrow \infty} \sum_{i=1}^{k} L(h, i) \int \varphi_{i, S_{n}}^{n a t} d P_{n, h}  \tag{9.155}\\
& =\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}\left(\sigma_{1,1}^{-1 / 2} \sigma_{1,2} h\right), \quad h \in \mathbb{R}^{k}
\end{align*}
$$

with $\gamma_{i, \mathrm{~N}}$ in (9.118).
Corollary 9.137. It holds locally uniform in $h \in \mathbb{R}^{k}$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} P_{c s}\left(\varphi_{S_{n}}^{n a t}, h\right)=P_{\mathrm{N}, c s}\left(\sigma_{1,2} h, \sigma_{1,1}, \varphi^{n a t}\right) \\
& =r \int \prod_{i=1}^{k-1} \Phi\left(t+\frac{\sigma_{1,2}}{\sqrt{\sigma_{1,1}}}\left(h_{[k]}-h_{[i]}\right)\right) \varphi(t) d t, \quad h \in \mathbb{R}_{r}^{k}
\end{aligned}
$$

Proof. The proof is almost identical with the proof of Proposition 9.133. One has only to use (9.154) instead of (9.148) and to replace $V_{n, i, \widehat{\eta}_{n}}-V_{n, 1, \widehat{\eta}_{n}}$ with

$$
n^{-1 / 2} \sum_{j=(i-1) n+1}^{i n} a_{N}\left(R_{N, j}\right)-n^{-1 / 2} \sum_{j=1}^{n} a_{N}\left(R_{N, j}\right)
$$

and $V_{n, i, \eta_{0}}-V_{n, 1, \eta_{0}}$ with

$$
n^{-1 / 2} \sum_{j=(i-1) n+1}^{i n} \varphi\left(F\left(X_{i, j}\right)\right)-n^{-1 / 2} \sum_{j=1}^{n} \varphi\left(F\left(X_{1, j}\right)\right)
$$

Problem 9.138.* If the loss function $L$ satisfies (9.131), then $\sum_{i=1}^{k} L(h, i) \gamma_{i, \mathrm{~N}}(\gamma h)$ is decreasing in $\gamma \geq 0$, for every $h \in \mathbb{R}^{k}$.

If the loss function $L$ satisfies the condition (9.131) in Theorem 9.125, then by the above problem we see that the right-hand term in (9.155) becomes minimal if $\sigma_{1,2}=\sqrt{\sigma_{1,1} \sigma_{2,2}}$. By similar arguments as in Example 9.130 we get that equality holds if and only if

$$
\varphi(F(x))=c \dot{L}_{\theta_{0}}(x), \quad P_{\theta_{0}} \text {-a.s. }
$$

for some nonnegative constant $c$. This means that whenever we have a distribution $P$ with a continuous c.d.f. and we want to construct a rank selection rule that is optimal in the sense that it has the properties LABP and LAMM in Definition 9.124 in a special direction that is defined by an influence function $\Psi \in \mathbb{L}_{2}^{0}(P)$, we set $\varphi(t)=\Psi\left(F^{-1}(t)\right)$ and define the $a_{N}(k)$ as in Lemma 8.93. Then the condition in (8.97) is satisfied. Furthermore, for any $\mathbb{L}_{2}$-differentiable curve $\left(P_{\theta}\right)_{\theta \in \mathbb{R}}$ with $P_{\theta_{0}}=P$ and $\mathbb{L}_{2}$-derivative $\dot{L}_{\theta_{0}}=\Psi$ Theorem 9.136, in combination with Theorems 9.125 and 9.127 , shows that the rank selection rule $\varphi_{S_{n}}^{n a t}$, with $S_{n}$ from (9.153), has the properties LABP and LAMM.

A typical field of application of rank selection procedures concerns the location models. The following example deals with point selections based on Wilcoxon rank sum statistics.

Example 9.139. Let

$$
F_{\theta}(x)=\frac{\exp \{x-\theta\}}{1+\exp \{x-\theta\}}, \quad x, \theta \in \mathbb{R},
$$

be the c.d.f. of the logistic distribution with location parameter $\theta$. Then

$$
\begin{aligned}
f_{\theta}(x) & =\frac{\exp \{x-\theta\}}{(1+\exp \{x-\theta\})^{2}} \\
\dot{L}_{\theta_{0}}(x) & =-1+2 \frac{\exp \{x-\theta\}}{1+\exp \{x-\theta\}}=-1+2 F_{\theta}(x) \\
\varphi(t) & =\dot{L}_{\theta_{0}}\left(F_{\theta_{0}}^{-1}(t)\right)=-1+2 t
\end{aligned}
$$

Set $N=k n$. The approximate scores are given by $a_{N}(k)=-1+2 k /(N+1)$. Then the statistic $S_{n}$ in (9.153) is given by

$$
S_{n}=\left(-n+2 \sum_{i=1}^{n} R_{N, i}, \ldots,-n+2 \sum_{i=(k-1) n+1}^{k n} R_{N, i}\right) .
$$

It is clear that $\varphi_{S_{n}}^{n a t}$ is identical with the selection rule that selects the population with the largest rank sum, and this selection rule has the properties LABP and LAMM if the data are from the family of logistic distributions.

We conclude this section with the remark that the construction of asymptotically optimal selection rules via the convergence of models also works if the limit model is not necessarily Gaussian. In Liese (2006) the selection problem for thinned point processes under the sparse conditions has been studied. The limit model is then a Poisson point process.

### 9.6 Solutions to Selected Problems

Solution to Problem 9.6: Let $U_{1}, \ldots, U_{r}$ be i.i.d. with common uniform distribution on $(0,1)$. Then $F^{-1}\left(U_{1}\right), \ldots, F^{-1}\left(U_{r}\right)$ are i.i.d. with common distribution $P$. As $\max _{1 \leq j \leq r} U_{j}$ has the Lebesgue density $r s^{r-1} I_{(0,1)}(s)$ it holds

$$
\mathbb{E} h\left(\max _{1 \leq j \leq r} F^{-1}\left(U_{j}\right)\right)=\mathbb{E} h\left(F^{-1}\left(\max _{1 \leq j \leq r} U_{j}\right)\right)=\int h\left(F^{-1}(s)\right) r s^{r-1} d s
$$

Let $U$ be uniformly distributed in $(0,1)$. Then $F^{-1}(U)$ has the distribution $P$ and

$$
\int h\left(F^{-1}(s)\right) r s^{r-1} d s=\mathbb{E} h\left(F^{-1}(U)\right) r\left(F\left(F^{-1}(U)\right)\right)^{r-1}=r \int h(t) F^{r-1}(t) P(d t) .
$$

Solution to Problem 9.15: The posterior distribution of $\Xi$, the random version of $p=\left(p_{1}, \ldots, p_{k}\right)$, given $x_{1}, \ldots, x_{k}$, is $\bigotimes_{i=1}^{k} \operatorname{Be}\left(\alpha+x_{i}, \beta+n-x_{i}\right)$.

For $y \in\{0,1, \ldots, n\}$ the Lebesgue density of $\operatorname{Be}(\alpha+y, \beta+n-y)$ is

$$
\operatorname{be}_{\alpha+y, \beta+n-y}(t)=\frac{\Gamma(\alpha+\beta+n)}{\Gamma(\alpha+y) \Gamma(\beta+n-y)} t^{\alpha+y}(1-t)^{\beta+n-y} I_{(0,1)}(t), \quad t \in \mathbb{R}
$$

If $y \in\{0,1, \ldots, n\}$ is treated as a parameter, and $\alpha, \beta$, and $n$ are held fixed, then $\mathrm{be}_{\alpha+y, \beta+n-y}(t), t \in \mathbb{R}$, has a nondecreasing MLR in the identity. Thus, by Problem 2.22, $\operatorname{Be}(\alpha+y, \beta+n-y)$ is stochastically nondecreasing in $y \in\{0,1, \ldots, n\}$. The statement for the loss $L_{0,1}$ follows now from (9.32) and Proposition 9.13.

The expectation of $\operatorname{Be}\left(\alpha+x_{i}, \beta+n-x_{i}\right)$ is $\left(\alpha+x_{i}\right) /(\alpha+\beta+n), i=1, \ldots, k$. Thus under the loss $L_{l i n}$, according to (9.33), every Bayes selection rule again selects in terms of the largest value of $x_{1}, \ldots, x_{k}$.

Solution to Problem 9.19: Let $h \geq 0$ be measurable. It holds

$$
\begin{aligned}
\int h\left(u_{\gamma}(s)\right) \boldsymbol{\Gamma}(d s \mid t) & =\int h\left(u_{\gamma}(s)\right) g_{t}(s) \mu(d s)=\int h\left(u_{\gamma}(s)\right) g_{u_{\gamma}(t)}\left(u_{\gamma}(s)\right) \mu(d s) \\
& =\int h(s) g_{u_{\gamma}(t)}(s) \mu(d s)=\int h(s) \boldsymbol{\Gamma}\left(d s \mid u_{\gamma}(t)\right),
\end{aligned}
$$

and thus (9.35). To establish (9.37) we note that for $t_{i}<t_{j}$

$$
\begin{aligned}
& \int h(s) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Gamma}\left(d s \mid t^{(i, j)}\right)=\int h(s) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) g_{t^{(i, j)}}(s) \mu(d s) \\
& \leq \int h(s) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) g_{t}(s) \mu(d s)=\int h(s) I_{\left[s_{i}, \infty\right)}\left(s_{j}\right) \boldsymbol{\Gamma}(d s \mid t)
\end{aligned}
$$

Solution to Problem 9.22: Let $\theta_{1} \leq \theta_{2}$. An application on the monotone convergence theorem shows that it suffices to deal with bounded nonnegative functions $h$ that vanish for $x_{2} \leq x_{1}$. First we assume that $P_{\theta_{2}} \ll P_{\theta_{1}}$. The likelihood ratio $L_{\theta_{1}, \theta_{2}}$ is then the $P_{\theta_{1}}$-density $d P_{\theta_{2}} / d P_{\theta_{1}}$ and we have

$$
\begin{aligned}
& \iint h\left(x_{1}, x_{2}\right)\left[P_{\theta_{1}}\left(d x_{1}\right) P_{\theta_{2}}\left(d x_{2}\right)-P_{\theta_{2}}\left(d x_{1}\right) P_{\theta_{1}}\left(d x_{2}\right)\right]= \\
& \int\left[\int h\left(x_{1}, x_{2}\right)\left[L_{\theta_{1}, \theta_{2}}\left(x_{2}\right)-L_{\theta_{1}, \theta_{2}}\left(x_{1}\right)\right] P_{\theta_{1}}\left(d x_{1}\right)\right] P_{\theta_{1}}\left(d x_{2}\right) \geq 0,
\end{aligned}
$$

as $h\left(x_{1}, x_{2}\right)=0$ for $x_{2} \leq x_{1}$, and $L_{\theta_{1}, \theta_{2}}\left(x_{2}\right)-L_{\theta_{1}, \theta_{2}}\left(x_{1}\right) \geq 0$ and $h\left(x_{1}, x_{2}\right) \geq 0$ for $x_{1}<x_{2}$. If $P_{\theta_{2}} \ll P_{\theta_{1}}$ is not satisfied we set $\bar{P}_{\theta_{1}}=\left(P_{\theta_{1}}+P_{\theta_{2}}\right) / 2$. It holds $P_{\theta_{2}} \ll \bar{P}_{\theta_{1}}$ and

$$
\frac{d P_{\theta_{2}}}{d \bar{P}_{\theta_{1}}}= \begin{cases}\frac{2 L_{\theta_{1}, \theta_{2}}}{L_{\theta_{1}, \theta_{2}+1}} & \text { if } L_{\theta_{1}, \theta_{2}}<\infty \\ 2 & \text { if } L_{\theta_{1}, \theta_{2}}=\infty\end{cases}
$$

Thus the density $d P_{\theta_{2}} / d \bar{P}_{\theta_{1}}$ is a nondecreasing function of the identity. Hence by $\bar{P}_{\theta_{1}}=\left(P_{\theta_{1}}+P_{\theta_{2}}\right) / 2$ and the first step of the proof,

$$
\begin{aligned}
& \frac{1}{2} \int\left[\int h\left(x_{1}, x_{2}\right) P_{\theta_{2}}\left(d x_{1}\right)\right] P_{\theta_{1}}\left(d x_{2}\right)+\frac{1}{2} \int\left[\int h\left(x_{1}, x_{2}\right) P_{\theta_{2}}\left(d x_{1}\right)\right] P_{\theta_{2}}\left(d x_{2}\right) \\
\leq & \frac{1}{2} \int\left[\int h\left(x_{1}, x_{2}\right) P_{\theta_{1}}\left(d x_{1}\right)\right] P_{\theta_{2}}\left(d x_{2}\right)+\frac{1}{2} \int\left[\int h\left(x_{1}, x_{2}\right) P_{\theta_{2}}\left(d x_{1}\right)\right] P_{\theta_{2}}\left(d x_{2}\right) .
\end{aligned}
$$

Solution to Problem 9.23: The first statement is clear. In view of the permutation invariance we may assume $i=1$ and $j=2$. Suppose $\theta_{1} \leq \theta_{2}$ and let $g$ be nonnegative and measurable. An application of (9.41) to

$$
h\left(x_{1}, x_{2}\right)=I_{\left(x_{1}, \infty\right)}\left(x_{2}\right) \int g\left(x_{1}, x_{2}, x_{3}, \ldots, x_{k}\right)\left(\bigotimes_{i=3}^{k} P_{\theta_{i}}\right)\left(d x_{3}, \ldots, d x_{k}\right) .
$$

completes the proof of the second statement.
Solution to Problem 9.25: Let $\varphi_{\theta, \Sigma}(x), x \in \mathbb{R}^{k}$, be the Lebesgue density of a multivariate normal distribution. The Lebesgue measure $\mu=\boldsymbol{\lambda}_{k}$ is permutation invariant. The density $\varphi_{\theta, \Sigma}(x)$ is permutation invariant in the sense of (9.39) if and only if $u_{\gamma}(z)^{T} \Sigma^{-1} u_{\gamma}(z)=z^{T} \Sigma^{-1} z, z \in \mathbb{R}^{k}, \gamma \in \Pi_{k}$. We show now that this holds if and only if $\Sigma^{-1}$ is of the form $\Sigma^{-1}=\alpha I+\beta 11^{T}$ with $\alpha>0$ and $\alpha+k \beta>0$, where $\mathbf{1}^{T}=(1, \ldots, 1) \in \mathbb{R}^{k}$. If $\Sigma^{-1}$ is of the form $\Sigma^{-1}=\alpha I+\beta 11^{T}$, then clearly $u_{\gamma}(z)^{T} \Sigma^{-1} u_{\gamma}(z)=z^{T} \Sigma^{-1} z, z \in \mathbb{R}^{k}, \gamma \in \Pi_{k}$. Conversely, suppose that $u_{\gamma}(z)^{T} \Sigma^{-1} u_{\gamma}(z)=z^{T} \Sigma^{-1} z, z \in \mathbb{R}^{k}, \gamma \in \Pi_{k}$. Let $\Sigma^{-1}=\left(c_{i, j}\right)_{i, j=1, \ldots, k}$. Let $e_{(i)} \in \mathbb{R}^{k}$ be the vector with 1 in position $i$, and 0 in all other positions, $i=1, \ldots, k$. It holds $e_{(i)}^{T} \Sigma^{-1} e_{(i)}=c_{i, i}, i=1, \ldots, k$, and thus $c_{1,1}=c_{2,2}=\cdots=c_{k, k}$. Let $e_{(i, j)}$ be the vector with 1 in the two positions $i$ and $j$, and 0 in all other positions, $1 \leq i<j \leq k$. It holds $e_{(i, j)}^{T} \Sigma^{-1} e_{(i, j)}=c_{i, i}+c_{i, j}+c_{j, i}+c_{j, j}=2 c_{1,1}+2 c_{i, j}$, and thus $c_{i, j}=c_{1,2}$, $1 \leq i<j \leq k$. This means that $\Sigma^{-1}$ is of the form $\Sigma^{-1}=\alpha I+\beta 11^{T}$. Now we determine the range of $\alpha$ and $\beta$ for which $\alpha I+\beta 11^{T}$ is positive definite. The case of $\beta=0$ is trivial. As to the case of $\beta \neq 0$, let $y \in \mathbb{R}^{k} \backslash\{0\}$ and set $\bar{y}=(1 / k) \sum_{i=1}^{k} y_{i}$. It holds $\left(\alpha I+\beta 11^{T}\right) y=\lambda y$ if and only if $\beta k \bar{y} \mathbf{1}=(\lambda-\alpha) y$. The solutions are $\lambda=\alpha$ along with $\bar{y}=0$, and $\lambda=\alpha+k \beta$ along with $y=\bar{y} \mathbf{1}$. Thus, $\alpha I+\beta 11^{T}$ is positive definite if and only if $\alpha>0$ and $\alpha+k \beta>0$. If $\Sigma^{-1}=\alpha I+\beta 11^{T}, \alpha>0$, and $\alpha+k \beta>0$, then $\varphi_{\theta, \Sigma}(x)$ satisfies (9.40). This can be seen as follows.

$$
(x-\theta)^{T} \Sigma^{-1}(x-\theta)=\alpha \sum_{i=1}^{k}\left(x_{i}-\theta_{i}\right)^{2}+\beta\left[\sum_{i=1}^{k}\left(x_{i}-\theta_{i}\right)\right]^{2}, \quad x, \theta \in \mathbb{R}^{k} .
$$

For any $i, j \in\{1, \ldots, k\}$ let $x, \theta \in \mathbb{R}^{k}$ with $x_{i} \leq x_{j}$ and $\theta_{i} \leq \theta_{j}$. Let $\theta^{(i, j)}$ be the vector that is obtained from $\theta$ by exchanging the coordinates $\theta_{i}$ and $\theta_{j}$. Then

$$
\begin{aligned}
& \left(x-\theta^{(i, j)}\right)^{T} \Sigma^{-1}\left(x-\theta^{(i, j)}\right)-(x-\theta)^{T} \Sigma^{-1}(x-\theta) \\
= & \alpha\left[\left(x_{i}-\theta_{j}\right)^{2}+\left(x_{j}-\theta_{i}\right)^{2}-\left(x_{i}-\theta_{i}\right)^{2}-\left(x_{j}-\theta_{j}\right)^{2}\right]=2 \alpha\left(\theta_{j}-\theta_{i}\right)\left(x_{j}-x_{i}\right) \geq 0,
\end{aligned}
$$

which implies $\varphi_{\theta^{(i, j), \Sigma}}(x) \leq \varphi_{\theta, \Sigma}(x)$. Moreover, $\Sigma=\widetilde{\alpha} I+\widetilde{\beta} 11^{T}$, where $\widetilde{\alpha}=\alpha^{-1}$ and $\widetilde{\alpha}+k \widetilde{\beta}=(\alpha+k \beta)^{-1}$.

Solution to Problem 9.26: Obviously, $W=\left\{x: x \in\{0,1, \ldots, n\}^{k}, \sum_{i=1}^{k} x_{i}=n\right\}$ and $C=\left\{p: p_{i} \in(0,1), i=1, \ldots, k, \sum_{i=1}^{k} p_{i}=1\right\}$ are symmetric, and the counting measure $\boldsymbol{\kappa}_{d}$ on $\mathfrak{B}_{W}=\mathfrak{P}(W)$ is permutation invariant. The $\boldsymbol{\kappa}_{d}$-density of $\mathrm{M}(n, p)$ is

$$
\mathrm{m}_{n, p}(x)=\frac{n!}{x_{1}!\cdots x_{k}!} \prod_{i=1}^{k} p_{i}^{x_{i}}, \quad x \in W, p \in C .
$$

It obviously satisfies (9.39). To verify (9.40) let $x \in W$, where for some $i, j \in\{1, \ldots, k\}$ with $p_{i}-p_{j} \leq 0$ we have $x_{i}-x_{j} \geq 0$. Then

$$
\frac{\mathrm{m}_{n, p}(x)}{\mathrm{m}_{n, p}\left(x^{(i, j)}\right)}=\left(p_{i} / p_{j}\right)^{x_{i}-x_{j}} \leq 1 .
$$

Solution to Problem 9.39: Use Problem 9.19 and Example 9.24.
Solution to Problem 9.48: Let $y_{i}=\sum_{j=1}^{n_{i}} x_{i, j}, i=1, \ldots, k$. The set $M_{I}^{p t, e s}(x)$ from (9.62) turns out to be here

$$
M_{\Pi}^{p t, e s}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \max }\left[S_{i}^{0}\left(x_{i}\right)-\frac{1}{a}\left(\frac{2}{\pi} \frac{\sigma^{2} \delta_{i}^{2}}{\sigma^{2}+n_{i} \delta_{i}^{2}}\right)^{1 / 2}\right], \quad x \in \bigotimes_{i=1}^{k} \mathbb{R}^{n_{i}} .
$$

(a): If $\delta_{i}^{2} \rightarrow \infty$, then $S_{i}^{0}\left(x_{i}\right) \rightarrow y_{i} / n_{i}, i=1, \ldots, k$, and

$$
M_{\Pi}^{p t, e s}(x) \rightarrow \underset{i \in\{1, \ldots, k\}}{\arg \max }\left[\frac{y_{i}}{n_{i}}-\frac{1}{a}\left(\frac{2}{\pi} \frac{\sigma^{2}}{n_{i}}\right)^{1 / 2}\right] .
$$

It is interesting to note here that the selection is not made strictly in terms of the largest of the sample means $y_{i} / n_{i}, i=1, \ldots, k$, but with an adjustment that depends on the sample sizes $n_{1}, \ldots, n_{k}$.
(b): Let $\delta_{i}^{2}=b \sigma^{2} / n_{i}, i=1, \ldots, k$, for some fixed $b>0$. Then

$$
\begin{aligned}
S_{i}^{0}\left(x_{i}\right) & =\frac{b\left(y_{i} / n_{i}\right)+\nu_{i}}{b+1}, \quad i=1, \ldots, k, \quad \text { and } \\
M_{\Pi}^{p t, e s}(x) & =\underset{i \in\{1, \ldots, k\}}{\arg \max }\left\{\frac{b\left(y_{i} / n_{i}\right)+\nu_{i}}{b+1}-\frac{1}{a}\left(\frac{2}{\pi} \frac{b}{b+1} \frac{\sigma^{2}}{n_{i}}\right)^{1 / 2}\right\} .
\end{aligned}
$$

Especially if $\nu_{1}=\cdots=\nu_{k}$, then

$$
M_{I I}^{p t, e s}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \max }\left\{\frac{y_{i}}{n_{i}}-\frac{1}{a}\left(\frac{2}{\pi} \frac{b+1}{b} \frac{\sigma^{2}}{n_{i}}\right)^{1 / 2}\right\} .
$$

(c): Suppose that $\left(1 / \delta_{i}^{2}\right)+\left(n_{i} / \sigma^{2}\right)=1 / c^{2}, i=1, \ldots, k$, holds for some constant $c^{2}>0$. Then

$$
S_{i}^{0}\left(x_{i}\right)=c^{2}\left(\frac{y_{i}}{\sigma^{2}}+\frac{\nu_{i}}{\delta_{i}^{2}}\right), \quad i=1, \ldots, k, \quad \text { and } M_{\Pi}^{p t, e s}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \max }\left\{\frac{y_{i}}{\sigma^{2}}+\frac{\nu_{i}}{\delta_{i}^{2}}\right\} .
$$

Especially if $\nu_{1}=\cdots=\nu_{k}=\nu$, say, then $M_{\Pi}^{p t, e s}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \max }\left\{n_{i}\left(\left(y_{i} / n_{i}\right)-\nu\right)\right\}$. Thus if a population has a sample mean larger (smaller) than the common prior mean $\nu$, then a larger sample size is an advantage (a handicap) for a population to be selected.

Solution to Problem 9.53: Let $x \in \bigotimes_{i=1}^{k}\left\{0,1, \ldots, n_{i}\right\}$ be fixed. First let us assume that $\alpha_{i}, \beta_{i}>1, i=1, \ldots, k$. Then the Bayes estimate for population $i \in\{1, \ldots, k\}$ is

$$
\begin{aligned}
S_{i}^{0}\left(x_{i}\right) & =\underset{w_{i} \in[0,1]}{\arg \min } \int_{[0,1]} \frac{\left(t-w_{i}\right)^{2}}{t(1-t)} \mathbf{b e}_{\alpha_{i}+x_{i}, \beta_{i}+n_{i}-x_{i}}(t) d t \\
& =c\left(\alpha_{i}, \beta_{i}, x_{i}\right) \underset{w_{i} \in[0,1]}{\arg \min } \int_{[0,1]}\left(t-w_{i}\right)^{2} \mathbf{b e}_{\alpha_{i}+x_{i}-1, \beta_{i}+n_{i}-x_{i}-1}(t) d t
\end{aligned}
$$

where $c\left(\alpha_{i}, \beta_{i}, x_{i}\right)$ compensates for the switch of the normalizing factors of the two beta densities. It is

$$
\begin{aligned}
c\left(\alpha_{i}, \beta_{i}, x_{i}\right) & =\frac{\Gamma\left(\alpha_{i}+\beta_{i}+n_{i}\right)}{\Gamma\left(\alpha_{i}+x_{i}\right) \Gamma\left(\beta_{i}+n_{i}-x_{i}\right)} \frac{\Gamma\left(\alpha_{i}+x_{i}-1\right) \Gamma\left(\beta_{i}+n_{i}-x_{i}-1\right)}{\Gamma\left(\alpha_{i}+\beta_{i}+n_{i}-2\right)} \\
& =\frac{\left(\alpha_{i}+\beta_{i}+n_{i}-1\right)\left(\alpha_{i}+\beta_{i}+n_{i}-2\right)}{\left(\alpha_{i}+x_{i}-1\right)\left(\beta_{i}+n_{i}-x_{i}-1\right)} .
\end{aligned}
$$

Similarly to Example 9.50 we see that $S_{i}^{0}\left(x_{i}\right)=\left(\alpha_{i}+x_{i}-1\right) /\left(\alpha_{i}+\beta_{i}+n_{i}-2\right)$. Next we have to determine the posterior expected loss due to estimation when population $i$ is selected. It is

$$
\begin{aligned}
& \int_{[0,1]} \frac{\left(t-w_{i}\right)^{2}}{t(1-t)} \mathbf{b e}_{\alpha_{i}+x_{i}, \beta_{i}+n_{i}-x_{i}}(t) d t \\
= & c\left(\alpha_{i}, \beta_{i}, x_{i}\right) \int_{[0,1]}\left(t-w_{i}\right)^{2} \mathrm{be}_{\alpha_{i}+x_{i}-1, \beta_{i}+n_{i}-x_{i}-1}(t) d t \\
= & c\left(\alpha_{i}, \beta_{i}, x_{i}\right) \frac{\left(\alpha_{i}+x_{i}-1\right)\left(\beta_{i}+n_{i}-x_{i}-1\right)}{\left(\alpha_{i}+\beta_{i}+n_{i}-2\right)^{2}\left(\alpha_{i}+\beta_{i}+n_{i}-1\right)}=\frac{1}{\left(\alpha_{i}+\beta_{i}+n_{i}-2\right)} .
\end{aligned}
$$

Thus, every Bayes rule $\varphi^{B}(x)$ satisfies $\varphi_{i}^{B}(x)=0, i \notin M_{I}^{p t, e s}(x)$, where

$$
\begin{equation*}
M_{\Pi}^{p t, e s}(x)=\underset{i \in\{1, \ldots, k\}}{\arg \min }\left[\frac{\alpha_{i}+x_{i}}{\alpha_{i}+\beta_{i}+n_{i}}+\frac{\rho}{\left(\alpha_{i}+\beta_{i}+n_{i}-2\right)}\right] . \tag{9.156}
\end{equation*}
$$

Adjustments to priors with $\alpha_{i}, \beta_{i}>0, i=1, \ldots, k$, are straightforward. If $\alpha_{i} \leq 1$ and $x_{i}=0$, then $S_{i}^{0}\left(x_{i}\right)=0$, and the last summand in (9.156) for that particular $i$ changes to $\rho \alpha_{i} /\left(\beta_{i}+n_{i}-1\right)$. If $\beta_{i} \leq 1$ and $x_{i}=n_{i}$, then $S_{i}^{0}\left(x_{i}\right)=1$, and the last summand in (9.156) for that particular $i$ changes to $\rho \beta_{i} /\left(\alpha_{i}+n_{i}-1\right)$.

Solution to Problem 9.57: By Example 9.56 we have for every $x \in \mathcal{X}$,

$$
\begin{aligned}
M_{\Pi}^{s u}(x) & =\underset{A \in \mathcal{D}_{s u}}{\arg \min } \sum_{i \in A} \int\left[\kappa_{[k]}(\theta)-\kappa\left(\theta_{i}\right)-\varepsilon\right] \boldsymbol{\Pi}(d \theta \mid x) \\
& =\underset{A \in \mathcal{D}_{s u}}{\arg \min } \sum_{i \in A}\left[\int \kappa_{[k]}(\theta) \boldsymbol{\Pi}(d \theta \mid x)-\varepsilon-\int \kappa\left(\theta_{i}\right) \boldsymbol{\Pi}(d \theta \mid x)\right] .
\end{aligned}
$$

From here the statements follow easily.
Solution to Problem 9.63: At any $x \in \mathcal{X}$, the posterior expected size of the selected subset $\mathbf{A}$, say, under a selection rule $\varphi$ satisfies

$$
\begin{aligned}
1 & \leq \mathbb{E}(|\mathbf{A}| \mid x)=\sum_{A \in \mathcal{D}_{s u}}|A| \varphi_{A}(x)=\sum_{A \in \mathcal{D}_{s u}}\left[\sum_{i=1}^{k} I_{A}(i)\right] \varphi_{A}(x) \\
& =\sum_{i=1}^{k}\left[\sum_{A \in \mathcal{D}_{s u}} I_{A}(i) \varphi_{A}(x)\right]=\sum_{i=1}^{k} \psi_{i}(x) .
\end{aligned}
$$

The inequality follows from the fact that the empty set cannot be selected, and the last equation follows from (9.71).

Let $k=3$ and $s \in \mathbb{R}^{3}$ be fixed. Set $\varphi_{\{i\}}(x)=1 / 4, i=1,2,3$, and $\varphi_{\{1,2,3\}}(x)=$ $1 / 4$. Set $\tilde{\varphi}_{\{i\}}(x)=1 / 6, i=1,2,3$, and $\tilde{\varphi}_{\{1,2\}}(x)=\tilde{\varphi}_{\{1,3\}}(x)=\tilde{\varphi}_{\{2,3\}}(x)=1 / 6$. For both, $\varphi$ and $\tilde{\varphi}$, the inclusion probabilities are $\psi_{i}(x)=1 / 2, i=1,2,3$.

Solution to Problem 9.79: Apply Proposition A. 29 and the substitution rule Lemma A. 15 to the exponential structure of $d P_{\theta} / d \boldsymbol{\mu}$.

Solution to Problem 9.94: It is enough to consider the case $\theta=0$. The statement then follows from the fact that, according to Barndorff-Nielsen (1978), the $m$-fold convolution of $d$ is again a log-concave function. This fact follows also from Proposition 2.19 which states that a density is log-concave or strictly unimodal if the convolution with an unimodal density is again unimodal.

Solution to Problem 9.116: It holds,

$$
\begin{aligned}
\frac{1}{n} \ln a_{n}, \frac{1}{n} \ln b_{n} & \leq \frac{1}{n} \ln \left(a_{n}+b_{n}\right) \leq \frac{1}{n} \ln \left(2\left(a_{n} \vee b_{n}\right)\right), \\
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \left(2\left(a_{n} \vee b_{n}\right)\right) & =\left(\limsup _{n \rightarrow \infty} \frac{1}{n} \ln a_{n}\right) \vee\left(\limsup _{n \rightarrow \infty} \frac{1}{n} \ln b_{n}\right) .
\end{aligned}
$$

Solution to Problem 9.122: The conditions (9.126), $\varphi_{n}\left(u_{\gamma}(x)\right)=u_{\gamma}\left(\varphi_{n}(x)\right)$, and the completeness of the family $\left(\mathbb{N}\left(\mathcal{I}_{0} h, \mathcal{I}_{0}\right)_{h \in \mathbb{R}^{k}}\right)$ imply the existence of $N_{\gamma}$ with $\varphi\left(u_{\gamma}(x)\right)=u_{\gamma}(\varphi(x)), x \notin N_{\gamma}$, and $\mathrm{N}(0, \mathbf{I})\left(N_{\gamma}\right)=0$. Set $N=\cup_{\gamma} N_{\gamma}$ and define $\psi(x)=\varphi(x)$ for $x \notin N$, and as the uniform distribution on $\{1, \ldots, k\}$ for $x \in N$. The equivalence of the distributions $\mathrm{N}\left(\mathcal{I}_{0} h, \mathcal{I}_{0}\right), h \in \mathbb{R}^{k}$, and $\mathbf{N}(0, \mathbf{I})$ completes the proof.

Solution to Problem 9.123: The statement follows from Problem 9.122 if we set $\mathcal{M}_{n}=\mathcal{G}$.

Solution to Problem 9.138: Without loss of generality let $h_{1} \leq \cdots \leq h_{k}$. Then $L(h, 1) \geq \cdots \geq L(h, k)$. Let $Z_{1}, \ldots, Z_{k}$ be generic i.i.d. standard normal random variables. Set $a_{i}=\mathbb{P}\left(Z_{j}+\gamma h_{j} \leq Z_{i}+\gamma h_{i}, j \neq i\right), \gamma \geq 0, i=1, \ldots, k$. Then

$$
\begin{aligned}
& \sum_{i=1}^{k} L(h, i) \int I_{\mathrm{M}(x)}(i) \mathrm{N}(\gamma h, \mathbf{I})(d x)=\sum_{i=1}^{k} L(h, i) a_{i} \\
= & \sum_{q=1}^{k-1}[L(h, q)-L(h, q+1)] \sum_{i=1}^{q} a_{i}+L(h, k) \sum_{i=1}^{k} a_{i} .
\end{aligned}
$$

Now for $q=1, \ldots, k$,

$$
\begin{aligned}
\sum_{i=1}^{q} a_{i} & =\mathbb{P}\left(\max _{a \geq q+1}\left(Z_{a}+\gamma h_{a}\right) \leq \max _{b \leq q}\left(Z_{b}+\gamma h_{b}\right)\right) \\
& =\mathbb{P}\left(\max _{a \geq q+1}\left(Z_{a}+\gamma\left(h_{a}-h_{q}\right)\right) \leq \max _{b \leq q}\left(Z_{b}+\gamma\left(h_{b}-h_{q}\right)\right)\right) .
\end{aligned}
$$

Because $h_{a} \geq h_{q}$ for $a \geq q+1$ and $h_{b} \leq h_{q}$ for $b \leq q$, the proof is completed.

# Appendix: Topics from Analysis, Measure Theory, and Probability Theory 

In the following three sections we collect results from analysis, measure theory, and probability theory that are used in the book. We emphasize that these results are not necessarily established in their most possible generality. Sometimes we present only special cases of general results that are sufficient for our purposes. This allows us to avoid unnecessarily convoluted formulations, extended notations, and additional concepts. We do not give proofs unless a suitable version of a result that is needed is not directly available.

## A. 1 Topics from Analysis

Let $\mathbb{R}=(-\infty,+\infty)$ be the real line and denote by $\overline{\mathbb{R}}=[-\infty,+\infty]$ the extended real line. The sum, product, and ratio of elements of $\overline{\mathbb{R}}$ are defined by the standard conventions that can be found, for example, in Hewitt and Stromberg (1965), pp. 54-55. Set $\psi(x)=(1+|x|)^{-1} x, x \in \mathbb{R}, \psi(-\infty)=-1$, and $\psi(\infty)=1$. Put $\bar{\rho}(x, y)=|\psi(x)-\psi(y)|, x, y \in \overline{\mathbb{R}}$. For the product space $\overline{\mathbb{R}}^{d}=[-\infty,+\infty]^{d}, x=\left(x_{1}, \ldots, x_{d}\right) \in \overline{\mathbb{R}}^{d}$, and $y=\left(y_{1}, \ldots, y_{d}\right) \in \overline{\mathbb{R}}^{d}$ we set $\bar{\rho}_{d}(x, y)=\sum_{i=1}^{d} \bar{\rho}\left(x_{i}, y_{i}\right)$.

Remark A.1. $(\overline{\mathbb{R}}, \bar{\rho})$ and $\left(\overline{\mathbb{R}}^{d}, \bar{\rho}_{d}\right)$ are compact metric spaces.
Let $A \subseteq \mathbb{R}^{d}$ be an open set. The function $f: A \rightarrow \mathbb{R}$ is called differentiable at $x_{0} \in A$ if there is a vector, called a gradient and denoted by column vector $\nabla f\left(x_{0}\right)$, such that

$$
f\left(x_{0}+u\right)-f\left(x_{0}\right)=\left\langle u, \nabla f\left(x_{0}\right)\right\rangle+o(\|u\|)
$$

where $\|u\|$ is the Euclidean norm and $o(\|u\|) /\|u\| \rightarrow 0$ for $u \rightarrow 0$. We also use the notations $\left(\frac{\partial f}{\partial t_{1}}\left(x_{0}\right), \ldots, \frac{\partial f}{\partial t_{d}}\left(x_{0}\right)\right)^{T}$ and $\dot{f}\left(x_{0}\right)$ for the gradient $\nabla f\left(x_{0}\right)$. If the partial derivatives $\frac{\partial f}{\partial t_{i}}, i=1, \ldots, d$, of $f$ exist, and are continuous in a neighborhood of $x_{0}$, then $f$ is differentiable at $x_{0}$ with gradient $\left(\frac{\partial f}{\partial t_{1}}\left(x_{0}\right), \ldots, \frac{\partial f}{\partial t_{d}}\left(x_{0}\right)\right)^{T}$.

If $A \subseteq \mathbb{R}^{d}$ is a open set and $f: A \rightarrow \mathbb{R}^{k}$, then we call $f=\left(f_{1}, \ldots, f_{k}\right)^{T}$ differentiable at $x_{0}$ if every $f_{i}$ is differentiable at $x_{0}$. In this case the $k \times d$ matrix

$$
J_{f}\left(x_{0}\right):=\left(\nabla f_{1}\left(x_{0}\right), \ldots, \nabla f_{k}\left(x_{0}\right)\right)^{T}=\left(\frac{\partial f_{i}}{\partial t_{j}}\left(x_{0}\right)\right)_{1 \leq i \leq k, 1 \leq j \leq d}
$$

is called the Jacobian of $f$, and the first-order Taylor expansion can be written as $f\left(x_{0}+u\right)-f\left(x_{0}\right)=J_{f}\left(x_{0}\right) u+o(\|u\|)$. We call $f$ continuously differentiable in $A$ if $f$ is differentiable at every $x_{0} \in A$ and $J_{f}(x)$ is continuous on $A$. The corresponding multiple differentiability of vector-valued functions is defined componentwise. If $A, B \subseteq \mathbb{R}^{d}$ are open sets, $f: A \rightarrow B \subseteq \mathbb{R}^{k}$ is one-to-one, and both $f$ and its inverse mapping $g$ are continuously differentiable, then we call $f$ a diffeomorphism.

The subsequent Taylor expansion with remainder term follows from Theorem 8.14.3 in Dieudonné (1960) by an application to the vector-valued function $f$.

Theorem A.2. If $A \subseteq \mathbb{R}^{d}$ is an open set and $f: A \rightarrow \mathbb{R}^{k}$ is continuously differentiable in a neighborhood $U(x)$ of $x \in A$, then for $x+s h \in U(x)$, $0 \leq s \leq 1$,

$$
f(x+h)-f(x)=\int_{0}^{1} J_{f}(x+s h) h d s
$$

If $f: A \rightarrow \mathbb{R}$ is twice continuously differentiable in a neighborhood $U(x)$ of $x \in A, \dot{f}$ is the gradient, and $\ddot{f}$ the matrix of the second derivatives, then for $x+\operatorname{sh} \in U(x), 0 \leq s \leq 1$,

$$
f(x+h)-f(x)=\dot{f}^{T}(x) h+\int_{0}^{1}(1-s) h^{T} \ddot{f}(x+s h) h d s
$$

Let $\mathbb{C}=\{z: z=u+i v, u, v \in \mathbb{R}\}$ denote the space of the complex numbers and $A \subseteq \mathbb{C}^{d}$ be open. A function $f: A \rightarrow \mathbb{C}$ is called analytic if for every $\left(z_{1,0}, \ldots, z_{d, 0}\right) \in A$ it can be expanded in a power series

$$
f(z)=\sum_{k=0}^{\infty} \sum_{m_{1}+\cdots+m_{d}=k} \frac{1}{m_{1}!\cdots m_{d}!} a_{m_{1}, \ldots, m_{d}} \prod_{j=1}^{d}\left(z_{j}-z_{j, 0}\right)^{m_{j}}, \quad z \in A
$$

which is absolutely convergent in some neighborhood of $\left(z_{1,0}, \ldots, z_{d, 0}\right)$. The uniqueness theorem below is a special case of 9.4.2 in Dieudonné (1960).

Theorem A.3. Suppose $A \subseteq \mathbb{C}^{d}$ is an open connected set that contains an open real rectangle $\mathrm{X}_{j=1}^{d}\left(a_{i}, b_{i}\right)$. If $f, g: A \rightarrow \mathbb{C}$ are analytic on $A$ and $f\left(u_{1}, \ldots, u_{d}\right)=g\left(u_{1}, \ldots, u_{d}\right)$ for every $\left(u_{1}, \ldots, u_{d}\right) \in \mathrm{X}_{j=1}^{d}\left(a_{i}, b_{i}\right)$, then $f(z)=g(z)$ for every $z \in A$.

Let $\left(\mathcal{X}, \rho_{\mathcal{X}}\right)$ be a metric space. We denote by $\mathrm{C}(\mathcal{X})$ the space of all realvalued continuous functions on $\mathcal{X}$, by $\mathrm{C}_{b}(\mathcal{X})$ the subspace of all bounded functions in $C(\mathcal{X})$, and by $\mathrm{C}_{u, b}(\mathcal{X})$ the subspace of all uniformly continuous functions in $\mathrm{C}_{b}(\mathcal{X})$. It is clear that for a compact metric space $\mathrm{C}(\mathcal{X})=\mathrm{C}_{b}(\mathcal{X})=$ $\mathrm{C}_{u, b}(\mathcal{X})$. We set $\|f\|_{u}=\sup _{x \in \mathcal{X}}|f(x)|$ for every $f: \mathcal{X} \rightarrow \mathbb{R}$. It is easy to see that $\rho_{\mathrm{C}}(f, g):=\|f-g\|_{u}$ is a metric on $\mathrm{C}_{b}(\mathcal{X})$.

A special class of uniformly continuous functions is the Lipschitz functions. We set for $f: \mathcal{X} \rightarrow \mathbb{R}$

$$
\begin{equation*}
\|f\|_{\text {Lip }}=\|f\|_{u}+L_{f}, \quad \text { where } L_{f}=\sup _{s \neq t} \frac{1}{\rho_{\mathcal{X}}(s, t)}|f(s)-f(t)| \tag{A.1}
\end{equation*}
$$

and denote by $\operatorname{Lip}(\mathcal{X})=\left\{f:\|f\|_{\text {Lip }}<\infty\right\}$ the space of all bounded Lipschitz functions. It is clear that $\operatorname{Lip}(\mathcal{X}) \subseteq \mathrm{C}_{u, b}(\mathcal{X})$. The next statement is Theorem 11.2.4 and Corollary 11.2.5 in Dudley (2002) to which we refer for a proof.

Proposition A.4. If $\left(\mathcal{X}, \rho_{\mathcal{X}}\right)$ is a compact metric space, then $\mathrm{C}(\mathcal{X})$ and $\operatorname{Lip}(\mathcal{S})$ are separable metric spaces and the space $\operatorname{Lip}(\mathcal{X})$ is dense in $\mathrm{C}(\mathcal{X})$ for $\|\cdot\|_{u}$.

The next lemma concerns the pointwise approximation of lower semicontinuous functions.

Lemma A.5. If $\left(\mathcal{X}, \rho_{\mathcal{X}}\right)$ is a metric space and $f: \mathcal{X} \rightarrow[0, \infty]$ is a lower semicontinuous function, then there is a nondecreasing sequence of Lipschitz functions $f_{n}: \mathcal{X} \rightarrow[0, \infty)$ such that $f(x)=\lim _{n \rightarrow \infty} f_{n}(x)$ for every $x \in \mathcal{X}$.

Proof. If $f \equiv \infty$, then set $f_{n}=n$. Otherwise set $f_{n}(x)=\inf _{y \in \mathcal{X}}(f(y)+$ $n \rho_{\mathcal{X}}(y, x)$ ). Then $f_{n}(x) \leq f_{n+1}(x)<\infty$ and $f_{n}(x) \leq f(x)$ for every $x$ and $\left|f_{n}\left(x_{1}\right)-f_{n}\left(x_{2}\right)\right| \leq n \rho_{\mathcal{X}}\left(x_{1}, x_{2}\right)$. It remains to show that $\lim _{n \rightarrow \infty} f_{n}(x)=$ $f(x)$. If $\lim _{n \rightarrow \infty} f_{n}\left(x_{0}\right)<f\left(x_{0}\right)$ for some $x_{0}$, then by the lower semicontinuity of $f$ there is some $\beta$ with $\lim _{n \rightarrow \infty} f_{n}(x)<\beta<f\left(x_{0}\right)$ and some $\delta>0$ such that $f(z)>\beta$ for every $y$ with $\rho_{\mathcal{X}}\left(z, x_{0}\right)<\delta$. If $\rho_{\mathcal{X}}\left(y, x_{0}\right) \geq \delta$, then by $f \geq 0$ it holds $f(y)+n \rho_{\mathcal{X}}\left(y, x_{0}\right) \geq \beta$ for all sufficiently large $n$. If $\rho_{\mathcal{X}}\left(y, x_{0}\right) \leq \delta$, then $f(y)+n \rho_{\mathcal{X}}\left(y, x_{0}\right) \geq \beta$. Hence $f_{n}\left(x_{0}\right) \geq \beta$ for all sufficiently large $n$ and the proof is completed.

## A. 2 Topics from Measure Theory

For a nonempty set $\mathcal{X}$ let $\mathfrak{P}(\mathcal{X})$ denote the system of all subsets of $\mathcal{X}$. If $\mathfrak{G} \subseteq$ $\mathfrak{P}(\mathcal{X})$, then $\sigma(\mathfrak{G})$ denotes the smallest $\sigma$-algebra containing $\mathfrak{G}$. If $\mathfrak{A} \subseteq \mathfrak{P}(\mathcal{X})$ is a $\sigma$-algebra, then the pair $(\mathcal{X}, \mathfrak{A})$ is called a measurable space. For $A \in \mathfrak{A}$ we call $\mathfrak{A}_{A}:=\{A \cap B: B \in \mathfrak{A}\}$ the trace $\sigma$-algebra of subsets of $A$.

For a mapping $f: \mathcal{X} \rightarrow \mathcal{Y}$ the set $f^{-1}(B):=\{x: f(x) \in B\}$ is called the inverse image of $B$. Given two measurable spaces $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ and a mapping $f: \mathcal{X} \rightarrow \mathcal{Y}$ the system

$$
\sigma(f):=\left\{f^{-1}(B): B \in \mathfrak{B}\right\} \subseteq \mathfrak{P}(\mathcal{X})
$$

is a $\sigma$-algebra called the $\sigma$-algebra generated by $f$. If $\sigma(f) \subseteq \mathfrak{A}$, then the mapping $f$ is called $\mathfrak{A}-\mathfrak{B}$ measurable. Whenever it is clear which $\sigma$-algebras are involved, we just call $f$ measurable and express it by $f: \mathcal{X} \rightarrow_{m} \mathcal{Y}$. If $f$ is a bijection and the inverse mapping, denoted by $f^{-1}$, is $\mathfrak{B}-\mathfrak{A}$ measurable, then we say that $f$ is $\mathfrak{A}-\mathfrak{B}$ bimeasurable and write $f: \mathcal{X} \leftrightarrow_{m} \mathcal{Y}$. In this case we say that $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ are Borel isomorphic.

If $(\mathcal{X}, \rho)$ is a metric space, and $\mathfrak{O}$ denotes the system of all open subsets, then we call $\mathfrak{B}=\sigma(\mathfrak{D})$ the $\sigma$-algebra of Borel sets. This $\sigma$-algebra is sometimes also denoted by $\mathfrak{B}_{\mathcal{X}}$. For $\mathcal{X}=\mathbb{R}$ and $\mathcal{X}=\overline{\mathbb{R}}$ the $\sigma$-algebra of Borel sets $\mathfrak{B}$ and $\overline{\mathfrak{B}}$, respectively, is generated by the open intervals. If $\mathcal{Y}=\mathbb{R}, \overline{\mathbb{R}}, \mathbb{R}_{+}$, or $\overline{\mathbb{R}}_{+}$, then $\mathcal{X} \rightarrow_{m} \mathcal{Y}$ means $\mathfrak{A}-\mathfrak{B}, \mathfrak{A}-\overline{\mathfrak{B}}, \mathfrak{A}-\mathfrak{B}_{+}$, or $\mathfrak{A}-\overline{\mathfrak{B}}_{+}$measurability, respectively.

At many places we utilize the so-called standard extension technique which establishes a statement step by step from indicator functions to linear combinations of indicator functions and then by monotone convergence to all nonnegative measurable functions. This technique is based on the fact that every nonnegative measurable function is the pointwise limit of a nondecreasing sequence of nonnegative step functions; see, e.g., Kallenberg (1997).

Lemma A.6. (Standard Extension Technique) Suppose ( $\mathcal{X}, \mathfrak{A}$ ) is a measurable space and $\mathbb{F}$ is a set of measurable functions $f: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}_{+}$with the following three properties. (a) $I_{A} \in \mathbb{F}$ for every $A \in \mathfrak{A}$. (b) $f, g \in \mathbb{F}, a, b \geq 0$, implies $a f+b g \in \mathbb{F}$. (c) $f_{n} \in \mathbb{F}$ and $f_{n} \uparrow f$ implies $f \in \mathbb{F}$. Then $\mathbb{F}$ is the set of all $f: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}_{+}$.

For several more advanced technical issues in probability theory the concept of a Borel space is useful.

Definition A.7. A measurable space $(\mathcal{Z}, \mathfrak{C})$ is called a Borel space if there exists a Borel set $B \subseteq[0,1]$ and a bijection $b: \mathcal{Z} \leftrightarrow B$ which is $a \mathfrak{C}-\mathfrak{B}_{B}$ bimeasurable mapping.

Lemma A.8. If $\mathcal{Z}$ is a complete separable metric space, and $\mathfrak{C}$ is the $\sigma$-algebra of Borel sets, then $(\mathcal{Z}, \mathfrak{C})$ is a Borel space.

For a proof we refer to Theorem A.1.6 in Kallenberg (1997).
Lemma A.9. (Factorization Lemma) Let $(\mathcal{X}, \mathfrak{A}),(\mathcal{Y}, \mathfrak{B})$, and $(\mathcal{Z}, \mathfrak{C})$ be measurable spaces and $g: \mathcal{X} \rightarrow_{m} \mathcal{Y}$. If $(\mathcal{Z}, \mathfrak{C})$ is a Borel space, then $f: \mathcal{X} \rightarrow \mathcal{Z}$ is $\sigma(g)-\mathfrak{C}$ measurable if and only if there exists a $\mathfrak{B}-\mathfrak{C}$ measurable function $h: \mathcal{Y} \rightarrow \mathcal{Z}$ such that $f(x)=h(g(x)), x \in \mathcal{X}$.

For a proof we refer to Lemma 1.13 in Kallenberg (1997).
Theorem A.10. (Measurable Selection Theorem) Suppose $(\mathcal{X}, \mathfrak{A})$ is a measurable space, $\mathcal{Y}$ is a Polish space, and $f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ fulfils the following
conditions: $x \mapsto f(x, y)$ is measurable for every $y \in \mathcal{Y}$ and $y \mapsto f(x, y)$ is continuous for every $x \in \mathcal{X}$. If for every $x$ there exists some $g(x) \in \mathcal{Y}$ such that $f(x, g(x))=\inf _{y \in \mathcal{Y}} f(x, y)$, then there exists a measurable mapping $\widehat{\theta}: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ such that $f(x, \widehat{\theta}(x))=\inf _{y \in \mathcal{Y}} f(x, y)$ for every $x \in \mathcal{X}$.

For a proof and references we refer to Theorem 6.7.22 in Pfanzagl (1994).
A measure $\mu$ defined on $(\mathcal{X}, \mathfrak{A})$ is called $\sigma$-finite if there is an increasing sequence $B_{i} \in \mathfrak{A}$ with $\mu\left(B_{i}\right)<\infty, i=1,2, \ldots$ and $\cup_{i=1}^{\infty} B_{i}=\mathcal{X}$. We denote by $\mathcal{M}(\mathfrak{A}), \mathcal{M}^{\sigma}(\mathfrak{A})$, and $\mathcal{P}(\mathfrak{A})$ the set of all measures, $\sigma$-finite measures, and probabilities on $(\mathcal{X}, \mathfrak{A})$, respectively. $(\mathcal{X}, \mathfrak{A}, \mu)$ is called a measure space.

Definition A.11. Let $(\mathcal{X}, \mathfrak{A}, \mu)$ be a measure space and $f, f_{n}: \mathcal{X} \rightarrow_{m} \mathbb{R}$. We say the following.
$f_{n}$ converges almost everywhere to $f$, in short $f_{n} \rightarrow f, \mu$-a.e., if $\mu\left(\left\{x: f_{n}(x) \nrightarrow f(x)\right\}\right)=0$.
$f_{n}$ converges in measure to $f$, in short $f_{n} \rightarrow^{\mu} f$, if $\lim _{n \rightarrow \infty} \mu\left(\left\{x:\left|f_{n}(x)-f(x)\right|>\varepsilon\right\}\right)=0$ for every $\varepsilon>0$.
$f_{n}$ converges locally in measure to $f$, in short $f_{n} \rightarrow_{\text {loc }}^{\mu} f$, if
$I_{A} f_{n} \rightarrow^{\mu} I_{A} f$ for every $A \in \mathfrak{A}$ with $\mu(A)<\infty$.
For a finite measure $\mu$ the local convergence in measure is identical with the convergence in measure. Especially for a probability measure $\mu$ we call the convergence in measure stochastic convergence, and the almost everywhere convergence almost sure (a.s.) convergence.

Let $\mathcal{X}$ be a separable metric space with metric $\rho$, and let $\mathfrak{A}$ be the $\sigma$-algebra of Borel sets. If $X, Y: \Omega \rightarrow_{m} \mathcal{X}$ are random variables defined on $(\Omega, \mathfrak{F}, \mathbb{P})$, then $\omega \mapsto \rho(X(\omega), Y(\omega))$ is $\mathfrak{F}-\mathfrak{B}_{[0, \infty)}$ measurable. For $X, X_{n}: \Omega \rightarrow_{m} \mathcal{X}$ we write $X_{n} \rightarrow^{\mathbb{P}} X$ if $\rho\left(X, X_{n}\right) \rightarrow^{\mathbb{P}} 0$, and $X_{n} \rightarrow X, \mathbb{P}$-a.s., if $\rho\left(X, X_{n}\right) \rightarrow 0$, $\mathbb{P}$-a.s.

Proposition A.12. It holds $\rho\left(X, X_{n}\right) \rightarrow^{\mathbb{P}} 0$ if and only if for every subsequence $X_{n_{k}}$ there exits a subsequence $X_{n_{k_{l}}}$ with $\rho\left(X, X_{n_{k_{l}}}\right) \rightarrow 0, \mathbb{P}$-a.s.. The $\mathbb{P}$-a.s. convergence of random variables with values in a separable metric space implies the stochastic convergence with respect to $\mathbb{P}$.

For a proof we refer to Kallenberg (1997).
Given a measurable space $(\mathcal{X}, \mathfrak{A})$ and $\mu \in \mathcal{M}(\mathfrak{A})$ we set $\int g(x) \mu(d x)=$ $\sum_{i=1}^{n} a_{i} \mu\left(A_{i}\right)$ for a nonnegative step function $g(x)=\sum_{i=1}^{n} a_{i} I_{A_{i}}(x), a_{i} \in \overline{\mathbb{R}}_{+}$, $A_{i} \in \mathfrak{A}, i=1, \ldots, n$. Note that here and in the sequel we tacitly use the standard convention for calculations on the extended real line. If $f: \mathcal{X} \rightarrow{ }_{m}$ $\overline{\mathbb{R}}_{+}=[0, \infty]$, then we set

$$
\int f d \mu=\int f(x) \mu(d x)=\sup \int g d \mu
$$

where the supremum is taken over all nonnegative step functions $g$ that satisfy $g(x) \leq f(x)$ for every $x \in \mathcal{X}$. For $f: \mathcal{X} \rightarrow_{m} \mathbb{R}$, we introduce $f^{+}(x)=$
$\max \{f(x), 0\}, f^{-}(x)=-\min \{f(x), 0\}$. It holds $\int|f| d \mu<\infty$ if and only if $\int f^{+} d \mu<\infty$ and $\int f^{-} d \mu<\infty$. If $\min \left(\int f^{+} d \mu, \int f^{-} d \mu\right)<\infty$ we set $\int f d \mu=$ $\int f^{+} d \mu-\int f^{-} d \mu$. The spaces $\mathbb{L}_{p}(\mu)$ are defined by

$$
\mathbb{L}_{p}(\mu)=\left\{f: f: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}, \int|f|^{p} d \mu<\infty\right\}, \quad p>0
$$

For $p \geq 1$ the pseudonorm norm $\|\cdot\|_{p}$ is given by

$$
\|f\|_{p}=\left(\int|f|^{p} d \mu\right)^{1 / p}, \quad f \in \mathbb{L}_{p}(\mu), p \geq 1
$$

The functions in $\mathbb{L}_{1}(\mu)$ are called $\mu$-integrable, or just integrable, if it is clear which measure is used. If $(\Omega, \mathfrak{F}, \mathbb{P})$ is a probability space and $X: \Omega \rightarrow_{m} \overline{\mathbb{R}}_{+}$ is a random variable, then $\mathbb{E} X:=\int X d \mathbb{P}$ is called the expectation or mean of $X$. If $X: \Omega \rightarrow_{m} \overline{\mathbb{R}}$ and $\min \left(\mathbb{E} X^{+}, \mathbb{E} X^{-}\right)<\infty$ we set $\mathbb{E} X=\mathbb{E} X^{+}-\mathbb{E} X^{-}$and call $\mathbb{E} X$ the expectation of $X$.

For proofs of the following classical inequalities we refer to Dudley (2002), Theorems 5.1.2 and 5.1.5.

Lemma A.13. For $f_{i}, f, g: \mathcal{X} \rightarrow_{m} \mathbb{R}$, and $p_{i}>1, i=1, \ldots, k$, the following inequalities hold.

$$
\begin{array}{rlrl}
\int|f g| d \mu & \leq\|f\|_{p}\|g\|_{q}, \quad \frac{1}{p}+\frac{1}{q}=1, p>1, & \text { Hölder } \\
\int\left|\prod_{i=1}^{k} f_{i}\right| d \mu & \leq \prod_{i=1}^{k}\left\|f_{i}\right\|_{p_{i}}, \quad \sum_{i=1}^{k} \frac{1}{p_{i}}=1, & & \text { generalized Hölder } \\
\int|f g| d \mu & \leq\|f\|_{2}\|g\|_{2}, & & \text { Schwarz } \\
\|f+g\|_{p} & \leq\|f\|_{p}+\|g\|_{p}, p \geq 1, & & \text { Minkowski. }
\end{array}
$$

Minkowski's inequality shows that the spaces $\mathbb{L}_{p}(\mu), p \geq 1$, are linear spaces and that $\|f\|_{p}$ is a pseudonorm. If we identify functions that differ only on $\mu$-nullsets, then the pseudonorm $\|f\|_{p}$ becomes a norm. The spaces $\mathbb{L}_{p}(\mu)$, $p \geq 1$, are complete and thus Banach spaces. For a proof of the completeness statement below we refer to Dudley (2002), Theorem 5.2.1.

Theorem A.14. If $f_{n} \in \mathbb{L}_{p}(\mu), p \geq 1$, satisfy $\lim _{m, n \rightarrow \infty} \int\left|f_{m}-f_{n}\right|^{p} d \mu=0$, then there is an $f \in \mathbb{L}_{p}(\mu)$ with $\lim _{n \rightarrow \infty} \int\left|f_{n}-f\right|^{p} d \mu=0$.

Let $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ be measurable spaces and $T: \mathcal{X} \rightarrow \mathcal{Y}$ be $\mathfrak{A}-\mathfrak{B}$ measurable. If $\mu \in \mathcal{M}(\mathfrak{A})$, then $\mu \circ T^{-1}$, defined by $\left(\mu \circ T^{-1}\right)(B)=\mu\left(T^{-1}(B)\right)=$ $\mu(\{x: T(x) \in B\}), B \in \mathfrak{B}$, is easily seen to be a measure on $\mathfrak{B}$ which is called the induced measure. The following substitution rule is a simple consequence of the standard extension technique in Lemma A.6.

Lemma A.15. (Substitution Rule) If $T: \mathcal{X} \rightarrow \mathcal{Y}$ is $\mathfrak{A}-\mathfrak{B}$ measurable, then it holds that $\int h(y)\left(\mu \circ T^{-1}\right)(d y)=\int h(T(x)) \mu(d x)$ for every $h: \mathcal{Y} \rightarrow_{m} \overline{\mathbb{R}}_{+}$.

Next we present the basic limit theorems of measure theory.
Theorem A.16. (Monotone Convergence Theorem) Let $f_{n}, g_{n}: \mathcal{X} \rightarrow_{m}$ $\overline{\mathbb{R}}_{+}$with $0 \leq f_{1}(x) \leq f_{2}(x) \leq \cdots$ and $g_{1}(x) \geq g_{2}(x) \geq \cdots$ for every $x \in \mathcal{X}$. If $\int g_{n_{0}} d \mu<\infty$ for some $n_{0}$, then

$$
\lim _{n \rightarrow \infty} \int f_{n} d \mu=\int \lim _{n \rightarrow \infty} f_{n} d \mu \quad \text { and } \quad \lim _{n \rightarrow \infty} \int g_{n} d \mu=\int \lim _{n \rightarrow \infty} g_{n} d \mu
$$

Lemma A.17. (Lemma of Fatou) If $f_{n}: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}_{+}, n=1,2, \ldots$, and $\mu \in \mathcal{M}(\mathfrak{A})$, then

$$
\liminf _{n \rightarrow \infty} \int f_{n} d \mu \geq \int\left(\liminf _{n \rightarrow \infty} f_{n}\right) d \mu
$$

Theorem A.18. (Theorem of Lebesgue) Let $f_{n}, f: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}, n=1,2, \ldots$, $\mu \in \mathcal{M}(\mathfrak{A})$, and $g \in \mathbb{L}_{1}(\mu)$ with $\left|f_{n}\right| \leq g$. If at least one of the conditions, (a) $f_{n} \rightarrow f, \mu$-a.e., or (b) $f_{n} \rightarrow_{\text {loc }}^{\mu} f$ and $\mu$ is $\sigma$-finite, is fulfilled, then $f \in \mathbb{L}_{1}(\mu)$,

$$
\lim _{n \rightarrow \infty} \int\left|f_{n}-f\right| d \mu=0, \quad \text { and } \quad \lim _{n \rightarrow \infty} \int f_{n} d \mu=\int f d \mu
$$

For a proof of the monotone convergence theorem, Fatou's lemma, and Lebesgue's theorem under the condition (a) we refer to Section 4.3 in Dudley (2002). If (b) is fulfilled, then we use Proposition A. 12 and a subsequent argument.

The next statement is Lemma 21.6 in Bauer (2001).
Lemma A.19. (Lemma of Scheffé) Let $f_{n}, f: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}_{+}, n=1,2, \ldots$, and $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$. If $\lim _{n \rightarrow \infty} \int f_{n} d \mu=\int f d \mu<\infty$ and $f_{n} \rightarrow_{\text {loc }}^{\mu} f$, then $\lim _{n \rightarrow \infty} \int\left|f_{n}-f\right| d \mu=0$.

In some situations the assumption of $\left|f_{n}\right| \leq g$ in Lebesgue's theorem is too strong and not flexible enough.

Definition A.20. $\mathbb{M} \subseteq \mathbb{L}_{1}(\mu)$ is called uniformly integrable if for every $\varepsilon>0$ there is an $f_{\varepsilon} \in \mathbb{L}_{1}(\mu)$ with $f_{\varepsilon} \geq 0$ so that $\sup _{f \in \mathbb{M}} \int_{\left\{|f|>f_{\varepsilon}\right\}}|f| d \mu<\varepsilon$.

Theorem A.21. (Theorem of Vitali) If $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A}), f_{n}, f \in \mathbb{L}_{p}(\mu)$, and $0<p<\infty$, then the following conditions are equivalent.
(a) $f_{n} \rightarrow{ }_{l o c}^{\mu} f$ and $\left\{\left|f_{n}\right|^{p}\right\}$ is uniformly integrable.
(b) $f_{n} \rightarrow_{l o c}^{\mu} f \quad$ and $\quad \lim _{n \rightarrow \infty} \int\left|f_{n}\right|^{p} d \mu=\int|f|^{p} d \mu$.
(c) $f_{n} \rightarrow l_{\text {loc }}^{\mu} f \quad$ and $\quad \limsup _{n \rightarrow \infty} \int\left|f_{n}\right|^{p} d \mu \leq \int|f|^{p} d \mu$.
(d) $\lim _{n \rightarrow \infty} \int\left|f_{n}-f\right|^{p} d \mu=0$.

Proof. (a) $\leftrightarrow$ (d) is Theorem 21.4 in Bauer (2001). (b) $\rightarrow$ (d): Set $g_{n}=$ $\left|f_{n}\right|^{p}$ and $g=|f|^{p}$. Scheffé's lemma yields $\lim _{n \rightarrow \infty} \int\left|g_{n}-g\right| d \mu=0$, so that by the equivalence of (a) and (d) for $g_{n}$ and $g$ the sequence $\left|f_{n}\right|^{p}$ is uniformly integrable. Then the sequence $\left|f_{n}-f\right|^{p}$ is also uniformly integrable and (d) follows from (a) applied to $\left|f_{n}-f\right|^{p}$. (d) $\rightarrow$ (b) is clear. (b) $\leftrightarrow$ (c) follows from Fatou's lemma.

The next proposition is a version of Lebesgue's theorem where the condition of the sequence of functions to be bounded in absolute value by an integrable function is replaced by the condition that the sequence of functions is uniformly integrable. This is a direct consequence of Vitali's theorem.

Proposition A.22. Let $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $f_{n}, f \in \mathbb{L}_{1}(\mu)$. If $f_{n} \rightarrow_{\text {loc }}^{\mu} f$ and the sequence $f_{n}, n=1,2, \ldots$, is uniformly integrable, then $\lim _{n \rightarrow \infty} \int f_{n} d \mu=$ $\int f d \mu$.

The following is a standard transformation technique for the Lebesgue measure $\boldsymbol{\lambda}_{d}$; see Bauer (2001).
Theorem A.23. If $A, B \subseteq \mathbb{R}^{d}$ are open sets and $f: A \rightarrow B$ is a diffeomorphism with Jacobian $J_{f}$, then for every $h: B \rightarrow_{m} \overline{\mathbb{R}}_{+}$

$$
\int_{B} h(y) \boldsymbol{\lambda}_{d}(d y)=\int_{A} h(f(x))\left|J_{f}(x)\right| \boldsymbol{\lambda}_{d}(d x)
$$

If $[a, b]$ is a finite interval a function $f:[a, b] \rightarrow \mathbb{R}$ is called absolutely continuous if for every $\varepsilon$ there exists a $\delta>0$ such that $\sum_{k=1}^{n}\left|f\left(d_{k}\right)-f\left(c_{k}\right)\right|<\varepsilon$ for every pairwise disjoint open subintervals $\left(c_{k}, d_{k}\right)$ with $\sum_{k=1}^{n}\left(d_{k}-c_{k}\right)<\delta$. $f: \mathbb{R} \rightarrow \mathbb{R}$ is called absolutely continuous if $f:[a, b] \rightarrow \mathbb{R}$ is absolutely continuous on $[a, b]$ for every $a<b$. For a proof of the following theorem we refer to Hewitt and Stromberg (1965).

Theorem A.24. The function $f:[a, b] \rightarrow \mathbb{R}$ is absolutely continuous if and only if there exists a $g:[a, b] \rightarrow_{m} \mathbb{R}$ with $\int I_{[a, b]}(t)|g(t)| \boldsymbol{\lambda}(d t)<\infty$ such that $f(x)-f(a)=\int I_{[a, x]}(t) g(t) \boldsymbol{\lambda}(d t)$ for every $a<x \leq b$. The function $f$ is in this case $\boldsymbol{\lambda}$-a.e. differentiable with derivative $f^{\prime}$ that satisfies $f^{\prime}=g, \boldsymbol{\lambda}$-a.e.

Now we consider measures on product spaces.
Definition A.25. Let $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ be measurable spaces. Set $\mathfrak{A} \otimes \mathfrak{B}=$ $\sigma\{A \times B: A \in \mathfrak{A}, B \in \mathfrak{B}\}$. We call $\mathfrak{A} \otimes \mathfrak{B}$ the product $\sigma$-algebra, and $(\mathcal{X} \times \mathcal{Y}, \mathfrak{A} \otimes \mathfrak{B})$ the product space.

Let $\mu \in \mathcal{M}(\mathfrak{A})$ and $\nu \in \mathcal{M}(\mathfrak{B})$. For every $C \in \mathfrak{A} \otimes \mathfrak{B}$ the function $x \mapsto$ $\int\left(I_{C}(x, y) \nu(d y)\right.$ is measurable and

$$
(\mu \otimes \nu)(C):=\int\left[\int\left(I_{C}(x, y) \nu(d y)\right] \mu(d x), \quad C \in \mathfrak{A} \otimes \mathfrak{B}\right.
$$

is a measure on $\mathfrak{A} \otimes \mathfrak{B}$ that satisfies $(\mu \otimes \nu)(A \times B)=\mu(A) \nu(B), A \in \mathfrak{A}$, $B \in \mathfrak{B}$. The measure $\mu \otimes \nu$ and is called the product measure of $\mu$ and $\nu$.

Theorem A.26. (Theorem of Fubini) If $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $\nu \in \mathcal{M}^{\sigma}(\mathfrak{B})$, then $\mu \otimes \nu$ is the uniquely determined measure on $\mathfrak{A} \otimes \mathfrak{B}$ with $(\mu \otimes \nu)(A \times B)=$ $\mu(A) \nu(B), A \in \mathfrak{A}, B \in \mathfrak{B}$. Moreover, for every $h: \mathcal{X} \times \mathcal{Y} \rightarrow_{m} \overline{\mathbb{R}}_{+}$it holds

$$
\begin{equation*}
\int h d(\mu \otimes \nu)=\int\left[\int h(x, y) \nu(d y)\right] \mu(d x)=\int\left[\int(h(x, y) \mu(d x)] \nu(d y)\right. \tag{A.2}
\end{equation*}
$$

For a proof of the uniqueness we refer to Theorem B on p. 144 in Halmos (1974). The statement A. 2 follows from the standard extension technique; see Lemma A. 6.

Now we formulate the Radon-Nikodym theorem. Let $\mu, \nu \in \mathcal{M}(\mathfrak{A})$. If $\nu(A)=0$ implies $\mu(A)=0, A \in \mathfrak{A}$, then we say that $\mu$ is absolutely continuous with respect to $\nu$, or $\nu$ dominates $\mu$, and write $\mu \ll \nu$. If $\mu \ll \nu$ and $\nu \ll \mu$, then we call $\mu$ and $\nu$ equivalent and write $\mu \ll \gg \nu$.

Theorem A.27. (Theorem of Radon-Nikodym) If $\mu, \nu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $\mu \ll \nu$, then there is a $\nu$-a.e. uniquely determined $f: \mathcal{X} \rightarrow_{m} \mathbb{R}_{+}$, called the density of $\mu$ with respect to $\nu$, or the $\nu$-density of $\mu$, such that for every $A \in \mathfrak{A}$ and every $h: \mathcal{X} \rightarrow_{m} \overline{\mathbb{R}}_{+}$it holds

$$
\mu(A)=\int_{A} f(x) \nu(d x) \quad \text { and } \quad \int h d \mu=\int h f d \nu
$$

The function $f$ is also denoted by $d \mu / d \nu$ and called the Radon-Nikodym derivative of $\mu$ with respect to $\nu$. For a proof of the existence and uniqueness of $d \mu / d \nu$ we refer to Theorem B, $\S 31$, in Halmos (1974). The second statement follows from the standard extension technique; see Lemma A.6.

Proposition A.28. (Chain Rule) If $\mu, \nu, \rho \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $\mu \ll \nu \ll \rho$, then

$$
\frac{d \mu}{d \rho}=\frac{d \mu}{d \nu} \times \frac{d \nu}{d \rho}, \quad \rho \text {-a.e. }
$$

Proposition A.29. If $\left(\mathcal{X}_{i}, \mathfrak{A}_{i}\right)$ are measurable spaces and $\mu_{i}, \nu_{i} \in \mathcal{M}^{\sigma}\left(\mathfrak{A}_{i}\right)$ with $\mu_{i} \ll \nu_{i}, i=1,2$, then

$$
\frac{d\left(\mu_{1} \otimes \mu_{2}\right)}{d\left(\nu_{1} \otimes \nu_{2}\right)}\left(x_{1}, x_{2}\right)=\frac{d \mu_{1}}{d \nu_{1}}\left(x_{1}\right) \frac{d \mu_{2}}{d \nu_{2}}\left(x_{2}\right), \quad \nu_{1} \otimes \nu_{2} \text {-a.e. }\left(x_{1}, x_{2}\right) \in \mathcal{X}_{1} \times \mathcal{X}_{2} .
$$

## A. 3 Topics from Probability Theory

Let $(\Omega, \mathfrak{F}, \mathbb{P})$ be a probability space and $X$ a nonnegative random variable on it with $\mathbb{E} X<\infty$. Then $\mu(A):=\mathbb{E} I_{A} X, A \in \mathfrak{F}$, is a finite measure on $(\Omega, \mathfrak{F})$ that is dominated by $\mathbb{P}$, and $X=d \mu / d \mathbb{P}$. Let $\mathfrak{G} \subseteq \mathfrak{F}$ be a sub- $\sigma$-algebra and denote by $\mu^{\mathfrak{G}}$ and $\mathbb{P}^{\mathfrak{G}}$ the restrictions of $\mu$ and $\mathbb{P}$ on $\mathfrak{G}$, respectively. Then $\mu^{\mathfrak{G}} \ll \mathbb{P}^{\mathfrak{G}}$, so that by the Radon-Nikodym theorem there exists a $\mathbb{P}$-a.s. uniquely determined random variable $Z$ that is $\mathfrak{G}$-measurable and satisfies $\int_{B} X d \mathbb{P}=\int_{B} Z d \mathbb{P}, B \in \mathfrak{G}$. We set $\mathbb{E}(X \mid \mathfrak{G}):=Z$.

Definition A.30. Given a sub- $\sigma$-algebra $\mathfrak{G}$ of $\mathfrak{F}$ and a nonnegative random variable $X$ with $\mathbb{E} X<\infty$, the conditional expectation of $X$, given $\mathfrak{G}$, is the $\mathbb{P}$ a.s. uniquely determined $\mathfrak{G}$-measurable random variable $\mathbb{E}(X \mid \mathfrak{G})$ that satisfies $\int_{B} X d \mathbb{P}=\int_{B} \mathbb{E}(X \mid \mathfrak{G}) d \mathbb{P}$ for every $B \in \mathfrak{G}$. If $X \geq 0$ and $\mathbb{E} X=\infty$, then $\mathbb{E}(X \mid \mathfrak{G}):=\lim _{N \rightarrow \infty} \mathbb{E}(X \wedge N \mid \mathfrak{G})$. If $Y: \Omega \rightarrow_{m} \mathbb{R}$ and $\left(\mathbb{E} Y^{+}\right) \wedge\left(\mathbb{E} Y^{-}\right)<\infty$, then $\mathbb{E}(Y \mid \mathfrak{G}):=\mathbb{E}\left(Y^{+} \mid \mathfrak{G}\right)-\mathbb{E}\left(Y^{-} \mid \mathfrak{G}\right)$.

Let $(\mathcal{X}, \mathfrak{A})$ be a measurable space and $X$ a random variable with values in $\mathcal{X}$. Let $\sigma(X)$ be the $\sigma$-algebra generated by $X$. If $Y$ is a random variable with values in $\mathbb{R}$ and $\mathbb{E}|Y|<\infty$, and $\mathfrak{B}$ is the $\sigma$-algebra of Borel sets of $\mathbb{R}$, then by Lemma A. 9 there exists an $\mathfrak{A}-\mathfrak{B}$ measurable function $g: \mathcal{X} \rightarrow_{m} \mathbb{R}$ such that $\mathbb{E}(Y \mid \sigma(X))=g(X)$. This $\mathbb{P} \circ X^{-1}$-a.s. unique function $g$ is called the regression function of $Y$ with respect to $X$. It is common to denote $g(x)$ by $\mathbb{E}(Y \mid X=x)$ and called it the conditional expectation of $Y$, given $X=x$.

Below we present some standard properties of the conditional expectation which follow directly from its definition. For details we refer to Theorem 5.1 in Kallenberg (1997).

Proposition A.31. Suppose that $\mathbb{E}|X|<\infty$ and $\mathbb{E}\left|X_{i}\right|<\infty, i=1,2$. Let $\mathfrak{G}$ be a sub- $\sigma$-algebra of $\mathfrak{F}$. Then the following hold $\mathbb{P}$-a.s.
(a) $\mathbb{E}(\mathbb{E}(X \mid \mathfrak{G}))=\mathbb{E} X$. (b) $\mathbb{E}(X \mid \mathfrak{G}) \geq 0$ if $X \geq 0$. (c) $\mathbb{E}\left(a_{1} X_{1}+a_{2} X_{2} \mid \mathfrak{G}\right)=$ $a_{1} \mathbb{E}\left(X_{1} \mid \mathfrak{G}\right)+a_{2} \mathbb{E}\left(X_{2} \mid \mathfrak{G}\right)$. (d) If $X_{2}$ is $\mathfrak{G}$-measurable and $\mathbb{E}\left|X_{1} X_{2}\right|<\infty$, then $\mathbb{E}\left(X_{1} X_{2} \mid \mathfrak{G}\right)=X_{2} \mathbb{E}\left(X_{1} \mid \mathfrak{G}\right)$.

Lemma A.32. If the sequence of random variables $X_{n}, n=1,2, \ldots$, is uniformly integrable, then $Z_{n}=\mathbb{E}\left(X_{n} \mid \mathfrak{G}\right)$ is also uniformly integrable.

Proof. It follows from Definition A. 20 that a sequence of random variables $Y_{n}$ is uniformly integrable if and only if $\lim _{n \rightarrow \infty} \mathbb{E}\left|Y_{n}\right| I_{B_{n}}=0$ for every sequence $B_{n} \in \mathfrak{F}$ with $\lim _{n \rightarrow \infty} P\left(B_{n}\right)=0$. As $Z_{n}$ is $\mathfrak{G}$-measurable we may assume that $B_{n} \in \mathfrak{G}$. Then $\mathbb{E}\left|Z_{n}\right| I_{B_{n}}=\mathbb{E}\left(\left|\mathbb{E}\left(X_{n} \mid \mathfrak{G}\right)\right|\right) I_{B_{n}}=\mathbb{E}\left(\left|\mathbb{E}\left(I_{B_{n}} X_{n} \mid \mathfrak{G}\right)\right|\right) \leq$ $\mathbb{E}\left(\mathbb{E}\left(I_{B_{n}}\left|X_{n}\right| \mid \mathfrak{G}\right)\right)=\mathbb{E} I_{B_{n}}\left|X_{n}\right| \rightarrow 0$, as $n \rightarrow \infty$.

For a random vector $X$ with $\mathbb{E}\|X\|<\infty$ the conditional expectation $\mathbb{E}(X \mid \mathfrak{G})$ is defined componentwise. For a proof of the next lemma we refer to Dudley (2002), pp. 348-349.

Lemma A.33. (Jensen's Inequality) Let $C$ be an open and convex subset of $\mathbb{R}^{m}$ and $L: C \rightarrow \mathbb{R}$ be a convex function. If $X$ is a random vector with $\mathbb{P}(X \in C)=1$ and $\mathbb{E}\|X\|<\infty$, then $\mathbb{E} X \in C$ and $L(\mathbb{E} X) \leq \mathbb{E} L(X)$. If $\mathfrak{G}$ is a sub- $\sigma$-algebra of $\mathfrak{F}$, then $\mathbb{P}$-a.s. $\mathbb{E}(X \mid \mathfrak{G}) \in C$ and $L(\mathbb{E}(X \mid \mathfrak{G})) \leq \mathbb{E}(L(X) \mid \mathfrak{G}))$.

Now we formulate Levy's convergence theorem for martingales in a version as given by Corollary 6.22 and Theorem 6.23 in Kallenberg (1997).

Theorem A.34. (Convergence Theorem of Levy) Let $X$ be a random variable defined on $(\Omega, \mathfrak{F}, \mathbb{P})$ that satisfies $\mathbb{E}|X|^{p}<\infty$ for some $p \geq 1$. Assume
that $\mathfrak{F}_{0} \subseteq \mathfrak{F}_{1} \subseteq \cdots$ is a nondecreasing sequence of sub- $\sigma$-algebras of $\mathfrak{F}$. Let $\mathfrak{F}_{\infty}=\sigma\left(\cup_{i=0}^{\infty} \mathfrak{F}_{i}\right)$. Then $\mathbb{P}$-a.s., as $n \rightarrow \infty$,

$$
\mathbb{E}\left(X \mid \mathfrak{F}_{n}\right) \rightarrow \mathbb{E}\left(X \mid \mathfrak{F}_{\infty}\right) \quad \text { and } \quad \mathbb{E}\left|\mathbb{E}\left(X \mid \mathfrak{F}_{n}\right)-\mathbb{E}\left(X \mid \mathfrak{F}_{\infty}\right)\right|^{p} \rightarrow 0
$$

$\mathbb{P}(A \mid \mathfrak{G}):=\mathbb{E}\left(I_{A} \mid \mathfrak{G}\right)$ is called the conditional probability of $A$, given $\mathfrak{G}$. Let $X$ and $Y$ be random variables on the probability space $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively. Denote by $\mathbb{P}_{(X, Y)}:=\mathbb{P} \circ(X, Y)^{-1} \in$ $\mathcal{P}(\mathfrak{A} \otimes \mathfrak{B})$ the joint distribution of $X$ and $Y$, and by $\mathbb{P}_{X}:=\mathbb{P} \circ X^{-1} \in \mathcal{P}(\mathfrak{A})$ and $\mathbb{P}_{Y}:=\mathbb{P}_{\circ} \circ Y^{-1} \in \mathcal{P}(\mathfrak{B})$ the distributions of $X$ and $Y$, respectively. $\mathbb{P}_{X}$ and $\mathbb{P}_{Y}$ are called the marginal distributions of $\mathbb{P}_{(X, Y)}$. The set function $B \mapsto$ $\mathbb{P}(Y \in B \mid X=x):=\mathbb{E}\left(I_{B}(Y) \mid X=x\right)$, beeing the conditional probability for fixed $x$, is in general not a measure for every $x$. The concept of regular conditional distributions eliminates this difficulty. It is a regular version of the conditional probability $\mathbb{P}(Y \in B \mid X=x)$. The basic tool is the stochastic kernel.

Definition A.35. For two measurable spaces $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$ a mapping $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow[0,1]$ is called a stochastic kernel if for every $B \in \mathfrak{B}$ the function $x \mapsto \mathrm{~K}(B \mid x)$ is $\mathfrak{A}-\mathfrak{B}_{[0,1]}$ measurable, and for every $x \in \mathcal{X}$, it holds $\mathrm{K}(\cdot \mid x) \in \mathcal{P}(\mathfrak{B})$. In short we write $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$.

Definition A.36. Let $X$ and $Y$ be random variables on the probability space $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively. The kernel $\mathrm{K}: \mathfrak{B} \times$ $\mathcal{X} \rightarrow_{k}[0,1]$ is called a regular conditional distribution of $Y$ given $X$ if

$$
\mathbb{P}_{X, Y}(A \times B)=\int_{A} \mathrm{~K}(B \mid x) \mathbb{P}_{X}(d x), \quad A \in \mathfrak{A}, \quad B \in \mathfrak{B}
$$

where $\mathbb{P}_{X, Y}=\mathbb{P} \circ(X, Y)^{-1}$ is the joint distribution of $X$ and $Y$. We write in short $\mathbb{P}_{X, Y}=\mathrm{K} \otimes \mathbb{P}_{X}$, and we denote the marginal distribution of $Y$ by $\mathrm{K} \mathbb{P}_{X}$.

For the existence of regular conditional distributions additional assumptions on the measurable space $(\mathcal{Y}, \mathfrak{B})$ have to be made. For a proof of the next result we refer to Theorem 5.3 in Kallenberg (1997).

Theorem A.37. (Existence of a Regular Conditional Distribution) If $X$ and $Y$ are random variables with values in $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively, and $(\mathcal{Y}, \mathfrak{B})$ is a Borel space in the sense of Definition A.7, then there exists a regular conditional distribution $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ in the sense of Definition A. 36 .

The existence of conditional distributions can be established easily, without additional assumptions on the sample spaces, if there exist conditional densities in the following sense. Suppose that $X$ and $Y$ are random variables with values in $(\mathcal{X}, \mathfrak{A})$ and $(\mathcal{Y}, \mathfrak{B})$, respectively. Assume that there are $\mu \in \mathcal{M}^{\sigma}(\mathfrak{A})$ and $\nu \in \mathcal{M}^{\sigma}(\mathfrak{B})$ so that $\mathbb{P}_{X, Y} \ll \mu \otimes \nu$. Set $f_{X, Y}=\frac{d \mathbb{P}_{X, Y}}{d \mu \otimes \nu}$. It is
easy to see that $\mathbb{P}_{X, Y} \ll \mu \otimes \nu$ implies $\mathbb{P}_{X} \ll \mu$ and $\mathbb{P}_{Y} \ll \nu$, and the corresponding densities are given by $f_{X}(x):=\frac{d P_{X}}{d \mu}(x)=\int f(x, y) \nu(d y), x \in \mathcal{X}$, and $f_{Y}(y):=\frac{d P_{Y}}{d \mu}(y)=\int f(x, y) \mu(d x), y \in \mathcal{Y}$, which are called the marginal densities.

Definition A.38. The function

$$
f_{Y \mid X}(y \mid x)=\left\{\begin{array}{cl}
\frac{f_{X, Y}(x, y)}{f_{X}(x)} & \text { if } \quad f_{X}(x)>0 \\
f_{Y}(y) & \text { if } \quad f_{X}(x)=0,
\end{array}\right.
$$

is called the conditional density of $Y$, given $X=x$. The stochastic kernel $\mathrm{K}(B \mid x)=\int_{B} f_{Y \mid X}(y \mid x) \nu(d y)$ is called the regular conditional distribution of $Y$, given $X=x$, based on the conditional density.

The fact that K is indeed a stochastic kernel follows from the additivity of the integral and Theorem A.16.

Let $(\mathcal{X}, \mathfrak{A}),(\mathcal{Y}, \mathfrak{B})$, and $(\mathcal{Z}, \mathfrak{C})$ be measurable spaces, and $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}$ $[0,1]$ and $\mathrm{L}: \mathfrak{C} \times(\mathcal{X} \times \mathcal{Y}) \rightarrow_{k}[0,1]$ be stochastic kernels. Set

$$
(\mathrm{L} \otimes \mathrm{~K})(D \mid x)=\int\left[\int I_{D}(y, z) \mathrm{L}(d z \mid x, y)\right] \mathrm{K}(d y \mid x), \quad D \in \mathfrak{B} \otimes \mathfrak{C}
$$

Proposition A.39. Let $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ and $\mathrm{L}: \mathfrak{C} \times(\mathcal{X} \times \mathcal{Y}) \rightarrow_{k}[0,1]$ be stochastic kernels, $f: \mathcal{X} \times \mathcal{Y} \rightarrow_{m} \overline{\mathbb{R}}_{+}$, and $g: \mathcal{X} \times \mathcal{Y} \rightarrow_{m} \mathcal{Z}$. Then the following hold. (a) $x \mapsto \int f(x, y) \mathrm{K}(d y \mid x)$ is measurable. (b) $\mathrm{M}=\mathrm{K}\left(g^{-1}(x, \cdot) \mid x\right): \mathfrak{C} \times$ $\mathcal{X} \rightarrow[0,1]$ is a stochastic kernel. (c) $\mathrm{L} \otimes \mathrm{K}:(\mathfrak{B} \otimes \mathfrak{C}) \times \mathcal{X} \rightarrow[0,1]$ is a stochastic kernel.

For a proof we refer to Lemma 1.38 in Kallenberg (1997).
The next theorem may be considered as a generalization of Fubini's theorem to stochastic kernels.

Proposition A.40. (Theorem of Fubini for Kernels) Given a stochastic kernel $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ and some $\mu \in \mathcal{M}(\mathfrak{A})$, the set function

$$
\begin{equation*}
(\mathrm{K} \otimes \mu)(C):=\int\left[\int I_{C}(x, y) \mathrm{K}(d y \mid x)\right] \mu(d x), \quad C \in \mathfrak{A} \otimes \mathfrak{B} \tag{A.3}
\end{equation*}
$$

is a measure on $\mathfrak{A} \otimes \mathfrak{B}$ with $\mu(A)=(\mathrm{K} \otimes \mu)(A \times \mathcal{Y})$, $A \in \mathfrak{A}$, and it holds for every $h: \mathcal{X} \times \mathcal{Y} \rightarrow_{m} \overline{\mathbb{R}}_{+}$,

$$
\begin{equation*}
\int h d(\mathrm{~K} \otimes \mu)=\int\left[\int h(x, y) \mathrm{K}(d y \mid x)\right] \mu(d x) \tag{A.4}
\end{equation*}
$$

Proof. The fact that $\mathrm{K} \otimes \mu$ is a measure follows from a twofold application of the monotone convergence theorem; see Theorem A.16. The statement (A.4) follows from the standard extension technique; see Lemma A.6.

Sometimes it is more convenient to formulate a statement in terms of random variables.

Lemma A.41. (Disintegration Lemma) If $X$ and $Y$ are random variables and there exists a regular conditional distribution $\mathrm{K}: \mathfrak{B} \times \mathcal{X} \rightarrow_{k}[0,1]$ of $Y$ given $X$, then for every $C \in \mathfrak{A} \otimes \mathfrak{B}$ and $f: \mathcal{X} \times \mathcal{Y} \rightarrow_{m} \overline{\mathbb{R}}_{+}$it holds

$$
\begin{aligned}
\mathbb{P}_{(X, Y)}(C) & =\int\left[\int I_{C}(x, y) \mathrm{K}(d y \mid x)\right] \mathbb{P}_{X}(d x), \\
\mathbb{E} f(X, Y) & =\int\left[\int f(x, y) \mathrm{K}(d y \mid x)\right] \mathbb{P}_{X}(d x), \\
\mathbb{E}(f(X, Y) \mid X & =x)=\int f(x, y) \mathrm{K}(d y \mid x), \quad \mathbb{P}_{X} \text {-a.s. } x \in \mathcal{X} .
\end{aligned}
$$

Let $(\mathcal{X}, \rho)$ be a metric space with metric $\rho$, and denote by $\mathfrak{B}$ the $\sigma$-algebra of Borel sets in $\mathcal{X}$. Recall $\mathrm{C}_{b}$, the space of all bounded continuous $f: \mathcal{X} \rightarrow \mathbb{R}$. We also need the space $\mathrm{C}_{0} \subseteq \mathrm{C}_{b}$ of all continuous functions $f$ with compact support, which means that the closure of the set $\{x: f(x) \neq 0\}$ is compact.

Definition A.42. Let $(\mathcal{X}, \rho)$ be a metric space and $P, P_{n} \in \mathcal{P}(\mathfrak{B})$. The sequence $P_{n}, n=1,2, \ldots$, is said to converge weakly to $P$ if $\int f(x) P_{n}(d x) \rightarrow$ $\int f(x) P(d x)$ as $n \rightarrow \infty$ for every $f \in \mathrm{C}_{b}$. In such a case we write $P_{n} \Rightarrow P$.

If $X$ and $X_{n}$ are random variables defined on $(\Omega, \mathfrak{F}, \mathbb{P})$ and $\left(\Omega_{n}, \mathfrak{F}_{n}, \mathbb{P}_{n}\right)$, respectively, $n=1,2, \ldots$, with values in $\mathcal{X}$, then the distributions $\mathcal{L}(X)=$ $\mathbb{P} \circ X^{-1}$ and $\mathcal{L}\left(X_{n}\right)=\mathbb{P}_{n} \circ X_{n}^{-1}$ satisfy $\mathcal{L}\left(X_{n}\right) \Rightarrow \mathcal{L}(X)$ if and only if $\lim _{n \rightarrow \infty} \mathbb{E} f\left(X_{n}\right)=\mathbb{E} f(X)$ for every $f \in C_{b}$. Lebesgue's theorem provides that the a.s. convergence of random variables implies the weak convergence of distributions. A subsequence argument and Proposition A. 12 give the following statement.

Lemma A.43. Let $(\mathcal{X}, \rho)$ be a separable metric space and $Z, Z_{1}, Z_{2}, \ldots$ be random variables defined on the probability space $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $\mathcal{X}$. Then $Z_{n} \rightarrow^{\mathbb{P}} Z$ implies $\mathcal{L}\left(Z_{n}\right) \Rightarrow \mathcal{L}(Z)$, and especially $Z_{n} \rightarrow Z$, $\mathbb{P}$-a.s., implies $\mathcal{L}\left(Z_{n}\right) \Rightarrow \mathcal{L}(Z)$.

To derive the convergence $\lim _{n \rightarrow \infty} \mathbb{E} f\left(X_{n}\right)=\mathbb{E} f(X)$ from $\mathcal{L}\left(X_{n}\right) \Rightarrow \mathcal{L}(X)$ for unbounded continuous functions $f$ one needs the uniform integrability of $f$ under the distributions of $X_{n}$.

Proposition A.44. Let $(\mathcal{X}, \rho)$ be a separable metric space and $P, P_{n} \in$ $\mathcal{P}(\mathfrak{B})$. If $P_{n} \Rightarrow P$, and for a continuous function $f: \mathcal{X} \rightarrow_{m} \mathbb{R}$ it holds $\int|f(x)| P(d x)<\infty$ and

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} \int|f(x)| I_{[N, \infty)}(|f(x)|) P_{n}(d x)=0 \tag{A.5}
\end{equation*}
$$

then $\lim _{n \rightarrow \infty} \int f(x) P_{n}(d x)=\int f(x) P(d x)$.

Proof. Set $g_{N}(x)=-N$ if $f(x)<-N, g_{N}(x)=f(x)$ if $-N \leq f(x) \leq N$, and $g_{N}(x)=N$ if $N<f(x)$. Then

$$
\begin{array}{r}
\left|\int f(x) P_{n}(d x)-\int f(x) P(d x)\right| \leq\left|\int g_{N}(x) P_{n}(d x)-\int g_{N}(x) P(d x)\right| \\
+\int|f(x)| I_{[N, \infty)}(|f(x)|) P(d x)+\int|f(x)| I_{[N, \infty)}(|f(x)|) P_{n}(d x)
\end{array}
$$

For $n \rightarrow \infty$ the first term vanishes. Then take $N \rightarrow \infty$ to get the statement from A.5, $\int|f(x)| P(d x)<\infty$, and Lebesgue's theorem; see Theorem A.18.

The next proposition concerns the uniformity of weak convergence on classes of continuous functions. It is Conclusion 2.7 in Bhattacharya and Rao (1976).

Proposition A.45. Let $(\mathcal{X}, \rho)$ be a separable metric space. Let $\mathbb{F}$ be a family of continuous functions $f: \mathcal{X} \rightarrow \mathbb{R}$ with $\sup _{f \in \mathbb{F}} \sup _{x \in \mathcal{X}}|f(x)|<\infty$ and $\lim _{\delta \downarrow 0} \sup _{f \in \mathbb{F}} \sup _{x: \rho\left(x, x_{0}\right) \leq \delta}\left|f(x)-f\left(x_{0}\right)\right|=0, x_{0} \in \mathcal{X}$. If $P, P_{n} \in \mathcal{P}(\mathfrak{B})$ and $P_{n} \Rightarrow P$, then

$$
\lim _{n \rightarrow \infty} \sup _{f \in \mathbb{F}}\left|\int f(x) P_{n}(d x)-\int f(x) P(d x)\right|=0
$$

The next statement is Theorem 4.1 in Billingsley (1968).
Lemma A.46. (Lemma of Slutsky) Let $(\mathcal{X}, \rho)$ be a separable metric space and $X, X_{n}, Y_{n}, n=1,2, \ldots$, be random variables on $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $\mathcal{X}$. If $\mathcal{L}\left(X_{n}\right) \Rightarrow \mathcal{L}(X)$ and $\rho\left(X_{n}, Y_{n}\right) \rightarrow^{\mathbb{P}} 0$, then $\mathcal{L}\left(Y_{n}\right) \Rightarrow \mathcal{L}(X)$.

It is clear from the definition of weak convergence that for any continuous mapping $h$ the relation $\mathcal{L}\left(X_{n}\right) \Rightarrow \mathcal{L}(X)$ implies $\mathcal{L}\left(h\left(X_{n}\right)\right) \Rightarrow \mathcal{L}(h(X))$. The next theorem provides conditions, weaker than the continuity of $h$, under which $\mathcal{L}\left(h_{n}\left(X_{n}\right)\right) \Rightarrow \mathcal{L}(h(X))$ follows. This is Theorem 3.27 in Kallenberg (1997).

Theorem A.47. (Continuous Mapping Theorem) Let $\mathcal{X}$ and $\mathcal{Y}$ be metric spaces, $C \subseteq \mathcal{X}$ be a Borel set, and $h, h_{n}: \mathcal{X} \rightarrow_{m} \mathcal{Y}, n=1,2, \ldots$, so that $h_{n}\left(x_{n}\right) \rightarrow h(x)$ as $x_{n} \rightarrow x, x \in C$. If $X, X_{n}, n=1,2, \ldots$, are random variables on $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $\mathcal{X}$, and $X \in C, \mathbb{P}$-a.s., then $\mathcal{L}\left(X_{n}\right) \Rightarrow \mathcal{L}(X)$ implies $\mathcal{L}\left(h_{n}\left(X_{n}\right)\right) \Rightarrow \mathcal{L}(h(X))$.

The next theorem characterizes the sequential compactness of sequences of distributions.

Theorem A.48. (Theorem of Prohorov) Let $\mathcal{X}$ be a complete and separable metric space and $P_{n} \in \mathcal{P}(\mathfrak{B}), n=1,2, \ldots$ For every subsequence $P_{n_{k}}$ there exists a subsequence that converges weakly to some $P \in \mathcal{P}(\mathfrak{B})$ if and only if the sequence $P_{n}$ is tight; that is, for every $\varepsilon>0$ there is a compact set $K_{\varepsilon} \subseteq \mathcal{X}$ such that $P_{n}\left(K_{\varepsilon}\right) \geq 1-\varepsilon$ for every $n$.

For a proof we refer to Chapter 1, Section 6, in Billingsley (1968).
Let $\partial A$ denote the boundary of a set $A$. A Borel set $A$ is called a $P$ continuity set if $P(\partial A)=0$. Let $\mathrm{C}_{b, P}$ be the space of all bounded measurable functions for which the set of all discontinuity points has $P$-measure zero. In the following theorem the equivalence of conditions (A) through (E) is known in the literature as the Portmanteau theorem; see Theorem 2.1 in Billingsley (1968). The equivalence of (F) follows from Theorem 5.2 in Billingsley (1968), and the equivalence of $(\mathrm{G})$ from Lemma A. 5 and the fact that $I_{O}$ is lower semicontinuous for open sets $O$.

Theorem A.49. (Portmanteau Theorem) Let $\mathcal{X}$ be a metric space, $\mathfrak{B}$ the $\sigma$-algebra of Borel sets, and $P, P_{1}, P_{2}, \ldots$ distributions on $(\mathcal{X}, \mathfrak{B})$. Then the following statements are equivalent.

$$
\begin{array}{ll}
\text { (A) } P_{n} \Rightarrow P & \\
\text { (B) } \lim _{n \rightarrow \infty} \int f d P_{n}=\int f d P & \text { for every bounded and } \\
\text { (C) } \limsup _{n \rightarrow \infty} P_{n}(A) \leq P(A) & \text { for evermly continuous } f . \\
(D) \liminf _{n \rightarrow \infty} P_{n}(O) \geq P(O) & \text { for every open set } O \text {. } \\
\text { (E) } \lim _{n \rightarrow \infty} P_{n}(B)=P(B) & \text { for every } P \text {-continuity set } B . \\
(F) \lim _{n \rightarrow \infty} \int f d P_{n}=\int f d P & \text { for every } f \in C_{b, P} \\
(G) \liminf _{n \rightarrow \infty} \int f d P_{n} \geq \int f d P & \text { for every lower semicontinuous } \\
& f: \mathcal{X} \rightarrow[0, \infty] .
\end{array}
$$

For several purposes it is convenient to metricize the weak convergence and to consider the space of all distributions as a new metric space. There are several ways to introduce such a metric. As it turned out the metric introduced by and named after Dudley is one of the best tractable metrics. The reason is that it is a dual norm of a function space. More precisely, for any metric space $\mathcal{X}$ let

$$
\begin{equation*}
\|P-Q\|_{\mathrm{D}}=\sup \left|\int f d P-\int f d Q\right| \tag{A.6}
\end{equation*}
$$

where the supremum is taken over all Lipschitz functions $f$ with $L_{f} \leq 1$ and $\|f\|_{u} \leq 1$, and $L_{f}$ is from (A.1). $\|P-Q\|_{\mathrm{D}}$ is called the Dudley metric. The following theorem is established in Dudley (2002), Proposition 11.3.2 and Theorem 11.3.3.

Theorem A.50. If $\mathcal{X}$ is a complete separable metric space and $\mathfrak{B}$ the $\sigma$ algebra of Borel sets, then $\|P-Q\|_{\mathrm{D}}$ is a metric on $\mathcal{P}(\mathfrak{B})$, and it holds $P_{n} \Rightarrow$ $P$ if and only if $\left\|P_{n}-P\right\|_{\mathrm{D}} \rightarrow 0$.

We recall that for any random vector $X$ with values in $\mathbb{R}^{d}, \varphi_{X}(t)=$ $\mathbb{E} \exp \{i\langle t, X\rangle\}, t \in \mathbb{R}^{d}$, is the characteristic function of $X$.

Theorem A.51. (Uniqueness and Continuity Theorem for Characteristic Functions) Let $U, V, X$, and $X_{n}, n=1,2, \ldots$, be random vectors on $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $\mathbb{R}^{d}$. Then $\mathcal{L}(U)=\mathcal{L}(V)$ if and only if $\varphi_{U}(t)=\varphi_{V}(t)$ for every $t \in \mathbb{R}^{d}$, and $\mathcal{L}\left(X_{n}\right) \Rightarrow \mathcal{L}(X)$ if and only if $\lim _{n \rightarrow \infty} \varphi_{X_{n}}(t)=\varphi_{X}(t)$ for every $t \in \mathbb{R}^{d}$.

For a proof we refer to Theorem 7.6 in Billingsley (1968).
The following Cramér-Wold device states that the weak convergence of the distributions of random vectors in $\mathbb{R}^{d}$ can be reduced to the weak convergence of distributions of random variables with values in $\mathbb{R}$.

Criterion A. 52 (Cramér-Wold Device) Let $X, X_{1}, X_{2}, \ldots$ be random vectors on $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $\mathbb{R}^{d}$. Then $\mathcal{L}\left(X_{n}\right) \Rightarrow \mathcal{L}(X)$ if and only if $\mathcal{L}\left(\left\langle X_{n}, t\right\rangle\right) \Rightarrow \mathcal{L}\left(\left\langle X_{n}, t\right\rangle\right)$ for every $t \in \mathbb{R}^{d}$.

The proof follows from the continuity theorem for characteristic functions; see Theorem A. 51 .

In conclusion we formulate suitable versions of the central limit theorem.
Theorem A.53. (Central Limit Theorem for i.i.d. Random Vectors) Let $X_{1}, X_{2}, \ldots$ be i.i.d. random vectors on $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $\mathbb{R}^{d}$ and $\mathbb{E}\left\|X_{1}\right\|^{2}<\infty$. Set $\mu=\mathbb{E} X_{1}$ and $\Sigma=\mathbb{E}\left(X_{1}-\mu\right)\left(X_{1}-\mu\right)^{T}$. Then

$$
\mathcal{L}\left(n^{-1 / 2} \sum_{i=1}^{n}\left(X_{i}-\mu\right)\right) \Rightarrow \mathrm{N}(0, \Sigma)
$$

The case of $d=1$ follows from the subsequent more general theorem. The case $d>1$ can be reduced to the case $d=1$ with the help of the Cramér-Wold device; see Criterion A.52.

Theorem A.54. (Central Limit Theorem for Double Arrays) Let $X_{n, i}$, $i=1, \ldots, m_{n}, n=1,2, \ldots$, be a double array of random variables on $(\Omega, \mathfrak{F}, \mathbb{P})$ with values in $\mathbb{R}$ so that for every $n$ the random variables $X_{n, 1}, \ldots, X_{n, m_{n}}$ are independent with $\mathbb{E} X_{n, i}=0, i=1, \ldots, m_{n}$, and $\sum_{i=1}^{m_{n}} \mathbb{E} X_{n, i}^{2}=1$. If the Lindeberg condition, that is,

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{m_{n}} \mathbb{E} X_{n, i}^{2} I_{(\varepsilon, \infty)}\left(\left|X_{n, i}\right|\right)=0, \quad \varepsilon>0
$$

is satisfied, then $\mathcal{L}\left(\sum_{i=1}^{m_{n}} X_{n, i}\right) \Rightarrow \mathrm{N}(0,1)$.
For a proof we refer to Theorem 4.12 in Kallenberg (1997).

## Appendix: <br> Common Notation and Distributions

## B. 1 Common Notation

## Euclidean Space

$\mathbb{N}=\{0,1,2, \ldots\}$
$\mathbb{Q}$ rational numbers
$\mathbb{R}$ real numbers
$\mathbb{C}$ complex numbers
$\mathbb{R}_{+}=[0, \infty)$
$\mathbb{R}_{\neq 0}=\mathbb{R} \backslash\{0\}$
$\overline{\mathbb{R}}=[-\infty, \infty]$
$\overline{\mathbb{R}}_{+}=[0, \infty]$
$\mathbb{R}^{n}$ Euclidean space
$\mathbb{R}_{<}^{n}=\left\{x: x_{1}<\cdots<x_{n}, x \in \mathbb{R}^{n}\right\}$
$\mathbb{R}_{<}^{n}=\left\{x: x_{1} \leq \cdots \leq x_{n}, x \in \mathbb{R}^{n}\right\}$
$\mathbb{R}_{\neq}^{\bar{n}}=\left\{x: x_{i} \neq x_{j}, i<j, x \in \mathbb{R}^{n}\right\}$
$\mathbb{R}_{\neq 0}^{n}=\left\{x: x \neq 0, x \in \mathbb{R}^{n}\right\}$
$\mathbb{R}_{*}^{k}=\left\{x: x_{[k-1]}<x_{[k]}, x \in \mathbb{R}^{k}\right\}$
$\mathbb{R}_{r}^{k}$ p. 524
$\mathbb{R}_{r, \delta}^{k} \mathrm{p} .534$
$\left(x_{1}, \ldots, x_{n}\right)$ vector in $\mathbb{R}^{n}$
$\left(x_{1}, \ldots, x_{n}\right)^{T}$ column vector

## Measurable Spaces

$$
\mathfrak{P}(\mathcal{X}) \text { all subsets of } \mathcal{X}
$$

$\sigma(\mathfrak{G}) \sigma$-algebra generated by $\mathfrak{G}$
$\mathfrak{B}_{n}$ : Borel sets in $\mathbb{R}^{n}$
$\mathfrak{B}=\mathfrak{B}_{1}$
$\mathfrak{B} \mathcal{X}$ Borel sets of metric space $\mathcal{X}$
$x_{[1]} \leq \cdots \leq x_{[n]}$ order statistics
$X_{i, .}, X_{.,}, \theta$. p. 88
$\mathbf{1}=(1, \ldots, 1)^{T}$
$a \leq b$ in $\mathbb{R}^{d}$ componentwise
$\mathcal{X} \times \mathcal{Y}$ product of sets
$\mathrm{X}_{i=1}^{d} \mathcal{X}_{i}$ product of $d$ sets
$\mathbb{S}_{d-1}, \mathbf{S}_{d}^{0}, \mathbf{S}_{d}^{c}$ simplex p. 6
$\digamma$ finite set
$|\digamma|$ size of $\digamma$
$\mathcal{S}_{m}$ simplex p. 168
$\mathbb{R}_{\oplus}$ additive group on $\mathbb{R}$
$\mathbb{R}_{\oplus n}$ additive group on $\mathbb{R}^{n}$
$\mathbb{R}_{\bullet}^{+}$multiplicative group on $\mathbb{R}_{+}$
$\mathbb{L}_{d}$ p. 199
$\mathcal{M}_{n \times n}^{r}$ p. 199
$\mathcal{O}_{n \times n}$ p. 199
$A \succeq B: A-B$ pos. semidefinite
$\Pi_{\mathbb{L}_{k}}$ projection p. 444
$\mathfrak{B}_{+}$Borel sets in $\mathbb{R}_{+}$
$\overline{\mathfrak{B}}$ Borel sets in $\overline{\mathbb{R}}$
$\overline{\mathfrak{B}}_{+}$Borel sets in $\overline{\mathbb{R}}_{+}$
$\mathfrak{B}_{n,<}$ Borel sets in $\mathbb{R}_{<}^{n}$
$\mathfrak{B}_{n, \neq}$ Borel sets in $\mathbb{R}_{\neq}^{n}$
$\mathfrak{B}_{n, \neq 0}$ Borel sets in $\mathbb{R}_{\neq 0}^{n}$
$\mathfrak{B}_{k, *}$ Borel sets in $\mathbb{R}_{*}^{k}$
$\mathfrak{F}(\Delta)$ p. 146
I p. 202
$(\mathcal{X}, \mathfrak{A})$ measurable space
$\mathfrak{A} \otimes \mathfrak{C}$ product- $\sigma$-algebra
$\bigotimes_{i=1}^{d} \mathfrak{A}_{i}$ product- $\sigma$-algebra

## Measures and Kernels

$\boldsymbol{\lambda}_{d}$ Lebesgue measure on $\mathfrak{B}_{d}$
$\boldsymbol{\lambda}=\boldsymbol{\lambda}_{1}$
$\kappa_{d}$ counting measure on $\mathfrak{P}\left(\mathbb{N}^{d}\right)$
$\kappa=\kappa_{1}$
$\boldsymbol{\delta}_{x}$ delta measure on $x$
$\mu$ p. 2
$\nu$ p. 4
$\gamma_{v}$ p. 32
$\rho_{v}$ p. 39
$\mu_{\digamma}, \mu_{n, \digamma}$ p. 243
$\mathbb{P}, \mathbb{P}_{\theta}, P_{\theta}$ probability
$P_{0}^{\mathfrak{G}}, P_{1}^{\mathfrak{G}} \mathrm{p} .42$
$\bar{P}$ p. 44
$Q_{\theta}=P_{\theta} \circ T^{-1}$ distribution of $T$
$Q_{1} \preceq Q_{2}$ stochastic semiorder
$F, F^{-1}$ p. 75
$\mathcal{L}(X)$ distribution of $X$
$X \sim P: \mathcal{L}(X)=P$
$\mathcal{L}(T \mid P)$ distribution of $T$ under $P$
$P_{p e, \eta}$ p. 5
$\Pi$ prior distribution
$\Pi_{a, b}$ conjugate prior
个 p. 20
$\Upsilon_{n} \mathrm{p} .22$

## Numerical Characteristics

$a \vee b=\max (a, b)$
$a \wedge b=\min (a, b)$
$b \oslash a$ p. 85
$[x]$ the integer part of $x$
arg max p. 110
$\arg \min \mathrm{p} .126$
$\langle x, y\rangle=x^{T} y$
$\mathfrak{A}^{\otimes d} d$-fold product- $\sigma$-algebra
$\otimes_{i=1}^{d}\left(\mathcal{X}_{i}, \mathfrak{A}_{i}\right)$ product space
$S: \mathcal{X} \rightarrow_{m} \mathcal{Y}$ measurable mapping
$S: \mathcal{X} \leftrightarrow_{m} \mathcal{Y}$ bimeasurable map.
$S^{-1}(C)=\{x: S(x) \in C\}$
$\sigma(S) \sigma$-algebra generated by $S$
$f \propto g: f=c g$ for some $c>0$
$I_{A}$ indicator function
$\boldsymbol{\Pi}(B \mid x)$ posterior distribution $\pi(\theta \mid x)$ posterior density $\left\{P_{0}, P_{1}\right\}$-a.s. p. 34
$P_{1} * P_{2}$ convolution of $P_{1}$ and $P_{2}$
$\mathcal{M}(\mathfrak{A})$ measures on $\mathfrak{A}$
$\mathcal{M}^{\sigma}(\mathfrak{A}) \sigma$-finite measures on $\mathfrak{A}$
$\mathcal{P}(\mathfrak{A})$ probabilities on $\mathfrak{A}$
$\mathcal{P}_{c}(\mathfrak{A})$ atomless probabilities on $\mathfrak{A}$
$\mu \ll \nu: \nu$ dominates $\mu$
$\mu \ll \gg \nu: \mu \ll \nu$ and $\nu \ll \mu$
$\mu \perp \nu$ mutually singular p. 34
$\mu \otimes \nu$ product measure
$\bigotimes_{i=1}^{d} \mu_{i}$ product measure
$\mu^{\otimes d} d$-fold product measure
$P_{\theta_{0}}^{\otimes \infty}$ infinite product measure
$\mu_{f}=\mu \circ f^{-1}$ induced measure
$P * Q$ convolution
P: $\mathfrak{A} \times \Delta \rightarrow_{k}[0,1]$ stoch. kernel
D, K, L stochastic kernel
$\mathrm{P} \otimes \Pi$ p. 17
$\mathrm{D} \otimes \mathrm{P} \otimes \Pi \mathrm{p} .130$
PП p. 17
$M=P \Pi$
$\|x\|^{2}=\langle x, x\rangle$
$\chi^{2}(x)=\|x\|^{2}$
$\rho_{\Delta}$ metric p. 120
$\rho_{\mathcal{T}}$ metric p. 280
$\mathrm{v}, \mathrm{v}^{*} \mathrm{p} .33$
$\mathrm{v}, \mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right) \mathrm{p} .36$
$\mathrm{m}_{s}, \chi^{s}\left(P_{0}, P_{1}\right)$ p. 36
$\mathrm{v}_{s}, \mathrm{H}_{s}\left(P_{0}, P_{1}\right)$ p. 36
$\mathrm{w}_{s}, \mathrm{~K}_{s}\left(P_{0}, P_{1}\right), \mathrm{I}\left(P_{0}, P_{1}\right) \mathrm{p} .36$
$\mathrm{k}_{\pi}, \mathrm{B}_{\pi}\left(P_{0}, P_{1}\right)$ p. 36
$\mathrm{I}_{\mathrm{v}}(X| | Y) \mathrm{p} .52$
$\mathrm{I}(X \| Y)=\mathrm{I}_{x \ln x}(X \| Y)$
$\mathrm{I}_{\mathrm{v}}\left(P_{0}, P_{1}\right)$ v-divergence p. 35
$\mathrm{K}\left(P_{0}, P_{1}\right)$ Kullback-Leibler dist.
$\mathrm{C}\left(P_{\theta_{1}}, P_{\theta_{2}}\right)$ Chernoff index
$\mathrm{H}_{s}\left(P_{0}, P_{1}\right)$ Hellinger integral
$\mathrm{H}_{s}\left(P_{1}, \ldots, P_{m}\right)$ Hellinger transform
$\mathrm{D}\left(P_{0}, P_{1}\right)$ Hellinger distance
$\left\|P_{0}-P_{1}\right\|$ variational distance
$\left\|P_{0}-P_{1}\right\|_{\mathrm{D}}$ Dudley metric

## Spaces of Functions

$\mathbb{H}$ Hilbert space
$\mathbb{L}_{r}\left(P_{\theta_{0}}\right)$ p. 58
$\mathbb{L}_{2, d}(\mu)$ p. 59
$\mathbb{L}_{2, d}^{0}(P)$ p. 66
$\mathfrak{L}_{d} \mathrm{p} .138$
$\mathrm{C}(\mathcal{X})$ continuous functions
$\mathrm{I}\left(\theta_{0}\right)$ Fisher information p. 59
$\mathrm{S}_{\nu}(P)$ Shannon entropy
$C_{\mathrm{v}}(\mathrm{P}, \mathcal{P}) \mathrm{p} .54$
$\tau_{\alpha} \mathrm{p} .312$
$\mathbb{E}, \mathbb{E}_{\theta}, \mathrm{E}_{\theta}, \mathrm{E}_{P}$ expectation
$\mathrm{E}_{\bar{P}}$ p. 44
$\mathrm{V}_{\theta}\left(T_{1}\right)$ variance
$\operatorname{cov}\left(T_{1}, T_{2}\right)$ covariance
$\mathrm{C}_{\theta}(S, T)$ covariance matrix
$\mathrm{C}_{\theta}(T)=\mathrm{C}_{\theta}(T, T)$
$\mathbb{E}(Y \mid X)$ conditional expectation
$\mathbb{E}(Y \mid \mathfrak{A})$ conditional expectation
$\mathrm{E}_{P}(f \mid \mathfrak{A})$ conditional expectation
$\mathrm{C}_{b}(\mathcal{X})$ bounded functions in $\mathrm{C}(\mathcal{X})$
$\mathrm{C}^{(k)}(O) 367$
$\mathrm{C}_{m}(\Delta, \mathcal{X}) 344$
$\mathrm{C}_{m}^{(k)}(O, \mathcal{X}) 367$
$\|f\|_{u}=\sup _{x \in \mathcal{X}}|f(x)|$
$\|f\|_{p}=\left(\int|f|^{p} d \mu\right)^{1 / p}$

## Derivatives

$\frac{d}{d x}$ derivative
$\frac{\partial}{\partial x_{i}}$ partial derivative
$\nabla, \nabla \nabla^{T}$ p. 12
$D^{-}, D^{+}$p. 31
$D^{\alpha}$ p. 10
$J_{\kappa}$ Jacobian p. 62
$\dot{g}(\theta)=J_{g}^{T}(\theta) \mathrm{p} .296$

## Convergence

$P_{n} \Rightarrow P$ weak for distributions
$\mathrm{D}_{n} \Rightarrow \mathrm{D}$ weak for kernels p. 117
$\mathcal{M}_{n} \Rightarrow \mathcal{M}$ weak for models p. 242
$f_{n} \rightarrow f, \mu$-a.e., almost everywhere
$f_{n} \rightarrow f, P$-a.s., almost surely
$f_{n} \rightarrow^{\mu} f$ in measure
$f_{n} \rightarrow{ }_{\text {loc }}^{\mu} f$ locally in measure
$\dot{f}_{\theta}=\nabla f_{\theta}$
$\ddot{f}_{\theta}=\nabla \nabla^{T} f_{\theta}$
$L_{0,1}$ likelihood ratio p. 34
$L_{\theta_{0}, \theta}$ likelihood ratio
$\dot{L}_{\theta_{0}} \mathbb{L}_{2}$-derivative at $\theta_{0}$
$\Lambda_{\theta}=\ln f_{\theta}$
$L_{n, h}, Z_{n}, r_{n, h}$ p. 270
$\left\{P_{n}\right\} \triangleleft\left\{Q_{n}\right\}$ p. 250
$\left\{P_{n}\right\} \triangleleft \triangleright\left\{Q_{n}\right\}$ p. 250
$\left\{P_{n}\right\} \triangle\left\{Q_{n}\right\}$ p. 257
$O$, o Landau symbols
$O_{P_{n}}, o_{P_{n}}, \mathbf{o}_{P_{n}}$ p. 360

## Statistical Models

$(\Omega, \mathfrak{F}, \mathbb{P})$ generic probability space $(\mathcal{X}, \mathfrak{A}, P)$ probability space $\mathcal{P}$ family of distributions $(\mathcal{X}, \mathfrak{A}, \mathcal{P})$ statistical model $\left(\mathcal{X}, \mathfrak{A},\left(P_{\theta}\right)_{\theta \in \Delta}\right)$ statistical model $\mathcal{G}$ Gaussian model p. 247
$\mathcal{G}_{0}$ Gaussian model p. 268
$\mathcal{M}_{n}=\left(\mathcal{X}_{n}, \mathfrak{A}_{n},\left(P_{n, \theta}\right)_{\theta \in \Delta_{n}}\right)$ p. 246
$\mathcal{M}_{1, \digamma}$ p. 235

## Special Statistics

$X_{[\cdot]}, X_{[i]}$ order statistics
$X_{n,[\cdot]}, X_{n,[i]}$ order statistics
$R, R_{i}$ rank statistics
$R_{n}, R_{n, i}$ rank statistics
$R_{1}(x), \ldots, R_{n}(x)$ rank statistics
$\Lambda_{n} \log$-likelihood
$\chi^{2}$ chi-square statistic

## Decisions, Loss, and Risk

$(\mathcal{X}, \mathfrak{A})$ sample space
$(\mathcal{D}, \mathfrak{D})$ decision space
D : $\mathfrak{D} \times \mathcal{X} \rightarrow_{k}[0,1]$ decision
$\mathbb{D}$ class of all decisions
$\Delta$ parameter space
$\mathfrak{B}_{\Delta}$ Borel sets in $\Delta$
$\Delta_{r}^{k}$ p. 524
$\Delta_{r, \delta}^{k} \mathrm{p} .534$
$\gamma_{\mathrm{m}}, \kappa_{\mathrm{m}} \mathrm{p} .13$
$\odot$ group operation p. 200
$u_{\gamma}, v_{\gamma}, w_{\gamma}$ p. 204
A $\gamma$ p. 199
$L: \Delta \times \mathcal{D} \rightarrow \mathbb{R}_{+}$loss function
$l$ loss function p. 107
$B(f, g)$ p. 114
$\mathrm{R}(\theta, \mathrm{D})$ risk function
$r(\rho, \mathrm{D})$ average risk
$r(\Pi, \mathrm{D})$ Bayes risk
$\mathrm{r}(\Pi, \mathrm{D} \mid x)$ posterior risk
$r(\Pi, a \mid x)$ posterior risk at $a \in \mathcal{D}$
$\mathrm{b}_{\pi}\left(P_{0}, P_{1}\right)$ p. 97
$\mathcal{M} \succeq^{\varepsilon} \mathcal{N}$ p. 160
$\mathcal{M} \succeq \mathcal{N}, \mathcal{M} \sim \mathcal{N}$ p. 160
$\mathrm{D}_{\mathcal{N}} \mathrm{p} .159$
$\delta\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ p. 235
$d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ p. 235
$\Delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right)$ p. 236
$D\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ p. 236
$\delta\left(\mathcal{M}_{1, \digamma}, \mathcal{M}_{2, \digamma}\right)$ p. 235
$T_{\oplus n} \mathrm{p} .5$
$\mathcal{U}_{n}\left(x_{1}, \ldots, x_{n}\right) U$-statistic
$\sum_{i=1}^{n} c_{i, n} a_{n}\left(R_{n, i}\right)$ rank statistic
$S_{n, N R}\left(\theta_{0}\right)$ p. 475
$Q_{n, N R}\left(\tau_{0}, \widetilde{\xi}_{n}\right) \mathrm{p} .476$
$Q_{n, W}\left(\tau_{0}, \widehat{\theta}_{n}\right)$ p. 476
$\mathrm{g}_{\alpha}\left(P_{0}, P_{1}\right)$ p. 99
$\mathrm{m}_{\rho}\left(P_{0}, P_{1}\right) \mathrm{p} .152$
$\mathcal{R}_{0,1} \mathrm{p} .90$
$\hat{\theta}_{n}$ estimator
$\mathfrak{E}$ the equivariant estimators
$\mathcal{E}$ equivariant estimator
$\mathcal{P}(x)$ Pitman estimator p. 224
$T_{n a t}: T_{n a t}(x)=x$
$\varphi_{T, \alpha}$ level $\alpha$ test
$\varphi_{I}(T), \ldots, \varphi_{I V}(T)$ p. 409
$\psi_{I}, \ldots, \psi_{I V}$ standard Gauss tests
$\psi_{\mathcal{C}, \theta_{0}}$ p. 432
$\mathrm{H}_{0}, \mathrm{H}_{A}$ hypotheses
$\Delta_{0}, \Delta_{A}$ decomposition of $\Delta$
$\mathcal{C}(x)$ p. 431
$B_{l c b}(x), B_{l c i}(x), B_{u c i}(x) \mathrm{p} .431$
$\psi_{i}$ selection probability
$\varphi^{\text {nat }}$ natural selection
$P_{\mathrm{N}, c s}\left(\mu, \sigma^{2}, \varphi^{n a t}\right)$ p. 524
$P_{c s}(\theta, \psi)$ p. 111
$\gamma_{i, \mathrm{~N}}(v)$ p. 593

## B. 2 Common Distributions

## Discrete Type

$\mathrm{B}(n, p)$ : binomial with $n \in\{1,2, \ldots\}$ and $p \in(0,1)$.
$\mathrm{b}_{n, p}(x)$ : the probability mass function of $\mathrm{B}(n, p)$,

$$
\mathrm{b}_{n, p}(x)=\binom{n}{x} p^{x}(1-p)^{n-x} I_{\{0,1, \ldots, n\}}(x), \quad x \in \mathbb{N} .
$$

$\operatorname{Ge}(p)$ : geometric with $p \in(0,1]$.
$\mathrm{ge}_{p}(x)$ : the probability mass function of $\mathrm{Ge}(p)$,

$$
\operatorname{ge}_{p}(x)=p(1-p)^{x}, \quad x \in \mathbb{N} .
$$

$\mathrm{Hg}(n, m, v)$ : hypergeometric with $n, m, v \in\{1,2, \ldots\}$ and $v \leq n+m$. $\mathrm{hg}_{n, m, v}(x)$ : the probability mass function of $\operatorname{Hg}(n, m, v)$,

$$
\mathrm{hg}_{n, m, v}(x)=\frac{\binom{n}{x}\binom{m}{v-x}}{\binom{n+m}{v}} I_{[0 \vee(v-m), n \wedge v]}(x), \quad x \in \mathbb{N} .
$$

$\mathrm{M}(n, p):$ multinomial with $n \in\{1,2, \ldots\}$ and $p \in \mathbf{S}_{d}^{0}$.
$\mathrm{m}_{n, p}\left(x_{1}, \ldots, x_{d}\right)$ : the probability mass function of $\mathrm{M}(n, p)$,

$$
\begin{aligned}
& \mathrm{m}_{n, p}\left(x_{1}, \ldots, x_{d}\right)=\frac{n!}{\prod_{i=1}^{d} x_{i}!} \prod_{i=1}^{d} p_{i}^{x_{i}} I_{\mathbf{S}_{n, d}}(x), \quad x \in \mathbb{N}^{d}, \quad \text { where } \\
& \quad \mathbf{S}_{n, d}=\left\{\left(x_{1}, \ldots, x_{n}\right): x_{1}, \ldots, x_{n} \in\{0,1, \ldots, n\}, \quad \sum_{i=1}^{d} x_{i}=n\right\} .
\end{aligned}
$$

- $\mathbf{S}_{d}^{0}=\left\{\left(p_{1}, \ldots, p_{d}\right): p_{1}, \ldots, p_{d}>0, \sum_{j=1}^{d} p_{j}=1\right\}$.
- $\mathcal{L}\left(X_{1}, \ldots, X_{d}\right)=\mathrm{M}(n, p) \Rightarrow \mathcal{L}\left(X_{1}\right)=\mathrm{B}\left(n, p_{1}\right)$.
$\mathrm{Nb}(k, p)$ : negative binomial with $k \in\{1,2, \ldots\}$ and $p \in(0,1]$. $\mathrm{nb}_{k, p}(x)$ : the probability mass function $\mathrm{Nb}(k, p)$,

$$
\mathrm{nb}_{k, p}(x)=\binom{x+k-1}{k-1} p^{k}(1-p)^{x}, \quad x \in \mathbb{N} .
$$

- $\mathrm{Nb}(1, p)=\mathrm{Ge}(p)$.
$\operatorname{Po}(\lambda):$ Poisson with $\lambda>0$.
$\operatorname{po}_{\lambda}(x)$ : the probability mass function of $\mathrm{Po}(\lambda)$,

$$
\operatorname{po}_{\lambda}(x)=\frac{\lambda^{x}}{x!} \exp \{-\lambda\}, \quad x \in \mathbb{N} .
$$

## Continuous Type Standard

$\operatorname{Be}(\alpha, \beta):$ beta with $\alpha, \beta>0$.
$\operatorname{Be}_{\alpha, \beta}$ : the c.d.f. of $\operatorname{Be}(\alpha, \beta)$.
be $_{\alpha, \beta}$ : the $\boldsymbol{\lambda}$-density of $\operatorname{Be}(\alpha, \beta)$,

$$
\operatorname{be}_{\alpha, \beta}(t)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} t^{\alpha-1}(1-t)^{\beta-1} I_{(0,1)}(t), \quad t \in \mathbb{R} .
$$

$\mathrm{Ca}(\alpha, \beta)$ : Cauchy with $\alpha \in \mathbb{R}$ and $\beta>0$.
$\mathrm{Ca}_{\alpha, \beta}$ : the c.d.f. of $\mathrm{Ca}(\alpha, \beta)$.
$\mathrm{ca}_{\alpha, \beta}$ : the $\boldsymbol{\lambda}$-density of $\mathrm{Ca}(\alpha, \beta)$,

$$
\mathrm{ca}_{\alpha, \beta}(t)=\frac{1}{\pi} \frac{\beta}{\beta^{2}+(x-\alpha)^{2}}, \quad t \in \mathbb{R}
$$

$\operatorname{Di}\left(\alpha_{1}, \ldots, \alpha_{d}\right):$ Dirichlet with $\alpha_{i}>0, i=1, \ldots, d$.
$\operatorname{Di}_{\alpha_{1}, \ldots, \alpha_{d}}$ : the c.d.f. of $\operatorname{Di}\left(\alpha_{1}, \ldots, \alpha_{d}\right)$.
$\mathrm{di}_{\alpha_{1}, \ldots, \alpha_{d}}$ : the $\boldsymbol{\lambda}_{d-1}$-density of $\operatorname{Di}\left(\alpha_{1}, \ldots, \alpha_{d}\right)$,

$$
\begin{gathered}
\operatorname{di}_{\alpha_{1}, \ldots, \alpha_{d}}\left(t_{1}, \ldots, t_{d-1}\right)=\frac{\Gamma\left(\sum_{i=1}^{d} \alpha_{i}\right)}{\prod_{i=1}^{d} \Gamma\left(\alpha_{i}\right)} \prod_{i=1}^{d} t_{i}^{\alpha_{i}-1} I_{\mathbb{S}_{d-1}}\left(t_{1}, \ldots, t_{d-1}\right), \\
\text { where } t_{d}=1-\sum_{i=1}^{d-1} t_{i}, \quad\left(t_{1}, \ldots, t_{d-1}\right) \in \mathbb{S}_{d-1} . \\
\bullet \mathbb{S}_{d-1}=\left\{\left(t_{1}, \ldots, t_{d-1}\right): t_{1}, \ldots, t_{d-1}>0, \sum_{i=1}^{d-1} t_{i}<1\right\} .
\end{gathered}
$$

$\operatorname{Ex}(\beta)$ : exponential with $\beta>0$.
$\mathrm{Ex}_{\beta}$ : the c.d.f. of $\operatorname{Ex}(\beta)$.
$\mathrm{ex}_{\beta}$ : the $\boldsymbol{\lambda}$-density of $\operatorname{Ex}(\beta)$,

$$
\operatorname{ex}_{\beta}(t)=\beta \exp \{-\beta t\} I_{(0, \infty)}(t), \quad t \in \mathbb{R}
$$

$\operatorname{Ex}(\theta, \beta)$ : shifted exponential with $\theta \in \mathbb{R}$ and $\beta>0$.
$\mathrm{Ex}_{\theta, \beta}$ : the c.d.f. of $\operatorname{Ex}(\theta, \beta)$.
$\mathrm{ex}_{\theta, \beta}$ : the $\boldsymbol{\lambda}$-density of $\operatorname{Ex}(\theta, \beta)$,

$$
\mathrm{ex}_{\theta, \beta}(t)=\beta \exp \{-\beta(t-\theta)\} I_{(\theta, \infty)}(t), \quad t \in \mathbb{R}
$$

- $\operatorname{Ex}(0, \beta)=\operatorname{Ex}(\beta)$.
$\mathbf{F}\left(n_{1}, n_{2}\right): \mathbf{F}$ with $n_{1}, n_{2} \in\{1,2, \ldots\}$ degrees of freedom.
$\mathrm{F}_{n_{1}, n_{2}}$ : the c.d.f. of $\mathrm{F}\left(n_{1}, n_{2}\right)$.
$\mathrm{f}_{n_{1}, n_{2}}$ : the $\boldsymbol{\lambda}$-density of $\mathrm{F}\left(n_{1}, n_{2}\right)$,

$$
\mathrm{f}_{n_{1}, n_{2}}(t)=\frac{\Gamma\left(\frac{n_{1}+n_{2}}{2}\right)}{\Gamma\left(\frac{n_{1}}{2}\right) \Gamma\left(\frac{n_{2}}{2}\right)}\left(\frac{n_{1}}{n_{2}}\right)^{n_{1} / 2} \frac{t^{\left(n_{1} / 2\right)-1}}{\left(1+\frac{n_{1}}{n_{2}} t\right)^{\left(n_{1}+n_{2}\right) / 2}} I_{[0, \infty)}(t), \quad t \in \mathbb{R} .
$$

- $\mathcal{L}(W)=\mathrm{T}(n) \Rightarrow \mathcal{L}\left(W^{2}\right)=\mathrm{F}(1, n)$.
- $Y_{1}, Y_{2}$ independent, $\mathcal{L}\left(Y_{i}\right)=\mathrm{H}\left(n_{i}\right) \Rightarrow \mathcal{L}\left(\frac{n_{2} Y_{1}}{n_{1} Y_{2}}\right)=\mathrm{F}\left(n_{1}, n_{2}\right)$.
$\mathrm{Ga}(\lambda, \beta)$ : gamma with $\lambda, \beta>0$.
$\mathrm{Ga}_{\lambda, \beta}$ : the c.d.f. of $\mathrm{Ga}(\lambda, \beta)$.
$\mathrm{ga}_{\lambda, \beta}$ : the $\boldsymbol{\lambda}$-density of $\mathrm{Ga}(\lambda, \beta)$,

$$
\operatorname{ga}_{\lambda, \beta}(t)=\frac{\beta^{\lambda}}{\Gamma(\lambda)} t^{\lambda-1} \exp \{-\beta t\} I_{(0, \infty)}(t), \quad t \in \mathbb{R}
$$

- $\mathrm{Ga}(n / 2,1 / 2)=\mathrm{H}(n)$ and $\mathrm{Ga}(1, \beta)=\mathrm{Ex}(\beta)$.
$\mathrm{Gi}(\lambda, m)$ : inverse Gaussian with $\lambda>0$ and $m \in(0, \infty]$.
$\mathrm{Gi}_{\lambda, m}$ : the c.d.f. of $\mathrm{Gi}(\lambda, m)$.
$\mathrm{gi}_{\lambda, m}$ : the $\boldsymbol{\lambda}$-density of $\mathrm{Gi}(\lambda, m)$,

$$
\operatorname{gi}_{\lambda, m}(t)=\sqrt{\frac{\lambda}{2 \pi t^{3}}} \exp \left\{-\frac{\lambda}{2 m^{2}} \frac{(t-m)^{2}}{t}\right\} I_{(0, \infty)}(t), \quad t \in \mathbb{R} .
$$

$\mathrm{H}(n)$ : chi-square, or $\chi^{2}$, with $n \in\{1,2, \ldots\}$ degrees of freedom.
$\mathrm{H}_{n}$ : the c.d.f. of $\mathrm{H}(n)$.
$\mathrm{h}_{n}$ : the $\boldsymbol{\lambda}$-density of $\mathbf{H}(n)$,

$$
\mathrm{h}_{n}(t)=\frac{1}{2^{n / 2} \Gamma\left(\frac{n}{2}\right)} t^{(n / 2)-1} \exp \left\{-\frac{t}{2}\right\} I_{(0, \infty)}(t), \quad t \in \mathbb{R}
$$

- $X_{1}, \ldots, X_{n}$ i.i.d., $\mathcal{L}\left(X_{i}\right)=\mathrm{N}(0,1) \Rightarrow \mathcal{L}\left(\sum_{i=1}^{n} X_{i}^{2}\right)=\mathrm{H}(n)$.
$\lg (\lambda, \beta):$ inverse gamma with $\lambda, \beta>0$.
$\lg _{\lambda, \beta}$ : the c.d.f. of $\lg (\lambda, \beta)$.
$\operatorname{ig}_{\lambda, \beta}$ : the $\boldsymbol{\lambda}$-density of $\lg (\lambda, \beta)$,

$$
\operatorname{ig}_{\lambda, \beta}(t)=\frac{\beta^{\lambda}}{\Gamma(\lambda)} t^{-\lambda-1} \exp \left\{-\frac{\beta}{t}\right\} I_{(0, \infty)}(t), \quad t \in \mathbb{R}
$$

- $\mathcal{L}(V)=\operatorname{Ga}(\lambda, \beta) \Rightarrow \mathcal{L}(1 / V)=\lg (\lambda, \beta)$.
$\operatorname{Lp}(\theta)$ : Laplace, or double exponential, with $\theta \in \mathbb{R}$.
$\operatorname{Lp} p_{\theta}$ : the c.d.f. of $\operatorname{Lp}(\beta)$.
$\mid \mathrm{p}_{\theta}$ : the $\boldsymbol{\lambda}$-density of $\operatorname{Lp}(\theta)$,

$$
\operatorname{lp}_{\theta}(t)=\frac{1}{2} \exp \{-|t-\theta|\}, \quad t \in \mathbb{R}
$$

$\operatorname{Lo}(\theta): \operatorname{logistic}$ with $\theta \in \mathbb{R}$.
$\operatorname{Lo}_{\theta}$ : the c.d.f. of $\operatorname{Lo}(\theta)$.
$\mathrm{lo}_{\theta}$ : the $\boldsymbol{\lambda}$-density of $\operatorname{Lo}(\theta)$,

$$
\mathrm{Io}_{\theta}(t)=\frac{\exp \{t-\theta\}}{(1+\exp \{t-\theta\})^{2}}, \quad t \in \mathbb{R}
$$

$\mathrm{N}\left(\mu, \sigma^{2}\right)$ : normal with $\mu \in \mathbb{R}$ and $\sigma^{2}>0$.
$\Phi_{\mu, \sigma^{2}}$ : the c.d.f. of $\mathrm{N}\left(\mu, \sigma^{2}\right)$, and especially $\Phi_{0,1}=\Phi$.
$\varphi_{\mu, \sigma^{2}}:$ the $\boldsymbol{\lambda}$-density of $\mathrm{N}\left(\mu, \sigma^{2}\right)$, and especially $\varphi_{0,1}=\varphi$,

$$
\varphi_{\mu, \sigma^{2}}(t)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{1}{2}\left(\frac{t-\mu}{\sigma}\right)^{2}\right\}, \quad t \in \mathbb{R}
$$

$\mathrm{N}(\mu, \Sigma)$ : multivariate normal on $\mathfrak{B}_{n}$ with $\mu \in \mathbb{R}^{n}$ and symmetric positiv definite $n \times n$ matrix $\Sigma$.
$\varphi_{\mu, \Sigma}:$ the $\boldsymbol{\lambda}_{n}$-density of $\mathrm{N}(\mu, \Sigma)$ in $\mathbb{R}^{n}$,

$$
\varphi_{\mu, \Sigma}(t)=\frac{1}{(2 \pi)^{n / 2}|\Sigma|^{1 / 2}} \exp \left\{-\frac{1}{2}(t-\mu)^{T} \Sigma^{-1}(t-\mu)\right\}, \quad t \in \mathbb{R}^{n}
$$

$\mathrm{T}(n): \mathbf{t}$ with $n \in\{1,2, \ldots\}$ degrees of freedom.
$\mathrm{T}_{n}$ : the c.d.f. of $\mathrm{T}(n)$.
$\mathrm{t}_{n}$ : the $\boldsymbol{\lambda}$-density of $\mathbf{T}(n)$,

$$
\mathrm{t}_{n}(t)=\frac{\Gamma\left(\frac{n+1}{2}\right)}{\sqrt{n \pi} \Gamma\left(\frac{n}{2}\right)}\left(1+\frac{t^{2}}{n}\right)^{-(n+1) / 2}, \quad t \in \mathbb{R}
$$

- $X, Y$ indep., $\mathcal{L}(X)=\mathrm{N}(0,1), \mathcal{L}(Y)=\mathrm{H}(n) \Rightarrow \mathcal{L}\left(\frac{X}{\sqrt{Y / n}}\right)=\mathrm{T}(n)$.
$\mathrm{U}(a, b)$ : uniform with $a<b$.
$\mathrm{U}_{a, b}$ : the c.d.f. of $\mathrm{U}(a, b)$.
$\mathrm{u}_{a, b}$ : the $\boldsymbol{\lambda}$-density of $\mathbf{U}(a, b)$,

$$
\mathbf{u}_{a, b}(t)=\frac{1}{b-a} I_{(a, b)}(t), \quad t \in \mathbb{R}
$$

## Continuous Type Noncentral

$\mathrm{F}\left(n_{1}, n_{2}, \delta^{2}\right)$ : noncentral $\mathbf{F}$ with $n_{1}, n_{2} \in\{1,2, \ldots\}$ degrees of freedom and noncentrality $\delta^{2}>0$.
$\mathrm{F}_{n_{1}, n_{2}, \delta^{2}}$ : the c.d.f. of $\mathrm{F}\left(n_{1}, n_{2}, \delta^{2}\right)$.
$\mathrm{f}_{n_{1}, n_{2}, \delta^{2}}$ : the $\boldsymbol{\lambda}$-density of $\mathrm{F}\left(n_{1}, n_{2}, \delta^{2}\right)$,

$$
\mathrm{f}_{n_{1}, n_{2}, \delta^{2}}(t)=\sum_{k=0}^{\infty} \operatorname{po}_{\delta^{2} / 2}(k) \mathrm{f}_{n_{1}+2 k, n_{2}}(t), \quad t \in \mathbb{R} .
$$

- $\mathrm{F}\left(n_{1}, n_{2}, 0\right)=\mathrm{F}\left(n_{1}, n_{2}\right)$.
- $\mathcal{L}(W)=\mathrm{T}(n, \mu) \Rightarrow \mathcal{L}\left(W^{2}\right)=\mathrm{F}\left(1, n, \mu^{2}\right)$.
- $Y_{1}, Y_{2}$ indep., $\mathcal{L}\left(Y_{1}\right)=\mathrm{H}\left(n_{1}, \delta^{2}\right), \mathcal{L}\left(Y_{2}\right)=\mathrm{H}\left(n_{2}, 0\right) \Rightarrow \mathcal{L}\left(\frac{n_{2} Y_{1}}{n_{1} Y_{2}}\right)=$ $\mathrm{F}\left(n_{1}, n_{2}, \delta^{2}\right)$.
$\mathrm{H}\left(n, \delta^{2}\right)$ : noncentral chi-square, or $\chi^{2}$, with $n \in\{1,2, \ldots\}$ degrees of freedom and noncentrality $\delta^{2}>0$.
$\mathrm{H}_{n, \delta^{2}}$ : the c.d.f. of $\mathrm{H}\left(n, \delta^{2}\right)$.
$\mathrm{h}_{n, \delta^{2}}$ : the $\boldsymbol{\lambda}$-density of $\mathbf{H}\left(n, \delta^{2}\right)$,

$$
\mathrm{h}_{n, \delta^{2}}(t)=\sum_{k=0}^{\infty} \operatorname{po}_{\delta^{2} / 2}(k) \mathrm{h}_{n+2 k}(t), \quad t \in \mathbb{R} .
$$

- $\mathrm{H}(n, 0)=\mathrm{H}(n)$.
- $X_{1}, \ldots, X_{n}$ i.i.d., $\mathcal{L}\left(X_{i}\right)=\mathrm{N}\left(\mu_{i}, 1\right) \Rightarrow \mathcal{L}\left(\sum_{i=1}^{n} X_{i}^{2}\right)=\mathrm{H}\left(n, \sum_{i=1}^{n} \mu_{i}^{2}\right)$.
$\mathrm{T}(n, \mu)$ : noncentral $\mathbf{t}$ with $n \in\{1,2, \ldots\}$ degrees of freedom and noncentrality $\mu \in \mathbb{R}$.
$\mathrm{T}_{n, \mu}$ : the c.d.f. of $\mathrm{T}(n, \mu)$.
$\mathrm{t}_{n, \mu}$ : the $\boldsymbol{\lambda}$-density of $\mathrm{T}(n, \mu)$,

$$
\begin{aligned}
\mathrm{t}_{n, \mu}(t)= & \frac{1}{2^{(n+1) / 2} \sqrt{n \pi} \Gamma\left(\frac{n}{2}\right)} \\
& \times \int_{0}^{\infty} y^{(n-1) / 2} \exp \left\{-\frac{y}{2}\right\} \exp \left\{-\frac{1}{2}\left(t \sqrt{\frac{y}{n}}-\mu\right)^{2}\right\} d y, \quad t \in \mathbb{R} .
\end{aligned}
$$

- $\mathrm{T}(n, 0)=\mathrm{T}(n)$.
- $X, Y$ indep., $\mathcal{L}(X)=\mathrm{N}(\mu, 1), \mathcal{L}(Y)=\mathrm{H}(n, 0) \Rightarrow \mathcal{L}\left(\frac{X}{\sqrt{Y / n}}\right)=\mathrm{T}(n, \mu)$.
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Bernstein-von Mises theorem, 381
best population, see selection problem
beta distribution, see distribution
bilinear form, 114
positive normed, 114
bimeasurable bijection, 198
binary model, 2, 84, 153, 249, 447
Bayes test, 38
exponential error rate, 450
contiguity, 250, 259
convergence, 248
double array, 261
entire separation, 257, 259
Neyman-Pearson lemma, 91
exponential error rate, 452
binomial distribution, see distribution
Blackwell sufficiency, 179
Borel sets, 618
Borel space, 618
censoring times, 157
central limit theorem
for double arrays, 630
for i.i.d. random vectors, 630
central sequence, 270 , 454, 474, 475, 490, 491, 499, 506, 594, 597
central variable, 268
centrally symmetric function, 138
channel capacity, 54
characteristic function, 629
uniqueness and continuity, 630

Chernoff index, 451, 588
Chernoff's theorem, 451
classification problem, 112, 127, 209, 588
classification rule, 209, 588
Bayes, 127, 151, 152
maximum likelihood, 589
minimax, 151, 152
complete class theorem, 149
complete statistic, 189
concave function, 78
conditional density, 625,626
conditional distribution, regular, 625
conditional expectation, 624
regression function, 624
conditional probability, 625
conditional test, see test
confidence bound, 431
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multinomial, $7,29,430,484,531,635$
negative binomial, 13, 635
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posterior, 20, 124, 309
predictive, 350
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most informative, 54
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regular conditional, $17,18,625$
standard, 168, 239
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t, 427, 638
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uniform, $78,95,335,638$
unimodal, 79
strongly, 79, 308
distributions
complete family, 189
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entirely separated sequences, 257
posteriors
asymptotic normality, 381
priors
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strongly consistent, 352
separate families, 449
sequential compactness, 628
stochastically ordered, 76,526
tight sequence of, 628
weak convergence of, 630
divergence
$\chi^{s}, 36,294$
v, $35,39,50,52,158,175,294$
DT property
densities, 530
stochastic kernel, 528
Dudley metric, 629
empirical Bayes approach, 314
entropy (Shannon), 15, 16, 38, 53
$\varepsilon$-deficient, 160, 235
equivariant estimator, see estimator
equivariant nonrandomized decision, see decision, nonrandomized
equivariant statistic, see statistic
error function, 97, 98
error probability, first and second kind, 38
estimation problem, 107
estimator, 107, 293
asymptotic $M$-estimator, 323
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asymptotically median unbiased, 396
Bayes, 131, 137, 309, 544
bias, 294
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$\sqrt{n}$-consistent, 377
efficient, 386
equivariant, 206, 207, 222
generalized Bayes, 309
influence function, 388
James-Stein, 114, 314, 317
linear unbiased, 305
$M$-estimator, 322
asymptotic distribution, 359
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contrast function, 321
criterion function, 321
maximum likelihood, see MLE
median unbiased, 307
minimax, 138
minimum average, 309
MLE, 191, 330, 333
asymptotic, 331
asymptotic distribution, 374
asymptotic normality, 375
asymptotically best median
unbiased, 396
asymptotically minimax, 394
consistency, 329
exponential family, 335
likelihood equation, 374
strongly approximate, 331
natural, 308
Pitman, 223, 312, 315
scale parameter, 229
randomized, 107, 293
regular, 388
shrinkage, 114, 317
skipped mean and median, 341
strongly approximate $M$-estimator, 323
strongly consistent, 320
superefficiency, 387
UMVU, 302
unbiased, 294
uniformly best, 302
expectation, 620
exponential family, $3,21,49,65,78$, $172,183,264,295,311,438,451$, 453, 490, 589, 592
conjugate prior, 20, 21, 23, 537
LAN-condition, 278
likelihood ratio, 406
mean value parametrization, 13
natural, reduced, minimal form, 4
regular, 3
reparametrization, 5
reparametrized form, 5
steepness, 13, 336
strongly unimodal, 580
$F$-distribution, see distribution
factorization lemma, 618
Fatou's lemma, 621
Fisher information, 294
Fisher information matrix, 59, 172, 184, 273
for location-scale families, 65
for the reduced model, 63
under reparametrization, 62
Fubini's theorem, 623
for stochastic kernels, 626
gamma distribution, see distribution
$\Gamma$-minimax decision, see decision
Gauss-Markov theorem, 305
generalized inverse of a c.d.f., see quantile fuction
Girshick-Savage theorem, 227
gradient, 615
group of measurable transformations, 198

Haar measure, 199, 216
Hájek-LeCam bound, 284, 285, 393, 487, 596, 598
Hellinger covering property, 333
Hellinger distance, 36, 294
Hellinger integral, 37, 46, 258
and contiguity, 252
and convergence of binary models, 249
and entire separation, 257
Hellinger transform, 49, 158, 169, 241
and weak convergence of models, 243
hierarchical Bayes approach, 312
hierarchical Bayes model, 57
Hunt-Stein theorem, 219
hyperparameter, 57, 312
hypothesis
alternative, $83,109,406$
composite, 84
null, $83,109,406$
simple, 84
identifiable, 3, 204
identification problem, 590
indifference zone, 522
inequality
Hölder, 620
generalized, 620
Jensen, 624
Minkowski, 620
Schwarz, 620
influence function, 468, 470, 600, 604
information functionals, 36
information matrix, see Fisher
invariant
decision, 205
decision problem, 204
loss function, 204
mean, 217
measure, 199
set, 202
statistic, see statistic, invariant
statistical model, 201
test, 206
testing problem, 206, 445
Jacobian, 62, 296, 456, 616
James-Stein estimator, see estimator

Kullback-Leibler, see distance
Kullback-Leibler neighborhood, 354
kurtosis, 457
$\mathbb{L}_{2}$-differentiable, 58
LAN and ULAN condition, 270
binary models, 273
differentiable models, 274
estimation, 390, 393
exponential families, 278
selection, 594
testing, 487
Landau symbols, 360
least favorable configuration, see
selection rule, LFC
least favorable parameter point, 134
least favorable prior, see distribution
least squares, method of, 305
Lebesgue decomposition, 34
Lebesgue's dominated convergence theorem, 621
LeCam, first lemma, 254
LeCam, second lemma, 274
LeCam, third lemma
for binary models, 256
under LAN, 275
Lehmann-Scheffé theorem, 302
level $\alpha$ test, see test
Levy's convergence theorem, 624
LFC, see selection rule
likelihood contrast function, 330
likelihood equation, 334,374
likelihood function, 329
likelihood ratio, $34,58,152,248,447$
in exponential family, 78,406
nondecreasing, 78, 92, 93
likelihood ratio test, see test
likelihood ratios
uniformly integrable, 252
Lindeberg condition, 261, 630
linear model, see statistical model
link function, 344
Lipschitz function, 174, 327, 617
log-concave, see distribution
log-likelihood function, 329
loss function, 106
additive, 552, 557
for point selection, $520,531,593$
for subset selection, 548, 550
invariant, 204, 213
linear, 524, 583
LINEX, 146
multistage selection rules, 579
piecewise linear, 438
squared error, $128,137,294,316$
two-stage selection rules, 569
zero-one, 109, 132, 206, 439, 521, 583
Löwner semiorder of matrices, 63, 159, 296, 387, 440
$M$-estimator, see estimator
marginal density, 626
marginal distribution, 625
Markov chain, 56
maximal invariant statistic, see statistic
maximum likelihood estimator, see estimator, MLE
measurable mapping, 618
measurable selection theorem, 618
measurable space, 617
measure
Haar, 199, 216, 450
induced, 620
invariant, 199
permutation invariant, 528
right invariant, 199, 213
sigma-finite ( $\sigma$-finite), 619
convex support, 21, 336
support, 20
weight, 122
measure space, 619
measures
asymptotically right invariant, 217
domination, 623
equivalent, 623
median, 86
Mill's ratio, 453
minimax decision, see decision
minimax theorem, 136
minimax value, 134
testing problem, 152, 588
minimum average risk decision, see decision
MLE, see estimator
MLR, see monotone likelihood ratio
mode, 79
model, see statistical model
moment generating function, 266
monotone convergence theorem, 621
monotone likelihood ratio, $78,183,447$, 530, 533, 535
multiple decision problem, 108
multiple decision procedures, 516
mutual information, 52
negative binomial distribution, see distribution
Neyman-Pearson lemma, 91
normal distribution, see distribution
normal equations, 304
nuisance parameter, 398, 417, 420, 604
orbit, 202, 206
order statistic, 81, 156, 462
pairwise sufficiency, 179
parameter of interest, 398, 417, 420, 604
parameter set, 2
partition, 44
PCS, see selection rule
percentile, 75
performance function, 162
permutation invariant
measure, 528
stochastic kernel, 528
Pitman estimator, see estimator
point selection rule, 520
Poisson distribution, see distribution
Portmanteau theorem, 629
posterior distribution, see distribution
power function of a test, 83
power set, 6
precision, 25
preference zone, 522
prior distribution, see distribution
probability mass function, 6
probability of a correct selection, see selection rule, PCS
probability space, 1
product measure, 622
product of measurable spaces, 622
product sigma algebra, 622
Prohorov's theorem, 628
projection (orthogonal), 304, 444, 458
Projection lemma, 459
projection matrix, 88,304
property M, 530
quantile function, 75

Radon-Nikodym theorem, 623
randomization criterion, 161
randomization of a statistical model, 158, 159
rank statistic, 81, 156, 462
antiranks, 462
ranking and selection, 516
Rao-Blackwell theorem, 301
reduction by invariance, 208
reduction by sufficiency, 188
regression model, see statistical model
regressor, 343
regular conditional distribution, 625
regular sufficiency, 179
reparametrization, 61
risk, 106, 113
average, 122
Bayes, 97, 122, 557
point selection, 520
posterior, 125, 546
binomial distribution, 125
risk function, 106
saddle point, 134
Bayes, 136
sample space, 1
Scheffé's lemma, 621
score function, 390, 600
selection problem, 110, 517
best population, 110, 517
selection rule
asymptotic efficiency, 600
Bayes, 525, 526
Bayes design, 583
LABP, 595
LAMM, 595
LFC, 524, 534, 564, 565
maximum likelihood, 591
minimum average risk, 525
multistage, 561, 563, 579
adaptive sampling, 563, 582
backward optimization, 574, 580, 585
Bayes, 582
elimination, 563, 566
look-ahead Bayes, 582
loss function, 579
permutation invariant, 578
play-the-winner, 587
sampling rule, 563
stopping rule, 563
terminal decision rule, 563,566
natural, 208, 535
admissible, 532
Bayes, 532
consistency, 601
minimax, 532
most economical, 534
randomized, 522, 532, 593
uniformly best invariant, 532
P* condition, 522, 524, 554
PCS, 111, 521, 536, 554, 556, 561, $562,565,590,593$
permutation invariant, 532, 593
posterior risk, 525
sequential, 561
subset, 547, 556
Bayes, 549
Gupta, 555
inclusion probabilities, 552, 557
minimax, 561
permutation invariant, 551
two-stage, 567, 578
loss function, 569
permutation invariant, 568
semicontinuous, 119
sequential compactness of distributions, 628
skewness, 457
Slutsky's lemma, 628
standard, 556, 558, 565, 568
standard decision problem, 174
standard distribution, 168, 239
standard extension technique, 618
standard model, 168
statistic, 2
(boundedly) complete, 189
ancillary, 190
Bayes sufficient, 184
Blackwell sufficient, 179
$\chi^{2}$-statistic, 479
equivariant, 202, 207, 222
invariant, 202, 203
linear rank statistic, 466
influence function, 468
regression coefficients, 467
scores, 466
locally Lipschitz, 187
maximal invariant, 202, 203, 222, 445
minimal sufficient, 193
order statistic, 81, 156, 462
pairwise sufficient, 179
rank statistic, 81, 156, 462
antiranks, 462
regularly sufficient, 179
score statistic, 505
sufficient, 179
$U$-statistic, 459
statistical decision problem, see decision problem
statistical model, 2
analysis of variance, 444
binary, 2, 84, 153, 447
Bayes risk, 38
Bayes test, 97
error function, 98
likelihood ratio, 77, 90
sufficient statistic, 181
classification, 112, 209
continuous, 119
$\varepsilon$-deficient, 160, 235
exponential family, see exponential family
finite, 2,167
Gaussian, 417, 592
group model, 201
invariant, 201
location, 206, 223
location-scale, 201
permutation, 207
rotation, 207
scale, 229
linear, 305
linear regression, 306
location, 206, 223, 309, 321, 331, 376, 378, 397, 447, 491
location-scale, 65, 447, 605
multivariate, 207
more informative, 160
nonparametric, 212
perfect, 262
permutation invariant, 202
random censorship, 157
randomization, 158
reduced by a statistic, 156
regression, 343
linear and nonlinear, 344
link function, 344
scale, 229
selection, 518, 519
balanced, 518
exponential family, 533
independent populations, 518
standard, 518
unbalanced, 518
standard, 168
standard distribution, 168, 243
stochastically nondecreasing, 76
totally informative, 245
statistical models
$\Delta$-distance, 239
binary, 249, 273
contiguous sequences, 250, 260, 271
double array, 261
entirely separated, 257, 264
more informative, 177
third lemma of LeCam, 256
convergent, 242
deficiency, 235
double array
bounded, 261
infinitesimal, 261
Lindeberg condition, 261
Dudley metric, 174, 240, 629
for independent observations, 259
$\mathbb{L}_{2}$-differentiable, 58
regression coefficients, 273
LAN-condition, 270, 487, 594
central sequence, 270
localized, 270, 486, 489, 495
location-scale, 496
pseudometrics, 237
two-sample case, 471
ULAN-condition, 270, 487, 488, 594
weakly convergent, 242, 282
Stein phenomenon, 319
Stein's identity, 316
Stein's theorem, 452
stochastic kernel, 104, 157, 625, 626
DT property, 528
permutation invariant, 528
stochastic kernels
weakly closed, 117
weakly sequentially compact, 117
stochastic process
central, 269
stochastic semiorder, 76
stochastic Taylor expansion, 455
stochastically bounded, 360
stochastically nondecreasing, 76
subconvex function, 78,138
substitution rule for integrals, 620
sufficiency, 179
and Hellinger distance, 181
Bayes, 184
Blackwell, 179
in dominated models, 184
in exponential families, 183
pairwise, 179
reduction by sufficiency, 188
regular, 179
sufficient $\sigma$-algebra, 179
sufficient statistic, 179
factorization criterion, 182
minimal, 193
superefficiency, 387
test, 83, 406
analysis of variance, 89,446
ANOVA, see analysis of variance
asymptotic, 450
completely consistent, 450
asymptotic level $\alpha$ test, 474, 486
$\chi^{2}$ goodness of fit test, 507
divergence test, 480
goodness of fit test, 506
LAMM test, 504
LAUMP test, 486
LAUMPU test, 486
likelihood ratio test, 477, 481, 509
Neyman's smooth test, 506
Neyman's test, 495
Neyman-Rao test, 475, 505, 508
Rao's score test, 490, 505
$t$-test, 497
test of independence, 484
two-sample rank test, 502
two-sample test, 499
two-sample Wilcoxon test, 502
Wald test, 474, 476, 509
asymptotic relative efficiency, 492
asymptotic unbiased level $\alpha$ test, 474, 486
attaining level $\alpha, 85$
Bayes, 97, 132, 438
Bayes risk, 437
Bayes risk in a binary model, 38
$\chi^{2}$-test, $88,208,216,419,425,428$
weighted, 440
conditional, 421
efficiency, 453
equivalence test, 407,489
error of first and second kind, 84
$F$-test, 89, 446, 483
Fisher's exact test, 428
Gauss test, 87, 415, 434, 453
hypotheses, 406
boundary, 408
invariant, 206, 445
level $\alpha, 85$
likelihood ratio test, 90, 481
maximin, $153,216,419$
Neyman structure, 423
nonrandomized, 83
permutation test, 468
power function, 83
randomized, 83
similar on the boundary, 408, 412
size, 85
$t$-test, $87,425,427$
two-sample, 449
two-sample normal, 449
$U$-test, 87
UMP level $\alpha$ test, 85
UMPU level $\alpha$ test, 407
unbiased level $\alpha, 407$
uniformly best invariant, 443, 444, 448
uniformly best level $\alpha, 85,92,94$, 407, 411
uniformly best unbiased level $\alpha, 407$, 409, 413, 424-426
testing problem, 109
Bayes, 437
invariant, 206, 445
tests
asymptotic power, 256
risk set, 99
transformation group, 199
location-scale, 201
ULAN condition, see LAN and ULAN condition
uniformly integrable, 621
unimodal, 79
$U$-statistic, 459
Hoeffding decomposition, 461
Wilcoxon-Mann-Whitney, 462
variational distance, see distance
Vitali's theorem, 621
weak convergence
of decisions, 117, 283
of distributions, $117,627,630$
of exponential models, 246
of statistical models, 242
Wiener process, 7
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