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To Máire Proinsias

## Preface

Proportional hazards models and their extensions (models with timedependent covariates, models with time dependent regression coefficients, models with random coefficients and any mixture of these) can be used to characterize just about any applied problem to which the techniques of survival analysis are appropriate. This simple observation enables us to find an elegant statistical expression for all plausible practical situations arising in the analysis of survival data. We have a single unifying framework. In consequence, a solid understanding of the framework itself offers the statistician the ability to tackle the thorniest of questions which may arise when dealing with survival data.

The main goal of this text is not to present or review the very substantial amount of research that has been carried out on proportional hazards and related models. Rather, the goal is to consider the many questions which are of interest in a regression analysis of survival data (prediction, goodness of fit, model construction, inference and interpretation in the presence of misspecified models) from the standpoint of the proportional hazards and the non-proportional hazards models.

This standpoint is essentially mathematical in that the aim is to put all of the inferential questions on a firm conceptual footing. However, unlike the current widely accepted approach based almost entirely on counting processes, stochastic integrals and the martingale central limit theorem for multivariate counting processes, we mostly work with much more classic and better known central limit theorems. In particular we appeal to theorems dealing with sums of independent but not
necessarily identically distributed univariate random variables and, of particular interest, the functional central limit theorem establishing the Brownian motion limit for standardized univariate sums. Delicate measure theoretic arguments borrowed from mathematical analysis can then be wholly avoided. Admittedly, some tricky situations can still be more readily resolved by making an appeal to the martingale central limit theorem and it may also be true that the use of martingale techniques for multivariate counting processes affords greater generality. Nonetheless, in the author's view, a very high percentage of practical problems can be tackled by making an appeal to the arguably less general but more standard and well known central limit theorems for univariate sums.

Mathematicians always strive for the greatest generality and, in the author's view - at least as far as survival analysis is concerned this undertaking has not been without some unfortunate drawbacks. The measure theoretic underpinning of the counting processes and martingale approach is quite opaque. The subject is very difficult and while outstanding efforts have been made across the globe in leading statistics and biostatistics departments to explain the essential ideas behind the material, few would claim that students, other than the small minority already well steeled in mathematical analysis, ever really fully grasp just what is going on. This is a situation that we need be concerned about. The author, having taught such courses in a number of institutions, speculates that even for the most successful students entering research careers and publishing articles in our leading journals it is not easy for them to do other than reiterate well rehearsed near inscrutable arguments. Their work, reviewed by their peers - alumni survivors of similar courses - may clear the publishing hurdle and achieve technical excellence but somehow, along the way, creativity is stifled.

In brief, there is a real danger of the subject of survival analysis sustaining itself from within and reluctant to absorb input from without. The pressure to focus so much attention on the resolution of mathematical subtleties by non-mathematicians has led us away from those areas where we have traditionally done well ... abstract modeling of medical, biological, physical and social phenomena. The technical demands of those in the area of survival analysis are such that it is becoming difficult for them to construct or challenge models via considerations other than those pertaining to the correct application of
an abstruse theory. Those not in the area, a large and diverse pool of potential contributors, will typically throw up their hands and say that they are not sufficiently comfortable with survival analysis to make criticism of substance. A somewhat ambitious goal, or hope, for this text is to help change this state of affairs.

Work on this book began during the author's thesis. I would like to acknowledge the input of Dr Salah Rashid, a visiting surgeon to the University of Leeds Medical School, for asking a lot of awkward questions to a, then, very inexperienced statistician. Among these questions were 'how much of the variation is explained by the predictors', 'why would you assume that the strength of effect remains the same through time' and 'what is the relative importance of biological measurements to clinical measurements.' I believe that I can now attempt an answer to some of these questions although I fear, taking rather longer than expected to answer the clinician's concern - in this case some twenty odd years - that my good friend Dr Rashid may have moved on to other questions. Much of my thesis was based on collaborative work with Dr Rashid and his comments and questions then, and for decades to follow, provided an invaluable source of food for thought. I share the debt we all owe to Professor Sir David Cox for his great vision and scientific imagination, making all of this work possible, but also a personal debt to Sir David for having so very kindly agreed to be the external examinor on my own Ph.d thesis and for having patiently explained issues which, alone, I was unable to resolve.

My career at the Institut National de la Santé et de la Recherche Médicale in France was made possible thanks to the unfailing support of Professor Daniel Schwartz, one of the founders of the modern theory of clinical trials and I thank him warmly for that as well as for numerous discussions on parametric survival models, especially as they relate to problems in human fertility. A number of Professor Schwartz's colleagues, Joseph Lellouch, Denis Hémon, Alfred Spira in particular, were of great assistance to me in gaining understanding of the role played by survival analysis in quantitative epidemiology. However, my good fortune did not end there and I would like to offer my warm appreciation for the support, help and advice offered by Ross Prentice in inviting me to work at the Fred Hutchinson Cancer Research Center, Seattle during the late eighties, an opportunity which brought me into contact with a remarkable number of major contributors to the area of survival analysis. Among these I would like to express my gratitude to

Ross himself alongside Norman Breslow, John Crowley, Tom Fleming, Suresh Moolgavkar, Margaret Pepe and Steve Self, all of whom showed great generosity and forbearance in discussing general concepts along with their own ideas on different aspects of survival analysis.

Competing with Seattle as the world's leader in survival analysis is the Department of Biostatistics in the Harvard School of Public Health. I was given the opportunity of spending several months there in 1999 and would like to thank Nan Laird, the then department chair, for that. Many visits and collaborations followed and, although these were not in the area of survival analysis, I took advantage of the proximity to talk to those who have left quite a mark in the field. In particular I would like to offer my thanks to Victor DeGruttola, Dave Harrington, Michael Hughes, Steve Lagakos, David Schoenfeld, L.J. Wei, Marvin Zelen, all of whom, from very demanding schedules, gave time to the exchange of ideas.

I have been very fortunate in coming into contact with quite a number of the most creative researchers in this area, so many of whom have shown such scholarly patience in explaining their own views to a keen, always enthusiastic but often slow listener. I hesitate to list them since I will surely miss out some names and then, of course, if I were to credit all of the writings which have greatly helped me, this preface would take a good third of the whole book. But let me include a special mention for Janez Stare and Ronghui Xu who will recognize within these pages much which stems from our extensive collaborations. And, as an extension to this special mention, let me thank those colleagues whose kindness, as well as exceptional talent, helped provide part of a hard-to-define support structure without which this enduring task would most likely have been abandoned many years ago. I have in mind Jacques Bénichou, Claude Chastang (whose colorful view of statistics as well as life in general is so sorely missed), Michel Chavance, Philippe Flandre, Catherine Hill, Joe Ibrahim, Richard Kay, John Kent, Susanne May, Thierry Moreau, Loki Natarajan, Fabienne Pessione, Maja Pohar, Catherine Quantin, Peter Sassieni, Michael Schemper, Martin Schumacher, Lesley Struthers and Joe Whittaker. The many students who followed my course on Survival Analysis in the Department of Mathematics at the University of California at San Diego, the course upon which the skeleton of this book ended up being based, are sincerely thanked for their enthusiasm and obstinate questioning.

Finally, although the very word statistics, let alone proportional hazards regression, would leave them quite at a loss, this work owes its greatest debt to those closest to me - my nearest and dearest - for a contribution which involved untold patience and tender indulgence. My warmest gratitude goes to them.

Paris, February 2007.
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## Chapter 1

## Introduction

### 1.1 Summary

In keeping with the general pattern of this book each chapter is summarized by a brief description of its contents. This section (Section 1.1) is the first such summary in this book. Following these summaries is usually a section headed "Motivation" which describes the key reasons for our interest in the topic. In this Introduction we consider a number of examples in which the methods of survival analysis, proportional and non-proportional hazards model in particular, have been used to advantage. We then describe the outline of the book as a whole and point out some particular areas in which, at the time of writing, there is no established consensus about the best way of tackling them.

### 1.2 Motivation

The use of the methods of survival analysis and the proportional hazards model appear to be ever widening; some recent areas of interest including unemployment data, lengths of time on and off welfare, for example, and some unusual applications such as interviewer bias in sociological surveys. The more classic motivating examples behind the bulk of theoretical advances made in the area have come from reliability problems in engineering and, especially, clinical studies in chronic diseases such as cancer and AIDS. Many of the examples given in this text come from clinical research. Parallels for these examples from other disciplines are usually readily transposable. Proportional
hazards regression is now widely appreciated as a very powerful technique for the statistical analysis of broad classes of problems. Novel uses as well as innovatory applications of the basic approach continue to grow. The following examples represent a small selection of problems for which the proportional hazards model has been shown to be useful as an analytic tool.

## Randomized clinical trials

Patients, identified as having some chronic illness under study, are recruited to a clinical trial. A new, proposed, treatment, if effective, should prolong survival. The idea is that instead of aiming for a "cure" we aim to improve survival. In cancer research it has been common practice to equate cure with five years survival without relapse. Such a quantity may be difficult to estimate if some patients leave the study or die from unrelated causes during the five year period. Survival methods address such difficulties. Proportional and non-proportional hazards models enable us to investigate the dependence of survival on controlled and uncontrolled sources of variation.

## Endpoint in randomized clinical trials

In the example described above it could occur that therapy $A$ and therapy B have the same five year survival rates but different survival curves. As an illustration consider curative treatments based on surgery having very high initial risks but, conditional upon having survived some length of time, a reduced long-term risk. Such differences in overall survival are important and would be considered relevant when weighing the relative advantages and disadvantages of any proposed new treatment. In actual studies patients may be lost to follow-up at any time. Proportional hazards and non-proportional hazards modeling can allow us to correctly use the partial information provided by such patients.

## Studies in epidemiology

A large number of individuals are studied across a relatively wide distribution of ages. Incidence of some target disease is measured. This incidence will typically vary with age and, in the majority of cases, the single most important source of variability in the observed incidence rates comes from age itself. Cancer is a particularly striking example.

Here the variable age plays the role of the time variable in a survival model. Prolonging survival amounts to living to a longer age. How does incidence relate to risk variables, obvious examples being smoking, asbestos exposure or other industrial exposures. In practice the amount of time needed for such prospective studies may be too great and we may prefer to use a case-control study where, rather than compare the age distributions for different exposure categories, we compare the exposure distributions at different ages.

In doing this our purpose is to address some key feature of the conditional distribution of age given covariate information via a study of the conditional distribution of the covariates given age. The question arises as to the validity of this and to the efficiency of such a study design. Additional complications arise when the exposure categories change for some individuals. At any given age a particular individual can have a unique and complex exposure history. It would not be possible to study the relationship between any unique exposure history and disease outcome without assuming some structure, i.e., the potential ways in which the different components comprising the exposure history relate to one another and, more importantly, to outcome. The way to achieve this is via a statistical model, specifically, in the context of this work, the proportional hazards regression model.

## Clinical studies involving time

Not only can there be problems with patients going off study or being removed from the study due to causes believed to be unrelated to the main outcome under study, it is also not unusual for subjects to enter the study at different times. In chronic diseases such as AIDS patients may leave the study because they are too sick to continue participation. Such loss to follow-up may be of a different nature to that described above and may, of itself, provide information on the risk of being incident for the outcome. In technical terms we would described the situation as being one where the censoring mechanism is not independent of the failure mechanism. In order to avoid potentially misleading biases it would be necessary to appeal to workable models to describe this dependence.

The complexity of potential problems can easily grow beyond the reach of available methods and continues to promote and drive the interest for further methodological developments. One example, again from AIDS, where the methods presented here can provide insight,
concerns the situation where the time frame is lengthy. Patients may have very involved time-dependent exposure histories to the different treatments, the class of available treatments themselves having evolved through time as well as within any given patient.

In prognostic studies, many variables are measured on individuals and we would like to know how individually and collectively these variables influence survival (prognosis). It may be possible to use such information to stratify future clinical trials, the goal being to increase precision, or, possibly, to use the information in a context of clinical patient management. Further complexity arises with correlated data. For recurrent conditions such as asthma the same patient may be studied for more than one principal event. Cooperative clinical trial groups may use many centers to recruit patients, the center effects themselves not being of any intrinsic interest, but nonetheless contributing a correlation factor for within-center observations. Similar considerations arise in familial data in which the presence of genetic characteristics may influence the survival probabilities collectively. Proportional hazards models including random component coefficients, equivalently non-proportional hazards models, can be used to efficiently analyze such data structures.

## Industrial setting

In an industrial setting we may be interested in the reliability of components. How long do they last on average. A useful experiment may be to put a sample of components on test and end testing after a certain number of failures. In economics there are many possibilities. How long does it take for a price index to increase to a certain value, to regain a previous value or to change by some given amount? In this and other examples the technical term "failure" may in a more common everyday sense correspond to success. Depending on the context we may wish to prolong or reduce the average time it takes to observe some kind of event. Failure models have been used to study, under differing circumstances, the average time taken for a welfare recipient to come off welfare, an event in social terms that we would regard as a success.

An area of application where the law of large numbers comes directly into play is that of insurance. The calculus of probability together with very large object populations enable effective prediction. We may wish to know how demographic and other variables
influence insurance risk. Further examples arise in car insurance; how long on average does it take to be involved in a traffic accident and, more importantly, which variables influence this time. Such information will enable the insurer to correctly price policies for different driver profiles.

## Reliability

One of the early applications of survival methods concerns the reliability of components as well as mechanical, electrical, or electronic systems. Careful modeling can enable us to use various sources of information to predict the probability of failure before some given time. Many consumers will have first-hand experience of such modeling whereby it is possible to keep small the number of manufactured products failing before the expiration of the guarantee while, at the same time, ensuring that the probability of survival well beyond the guarantee is not so large as to ultimately impact consumer demand. It can be of interest to model more than one endpoint, tracing out the lifetime of a product. The first event may be something minor and subsequent events of increasing degrees of seriousness, or involving different components, until the product is finally deemed of no further use. The many different paths through these states which any product may follow in the course of a lifetime can be very complex. Models can usefully shed light on this.

## Financial analysis

Mathematical techniques of stochastic integration have seen wide application in recent years in the study of financial products such as derivatives, futures, and other pricing schemes for certain kinds of options. An alternative and potentially more flexible approach to many of these questions is via regression modeling. The increasing volatility of many of the markets has also given rise to the use of survival modeling as a tool to identify, among the large-scale borrowers, large industries, countries and even financial institutions themselves the ones which are most likely to fail on their repayment schedule. Modeling techniques can make such analyses more precise, identifying just which factors are most strongly predictive.

### 1.3 Objectives

## Main goal

The purpose of this book is to provide the structure necessary to the building of a coherent framework in which to view proportional and non-proportional hazards regression. The essential idea is that of prediction, a feature common to all regression models, but one that sometimes slips from sight amid the wealth of methodological innovations that has characterized research in this area. Our motivation should mostly derive from the need to obtain insights into the complex data sets that can arise in the survival setting, keeping in mind the key notion that the outcome time, however measured, and its dependence on other factors, is at the center of our concerns.

The predictive power of any model, in this case the proportional hazards model, is an area that we pay a lot of attention to. It is necessary to investigate how we can obtain predictions in the absence of information (often referred to as explanatory variables or covariate information) which relate to survival and, subsequently, obtaining predictions in the presence of such information. How best such information can be summarized brings us into the whole area of model adequacy and model performance. Measures of explained variation and explained randomness can indicate to what extent our prediction accuracy improves when we include additional covariate information into any model.

In order to give the reader, new to the area, a feeling as to how the Cox model fits into the general statistical literature we provide some discussion of the original paper of Professor Cox in 1972, some of the background leading up to that seminal paper, and some of the scientific discussion that ensued. The early successes of the model in characterizing and generalizing several classes of statistics are described.

As is true of much of science - statistics is no exception - important ideas can be understood on many levels. Some researchers, with a limited training in even the most basic statistical methods, can still appreciate the guiding principles behind proportional hazards regression. Others are mainly interested in some of the deeper inferential mathematical questions raised by the estimation techniques employed. Hopefully both kinds of reader will find something in this book to their taste. The aim of the book is to achieve a good balance, a necessary compromise, between the theoretical and the applied. This will
necessarily be too theoretical for some potential readers, not theoretical enough for others. Hopefully the average gap is not too great.

The preliminary chapters aim to fill in many of the basic ideas from probability and statistics which are needed throughout the text. These chapters are short and do not therefore cover extensively either probability or statistics. But any of the key ideas needed throughout the book can be found in these chapters. The text could therefore serve as a graduate text for students with a relatively limited background in either probability or statistics. Advanced measure theory is not really necessary either in terms of understanding the proportional hazards model or for gaining insight into applied problems. It is not emphasized in this book and this is something of a departure from a number of other available texts which deal with these and related topics. Proofs of results are clearly of importance, partly to be reassured as to the validity of the techniques we apply, but also in their own right and of interest to those focusing mostly on the methods. In order not to interrupt the text with proofs, we give theorems, corollaries, and lemmas, but leave the proofs to be gathered together in a chapter of their own at the end of the text. The interested reader will find them there in a concise form. Those not interested in the more formal presentation in terms of theorems and proofs will nonetheless, it is hoped, find the style helpful in that, by omitting the proofs at the time of development, the necessary results are organized and brought out in a sharper focus.

### 1.4 Controversies

This goal of this book is not to present an undifferentiated, dispassionate review of the literature. The bulk of the discussed methodology converges around one or two key central notions and these come together to represent a particular viewpoint. Certain significant areas of the literature are not covered. As an example, local smoothing of the baseline hazard, or of the residuals, is not given any space. The same goes for kernel estimates of the density function or the use of polynomial splines. The view taken here is that, for the great majority of applications, cumulative quantities do "enough" smoothing. However, such work is valuable and certainly of interest. An absence of coverage in this text should not be taken as implying any diminished importance for such techniques. The choice of how much weight to afford different topics, including the assignment of a zero weight, is often a
subjective one - a matter of taste. On other topics, a stronger position is sometimes adopted and one that can represent something of a departure from the literature. Relatively little weight is given, for instance, to the study of frailty models, outside that of goodness of fit. Random effects models do have use and this is described in the text but for frailty models, if we are to understand the term "frailty" as meaning a random effect for an individual (without reapeated measurements), as opposed to a group (random effects models), then this is just another way of expressing lack of fit. In other words a proportional hazards model with a frailty term is equivalent to a non proportional hazards model. Tests, described in the literature, for heterogeneity of individuals in this context can be wholly misleading. This has been described in O'Quigley and Stare (2002).

The term "partial likelihood" is an important one in this area. We use it mostly as a name, or label, for a particular form of a statistic first introduced by Cox (1972). The concept of partial likelihood as a general technique of inference in its own right, and for problems other than inference for the proportional hazards model, has never really been thoroughly developed. One difficulty with the concept, as outlined in Cox (1975), is that, for given problems, the partial likelihood would not be unique. For general situations then it may not be clear as to the best way to proceed. For these reasons we do not study partial likelihood as a tool for inference and the concept is not given particular weight. This is a departure from several other available texts on survival analysis.

One important area where there may exist disagreement between the position of this text and the position taken by a number of workers in the area is that of explained variation. Considerable confusion on this topic is prevalent among statisticians and yet the main ideas are very simple. The origin of the confusion for many was in a paper of Draper (1984), echoed subsequently by Healy (1984), which was strongly critical of $R^{2}$. Several authors (Kvalseth 1985; Scott and Wild 1991; Willett and Singer 1988) followed in the wake of these two papers, adding further nails, it was argued, to the coffin of explained variation. However, Draper's paper was in error. He was certainly the first to notice this and he wrote a retraction (Draper 1985) - changing entirely the conclusion of his earlier paper from " $R^{2}$ is misleading" to " $R^{2}$ is a useful indicator" (his italics). By one of those curious twists governing the survival mechanisms of scientific ideas, few workers in the area, and apparently none of those building on Draper's 1984 paper, seem to be
aware of the retraction. The original contribution is still frequently quoted and its erroneous conclusions are widely believed to be valid.

Indeed, there is little mystery to the idea of explained variation. Note that, by virtue of the Chebyshev-Bienaymé inequality, explained variation directly quantifies predictive ability. In this text we develop a basic theory of explained variation in order to have a solid foundation upon which to appeal when we wish to consider the particular case of explained variation for survival models. In the light of this theory and the main results concerning inference it is relatively straightforward to develop suitable measures of explained variation (O'Quigley and Flandre 1994, O'Quigley and Xu 2001). In this book the aim is to appeal to elementary concepts, constructing our inferential techniques, if necessary, from scratch. A theory for explained variation in terms of random variables alone, outside of the context of any model, is required and we build upon that.

The related topic, explained randomness, in view of its direct connection to likelihood, is also given consideration. In the same way, although leaning on the concepts of entropy rather than the ChebyshevBienaymé inequality, explained randomness also translates predictive ability. For normal models the population quantities coincide. For nonnormal models, when it might be argued that the variance measure is less compelling, a case can be made for preferring explained randomness over explained variation. We return to these topics later in the text.

Among the users of statistical models it can be argued that there are two main schools of thought; the first sees a model as an approximation to some, infinitely more complex, reality: that is the model is taken as a more-or-less refined means to achieving some specific end, usually that of prediction of some quantity of interest. Any model is then simply judged by its predictive performance. The second school sees the statistician's job as tracking down the "true" model that can be considered to have generated the data. The position taken in this work is closer to the first than the second. This means that certain well-studied concepts, such as efficiency, a concept which assumes our models are correct, are given little attention. The regression parameter $\beta$ in our model is typically taken as some sort of average. The model is then viewed as a working model and not some absolute truth. The proportional hazards model stipulates that effects, as quantified by $\beta$, do not change through time. In reality the effects must surely change, hopefully not too much, but absolute constancy of effects is too strong
an assumption to hold up. The working model enables us to estimate useful quantities, one of them being average regression effect, the average taken through time. Interestingly, the usual partial likelihood estimator in the situation of changing regression effects does not estimate an average effect, as is often believed. Even so, we can estimate an average effect but we do require an estimator different to that commonly used. We return to this in those chapters dealing with inference.

### 1.5 Data sets

The importance of working through the calculations on actual data cannot be overemphasized. The reader is encouraged to use their own or any of the many available data sets though, for example, statlib as well as simulated data sets corresponding to specific conditions. In the text we often refer to the Freireich data, described by several authors including Kalbfleisch and Prentice (1980) and Professor Cox in his 1972 founding paper. These data arose in the context of a balanced comparison of two treatment groups. We also refer to breast cancer data which were gathered at the Institut Curie in Paris, France over a near thirty year period. Finally, another important data set used here to illustrate many concepts was obtained in the context of a survival study in gastric cancer carried out at the St James Hospital, Leeds, U.K. (see for example Rashid et al; 1982). An interesting case of nonproportional hazards arose in a clinical trial studied by Stablein et al (1980). The regression effect appeared to change direction during the study. We refer to this in the text as the Stablein data.

### 1.6 Use as a graduate text

The text can be used as support for an introductory graduate course in survival analysis with particular emphasis on proportional and nonproportional hazards models. The approach to inference is more classical than often given in such courses, steering mostly away from the measure-theoretic difficulties associated with multivariate counting processes and stochastic integrals and focusing instead on the more classical, and well known, results of empirical processes. Brownian motion and functions of Brownian motion play a central role. Exercises are provided in order to reinforce the course work. Their aim is not so much to help develop facility with analytic calculation but
more to build insight into the important features of models in this setting. Some emphasis then is given to practical work carried out using a computer. No particular knowledge of any specific software package is assumed.

### 1.7 Exercises and class projects

1. For the several examples described in Section 1.2 write down those features of the data which appear common to all examples. Which features are distinctive?
2. In Section 1.4 it is claimed that cumulative quantities may do enough smoothing in practice. How do you understand this idea of "enough smoothing?" What does a statistician aim to achieve by smoothing.
3. Suppose that the methods of survival analysis were not available to us. Suggest how we might analyze a randomized clinical trial using (i) multiple linear regression, (ii) multiple logistic regression.
4. For Exercise 3, describe the shortcomings that we expect to be associated with either type of analysis. How are these shortcomings amplified by the presence of increasing censoring, and in what way do we anticipate the techniques of survival analysis to address these shortcomings.
5. Consider a long-term survival study in which the outcome of interest is survival itself and we wish to study any possible dependence of this upon two other variables, one binary and one continuous. The marginal distribution of survival is unknown but suspected to be very skew. For the data at hand there is no censoring, i.e., all the actual survival times have been observed. Describe at least one possible approach, aside from those of survival analysis, to analyzing such data. Do you think more could been obtained from the data using survival techniques? Explain.
6. How would you describe to a nonscientist the purpose of a statistical model, explaining the issues involved with misspecified models. How would you describe to a physicist the difference between statistical models which may be employed in epidemiology and statistical models that he or she may be using to elaborate theories in quantum mechanics.

## Chapter 2

## Background: Probability

### 2.1 Summary

We review the fundamental tools used to establish the inferential basis for our models. Results are stated as theorems, lemmas and corollaries. Most of the key proofs are provided in Chapter 16 although, sometimes, when useful to the general development, proofs are given within the text itself. The main ideas of stochastic processes, in particular Brownian motion and functions of Brownian motion, are explained in non-measure-theoretic terms. The background to this, i.e., distribution theory and large sample results, is recalled. Rank invariance is an important concept, i.e., the ability to transform some variable, usually time, via monotonic increasing transformations without having an impact on inference. These ideas hinge on the theory of order statistics and the basic notions of this theory are recalled. An outline of the theory of counting processes and martingales is presented without leaning upon measure-theoretic constructions. The important concepts of explained variation and explained randomness are outlined in elementary terms, i.e., only with reference to random variables and, at least initially, making no explicit appeal to any particular model. This is important since the concepts are hardly any less fundamental than a concept such as variance itself. They ought therefore stand alone, and not require derivation as a particular feature of some model. In practice, of course, we may need estimate conditional distributions and making an appeal to a model at this point is quite natural.

### 2.2 Motivation

The last few decades have seen the topic of survival analysis become increasingly specialized, having a supporting structure based on large numbers of theorems and results which appear to have little application outside of the field. Many recently trained specialists, lacking a good enough grasp of how the field relates to many others, are left with little option but to push this specialization yet further. The result is a field which is becoming largely inaccessible to statisticians from other areas. A key motivation of this work, and this chapter in particular, is to put some brakes on this trend by leaning on classical results. Most of these are well known, others less so, and in this chapter we cover the main techniques from probability and statistics which we will need. Results are not simply presented and the aim is to motivate them from elementary principles known to those with a rudimentary background in calculus.

### 2.3 Integration and measure

The reader is assumed to have some elementary knowledge of set theory and calculus. We do not recall here any of the basic notions concerning limits, continuity, differentiability, convergence of infinite series, Taylor series and so on and the rusty reader may want to refer to any of the many standard calculus texts when necessary. One central result which is frequently called upon is the mean value theorem. This can be deduced as an immediate consequence to the following result known as Rolle's theorem.

Theorem 2.1 If $f(x)$ is continuously differentiable at all interior points of the interval $[a, b]$ and $f(a)=f(b)$, then there exists a real number $\xi \in(a, b)$ such that $f^{\prime}(\xi)=0$.

A simple sketch would back up our intuition that the theorem would be correct. Simple though the result appears to be, it has many powerful implications including;

Theorem 2.2 If $f(x)$ is continuously differentiable on the interval $[a, b]$, then there exists a real number $\xi \in(a, b)$ such that

$$
f(b)=f(a)+(b-a) f^{\prime}(\xi)
$$

When $f(x)$ is monotone then $\xi$ is unique. This elementary theorem can form the basis for approximation theory and series expansions such as the Edgeworth and Cornish-Fisher (see Section 2.9). For example, a further immediate corollary to the above theorem obtains by expanding in turn $f^{\prime}(\xi)$ about $f^{\prime}(a)$ whereby:

Corollary 2.1 If $f(x)$ is at least twice differentiable on the interval $[a, b]$ then there exists a real number $\xi \in(a, b)$ such that

$$
f(b)=f(a)+(b-a) f^{\prime}(a)+\frac{(b-a)^{2}}{2} f^{\prime \prime}(\xi)
$$

The $\xi$ of the theorems and corollary would not typically be the same and we can clearly continue the process, resulting in an expansion of $m+1$ terms, the last term being the $m$ th derivative of $f(x)$, evaluated at some point $\xi \in(a, b)$ and multiplied by $(b-a)^{m} / m!$. An understanding of Riemann integrals as limits of sums, definite and indefinite integrals, is mostly all that is required to follow the text. It is enough to know that we can often interchange the limiting processes of integration and differentiation. The precise conditions for this to be valid are not emphasized. Indeed, we almost entirely avoid the tools of real analysis. The Lebesgue theory of measure and integration is on occasion referred to, but a lack of knowledge of this will not hinder the reader. Likewise we will not dig deeply into the measure-theoretic aspects of the Riemann-Stieltjes integral apart from the following extremely useful construction:

Definition 2.1 The Riemann integral of the function $f(x)$ with respect to $x$, on the interval $[a, b]$, is the limit of a sum $\sum \Delta_{i} f\left(x_{i-1}\right)$, where $\Delta_{i}=x_{i}-x_{i-1}>0$, for an increasing partition of $[a, b]$ in which $\max \Delta_{i}$ goes to zero.
The limit is written $\int_{a}^{b} f(x) d x$ and can be seen to be the area under the curve $f(x)$ between $a$ and $b$. If $b=\infty$ then we understand the integral to exist if the limit exists for any $b>0$, the result itself converging to a limit as $b \rightarrow \infty$. Similarly for $a=-\infty$. Now, instead of only considering small increments in $x$, i.e., integrating with respect to $x$, we can make use of a more general definition. We have:

Definition 2.2 The Riemann-Stieltjes integral of the function $f(x)$ with respect to $g(x)$ is the limit of a sum $\sum\left\{g\left(x_{i}\right)-g\left(x_{i-1}\right)\right\} f\left(x_{i-1}\right)$, for an increasing partition of $[a, b]$ in which, once again, $\max \Delta_{i}$ goes to zero.

The limit is written $\int_{a}^{b} f(x) d g(x)$ and, in the special case where $g(x)=$ $x$, reduces to the usual Riemann integral. For functions, necessarily continuous, whereby $g(x)$ is an antiderivative of, say, $h(x)$ and can be written $g(x)=\int_{-\infty}^{x} h(u) d u$ then the Stieltjes integral coincides with the Riemann integral $\int f(x) h(x) d x$. On the other hand whenever $g(x)$ is a step function with a finite or a countable number of discontinuities then $\int f(x) d g(x)$ reduces to a sum, the only contributions arising at the discontinuities themselves. This is of great importance in statistical applications where step functions naturally arise as estimators of key functions. A clear example of a step function of central importance is the empirical distribution function, $F_{n}(x)$ (this is discussed in detail in Chapter 3). We can then write the sample mean $\bar{x}=\int u d F_{n}(u)$ and the population mean $\mu=\int u d F(u)$, highlighting an important concept, that fluctuations in the sample mean can be considered a consequence of fluctuations in $F_{n}(x)$ as an estimate of $F(x)$. Consider the following theorem, somewhat out of sequence in the text but worth seeing here for its motivational value. The reader may wish to take a glance ahead at Sections 2.4 and 3.5.

Theorem 2.3 For every bounded continuous function $h(x)$, if $F_{n}(x)$ converges in distribution to $F(x)$, then $\int h(x) d F_{n}(x)$ converges in distribution to $\int h(x) d F(x)$.

This is the Helly-Bray theorem. The theorem will also hold (see the Exercises) when $h(x)$ is unbounded provided that some broad conditions are met. A deep study of $F_{n}(x)$ as an estimator of $F(x)$ is then all that is needed to obtain insight into the sample behavior of the empirical mean, the empirical variance and many other quantities. Of particular importance for the applications of interest to us here, and developed, albeit very briefly, in Section 2.12, is the fact that, letting $M(x)=F_{n}(x)-F(x)$, then

$$
\begin{equation*}
E\left\{\int h(x) d M(x)\right\}=\int h(x) d F(x)-\int h(x) d F(x)=0 \tag{2.1}
\end{equation*}
$$

a seemingly somewhat innocuous result until we interchange the order of integration (expectation, denoted by $E$ being an integral operator) and, under some very mild conditions on $h(x)$ described in Section 2.12, we obtain a formulation of great generality and into which can be fit many statistical problems arising in the context of stochastic processes (see Section 2.12).

### 2.4 Random variables and probability measure

The possible outcomes of any experiment are called events where any event represents some subset of the sample space. The sample space is the collection of all events, in particular the set of elementary events. A random variable $X$ is a function from the set of outcomes to the real line. A probability measure is a function on some subset of the real line to the interval $[0,1]$. Kolmogorov (1933) provided axioms which enable us to identify any measure as being a probability measure. These axioms appear very reasonable and almost self-evident, apart from the last, which concerns assigning probability measure to infinite collections of events. There is, in a well defined sense, many more members in the set of all subsets of any infinite set than in the original set itself, an example being the set of all subsets of the positive integers which has as many members as the real line. This fact would have hampered the development of probability without the inclusion of Kolmogorov's third axiom which, broadly says that the random variable is measurable, or, in other words, that the sample space upon which the probability function is defined is restricted in such a way that the probability we associate with the sum of an infinite collection of mutually exclusive events is the same as the sum of the probabilities associated with each composing event.

A great deal of modern probability theory is based on measuretheoretic questions, questions that essentially arise from the applicability or otherwise of Kolmogorov's third axiom in any given context. This is an area that is highly technical and relatively inaccessible to non-mathematicians, or even to mathematicians lacking a firm grounding in real analysis. The influence of measure theory has been strongly felt in the area of survival analysis over the last 20 or so years and much modern work is now of a very technical nature. Even so, none of the main statistical ideas, or any of the needed demonstrations in this text, require such knowledge. We can therefore largely avoid measuretheoretic arguments, although some of the key ideas that underpin important concepts in stochastic processes are touched upon whenever necessary. The reader is expected to understand the meaning of the term random variable on some level.

Observations or outcomes as random variables and, via models, the probabilities we will associate with them are all part of a theoretical, and therefore artificial, construction. The hope is that these probabilities will throw light on real applied problems and it is useful to keep in
mind that, in given contexts, there may be more than one way to set things up. Conditional expectation is a recurring central topic but can arise in ways that we did not originally anticipate. We may naturally think of the conditional expected survival time given that a subject begins the study under, say, some treatment. It may be less natural to think of the conditional expectation of the random variable we use as a treatment indicator given some value of time after the beginning of treatment. Yet, this latter conditional expectation, as we shall see, turns out to be the more relevant for many situations.

## Convergence for random variables

Simple geometrical constructions (intervals, balls) are all that are necessary to formalize the concept of convergence of a sequence in real and complex analysis. For random variables there are a number of different kinds of convergence, depending upon which aspect of the random variable we are looking at. Consider any real value $Z$ and the sequence $U_{n}=Z / n$. We can easily show that $U_{n} \rightarrow 0$ as $n \rightarrow \infty$. Now let $U_{n}$ be defined as before except for values of $n$ that are prime. Whenever $n$ is a prime number then $U_{n}=1$. Even though, as $n$ becomes large, $U_{n}$ is almost always arbitrarily close to zero, a simple definition of convergence would not be adequate and we need consider more carefully the sizes of the relevant sets in order to accurately describe this. Now, suppose that $Z$ is a uniform random variable on the interval $(0,1)$. We can readily calculate the probability that the distance between $U_{n}$ and 0 is greater than any arbitrarily small positive number $\epsilon$ and this number goes to zero with $n$. We have convergence in probability. Nonetheless there is something slightly erratic about such convergence, large deviations occurring each time that $n$ is prime. When possible, we usually prefer a stronger type of convergence. If, for all integer values $m$ greater than $n$ and as $n$ becomes large, we can assert that the probability of the distance between $U_{m}$ and 0 being greater than some arbitrarily small positive number goes to zero, then such a mode of convergence is called strong convergence. This stronger convergence is also called convergence with probability one or almost sure convergence. Consider also $(n+3) U_{n}$. This random variable will converge almost surely to the random variable $Z$. But, also, we can say that the distribution of $\log _{e}(n+3) U_{n}$, at all point of continuity $z$, becomes arbitrarily close to that of a standard exponential distribution. This is called convergence in distribution. The three modes of convergence are related by:

Theorem 2.4 Convergence with probability one implies convergence in probability. Convergence in probability implies convergence in distribution.

Also, for a sequence that converges in probability, there exists a subsequence that converges with probability one. This latter result requires the tools of measure theory and is not of wide practical applicability since we may not have any obvious way of identifying such a subsequence. In theoretical work it can sometimes be easier to obtain results for weak rather than strong convergence. However, in practical applications, we usually need strong (almost sure, "with probability one") convergence since this corresponds in a more abstract language to the important idea that, as our information increases, our inferences becomes more precise.

## Convergence of functions of random variables

In constructing models and establishing inference for them we will frequently appeal to two other sets of results relating to convergence. The first of these is that, for a continuous function $g(z)$, if $Z_{n}$ converges in probability to $c$, then $g\left(Z_{n}\right)$ converges in probability to $g(c)$ and, if $Z_{n}$ converges in distribution to $Z$, then $g\left(Z_{n}\right)$ converges in distribution to $g(Z)$. The second set, Slutsky's theorem (a proof is given in Randles and Wolf 1979), enables us to combine modes of convergence. In particular, for modeling purposes, if a convergence in distribution result holds when the parameters are known, then it will continue to hold when those same parameters are replaced by consistent estimators. This has great practical value.

### 2.5 Distributions and densities

We anticipate that most readers will have some familiarity with the basic ideas of a distribution function $F(t)=\operatorname{Pr}(T<t)$, a density function $f(t)=d F(t) / d t$, expectation and conditional expectation, the moments of a random variable and other basic tools. Nonetheless we will go over these elementary notions in the context of survival in the next chapter. We write

$$
E \psi(T)=\int \psi(t) f(t) d t=\int \psi(t) d F(t)
$$

for the expected value of the function $\psi(T)$. Such an expression leaves much unsaid, that $\psi(t)$ is a function of $t$ and therefore $\psi(T)$ itself random, that the integrals exist, the domain of definition of the function being left implicit, and that the density $f(t)$ is an anti-derivative of the cumulative distribution $F(t)$ (in fact, a slightly weaker mathematical construct, absolute continuity, is enough but we do not feel the stronger assumption has any significant cost attached to it). There is a wealth of solid references for the rusty reader on these topics, among which Billingsley (1968), Rao (1973), and Serfling (1980) are particularly outstanding. It is very common to wish to consider some transformation of a random variable, the simplest situation being that of a change in origin or scale. The distribution of sums of random variables arises by extension to the bivariate and multivariate cases.
Theorem 2.5 Suppose that the distribution of $X$ is $F(x)$ and that $F^{\prime}(x)=f(x)$. Suppose that $y=\phi(x)$ is a monotonic function of $x$ and that $\phi^{-1}(y)=x$. Then, if the distribution of $Y$ is $G(y)$ and $G^{\prime}(y)=$ $g(y)$,

$$
\begin{equation*}
G(y)=F\left\{\phi^{-1}(y)\right\} ; \quad g(y)=f\left\{\phi^{-1}(y)\right\}\left|\frac{d \phi(x)}{d x}\right|_{x=\phi^{-1}(y)}^{-1} \tag{2.2}
\end{equation*}
$$

Theorem 2.6 Let $X$ and $Y$ have joint density $f(x, y)$. Then the density $g(w)$ of $W=X+Y$ is given by

$$
\begin{equation*}
g(w)=\int_{-\infty}^{\infty} f(x, w-x) d x=\int_{-\infty}^{\infty} f(w-y, y) d y \tag{2.3}
\end{equation*}
$$

A result for $W=X-Y$ follows immediately and, in the case of $X$ and $Y$ being independent, the corresponding expression can also be written down readily as a product of the two respective densities. Similar results hold for the product or ratio of random variables (see Rohatgi 1984, Section 8.4) but, since we have no call for them in this work, we do not write them down here. An immediate corollary that can give an angle on small sample behavior of statistics that are written as sums is;

Corollary 2.2 Let $X_{1}, \ldots, X_{n}$ be independent, not always identically distributed, continuous random variables with densities $f_{1}(x)$ to $f_{n}(s)$ respectively. Let $S_{n}=\sum_{j=1}^{n} X_{j}$. Then the density, $g_{n}(s)$, of $S_{n}$ is given by

$$
g_{n}(s)=\int_{-\infty}^{\infty} g_{n-1}(s-x) f_{n}(x) d x
$$

This result can be used iteratively building up successive solutions by carrying out the integration. The integration itself will mostly be not particularly tractable and can be evaluated using numerical routines. Note the difference between making a large sample statistical approximation to the sum and that of a numerical approximation to the integral. The integral expression itself is an exact result.

## Normal distribution

A random variable $X$ is taken to be a a normal variate with parameters $\mu$ and $\sigma$ when we write $X \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$. The parameters $\mu$ and $\sigma^{2}$ are the mean and variance respectively, so that $\sigma^{-1}(X-\mu) \sim \mathcal{N}(0,1)$. The distribution $\mathcal{N}(0,1)$ is called the standard normal. The density of the standard normal variate, that is, having mean zero and variance one, is typically denoted $\phi(x)$ and the cumulative distribution $\Phi(x)$. The density $f(x)$, for $x \in(-\infty, \infty)$ is given by

$$
f(x)=\phi(x)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left[-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}\right]
$$

For stochastic processes described below, Brownian motion relates to a Gaussian process, that is, it has been standardized, in an analogous way that the standard normal relates to any other normal distribution. For the normal distribution, all cumulants greater than 2 are equal to zero. Simple calculations (Johnson and Kotz, 1970) show that, for $X \sim \mathcal{N}(0,1)$, then $E\left(X^{r}\right)=(r-1)(r-3) \ldots 3.1$. Thus, all odd moments are equal to zero and all even moments are expressible in terms of the variance. The normal distribution is of very great interest in view of it frequently being the large sample limiting distribution for sums of random variables. These arise naturally via simple estimating equations. These topics are looked at in greater detail below.

The multivariate normal can be characterized in various ways. If and only if all marginal distributions and all conditional distributions are normal then we have multivariate normality. If and only if all linear combinations are univariate normal then we have multivariate normality. It is only necessary to be able to evaluate the standard normal integral, $\Phi(x)=1-\int_{x}^{\infty} \phi(x) d x$, since any other normal distribution, $f(x)$, can be put in this form via the linear transformation $(X-\mu) / \sigma$. Tables, calculator, and computer routines can approximate the numerical integral. Otherwise, it is worth bearing in mind the following;

Lemma 2.1 Upper and lower bounds for the normal integral can be obtained from

$$
\frac{x}{1+x^{2}} e^{-x^{2} / 2}<\int_{x}^{\infty} e^{-u^{2} / 2} d u<\frac{1}{x} e^{-x^{2} / 2} .
$$

The lemma tells us that we expect $1-\Phi(x)$ to behave like $\phi(x) / x$ as $x$ increases. The ratio $\phi(x) / x$ is known as Mill's ratio. Approximate calculations are then possible without the need to resort to sophisticated algorithms, although, in modern statistical analysis, it is now so commonplace to routinely use computers that the value of the lemma is rather limited. The normal distribution plays an important role in view of the central limit theorem described below but also note the interesting theorem of Cramer (1937) whereby, if a finite sum of independent random variables is normal, then each variable itself is normal. Cramer's theorem might be contrasted with central limit theorems whereby sums of random variables, under broad conditions, approach the normal as the sum becomes infinitely large. These limit results are looked at later. The normal distribution is important since it provides the basis to Brownian motion and this is the key tool that we will use for inference throughout this text.

## Uniform distribution and the probability integral transform

For the standard uniform distribution in which $u \in[0,1], f(u)=1$ and $F(u)=u$. Uniform distributions on the interval $[a, b]$ correspond to the density $f(u)=1 /(b-a)$ but much more important is the fact that for any continuous distribution, $G(t)$, we can say:

Theorem 2.7 For the random variable $T$, having distribution $G(t)$, letting $U_{1}=G(T)$ and $U_{2}=1-G(T)$, then both $U_{1}$ and $U_{2}$ have a standard uniform distribution.

This central result, underpinning a substantial body of work on simulation and re-sampling, is known as the probability integral transform. Whenever we can invert the function $G$, denoted $G^{-1}$, then, from a single uniform variate $U$ we obtain the two variates $G^{-1}(U)$ and $G^{-1}(1-U)$ which have the distribution $G$. The two variates are of course not independent but, in view of the strong linearity property of expectation (the expectation of a linear function of random variables is the same linear function of the expectations), we can often use this to our advantage to improve precision when simulating. Another inter-
esting consequence of the probability integral transform is that there exists a transformation of a variate $T$, with any given distribution, into a variate having any other chosen distribution. Specifically, we have:

Corollary 2.3 For any given continuously invertible distribution function $H$, and continuous distribution $G(t)$, the variate $H^{-1}\{G(T)\}$ has distribution $H$.

In particular, it is interesting to consider the transformation $\Phi^{-1}\left\{G_{n}\right.$ $(T)\}$ where $G_{n}$ is the empirical estimate (discussed below) of $G$. This transformation, which preserves the ordering, makes the observed distribution of observations as close to normal as possible. Note that since the ordering is preserved, use of the transformation makes subsequent procedures nonparametric in as much as the original distribution of $T$ has no impact. For the problems of interest to us in survival analysis we can use this in one of two ways: firstly, to transform the response variable time in order to eliminate the impact of its distribution and, secondly, in the context of regression problems, to transform the distribution of regressors as a way to obtain greater robustness by reducing the impact of outliers.

Exponential distribution and cumulative hazard transformation
The standard exponential distribution is defined on the positive real line $(0, \infty)$. We have, for $u \in(0, \infty), f(u)=\exp (-u)$ and $F(u)=$ $1-\exp (-u)$. An exponential distribution with mean $1 / \alpha$ and variance $1 / \alpha^{2}$ has density $f(u)=\alpha \exp (-\alpha u)$ and cumulative distribution $F(u)=1-\exp (-\alpha u)$. The density of a sum of $m$ independent exponential variates having mean $1 / \alpha$, is an Erlang density whereby $f(u)=$ $\alpha(\alpha u)^{m-1} \exp (-\alpha u) / \Gamma(m)$ and where $\Gamma(m)=\int_{0}^{\infty} \exp (-u) u^{m-1} d u$. The gamma distribution has the same form as the Erlang although, for the gamma, the parameter $m$ can be any real positive number and is not restricted to being an integer. An exponential variate $U$ can be characterized as a power transformation on a Weibull variate in which $F(t)=1-\exp \left[(-\alpha t)^{k}\right]$. Finally, we have the important result:

Theorem 2.8 For any continuous positive random variable $T$, with distribution function $F(t)$, the variate $U=\int_{0}^{T} f(u) /[1-F(u)] d u$ has a standard exponential distribution.

This result is important in survival modeling and we return to it later. The function $f(t) /[1-F(t)]$ is known as the hazard function and
$\int_{0}^{t} f(u) /[1-F(u)] d u$ as the cumulative hazard function. The transformation is called the cumulative hazard transformation.

### 2.6 Expectation

It is worth saying a word or two more about expectation as a fundamental aspect of studies in probability. Indeed it is possible for the whole theory to be constructed with expectation as a starting point rather than the now classical axiomatic structure to probability. For a function of a random variable $T, \psi(T)$ say, as stated at the beginning of the previous section, we write, $E(\psi(T)$ of this function via

$$
E \psi(T)=\int \psi(t) f(t) d t=\int \psi(t) d F(t)
$$

where the integrals, viewed as limiting processes, are all assumed to converge. The normal distribution function for a random variable $X$ is completely specified by $E(X)$ and $E\left(X^{2}\right)$. In more general situations we can assume a unique correspondence between the moments of $X, E\left(X^{r}\right), r=1,2, \ldots$, and the distribution functions as long as these moments all exist. While it is true that the distribution function determines the moments the converse is not always true. However, it is almost always true (Stuart and Ord 1994, page 111) and, for all the distributions of interest to us here, the assumption can be made without risk. It can then be helpful to view each moment, beginning with $E(X)$, as providing information about $F(x)$. This information typically diminishes quickly with increasing $r$. We can use this idea to improve inference for small samples when large sample approximations may not be sufficiently accurate. Moments can be obtained from the moment generating function, $M(t)=E\{\exp (t X)\}$ since we have:
Lemma 2.2 If $\int \exp (t x) f(x) d x<\infty$ then

$$
E\left(X^{r}\right)=\left\{\frac{\partial^{r} M(t)}{\partial t^{r}}\right\}_{t=0}, \text { for all } r .
$$

In Section 2.8 we consider the variance function which is also an expectation and is of particular interest to one of our central goals here, that of constructing useful measures of the predictive strength of any model. At the root of the construction lie two important inequalities, the Chebyshev-Bienaymé inequality (described in Section 2.8 and Jensen's inequality described below. For this we first need:

Definition 2.3 The real-valued function $w(x)$ is called "convex" on some interval I (an infinite set and not just a point) whenever, for $x_{1}, x_{2} \in I$ and for $0 \leq \lambda \leq 1$, we have

$$
w\left[\lambda x_{1}+(1-\lambda) x_{2}\right] \leq \lambda w\left(x_{1}\right)+(1-\lambda) w\left(x_{2}\right)
$$

It is usually sufficient to take convexity to mean that $w^{\prime}(x)$ and $w^{\prime \prime}(x)$ are greater than or equal to zero at all interior points of $I$ since this is a consequence of the definition. We have (Jensen's inequality):

Lemma 2.3 If $w$ is convex on I then, assuming expectations exist on this interval, $w[E(X)] \leq E[w(X)]$. If $w$ is linear in $X$ throughout $I$, that is, $w^{\prime \prime}(x)=0$ when twice differentiable, then equality holds.

For the variance function we see that $w(x)=x^{2}$ is a convex function and so the variance is always positive. The further away from the mean, on average, the observations are to be found, then the greater the variance. We return to this in Section 2.8. Although very useful, the moment-generating function, $M(t)=E\{\exp (t X)\}$ has a theoretical weakness in that the integrals may not always converge. It is for this, mainly theoretical, reason that it is common to study instead the characteristic function, which has an almost identical definition, the only difference being the introduction of complex numbers into the setting. The characteristic function, denoted by $\phi(t)$, always exists and is defined as:

$$
\phi(t)=M(i t)=\int_{-\infty}^{\infty} \exp (i t x) d F(x), \quad i^{2}=-1
$$

Note that the contour integral in the complex plane is restricted to the whole real axis. Analogous to the above lemma concerning the moment-generating function we have

$$
E\left(X^{r}\right)=(-i)^{r}\left\{\frac{\partial^{r} \phi(t)}{\partial t^{r}}\right\}_{t=0}, \text { for all } r
$$

This is important in that it allows us to anticipate the cumulative generating function which turns out to be of particular importance in obtaining improved approximations to those provided by assuming normality. We return to this below in Section 2.9. If we expand the exponential function then we can write;

$$
\phi(t)=\int_{-\infty}^{\infty} \exp (i t x) d F(x)=\exp \left\{\sum_{r=1}^{\infty} \kappa_{r}(i t)^{r} / r!\right\}
$$

and, identifying $\kappa_{r}$ as the coefficient of $(i t)^{r} / r$ ! in the expansion of $\log \phi(t)$. The function $\psi(t)=\log \phi(t)$ is called the cumulative generating function. When this function can be found then the density $f(x)$ can be defined in terms of it. We have the important relation

$$
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \phi(t) d t, \quad \phi(t)=\int_{-\infty}^{\infty} e^{i t x} f(x) d x
$$

It is possible to approximate the density $f(x)$ by working with i.i.d. observations $X_{1}, \cdots, X_{n}$ and the empirical characteristic function $\phi(t)=$ $n^{-1} \sum_{i=1}^{n} \exp \left(i t x_{i}\right)$ which can then be inverted. It is also possible to approximate the integral using a method of numerical analysis, the so-called method of steepest descent, to obtain a saddlepoint approximation (Daniels, 1954). We return to this approximation below in Section 2.9.

### 2.7 Order statistics and their expectations

The normal distribution and other parametric distributions described in the next chapter play a major role in survival modeling. However, robustness of any inferential technique to particular parametric assumptions is always a concern. Hopefully, inference is relatively insensitive to departures from parametric assumptions or is applicable to whole families of parametric assumptions. The most common way to ensure this latter property is via the theory of order statistics which we recall here. Consider the $n$ independent identically distributed (i.i.d.) random variables: $X_{1}, X_{2}, \ldots, X_{n}$ and a single realization of these that we can order from the smallest to the largest: $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$. Since the $X_{i}$ are random, so also are the $X_{(i)}$, and the interesting question concerns what we can say about the probability structure of the $X_{(i)}$ on the basis of knowledge of the parent distribution of $X_{i}$. In fact, we can readily obtain many useful results which, although often cumbersome to write down, are in fact straightforward. Firstly we have:

Theorem 2.9 Taking $P(x)=\operatorname{Pr}(X \leq x)$ and $F_{r}(x)=\operatorname{Pr}\left(X_{(r)} \leq x\right)$ then:

$$
\begin{equation*}
F_{r}(x)=\sum_{i=r}^{n}\binom{n}{i} P^{i}(x)[1-P(x)]^{n-i} \tag{2.4}
\end{equation*}
$$

This important result has two immediate and well known corollaries dealing with the maximum and minimum of a sample of size $n$.

## Corollary 2.4

$$
\begin{equation*}
F_{n}(x)=P^{n}(x), \quad F_{1}(x)=1-[1-P(x)]^{n} \tag{2.5}
\end{equation*}
$$

In practice, in order to evaluate $F_{r}(x)$ for other than very small $n$, we exploit the equivalence between partial binomial sums and the incomplete beta function. Thus, if, for $a>0, b>0, B(a, b)=\int_{0}^{1} t^{a-1}(1-$ $t)^{b-1} d t$ and $I_{\pi}(a, b)=\int_{0}^{\pi} t^{a-1}(1-t)^{b-1} d t / B(a, b)$, then putting $P(x)=$ $\pi$, we have that $F_{r}(x)=I_{\pi}(r, n-r+1)$. These functions are widely tabulated and also available via numerical algorithms to a high level of approximation. An alternative, although less satisfying, approximation would be to use the DeMoivre-Laplace normal approximation to the binomial sums. Differentiation of (2.4) provides the density which can be written as

$$
\begin{equation*}
f_{r}(x)=\frac{1}{B(r, n-r+1)} P^{r-1}(x)[1-P(x)]^{n-r} p(x) . \tag{2.6}
\end{equation*}
$$

Since we have a relatively straightforward expression for the distribution function itself, then this expression for the density is not often needed. It can come in handy in cases where we need to condition and apply the law of total probability. Expressions for $f_{1}(x)$ and $f_{n}(x)$ are particularly simple and we have

## Corollary 2.5

$$
\begin{equation*}
f_{1}(x)=n[1-P(x)]^{n-1} p(x), \quad f_{n}(x)=n P^{n-1}(x) p(x) . \tag{2.7}
\end{equation*}
$$

More generally it is also straightforward to obtain
Theorem 2.10 For any subset of the $n$ order statistics: $X_{n_{1}}, X_{n_{2}}$, $\ldots, X_{n_{k}}, 1 \leq n_{1} \leq \ldots \leq n_{k}$, the joint distribution $f\left(x_{1}, \ldots, x_{2}\right)$ is expressed as

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{k}\right)=n!\left[\prod_{j=1}^{k} p\left(x_{j}\right)\right] \prod_{j=0}^{k}\left\{\frac{\left[P\left(x_{j+1}\right)-P\left(x_{j}\right)\right]^{n_{j+1}-n_{j}-1}}{\left(n_{j+1}-n_{j}-1\right)!}\right\} \tag{2.8}
\end{equation*}
$$

in which $p(x)=P^{\prime}(x)$. This rather involved expression leads to many useful results including the following corollaries:

Corollary 2.6 The joint distribution of $X_{(r)}$ and $X_{(s)}$ is

$$
\begin{aligned}
F_{r s}(x, y)= & \sum_{j=s}^{n} \sum_{i=r}^{j} \frac{n!}{i!(j-i)!(n-j)!} P^{i}(x) \\
& {[P(y)-P(x)]^{j-i}[1-P(y)]^{n-j} }
\end{aligned}
$$

The joint distribution of $X_{(r)}$ and $X_{(s)}$ is useful in establishing a number of practical results such as the distribution of the range, the distribution of the interquartile range and an estimate for the median among others. Using the result (Section 2.5) for the distribution of a difference, a simple integration then leads to the following:

Corollary 2.7 Letting $W_{r s}=X_{(s)}-X_{(r)}$ then: in the special case of a parent uniform distribution we have

$$
\begin{equation*}
f\left(w_{r s}\right)=\frac{1}{B(s-r, n-s+r+1)} w_{r s}^{s-r-1}\left(1-w_{r s}\right)^{n-s+r} \tag{2.9}
\end{equation*}
$$

Taking $s=n$ and $r=1$, recalling that $B(\alpha, \beta)=\Gamma(\alpha) \Gamma(\beta) / \Gamma(\alpha+\beta)$ and that $\Gamma(n)=n$ !, then we have the distribution of the range for the uniform.

Corollary 2.8 Letting $w=U_{(n)}-U_{(1)}$ be the range for a random sample of size $n$ from the standard uniform distribution, then the cu mulative distribution is given by

$$
\begin{equation*}
F_{U}(w)=n w^{n-1}-(n-1) w^{n} \tag{2.10}
\end{equation*}
$$

Straightforward differentiation gives $f_{U}(w)=n(n-1) w^{n-2}(1-w)$, a simple and useful result. For an arbitrary distribution, $F(\cdot)$ we can either carry out the same kind of calculations from scratch or, making use once more of the probability integral transform (see Section 2.4), use the above result for the uniform and transform into arbitrary $F$. Even this is not that straightforward since, for some fixed interval $\left(w_{1}, w_{2}\right)$, corresponding to $w=w_{2}-w_{1}$ from the uniform, the corresponding $F^{-1}\left(w_{2}\right)-F^{-1}\left(w_{1}\right)$ depends not only on $w_{2}-w_{1}$ but on $w_{1}$ itself. Again we can appeal to the law of total probability, integrating over all values of $w_{1}$ from 0 to $1-w$. In practice, it may be good enough to divide the interval $(0,1-w)$ into a number of equally spaced points, ten would suffice, and simply take the average. Interval estimates for any given quantile, defined by $P\left(\xi_{\alpha}\right)=\alpha$, follow from the basic result and we have:

Corollary 2.9 In the continuous case, for $r<s$, the pair $\left(X_{(r)}, X_{(s)}\right)$ covers $\xi_{\alpha}$ with probability given by $I_{\pi}(r, n-r+1)-I_{\pi}(r, n-s+1)$.

Theorem 2.11 For the special case in which $n_{1}=1, n_{2}=2, \ldots$ $n_{n}=n$, then

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=n!\prod_{j=1}^{n} p\left(x_{j}\right) . \tag{2.11}
\end{equation*}
$$

## A characterization of order statistics: Markov property

The particularly simple results for the exponential distribution lead to a very useful and powerful characterization of order statistics. If $Z_{1}, \ldots, Z_{n}$ are i.i.d. exponential variates with parameter $\lambda$, then an application of Corollary 2.4 shows that the minimum of $Z_{1}$ to $Z_{n}$ has itself an exponential distribution with parameter $n \lambda$. We can define the random variable $Y_{1}$ to be the gap time between 0 and the first observation, $Z_{(1)}$. The distribution of $Y_{1}$ (equivalently $Z_{(1)}$ ) is exponential with parameter $n \lambda$. Next, we can define $Y_{2}$ to be the gap $Z_{(2)}-Z_{(1)}$. In view of the lack of memory property of the exponential distribution, once $Z_{(1)}$ is observed, the conditional distribution of each of the remaining $(n-1)$ variables, given that they are all greater than the observed time $Z_{(1)}$, remains exponential with parameter $\lambda$. The variable $Y_{2}$ is then the minimum of $(n-1)$ i.i.d. exponential variates with parameter $\lambda$. The distribution of $Y_{2}$ is therefore, once again, exponential, this time with parameter $(n-1) \lambda$. More generally we have the following lemma:

Lemma 2.4 If $Z_{(1)}, \ldots, Z_{(n)}$ are the order statistics from a sample of size $n$ of standard exponential variates, then, defining $Z_{(0)}=0$,

$$
Y_{i}=Z_{(i)}-Z_{(i-1)}, \quad i=1, \ldots, n
$$

are $n$ independent exponential variates in which $E\left(Y_{i}\right)=1 /(n-i+1)$.
This elementary result is very important in that it relates the order statistics directly to sums of simple independent random variables which are not themselves order statistics. Specifically we can write

$$
Z_{(r)}=\sum_{i=1}^{r}\left\{Z_{(i)}-Z_{(i-1)}\right\}=\sum_{i=1}^{r} Y_{i},
$$

leading to the immediate further lemma:

Lemma 2.5 For a sample of size $n$ from the standard exponential distribution and letting $\alpha_{i}=1 /(n-i+1)$, we have:

$$
E\left[Z_{(r)}\right]=\sum_{i=1}^{r} E\left(Y_{i}\right)=\sum_{i=1}^{r} \alpha_{i}, \quad \operatorname{Var}\left[Z_{(r)}\right]=\sum_{i=1}^{r} \operatorname{Var}\left(Y_{i}\right)=\sum_{i=1}^{r} \alpha_{i}^{2}
$$

The general flavor of the above result applies more generally than just to the exponential and, applying the probability integral transform (Section 2.5), we have:

Lemma 2.6 For an i.i.d. sample of size $n$ from an arbitrary distribution, $G(x)$, the rth largest order statistic, $X_{(r)}$ can be written

$$
X_{(r)}=G^{-1}\left\{1-\exp \left(-Y_{1}-Y_{2}-\cdots-Y_{r}\right)\right\}
$$

where the $Y_{i}$ are independent exponential variates in which $E\left(Y_{i}\right)=$ $1 /(n-i+1)$.

One immediate conclusion that we can make from the above expression is that the order statistics from an arbitrary distribution form a Markov chain. The conditional distribution of $X_{(r+1)}$ given $X_{(1)}$, $X_{(2)}, \ldots, X_{(r)}$ depends only on the observed value of $X_{(r)}$ and the distribution of $Y_{r+1}$. This conditional distribution is clearly the same as that for $X_{(r+1)}$ given $X_{(r)}$ alone, hence the Markov property. If needed we can obtain the joint density, $f_{r s}$, of $X_{(r)}$ and $X_{(s)},(1 \leq r<s \leq n)$ by a simple application of Theorem 2.10 . We then write:

$$
f_{r s}(x, y)=\frac{n!P^{r-1}(x) p(x) p(y)[P(y)-P(x)]^{s-r-1}[1-P(y)]^{n-s}}{(r-1)!(s-r-1)!(n-s)!}
$$

From this we can immediately deduce the conditional distribution of $X_{(s)}$ given that $X_{(r)}=x$ as:
$f_{s \mid r}(y \mid x)=\frac{(n-r)!}{(s-r-1)!(n-s)!} \frac{p(y)[P(y)-P(x)]^{s-r-1}[1-P(y)]^{n-s}}{[1-P(x)]^{n-r}}$.
A simple visual inspection of this formula confirms again the Markov property. Given that $X_{(r)}=x$ we can view the distribution of the remaining $(n-r)$ order statistics as an ordered sample of size $(n-r)$ from the conditional distribution $P(u \mid u>x)$.

## Expected values of order statistics

Given the distribution of any given order statistic we can, at least in principle, calculate any moments, in particular the mean, by applying the basic definition. In practice, this may be involved and there may be no explicit analytic solution. Integrals can be evaluated numerically but, in the majority of applications, it can be good enough to work with accurate approximations. The results of the above subsection, together with some elementary approximation techniques are all that we need. Denoting the distribution of $X$ as $P(x)$, then the probability integral transform (Section 2.5) provides that $U=P(X)$ has a uniform distribution. The moments of the order statistics from a uniform distribution are particularly simple so that $\left.E\left\{U_{(r)}\right\}=p_{r}=r /(n+1)\right)$. Denoting the inverse transformation by $Q=P^{-1}$, then

$$
X_{(r)}=P^{-1}\left\{U_{(r)}\right\}=Q\left\{U_{(r)}\right\} .
$$

Next, we can use a Taylor series development of the function $X_{(r)}$ about the $p_{r}$ so that

$$
X_{(r)}=Q\left(p_{r}\right)+\left\{U_{(r)}-p_{r}\right\} Q^{\prime}\left(p_{r}\right)+\left\{U_{(r)}-p_{r}\right\}^{2} Q^{\prime \prime}\left(p_{r}\right) / 2+\cdots
$$

and, taking expectations, term by term, we have

$$
\begin{aligned}
E\left\{X_{(r)}\right\} \approx & Q\left(p_{r}\right)+\frac{p_{r} q_{r}}{2(n+2)} Q^{\prime \prime}\left(p_{r}\right) \\
& +\frac{p_{r} q_{r}}{(n+2)^{2}}\left\{\frac{1}{3}\left(q_{r}-p_{r}\right) Q^{\prime \prime \prime}\left(p_{r}\right)+\frac{1}{8} p_{r} q_{r} Q^{\prime \prime \prime \prime}\left(p_{r}\right)\right\}
\end{aligned}
$$

and

$$
\begin{gathered}
\operatorname{Var}\left\{X_{(r)}\right\}=\frac{p_{r} q_{r}}{2(n+2)}\left[Q^{\prime}\left(p_{r}\right)\right]^{2}+\frac{p_{r} q_{r}}{(n+2)^{2}}\left\{2\left(q_{r}-p_{r}\right) Q^{\prime}\left(p_{r}\right) Q^{\prime \prime}\left(p_{r}\right)\right. \\
\left.+p_{r} q_{r}\left(Q^{\prime}\left(p_{r}\right) Q^{\prime \prime \prime}\left(p_{r}\right)+\left[Q^{\prime \prime}\left(p_{r}\right)\right]^{2}\right)\right\} .
\end{gathered}
$$

It is straightforward to establish some relationships between the moments of the order statistics and the moments from the parent distribution. Firstly note that

$$
E\left\{\sum_{r=1}^{n} X_{(r)}^{k}\right\}^{m}=E\left\{\sum_{r=1}^{n} X_{r}^{k}\right\}^{m}
$$

so that, if $\mu$ and $\sigma^{2}$ are the mean and variance in the parent population, then $\sum_{r=1}^{n} \mu_{r}=n \mu$ and $\sum_{r=1}^{n} E\left\{X_{(r)}^{2}\right\}=n E\left(X^{2}\right)=n\left(\mu^{2}+\sigma^{2}\right)$.

## Normal parent distribution

For the case of a normal parent the expected values can be evaluated precisely for small samples and the approximations themselves are relatively tractable for larger sample sizes. One approach to data analysis in which it may be desirable to have a marginal normal distribution in at least one of the variables under study is to replace the observations by the expectations of the order statistics. These are sometimes called normal scores, typically denoted by $\xi_{r n}=E\left(X_{(r)}\right)$ for a random sample of size $n$ from a standard normal parent with distribution function $\Phi(x)$ and density $\phi(x)$. For a random sample of size $n$ from a normal distribution with mean $\mu$ and variance $\sigma^{2}$ we can reduce everything to the standard case since $E\left(X_{(r)}\right)=\mu+\xi_{r n} \sigma$. Note that, if $n$ is odd, then, by symmetry, it is immediately clear that $E\left(X_{(r)}\right)=0$ for all $r$ that are odd. We can see that $E\left(X_{(r)}\right)=-E\left(X_{(n-r+1)}\right)$. For $n$ as small as, say, 5 we can use integration by parts to evaluate $\xi_{r 5}$ for different values of $r$. For example, $\xi_{55}=5 \int 4 \Phi^{3}(x) \phi^{2}(x) d x$ which then simplifies to: $\xi_{55}=5 \pi^{-1 / 2} / 4+15 \pi^{-3 / 2} \sin ^{-1}(1 / 3) / 2=1.16296$. Also, $\xi_{45}=5 \pi^{-1 / 2} / 2-15 \pi^{-3 / 2} \sin ^{-1}(1 / 3)=0.49502$ and $\xi_{35}=0$. Finally, $\xi_{15}=-1.16296$ and $\xi_{25}=-0.49502$. For larger sample sizes in which the integration becomes too fastidious we can appeal to the above approximations using the fact that

$$
\begin{aligned}
Q^{\prime}\left(p_{r}\right)=\frac{1}{\phi(Q)}, Q^{\prime \prime}\left(p_{r}\right) & =\frac{Q}{\phi^{2}(Q)}, Q^{\prime \prime \prime}\left(p_{r}\right)=\frac{1+2 Q^{2}}{\phi^{3}(Q)} \\
Q^{\prime \prime \prime \prime}\left(p_{r}\right) & =\frac{Q\left(7+6 Q^{2}\right)}{\phi^{4}(Q)}
\end{aligned}
$$

The above results arise from straightforward differentiation. Analogous calculations can be used to obtain exact or approximate expressions for $\operatorname{Cov}\left\{X_{(r)}, X_{(s)}\right\}$.

### 2.8 Entropy and variance

In view of the mathematical equivalence of the density, distribution function and the hazard, we can be satisfied knowing any one of these functions for a variable $T$ of interest. In the majority of areas of application of statistics, theoretical physics, and, possibly, biophysics being potential exceptions, we cannot really know much about these functions. Our usual strategy will be to collect data that enables the estimation of one or more of the functions, with any additional plausible
assumptions about the nature of these functions making this task that much easier. Paucity of data, or a need to only know the most important features of a distribution, will often lead us to restricting our attention to some simple summary measures. The most common summary measures are those of location and variance. For a measure of location we usually take the mean $\mu$ or the median $\xi_{0.5}$. They tell us something about where the most likely values of $T$ occur. An idea of just how "likely" these "likely" values are, in other words how concentrated is the distribution around the location measure, is most often provided by the variance or the square root of this, the standard deviation. The variance $\sigma^{2}$ is defined by

$$
\begin{equation*}
\sigma^{2}=E\{T-E(T)\}^{2}=\int(t-\mu)^{2} f(t) d t=\int(t-\mu)^{2} d F(t) \tag{2.12}
\end{equation*}
$$

An important insight into just why $\sigma^{2}$ provides a good measure of precision, in other terms predictability, is given by:

Theorem 2.12 For every positive constant a

$$
\begin{equation*}
\operatorname{Pr}\{|T-\mu| \geq a \sigma\} \leq 1 / a^{2} \tag{2.13}
\end{equation*}
$$

This famous inequality, known as the Bienaymé-Chebyshev inequality, underlines the fact that the smaller $\sigma^{2}$ the better we can predict. A lesser used, although equally useful, measure of concentration is the so-called entropy of the distribution. Apart from a negative sign, this is also called the information of the distribution which is defined by $V(f, f)$ where

$$
\begin{equation*}
V(g, h)=E \log g(T)=\int \log g(t) h(t) d t \tag{2.14}
\end{equation*}
$$

The entropy is just $-V(g, h)$. Note that the integral operator $E$ in $E \log g(T)$ is with respect to the density $h(t)$, this added generality being needed in the regression context. For univariate study the information is simply $V(f, f)$ and would be written $V$ since the arguments are implicit. Our intuition is good for $\sigma^{2}$, since it is clear that the further away, on average, are the values of $T$, then the larger will be $\sigma^{2}$. The same is true, although less obvious, for $V$. As $T$ becomes concentrated around its mode (value of $t$, taken to be unique, at which $f(t)$ assumes its greatest value), then, since $\int f(t) d t$, the area under the curve, is fixed at one, $f(t)$ itself becomes larger at and around the mode. In the limit, as all the information becomes concentrated at a single point $t_{0}$, then $f\left(t_{0}\right)$, as well as $E \log f(T)$, tends to positive
infinity. The more spread out are the values of $T$ then the closer to zero will tend to be $E \log f(T)$. Intermediary values of $E \log f(T)$ then can be taken to correspond to different degrees of dispersion. Consider also the following which is true for any number of random variables and which, for the purposes of illustration, we limit to $X_{1}, X_{2}$ and $X_{3}$. We have

$$
\begin{aligned}
E \log f\left(X_{1}, X_{2}, X_{3}\right)= & E \log f\left(X_{3} \mid X_{2}, X_{1}\right)+E \log f\left(X_{2} \mid X_{1}\right) \\
& +E \log f\left(X_{1}\right)
\end{aligned}
$$

so that the total information can be decomposed into sequential orthogonal contributions, each adding to the total amount of information so far. Note also, since we can interchange the $X_{i}$, the order in which the total information is put together has no impact on the final result. This is of course a desirable property. The information measure, as an indicator of precision, is well known in communication theory (Shannon and Weaver 1949) and statistical ecology, but is not so well known in biostatistics. It is also worth considering the fact that the most commonly used estimating technique, maximum likelihood, is best viewed as an empirical version of information. This follows since the usual log-likelihood divided by the sample size (which can be taken as a fixed constant) provides a consistent estimate of the information. Both the variance and the information are of particular interest when we condition on some other variable $Z$, possibly a vector. This is the regression setting where we focus on the impact of explanatory variables on some response variable of interest. The information gain would consider the distance between the distribution $f(t)$ and $f(t \mid z)$. In the above construction the function $g(t)$ is first equated with $f(t)$ and subsequently to $f(t \mid z)$, whereas $h(t)$ remains fixed at $f(t, z)$. Note also, that in this case, the integral is over the space of $T$ and $Z$. This enables the construction of a simple and powerful measure of predictability. The amount by which the variance, or information, changes following such conditioning provides a direct quantification of the predictive strength of $Z$. We look at this more closely in the following subsection.

## Explained randomness and explained variation

Any models we work with are simply tools to enable us to efficiently construct conditional distributions. Validity of our models is an important issue, upon which we dwell later, but, for now, let us suppose our models are good enough to accurately reproduce the conditional
distributions of $T$ given $Z$ where $Z$ may be a vector. The improvement in our predictive ability, given $Z$, can be quantified in view of the above Bienaymé-Chebyshev inequality and the variance decomposition

$$
\begin{equation*}
\operatorname{Var}(T)=\operatorname{Var} E(T \mid Z)+E \operatorname{Var}(T \mid Z) \tag{2.15}
\end{equation*}
$$

The total variance, $\operatorname{Var}(T)$, breaks down into two parts, one of which we can interpret as the signal, $\operatorname{Var} E(T \mid Z)$, and one as the pure noise $E \operatorname{Var}(T \mid Z)$. The percentage of $\operatorname{Var}(T)$ that is taken up by $\operatorname{Var} E(T \mid Z)$ is the amount of the total variance that can be explained by $Z$. This translates directly the predictive power of $Z$ so that the percentage of explained variance, is then quite central to efforts at quantifying how well our models do. We define it as

$$
\begin{equation*}
\Omega^{2}=\frac{\operatorname{Var} E(T \mid Z)}{\operatorname{Var}(T)}=\frac{\operatorname{Var}(T)-E \operatorname{Var}(T \mid Z)}{\operatorname{Var}(T)} \tag{2.16}
\end{equation*}
$$

The quantity $\Omega^{2}$ in its own right is not well developed in the literature and we devote Section 3.9 to studying its importance. Following Draper (1984), there have been a number of challenges to $\Omega^{2}$ as a useful concept (Healy 1984: Kvalseth 1985: Scott and Wild 1991: Willett and Singer 1988). However Draper's paper of 1984 was flawed and its conclusions did not hold up (Draper 1985). As a result, this subsequent work, having taken Draper's 1984 paper as its starting point, inherits the same logical errors.

Explained randomness, as opposed to explained variation, arises from a less transparent construction. We can use a monotonic transform of the expected information (expectation taken with respect to the distribution of $Z$ ) and, taking $D(T)=\exp -2 E V\{f(t), f(t \mid Z)\}$ : $D(T \mid Z)=\exp -2 E V\{f(t \mid Z), f(t \mid Z)\}$, we define the explained randomness $\rho^{2}$ to be

$$
\begin{equation*}
\rho^{2}=\frac{D(T)-D(T \mid Z)}{D(T)} \tag{2.17}
\end{equation*}
$$

We interpret $\rho^{2}$ as the proportion of explained randomness in $T$ attributable to $Z$. We also have the following important lemma that could, in its own right, be taken as a reason for studying explained randomness, but which, in any event, underlines a useful relationship between explained variation and explained randomness:

Lemma 2.7 If the pair $(T, Z)$ are bivariate normal then $\Omega^{2}=\rho^{2}$.
The lemma provides further motivation for being interested in $\rho^{2}$, in that, for the more familiar classic regression case of a bivariate normal,
we obtain the same results by considering explained randomness that we obtain by considering explained variation. For other distributions, where variance itself may not be the best measure of dispersion, the concept explained randomness, based on entropy, might be viewed as having more generality. Our own experience in practical data analysis suggests that, as far as hierarchical model building or the quantification of partial or multiple effects is concerned, there does not appear to be anything to really choose between the two measures. For operational purposes we can take the two measures to be essentially equivalent, the use of one rather than the other being more a question of taste rather than one based on any real advantages or disadvantages.

### 2.9 Approximations

Approximations to means and variances for functions of $T$ ( $\delta$ method)

Consider some differentiable monotonic function of $X$, say $\psi(X)$. Our particular concern often relates to parameter estimates in which case the random variable $X$ would be some function of the $n$ i.i.d. data values, say $\theta_{n}$ as an estimator of the parameter $\theta$. In the cases of interest, $\theta_{n}$ converges with probability one to $\theta$ and so also does $\psi\left(\theta_{n}\right)$ to $\psi(\theta)$. Although $\theta_{n}$ may not be unbiased for $\theta$, for large samples, the sequence $E\left(\theta_{n}\right)$ converges to $E(\theta)=\theta$. Similarly $E\left[\psi\left(\theta_{n}\right)\right]$ converges to $\psi(\theta)$. The mean value theorem (Section 2.2) enables us to write

$$
\begin{equation*}
\phi\left(\theta_{n}\right)=\psi(\theta)+\left(\theta_{n}-\theta\right) \phi^{\prime}(\theta)+\frac{\left(\theta_{n}-\theta\right)^{2}}{2} \psi^{\prime \prime}(\xi) \tag{2.18}
\end{equation*}
$$

for $\xi \in\left(\theta \pm \theta_{n}\right)$ Rearranging this expression, ignoring the third term on the right hand side, and taking expectations we obtain

$$
\operatorname{Var}\left\{\psi\left(\theta_{n}\right)\right\} \approx E\left\{\psi\left(\theta_{n}\right)-\psi(\theta)\right\}^{2} \approx\left\{\psi^{\prime}(\theta)\right\}^{2} \operatorname{Var}\left(\theta_{n}\right) \approx\left\{\psi^{\prime}\left(\theta_{n}\right)\right\}^{2} \operatorname{Var}\left(\theta_{n}\right)
$$

as an approximation to the variance. The approximation, once obtained in any given setting, is best studied on a case-by-case basis. It is an exact result for linear functions. For these, the second derivative is equal to zero and, more generally, the smaller the absolute value of this second derivative, the better we might anticipate the approximation to be. For $\theta_{n}$ close to $\theta$ the squared term will be small in absolute value when compared with the linear term, an additional motivation
to neglecting the third term. For the mean, the second term of Equation (2.18) is zero when $\theta_{n}$ is unbiased, otherwise close to zero and, this time, ignoring this second term, we obtain

$$
\begin{equation*}
E\left\{\psi\left(\theta_{n}\right)\right\} \approx \psi\left(\theta_{n}\right)+\frac{1}{2} \operatorname{Var}\left(\theta_{n}\right) \psi^{\prime \prime}\left(\theta_{n}\right) \tag{2.19}
\end{equation*}
$$

as an improvement over the rougher approximation based on the first term alone of the above expression. Extensions of these expressions to the case of a consistent estimator $\psi\left(\theta_{n}\right)=\psi\left(\theta_{1 n}, \ldots, \theta_{p n}\right)$ of $\psi(\theta)$ proceeds in the very same way, only this time based on a multivariate version of Taylor's theorem. These are:

$$
\begin{aligned}
\operatorname{Var}\left\{\psi\left(\theta_{n}\right)\right\} & \approx \sum_{j=1}^{p} \sum_{m \geq j}^{p} \frac{\partial \psi(\theta)}{\partial \theta_{j}} \frac{\partial \psi(\theta)}{\partial \theta_{m}} \operatorname{Cov}\left(\theta_{j n}, \theta_{m n}\right) \\
E\left\{\psi\left(\theta_{n}\right)\right\} & \approx \psi\left(\theta_{1 n}, \ldots, \theta_{p n}\right)+\frac{1}{2} \sum_{j} \sum_{m} \frac{\partial^{2} \psi\left(\theta_{n}\right)}{\partial \theta_{j} \partial \theta_{m}} \operatorname{Cov}\left(\theta_{j n}, \theta_{m n}\right)
\end{aligned}
$$

When $p=1$ then the previous expressions are recovered as special cases. Again, the result is an exact one in the case where $\psi(\cdot)$ is a linear combination of the components $\theta_{j}$ and this helps guide us in situations where the purpose is that of confidence interval construction. If, for example, our interest is on $\psi$ and some strictly monotonic transformation of this, say $\psi^{*}$, is either linear or close to linear in the $\theta_{j}$, then it may well pay, in terms of accuracy of interval coverage, to use the delta-method on $\psi^{*}$, obtaining the end points of the confidence interval for $\psi^{*}$ and subsequently inverting these, knowing the relationship between $\psi$ and $\psi^{*}$, in order to obtain the interval of interest for $\psi$. Since $\psi$ and $\psi^{*}$ are related by one-to-one transformations then the coverage properties of an interval for $\psi^{*}$ will be identical to those of its image for $\psi$. Examples in this book include confidence intervals for the conditional survivorship function, given covariate information, based on a proportional hazards model as well as confidence intervals for indices of predictability and multiple coefficients of explained variation.

## Cornish-Fisher approximations

In the construction of confidence intervals, the $\delta$-method makes a normality approximation to the unknown distribution and then replaces the first two moments by local linearization. A different approach, while still working with a normal density $\phi(x)=(2 \pi)^{-1 / 2} \exp \left(-x^{2} / 2\right)$,
in a way somewhat analogous to the construction of a Taylor series, is to express the density of interest, $f(x)$, in terms of a linear combination of $\phi(x)$ and derivatives of $\phi(x)$. Normal distributions with nonzero means and variances not equal to one are obtained by the usual simple linear transformation and, in practical work, the simplest approach is to standardize the random variable $X$ so that the mean and variance corresponding to the density $f(x)$ are zero and one, respectively.

The derivatives of $\phi(x)$ are well known, arising in many fields of mathematical physics and numerical approximations. Since $\phi(x)$ is simply a constant multiplying an exponential term it follows immediately that all derivatives of $\phi(x)$ are of the form of a polynomial that multiplies $\phi(x)$ itself. These polynomials (apart from an alternating sign coefficient $\left.(-1)^{i}\right)$ are the Hermite polynomials, $H_{i}(x), i=$ $0,1, \ldots$, and we have
$H_{0}=1, \quad H_{1}=x, \quad H_{2}=x^{2}-1, \quad H_{3}=x^{3}-3 x, \quad H_{4}=x^{4}-6 x^{2}+3$, with $H_{5}$ and higher terms being calculated by simple differentiation. The polynomials are of importance in their own right, belonging to the class of orthogonal polynomials and useful in numerical integration. Indeed, we have that
$\int_{-\infty}^{\infty} H_{i}^{2}(x) \phi(x) d x=i!, i=0, \ldots: \int_{-\infty}^{\infty} H_{i}(x) H_{j}(x) \phi(x) d x=0, i \neq j$.
This orthogonality property is exploited in order for us to obtain explicit expressions for the coefficients in our expansion. Returning to our original problem we wish to determine the coefficients $c_{i}$ in the expansion

$$
\begin{equation*}
f(x)=\sum_{i=0}^{\infty} c_{i} H_{i}(x) \phi(x) \tag{2.20}
\end{equation*}
$$

and, in order to achieve this we multiply both sides of equation (2.20) by $H_{j}(x)$, subsequently integrating to obtain the coefficients

$$
\begin{equation*}
c_{j}=\frac{1}{j!} \int_{-\infty}^{\infty} f(x) H_{j}(x) d x \tag{2.21}
\end{equation*}
$$

Note that the polynomial $H_{j}(x)$ is of order $j$ so that the right-hand side of equation (2.21) is a linear combination of the moments, (up to the $j$ th), of the random variable $X$ having associated density $f(x)$.

These can be calculated step-by-step. For many standard densities several of the lower-order moments have been worked out and are available. Thus, it is relatively straightforward to approximate some given density $f(x)$ in terms of a linear combination of $\phi(x)$.

The expansion of Equation (2.20) can be used in theoretical investigations as a means to study the impact of ignoring higher-order terms when we make a normal approximation to the density of $X$. We will use the expansion in an attempt to obtain more accurate inference for proportional hazards models fitted using small samples. Here the large sample normal assumption may not be sufficiently accurate and the approximating equation is used to motivate potential improvements obtained by taking into account moments of higher order than just the first and second. When dealing with actual data, the performance of any such adjustments needs to be evaluated on a case-by-case basis. This is because theoretical moments will have to be replaced by observed moments and the statistical error involved in that can be of the same order, or greater, than the error involved in the initial normal approximation. If we know or are able to calculate the moments of the distribution, then the $c_{i}$ are immediately obtained. When the mean is zero we can write down the first four terms as
$c_{0}=1, c_{1}=0, c_{2}=\left(\mu_{2}-1\right) / 2, c_{3}=\mu_{3} / 6, c_{4}=\left(\mu_{4}-6 \mu_{2}+3\right) / 24$,
from which we can write down an expansion in terms of $\phi(x)$ as

$$
\begin{aligned}
f(x)=\phi(x)\{1 & +\left(\mu_{2}-1\right) H_{2}(x) / 2+\mu_{3} H_{3}(x) / 6 \\
& \left.+\left(\mu_{4}-6 \mu_{2}+3\right) H_{4}(x) / 24+\cdots\right\} .
\end{aligned}
$$

This series is known as the Gram-Charlier series, and stopping the development at the fourth term corresponds to making corrections for skewness and kurtosis. In our later development of the properties of estimators in the proportional hazards model we will see that making corrections for skewness can help make inference more accurate, whereas, at least in that particular application, corrections for kurtosis appear to have little impact (Chapter 11).

## Saddlepoint approximations

A different, although quite closely related, approach to the above uses saddlepoint approximations. Theoretical and practical work on these approximations indicate them to be surprisingly accurate for the tails
of a distribution. We work with the inversion formula for the cumulant generating function, a function that is defined in the complex plane, and in this two-dimensional plane, around the point of interest (which is typically a mean or a parameter estimate) the function looks like a minimum in one direction and a maximum in an orthogonal direction: hence the name "saddlepoint." Referring back to Section 2.6 recall that we identified $\kappa_{r}$ as the coefficient of $(i t)^{r} / r$ ! in the expansion of the cumulant generating function $K(t)=\log \phi(t)$ where $\phi(t)$ is the characteristic function. We can exploit the relationship between $\phi(t)$ and $f(x)$; that is,

$$
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \phi(t) d t, \quad \phi(t)=\int_{-\infty}^{\infty} e^{i t x} f(x) d x
$$

to approximate $f(x)$ by approximating the integral. The numerical technique that enables this approximation to be carried out is called the method of steepest descent and is described in Daniels (1954). The approximation to $f(x)$ is simply denoted as $f_{s}(x)$ and, carrying through the calculations, we find that

$$
\begin{equation*}
f_{s}(x)=\left\{\frac{n}{2 \pi K^{\prime \prime}\left(\lambda_{x}\right)}\right\}^{1 / 2} \exp \left[n\left\{K\left(\lambda_{x}\right)-x \lambda_{x}\right\}\right] \tag{2.22}
\end{equation*}
$$

in which the solution to the differential equation in $\lambda, K^{\prime}(\lambda)=x$ is given by $\lambda_{x}$. Our notation here of $x$ as a realization of some random variable $X$ is not specifically referring to our usual use of $X$ as the minimum of survival time $T$ and the censoring time $C$. It is simply the variable of interest and that variable, in our context, will be the score statistic (Chapter 11). For now, we assume the score to be composed of $n$ contributions so that we view $x$ as a mean based on $n$ observations. Since, mostly, we are interested in the tails of the distribution, it can often help to approximate the cumulative distribution directly rather than make a subsequent appeal to numerical integration. Denoting the saddlepoint approximation to the cumulative distribution by $F_{s}(x)$, we write

$$
\begin{equation*}
F_{s}(x)=\Phi\left(u_{x}\right)+\phi\left(u_{x}\right)\left(u_{x}^{-1}+v_{x}^{-1}\right) \tag{2.23}
\end{equation*}
$$

where $\phi(x)$ indicates the standard normal density, $\Phi(x)=\int_{-\infty}^{x} \phi(u) d u$, the cumulative normal, $u_{x}=\left[2 n\left\{x \lambda_{x}-K\left(\lambda_{x}\right)\right\}\right]^{1 / 2} \operatorname{sgn}\left(\lambda_{x}\right)$, and $v_{x}=$ $\lambda_{x}\left\{n K^{\prime \prime}\left(\lambda_{x}\right)\right\}^{1 / 2}$. Since we are only concerned with tail probabilities
we need not pay attention to what occurs around the mean. If we do wish to consider $F_{s}(x)$, evaluated at the mean, the approximation is slightly modified and the reader is referred to Daniels (1987).

### 2.10 Stochastic processes

We define a stochastic process to be a collection of random variables indexed by $t \in T$. We write these as $X(t)$ and take $t$ to be fixed. If the set $T$ has only a finite or a countably infinite number of elements then $X(t)$ is referred to as a discrete-time process. We will be most interested in continuous-time processes. In applications we can standardize by the greatest value of $t$ in the set $T$ that can be observed, and so we usually take $\sup \{t: t \in T\}=1$. We also take $\inf \{t: t \in T\}=0$. We will be especially interested in observations on any given process between 0 and $t$. We call this the sample path.

## Independent increments and stationarity

Consider some partition of $(0,1)$ in which $0=t_{0}<t_{1}<t_{2}<\cdots<$ $t_{n}=1$. If the set of random variables $X\left(t_{i}\right)-X\left(t_{i-1}\right) i=1, \ldots, n$ are independent then the stochastic process $X(t)$ is said to have independent increments. Another important property is that of stationarity. We say that a stochastic process $X(t)$ has stationary increments if $X(s+t)-X(s)$ has the same distribution for all values of $s$. Stationarity indicates, in as much as probabilistic properties are concerned, that when we look forward, from the point $s$, a distance $t$, the only relevant quantity is how far forward $t$ we look. Our starting point itself is irrelevant. As we progress through time, everything that we have learned is summarized by the current position. It can also be of value to consider a process with a slighter weaker property, the so-called second-order stationarity. Rather than insist on a requirement for the whole distribution we limit our attention to the first two moments and the covariance between $X(s+t)$ and $X(s)$ which depends only upon $|t|$. Our main focus is on Gaussian processes which, when they have the property of second-order stationarity, will in consequence be stationary processes. Also, simple transformations can produce stationary processes from nonstationary ones, an example being the transformation of the Brownian bridge into an Ornstein-Uhlenbeck process.

## Gaussian processes

If for every partition of $(0,1), 0=t_{0}<t_{1}<t_{2}<\cdots<t_{n}=1$, the set of random variables $X\left(t_{1}\right), \ldots, X\left(t_{n}\right)$ has a multivariate normal distribution, then the process $X(t)$ is called a Gaussian process. Brownian motion, described below, can be thought of as simply a standardized Gaussian process. A Gaussian process being uniquely determined by the multivariate means and covariances it follows that such a process will have the property of stationarity if for any pair $(s, t: t>s)$, $\operatorname{Cov}\{X(s), X(t)\}$ depends only on $(t-s)$. In practical studies we will often deal with sums indexed by $t$ and the usual central limit theorem will often underlie the construction of Gaussian processes.

### 2.11 Brownian motion

Consider a stochastic process $X(t)$ on $(0,1)$ with the following three properties:

1. $X(0)=0$, i.e., at time $t=0$ the starting value of $X$ is fixed at 0 .
2. $X(t), t \in(0,1)$ has independent stationary increments.
3. At each $t \in(0,1)$ the distribution of $X(t)$ is $\mathcal{N}(0, t)$.

This simple set of conditions completely describes a uniquely determined stochastic process called Brownian motion. It is also called the Wiener process or Wiener measure. It has many important properties and is of fundamental interest as a limiting process for a large class of sums of random variables on the interval $(0,1)$. An important property is described in Theorem 2.13 below. Firstly we make an attempt to describe just what a single realization of such a process might look like. Later we will recognize the same process as being the limit of a sum of independent random contributions. The process is continuous and so, approximating it by any drawing, there cannot be any gaps. At the same time, in a sense that can be made more mathematically precise, the process is infinitely jumpy. Nowhere does a derivative exist. Figure 2.1 illustrates this via a simulated approximation. The right-hand figure is obtained from the left-hand one by homing in on the small interval $(0.20,0.21)$, subtracting off the value observed at $t=0.20$, and rescaling to the interval $(0,1)$. The point we are trying to make is that the resulting process itself looks like (and indeed is) a realization of Brownian motion. Theoretically, this could be repeated


Figure 2.1: Two simulated independent realizations of a Brownian motion process.
without limit which allows us to understand in some way how infinitely jumpy is the process. In practical examples we can only ever approximate the process by linearly connecting up adjacent simulated points.

Theorem 2.13 Conditioning on a given path we have

$$
\begin{array}{r}
\operatorname{Pr}\left\{X(t+s)>x \mid X(s)=x_{s}, X(u), 0 \leq u<s\right\} \\
=\operatorname{Pr}\left\{X(t+s)>x \mid X(s)=x_{s} .\right\}
\end{array}
$$

So, when looking ahead from time point $s$ to time point $t+s$, the previous history indicating how we arrived at $s$ is not relevant. The only thing that matters is the point at which we find ourselves at time point $s$. This is referred to as the Markov property. The joint density of $X\left(t_{1}\right), \ldots, X\left(t_{n}\right)$ can be written as

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=f_{t_{1}}\left(x_{1}\right) f_{t_{1}-t_{2}}\left(x_{2}-x_{1}\right) \cdots f_{t_{n}-t_{n-1}}\left(x_{n}-x_{n-1}\right)
$$

This follows from the independent stationary increment condition. A consequence of the above result is that we can readily evaluate the conditional distribution of $X(s)$ given some future value $X(t)(t>$ $s)$. Applying the definition for conditional probability we have the following.

Corollary 2.10 The conditional distribution of $X(s)$ given $X(t)(t>$ $s$ ) is normal with a mean and a variance given by,

$$
E\{X(s) \mid X(t)=w\}=w s / t, \quad \operatorname{Var}\{X(s) \mid X(t)=w\}=s(t-s) / t
$$

This result helps provide insight into another useful process, the Brownian bridge described below. Other important processes arise as simple transformations of Brownian motion. The most obvious to consider is where we have a Gaussian process satisfying conditions (1) and (2) for Brownian motion but where, instead of the variance increasing linearly, i.e., $\operatorname{Var} X(t)=t$, the variance increases either too quickly or too slowly so that $\operatorname{Var} X(t)=\phi(t)$ where $\phi(\cdot)$ is some monotonic increasing function of $t$. Then we can transform the time axis using $\phi(\cdot)$ to produce a process satisfying all three conditions for Brownian motion. Consider also the transformation

$$
V(t)=\exp (-\alpha t / 2) X\{\exp (\alpha t)\}
$$

where $X(t)$ is Brownian motion. This is the Ornstein-Uhlenbeck process. It is readily seen that:

Corollary 2.11 The process $V(t)$ is a Gaussian process in which $E\{V(t)\}=0$ and $\operatorname{Cov}\{V(t), V(s)\}=\exp \{-\alpha(t-s) / 2\}$.

## Time-transformed Brownian motion

Consider a process, $X^{\psi}(t)$, defined via the following three conditions, for some continuous $\psi$ such that, $\psi\left(t^{\prime}\right)>\psi(t)\left(t^{\prime}>t\right) ;(1) X^{\psi}(0)=0$ (2) $X^{\psi}(t), t \in(0,1)$ has independent stationary increments; (3) at each $t \in(0,1)$ the distribution of $X^{\psi}(t)$ is $\mathcal{N}\{0, \psi(t)\}$. The usual Brownian motion described above is exactly this process when $\psi(t)=$ $t$. However, in view of the continuity and monotonicity of $\psi$, there exists an inverse function $\psi^{-1}$ such that $\psi^{-1}\{\psi(t)\}=t$. Clearly, we can transform the process $X^{\psi}(t)$ by multiplying, at each $t$, by $\sqrt{t / \psi(t)}$, and, defining $\sqrt{0 / \psi(0)}=0$. The resulting process we can call $X(t)$ and it is readily seen that this process is standard Brownian motion. Thus, the only crucial assumption in Brownian motion is that of independent increments. Once we can assert this to be the case, it is only a question of scale and location to obtain standard Brownian motion.

## Brownian bridge

Let $W(t)$ be Brownian motion. We know that $W(0)=0$. We also know that with probability one the process $W(t)$ will return at some point to the origin. Let's choose a point, and in particular the point $t=1$ and consider the conditional process $W^{0}(t)$, defined to be Brownian motion


Figure 2.2: Two transformations of simulated Brownian motion by conditioning on $W(1)$. The first has $W(1)=0$ (Brownian bridge); the second has $W(1)=0.5$.
conditioned by the fact that $W(1)=0$. For small $t$ this process will look very much like the Brownian motion from which it is derived. As $t$ goes to one the process is pulled back to the origin since at $t=1$ we have that $W^{0}(1)=0$ and $W(t)$ is continuous. Also $W^{0}(0)=W(0)=0$. Such a process is called tied down Brownian motion or the Brownian bridge. Figure 2.2 illustrates a realization of a Brownian bridge and a realizatin of a Brownian motion constrained to assume a value other than zero at $t=1$. We will see below that realizations of a Brownian bridge can be viewed as linearly transformed realizations of Brownian motion itself, and vice versa. From the results of above the section we can investigate the properties of $W^{0}(t)$. The process is a Gaussian process so we only need consider the mean and covariance function for the process to be completely determined. We have

$$
E\{W(s) \mid W(1)=0\}=0 \quad \text { for } s<t
$$

This comes immediately from the above result. Next we have:

## Theorem 2.14

$$
\begin{equation*}
\operatorname{Cov}(W(s), W(t) \mid W(1)=0)=s(1-t) \tag{2.24}
\end{equation*}
$$

This provides a simple definition of the Brownian bridge as being a Gaussian process having mean zero and covariance function $s(1-$ $t), s<t$. An alternative way of constructing the Brownian bridge is to consider the process defined as

$$
W^{0}(t)=W(t)-t W(1), \quad 0 \leq t \leq 1
$$

Clearly $W^{0}(t)$ is a Gaussian process. We see that

$$
E\{W(0)\}=W(0)=E\{W(1)\}=W(1)=E\{W(t)\}=0
$$

so that the only remaining question is the covariance function for the process to be completely and uniquely determined. The following corollary is all we need.

Corollary 2.12 The covariance function for the process defined as $W^{0}(t) i s$,

$$
\operatorname{Cov}\left\{W^{0}(s), W^{0}(t)\right\}=s(1-t) \quad s<t
$$

This is the covariance function for the Brownian bridge developed above and, by uniqueness, the process is therefore itself the Brownian bridge. Such a covariance function is characteristic of many observed phenomena. The covariance decreases linearly with distance from $s$. As for Brownian motion, should the covariance function decrease monotonically rather than linearly, then a suitable transformation of the time scale enables us to write the covariance in this form. At $t=s$ we recover the usual binomial expression $s(1-s)$.

Notice that not only can we go from Brownian motion to a Brownian bridge via the simple transformation

$$
W^{0}(t)=W(t)-t W(1), \quad 0 \leq t \leq 1
$$

but the converse is also true, i.e., we can recover Brownian motion, $X(t)$, from the Brownian bridge, $Z(t)$, via the transformation

$$
\begin{equation*}
X(t)=(t+1) Z\left(\frac{t}{t+1}\right) \tag{2.25}
\end{equation*}
$$

To see this, first note that, assuming $Z(t)$ to be a Brownian bridge, then $X(t)$ is a Gaussian process. It will be completely determined by its covariance process $\operatorname{Cov}\{X(s), X(t)\}$. All we then require is the following lemma:

Lemma 2.8 For the process defined in (2.25), $\operatorname{Cov}\{X(s), X(t)\}=s$.
The three processes: Brownian motion, the Brownian bridge, and the Ornstein-Uhlenbeck are then closely related and are those used in the majority of applications. Two further related processes are also of use in our particular applications: integrated Brownian motion and reflected Brownian motion.

## Integrated Brownian motion

The process $Z(t)$ defined by $Z(t)=\int_{0}^{t} W(u) d u$, where $W(t)$ is Brownian motion is called integrated Brownian motion. Note that $d Z(t) / d t=$ $W(t)$ so that, for example, in the context of a model of interest, should we be able to construct a process converging in distribution to a process equivalent to Brownian motion, then the integrated process will converge in distribution to a process equivalent to integrated Brownian motion. We can see (by interchanging limits) that $Z(t)$ can be viewed as the limit of a sum of Gaussian processes and is therefore Gaussian. Its nature is completely determined by its mean and covariance function. We have that

$$
\begin{equation*}
E\{Z(t)\}=E\left\{\int_{0}^{t} W(u) d u\right\}=\int_{0}^{t} E\{W(u)\} d u=0 \tag{2.26}
\end{equation*}
$$

For $s<t$ we have:
Lemma 2.9 The covariance function for $Z(s)$ and $Z(t)$ is

$$
\begin{equation*}
\operatorname{Cov}\{Z(s), Z(t)\}=s^{2}(t / 2-s / 6) \tag{2.27}
\end{equation*}
$$

Lemma 2.10 The covariance function for $Z(t)$ and $W(t)$ is

$$
\begin{equation*}
\operatorname{Cov}\{Z(t), W(t)\}=t^{2} / 2 \tag{2.28}
\end{equation*}
$$

For a model in which inference derives from cumulative sums, this would provide a way of examining how reasonable are the underlying assumptions if repetitions are available. Repetitions can be obtained by bootstrap resampling if only a single observed process is available. Having standardized, a plot of the log-covariance function between the process and the integrated process against log-time ought be linear with slope of two and intercept of minus $\log 2$ assuming that model assumptions hold.

## Reflected Brownian motion

Suppose we choose some positive value $r$ and then define the process $W_{r}(t)$ as a function of Brownian motion, $W(t)$, in the following way: If $W(t)<r$ then $W_{r}(t)=W(t)$. If $W(t) \geq r$ then $W_{r}(t)=2 r-W(t)$. We have:

Lemma $2.11 W_{r}(t)$ is a Gaussian process, $E W_{r}(t)=0, \operatorname{Cov}\left\{W_{r}(s)\right.$, $\left.W_{r}(t)\right\}=s$ when $s<t$.

Thus, $W_{r}(t)$ is also Brownian motion. Choosing $r$ to be negative and defining $W_{r}(t)$ so that, when $W(t)>r$ then $W_{r}(t)=W(t)$. If $W(t) \leq r$ then $W_{r}(t)=2 r-W(t)$. accordingly we have the same result. The process $W_{r}(t)$ coincides exactly with $W(t)$ until such a time as a barrier is reached. We can imagine this barrier as a mirror, and beyond the barrier the process $W_{r}(t)$ is a simple reflection of $W(t)$. The interesting thing is that the resulting process is itself Brownian motion. One way of conceptualizing the idea is to imagine a large number of realizations of a completed Brownian motion process sampled independently. Imagine then these same realizations with a reflection applied. Then, whatever the point of reflection, if we consider the two collected sets of realizations, our overall impression of the behavior of the two processes will be the same. The value of this construction is to be seen in situations where, at some point in time, corresponding to some expected point of reflection under a hypothesis of drift, the drift changes direction. Under the hypothesis of Brownian motion, both Brownian motion, and Brownian motion reflected at some point, will look alike and will obey the same probability laws. Under an alternative hypothesis of drift however (see below), the behaviors will look quite different. This observation enables a simple construction with which to address the problem of crossing hazards.

## Maximum of a Brownian motion

A useful further result can be immediately obtained from the preceding one dealing with reflected Brownian motion. Suppose that $W(t)$ is a Brownian motion. We might wish to consider the process $M(t)=$ $\sup _{u \in(0, t)} W(u)$, which is the greatest value obtained by the process $W(u)$ in the interval $(0, t)$. The greatest absolute distance is also of interest but, by symmetry arguments, this can be obtained immediately from the distribution of $M(t)$. Another related question, useful in interim analyzes, is the distribution of $W(t)$ given the maximum $M(t)$ obtained up until that time point. We have the following:

Lemma 2.12 If $W(t)$ is standard Brownian motion and $M(t)$ the maximum value attained on the interval $(0, t)$, i.e., $M(t)=\sup _{u \in(0, t)}$ $W(u)$, then

$$
\operatorname{Pr}\{M(t)>a\}=2 \operatorname{Pr}\{W(t)>a\}
$$

This is a simple and elegant result and enables us to make simultaneous inference very readily. Sometimes, when using a Brownian motion
approximation for a process, we may want to, for example, describe an approximate confidence interval for the whole process rather than just a confidence interval at a single point $t$. In such a case the above result comes into play immediately. The joint distribution is equally simple and we make use of the following.

Lemma 2.13 If $W(t)$ is standard Brownian motion and $M(t)$ the maximum value attained on the interval $(0, t)$, i.e., $M(t)=\sup _{u \in(0, t)}$ $W(u)$, then

$$
\operatorname{Pr}\{W(t)<a-b, M(t)>a\}=\operatorname{Pr}\{W(t)>a+b\}
$$

The conditional distribution $\operatorname{Pr}\{W(t)<a-b \mid M(t)>a\}$ can then be derived immediately by using the results of the two lemmas.

## Brownian motion with drift

We will see that simple Brownian motion provides a good model for describing score statistics, or estimating equations, once standardized. This is because we can visualize these sums as approximating a limiting process arising from summing increments, for which the expected value is equal to zero. The setting in which we study such sums is typically that of evaluating some null hypothesis, often one of some given effect, $H_{0}: \beta=\beta_{0}$, but sometimes a less obvious one, in the goodness-of-fit context, for example, whereby we can have, $H_{0}: \beta(t)=\hat{\beta}$. Almost invariably, when we consider a null hypothesis, we have an alternative in mind, frequently a local or first alternative to the null. For a null hypothesis of Brownian motion, a natural and immediate alternative is that of Brownian motion with drift. Consider then the stochastic process $X(t)$ defined by

$$
X(t)=W(t)+\mu t
$$

where $W(t)$ is Brownian motion. We can immediately see that $E\{X(t)\}=\mu t$ and $\operatorname{Var}\{X(t)\}=t$ As for Brownian motion $\operatorname{Cov}\{X(s)$, $X(t)\}=s, s<t$. Alternatively we can define the process in a way analagous to our definition for Brownian motion as a process having the following three properties:

1. $X(0)=0$.
2. $X(t), t \in(0,1)$ has independent stationary increments.
3. At each $t \in(0,1), X(t)$ is $\mathcal{N}(\mu t, t)$.

Clearly, if $X(t)$ is Brownian motion with drift parameter $\mu$, then the process $X(t)-\mu t$ is standard Brownian motion. Also, for the more common situation in which the mean may change non-linearly with time, provided the increments are independent, we can always construct a standard Brownian motion by first subtracting the mean at time $t$, then transforming the timescale in order to achieve a linearly increasing variance.

## Probability results for Brownian motion

There are a number of well-established and useful results for Brownian motion and related processes. The arcsine law can be helpful in comparing processes. Defining $X^{+}(t)$ to be the time elapsed from the origin that the Brownian process remains positive, i.e., $\sup \{t: X(s)>$ $0: 0<s<t\}$ then $\operatorname{Pr}\left(X^{+}<x\right)=(2 / \pi) \sin ^{-1} \sqrt{x}$ This law can be helpful in comparing processes and also in examining underlying hypotheses. For the Brownian bridge the largest distance from the origin in absolute value has a known distribution given in a theorem of Kolmogorov:

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{t}\left|W_{0}(t)\right| \leq \alpha\right\} \rightarrow 1-2 \sum_{k=1}^{\infty}(-1)^{k+1} \exp \left(-2 k^{2} \alpha^{2}\right), \alpha \geq 0 \tag{2.29}
\end{equation*}
$$

The sum can be seen to be convergent since this is an alternating sign series in which the $k$ th term goes to zero. Furthermore, the error in ignoring all terms higher than the $n$th is less, in absolute value, than the size of the $(n+1)$ th term. Given that the variance of $W_{0}(t)$ depends on $t$ it is also of interest to study the standardized distribution $B_{0}(t)=W_{0}(t) / \sqrt{t(1-t)}$. This is, in fact, the Ornstein-Uhlenbeck process. Simple results for the supremum of this are not possible since the process becomes unbounded at $t=0$ and $t=1$. Nonetheless, if we are prepared to reduce the interval from $(0,1)$ to $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ where $\varepsilon_{1}>0$ and $\varepsilon_{2}<1$ then we have an approximation due to Miller and Siegmund (1982):

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{t}\left|B_{0}(t)\right| \geq \alpha\right\} \approx \frac{4 \phi(\alpha)}{\alpha}+\phi(\alpha)\left(\alpha-\frac{1}{\alpha}\right) \log \left\{\frac{\varepsilon_{2}\left(1-\varepsilon_{1}\right)}{\varepsilon_{1}\left(1-\varepsilon_{2}\right)}\right\} \tag{2.30}
\end{equation*}
$$

where $\phi(x)$ denotes the standard normal density. This enables us to construct confidence intervals for a bridged process with limits themselves going to zero at the endpoints. To obtain these we use the fact
that $\operatorname{Pr}\left\{W_{0}(t)>\alpha\right\}=\operatorname{Pr}\left\{\sqrt{t(1-t)} B_{0}(t)>\alpha\right\}$. For most practical purposes though it is good enough to work with Equation 2.29 and approximate the infinite sum by curtailing summation for values of $k$ greater than 2.

### 2.12 Counting processes and martingales

Although not automatically our first choice for inference, the use of counting processes and martingales for inference in survival problems currently dominates this subject area. We will look at inference based on counting processes and martingales in Section 3.6, for some general results, and in Chapter 10 for the specific application to the proportional hazards model. In this chapter we aim to provide some understanding to the probability structure upon which the theory is based.

## Martingales and stochastic integrals

Recalling the discussion of Section 2.3 and that, for a bounded function $H(x)$ and the empirical distribution function $F_{n}(x)$, we have, by virtue of the Helly-Bray theorem, that $\int H(x) d F_{n}(x)$ converges in distribution to $\int H(x) d F(x)$. If we define $M(x)=F_{n}(x)-F(x)$ and change the order of integration, i.e., move the expectation operator, $E$, outside the integral, then

$$
E\left\{\int H(x) d M(x)\right\}=0
$$

This expression is worth dwelling upon. We think of $E$ as being an integral operator or as defining some property of a random variable, specifically a measure of location. The random variable of relevance is not immediately apparent but can be seen to be $F_{n}(x)$, an $n$-dimensional function from the observations to the interval $[0,1]$. We can suppose, at least initially, the functions $F(x)$ and $H(x)$ to be fixed and known. Our conceptual model allows the possibility of being able to obtain repetitions of the experiment, each time taking $n$ independent observations. Thus, for some fixed given $x$, the value of $F_{n}(x)$ will generally vary from one experiment to the next. We view $x$ as an argument to a function, and $F_{n}(x)$ as being random having a distribution studied below in Section 3.3. Recalling Section 2.3 on integration, note that we can rewrite the above equation as:

$$
\begin{equation*}
E \lim _{\max \Delta_{i} \rightarrow 0} \sum\left\{M\left(x_{i}\right)-M\left(x_{i-1}\right)\right\} H\left(x_{i-1}\right)=0 \tag{2.31}
\end{equation*}
$$

where $\Delta_{i}=x_{i}-x_{i-1}>0$ and where, as described in Section 2.3 the summation is understood to be over an increasing partition in which $\Delta_{i}>0$ and max $\Delta_{i}$ goes to zero. Now, changing the order of taking limits, the above expression becomes

$$
\begin{equation*}
\lim _{\max \Delta_{i} \rightarrow 0} \sum E\left\{\left[M\left(x_{i}\right)-M\left(x_{i-1}\right)\right] H\left(x_{i-1}\right)\right\}=0 \tag{2.32}
\end{equation*}
$$

a result which looks simple enough but that has a lot of force when each of the infinite number of expectations can be readily evaluated. Let's view Equation 2.32 in a different light, one that highlights the sequential and ordered nature of the partition. Rather than focus on the collection of $M\left(x_{i}\right)$ and $H\left(x_{i}\right)$, we can focus our attention on the increments $M\left(x_{i}\right)-M\left(x_{i-1}\right)$ themselves, the increments being multiplied by $H\left(x_{i-1}\right)$, and, rather than work with the overall expectation implied by the operator $E$, we will set up a sequence of conditional expectations. Also, for greater clarity, we will omit the term $\lim _{\max } \Delta_{i} \rightarrow 0$ altogether. We will put it back when it suits us. This lightens the notation and helps to make certain ideas more transparent. Later, we will equate the effect of adding back in the term $\lim _{\max \Delta_{i} \rightarrow 0}$ to that of replacing finite differences by infinitesimal differences. Consider then

$$
\begin{equation*}
U=\sum\left\{M\left(x_{i}\right)-M\left(x_{i-1}\right)\right\} H\left(x_{i-1}\right) \tag{2.33}
\end{equation*}
$$

and, unlike the preceding two equations, we are able to greatly relax the requirement that $H(x)$ be a known function or that $M(x)$ be restricted to being the difference between the empirical distribution function and the distribution function. By sequential conditioning upon $\mathcal{F}\left(x_{i}\right)$ where $\mathcal{F}\left(x_{i}\right)$ are increasing sequence of sets denoting observations on $M(x)$ and $H(x)$, for all values of $x$ less than or equal to $x_{i}$, we can derive results of wide applicability. In particular, we can now take $M(x)$ and $H(x)$ to be stochastic processes. Some restrictions are still needed for $M(x)$, in particular that the incremental means and variances exist. We will suppose that

$$
\begin{equation*}
E\left\{M\left(x_{i}\right)-M\left(x_{i-1}\right) \mid \mathcal{F}\left(x_{i-1}\right)\right\}=0 \tag{2.34}
\end{equation*}
$$

in words, when given $\mathcal{F}\left(x_{i-1}\right)$, the quantity $M\left(x_{i-1}\right)$ is fixed and known and the expected size of the increment is zero. This is not a strong requirement and only supposes the existence of the mean since, should the expected size of the increment be other than zero, then we can subtract this difference to recover the desired property. Furthermore,
given $\mathcal{F}(x)$, the quantity $H(x)$ is fixed. The trick is then to exploit the device of double expectation whereby for events, $\mathcal{A}$ and $\mathcal{B}$, it is always true that $E(\mathcal{A})=E E(\mathcal{A} \mid \mathcal{B})$. In the context of this expression, $\mathcal{B}=\mathcal{F}\left(x_{i-1}\right)$, leading to

$$
\begin{equation*}
E(U)=\sum H\left(x_{i-1}\right) E\left\{M\left(x_{i}\right)-M\left(x_{i-1}\right) \mid \mathcal{F}\left(x_{i-1}\right)\right\}=0 \tag{2.35}
\end{equation*}
$$

and, under the assumption that the increments are uncorrelated we have the variance is the sum of the variance of each component to the sum. Thus

$$
\begin{equation*}
\operatorname{Var}(U)=\sum E\left\{H^{2}\left(x_{i-1}\right)\left[M\left(x_{i}\right)-M\left(x_{i-1}\right)\right]^{2} \mid \mathcal{F}\left(x_{i-1}\right)\right\} \tag{2.36}
\end{equation*}
$$

In order to keep the presentation uncluttered we use a single operator $E$ in the above expressions, but there are some subtleties that ought not go unremarked. For instance, in Equation 2.36, the inner expectation is taken with respect to repetitions over all possible outcomes in which the set $\mathcal{F}\left(x_{i-1}\right)$ remains unchanged, whereas the outer expectation is taken with respect to all possible repetitions. In Equation 2.35 the outer expectation, taken with respect to the distribution of all potential realizations of all the sets $\mathcal{F}\left(x_{i-1}\right)$, is not written and is necessarily zero since all of the inner expectations are zero. The analogous device to double expectation for the variance is not so simple since $\operatorname{Var}(Y)=E \operatorname{Var}(Y \mid Z)+\operatorname{Var} E(Y \mid Z)$. Applying this we have

$$
\operatorname{Var}\left\{M\left(x_{i}\right)-M\left(x_{i-1}\right)\right\}=E \operatorname{Var}\left\{M\left(x_{i}\right)-M\left(x_{i-1}\right) \mid \mathcal{F}\left(x_{i-1}\right)\right\}(2.37)
$$

since $\operatorname{Var} E\left\{M\left(x_{i}\right)-M\left(x_{i-1}\right) \mid \mathcal{F}\left(x_{i-1}\right)\right\}$ is equal to zero, this being the case because each term is itself equal to the constant zero. The first term also requires a little thought, the outer expectation indicated by $E$ being taken with respect to the distribution of $\mathcal{F}\left(x_{i-1}\right)$, i.e., all the conditional distributions $M(x)$ and $H(x)$ where $x \leq x_{i-1}$. The next key point arises through the sequential nesting. These outer expectations, taken with respect to the distribution of $\mathcal{F}\left(x_{i-1}\right)$ are the same as those taken with respect to the distribution of any $\mathcal{F}(x)$ for which $x \geq x_{i-1}$. This is an immediate consequence of the fact that the lower-dimensional distribution results from integrating out all the additional terms in the higher-dimensional distribution. Thus, if $x_{\max }$ is the greatest value of $x$ for which observations are made then we can consider that all of these outer expectations are taken with respect to $\mathcal{F}\left(x_{\text {max }}\right)$. Each time that we condition upon $\mathcal{F}\left(x_{i-1}\right)$ we will treat $H\left(x_{i-1}\right)$ as a fixed constant and so it can be simply squared and moved
outside the inner expectation. It is still governed by the outer expectation which, for all elements of the sum, we will take to be with respect to the distribution of $\mathcal{F}\left(x_{\max }\right)$. Equation 2.36 then follows.

Making a normal approximation for $U$, and from the theory of estimating equations, given any set of observations, that $U$ depends monotonically on some parameter $\beta$, then it is very straightforward to set up hypothesis tests for $\beta=\beta_{0}$. Many situations, including that of proportional hazards regression, lead to estimating equations of the form of $U$. The above set-up, which is further developed below in a continuous form, i.e., after having "added in" the term $\lim _{\max \Delta_{i} \rightarrow 0}$, applies very broadly. We need the concept of a process, usually indexed by time $t$, the conditional means and variances of the increments, given the accumulated information up until time $t$.

We have restricted our attention here to the Riemann-Stieltjes definition of the integral. The broader Lebesgue definition allows the inclusion of subsets of $t$ tolerating serious violations of our conditions such as conditional means and variances not existing. The conditioning sets can be also very much more involved. Only in a very small number of applications has this extra generality been exploited. Given that it considerably obscures the main ideas to all but those well steeled in measure theory, it seems preferable to avoid it altogether. Also avoided here is the martingale central limit theorem. This theorem is much quoted in the survival analysis context and, again, since there are so few applications in which the needed large sample normality cannot be obtained via more standard central limit theorems, a lack of knowledge of this theorem will not handicap the reader.

## Counting processes

The above discussion started off with some consideration of the empirical cumulative distribution function $F_{n}(t)$ which is discussed in much more detail in Section 3.5. Let's consider the function $N(t)=\left\{n F_{n}(t)\right.$ : $0 \leq t \leq 1\}$. We can view this as a stochastic process, indexed by time $t$ so that, given any $t$ we can consider $N(t)$ to be a random variable taking values from 0 to $n$. We include here a restriction that we generally make which is that time has some upper limit, without loss of generality, we call this 1 . This restriction can easily be avoided but it implies no practical constraint and is often convenient in practical applications. We can broaden the definition of $N(t)$ beyond that of $n F_{n}(t)$ and we have:

Definition 2.4 $A$ counting process $N=\{N(t): 0 \leq t \leq 1\}$ is a stochastic process that can be thought of as counting the occurrences (as time t proceeds) of certain type of events. We suppose these events occur singly.

Very often $N(t)$ can be expressed as the sum of $n$ individual counting processes, $N_{i}(t)$, each one counting no more than a single event. In this case $N_{i}(t)$ is a simple step function, taking the value zero at $t=0$ and jumping to the value one at the time of an event. The realizations of $N(t)$ are integer-valued step functions with jumps of size +1 only. These functions are right-continuous and $N(t)$ is the (random) number of events in the time interval $[0, t]$. We associate with the stochastic process $N(t)$ an intensity function $\alpha(t)$. The intensity function serves the purpose of standardizing the increments to have zero mean. In order to better grasp what is happening here, the reader might look back to Equation 2.34 and the two sentences following that equation. The mean is not determined in advance but depends upon $\mathcal{F}_{t-}$ where, in a continuous framework, $\mathcal{F}_{t-}$ is to $\mathcal{F}_{t}$ what $\mathcal{F}\left(x_{i-1}\right)$ is to $\mathcal{F}\left(x_{i}\right)$. In technical terms:

Definition 2.5 A filtration, $\mathcal{F}_{t}$, is an increasing right continuous family of sub-sigma algebras.

This definition may not be very transparent to those unfamiliar with the requirement of sigma additivity for probability spaces and there is no real need to expand on it here. The requirement is a theoretical one which imposes a mathematical restriction on the size, in an infinite sense, of the set of subsets of $\mathcal{F}_{t}$. The restriction guarantees that the probability we can associate with any infinite sum of disjoint sets is simply the sum of the probabilities associated with those sets composing the sum. For our purposes, the only key idea of importance is that $\mathcal{F}_{t-}$ is a set containing all the accumulated information (hence "increasing") on all processes contained in the past up until but not including the time point $t$ (hence "right continuous"). We write, $\alpha=\{\alpha(t): 0 \leq t \leq 1\}$ where

$$
\alpha(t) d t=\operatorname{Pr}\left\{N(t) \text { jumps in }[t, t+d t) \mid \mathcal{F}_{t-}\right\}=E\left\{d N(t) \mid \mathcal{F}_{t-}\right\}
$$

the equality being understood in an infinitesimal sense, i.e., the functional part of the left-hand side, $\alpha(t)$, is the limit of the right-hand side divided by $d t>0$ as $d t$ goes to zero. In the chapter on survival analysis we will see that the hazard function, $\lambda(t)$, expressible as the ratio of the
density, $f(t)$, to the survivorship function, $S(t)$, i.e., $f(t) / S(t)$, can be expressed in fundamental terms by first letting $Y(t)=I(T \geq t)$. Understanding, once again, the equality sign as described in the previous sentences but one, we have
$\lambda(t) d t=\operatorname{Pr}\{N(t)$ jumps in $[t, t+d t) \mid Y(t)=1\}=E\{d N(t) \mid Y(t)=1\}$.
It is instructive to compare the above definitions of $\alpha(t)$ and $\lambda(t)$. The first definition is the more general since, choosing the sets $\mathcal{F}_{t}$ to be defined from the at-risk function $Y(t)$ when it takes the value one, enables the first definition to reduce to a definition equivalent to the second. The difference is an important one in that if we do not provide a value for $I(T \geq t)$ then this is a $(0,1)$ random variable and, in consequence, $\alpha(t)$ is a $(0, \lambda(t))$ random variable. For this particular case we can express this idea succinctly via the formula

$$
\begin{equation*}
\alpha(t) d t=Y(t) \lambda(t) d t \tag{2.38}
\end{equation*}
$$

Replacing $Y(t)$ by a more general "at risk" indicator variable will allow for great flexibility, including the ability to obtain a simple expression for the intensity in the presence of censoring as well as the ability to take on-board multistate problems where the transitions are not simply from alive to dead but from, say, state $j$ to state $k$ summarized via $\alpha_{j k}(t) d t=Y_{j k}(t) \lambda_{j k}(t) d t$ in which $Y_{j k}(t)$ is left continuous and therefore equal to the limit $Y_{j k}(t-\epsilon)$ as $\epsilon>0$ goes to zero through positive values, an indicator variable taking the value one if the subject is in state $j$ and available to make a transition to state $k$ at time $t-\epsilon$ as $\epsilon \rightarrow 0$. The hazards $\lambda_{j k}(t)$ are known in advance, i.e., at $t=0$ for all $t$, whereas the $\alpha_{j k}(t)$ are random viewed from time point $s$ where $s<t$, with the subtle condition of left continuity which leads to the notion of "predictability" described below. The idea of sequential standardization, the repeated subtraction of the mean, that leans on the evaluation of intensities, can only work when the mean exists. This requires a further technical property, that of being "adapted." We say

Definition 2.6 $A$ stochastic process $X(t)$ is said to be adapted to the filtration $\mathcal{F}_{t}$ if $X(t)$ is a random variable with respect to $\mathcal{F}_{t}$.

Once again the definition is not particularly transparent to nonprobabilists and the reader need not be over-concerned since it will not be referred to here apart from in connection with the important concept of a predictable process. The basic idea is that the relevant quantities
upon which we aim to use the tools of probability modeling should all be contained in $\mathcal{F}_{t}$. If any probability statement we wish to construct concerning $X(t)$ cannot be made using the set $\mathcal{F}_{t}$ but requires the set $\mathcal{F}_{t+u}$, where $u>0$, then $X(t)$ is not adapted to $\mathcal{F}_{t}$. In our context just about all of the stochastic processes that are of interest to us are adapted and so this need not be a concern. A related property, of great importance, and which also will hold for all of those processes we focus attention on, is that of predictability. We have

Definition 2.7 A real-valued stochastic process, $H(t)$, that is left continuous and adapted to the filtration $\mathcal{F}_{t}$ is called a predictable process.

Since $H(t)$ is adapted to $\mathcal{F}_{t}$ it is a random variable with respect to $\mathcal{F}_{t}$. Since the process is left continuous it is also adapted to $\mathcal{F}_{t-}$. Therefore, whenever we condition upon $\mathcal{F}_{t-}, H(t)$ is simply a fixed and known constant. This is the real sense of the term "predictable" and, in practice, the property is a very useful one. It is frequently encountered in the probabilistic context upon which a great number of tests are constructed. Counting processes can be defined in many different ways and such a formulation allows for a great deal of flexibility. Suppose for instance that we have events of type 1 and events of type 2 , indicated by $N_{1}(t)$ and $N_{2}(t)$ respectively. Then $N(t)=N_{1}(t)+N_{2}(t)$ counts the occurrences of events of either type. For this counting process we have

$$
\alpha(t) d t=P\left(N(t) \text { jumps in }[t, t+d t) \mid \mathcal{F}_{t-}\right)
$$

i.e., the same as $P\left(N_{1}(t)\right.$ or $N_{2}(t)$ jump in $\left.[t, t+d t) \mid \mathcal{F}_{t-}\right)$ and, if as is reasonable in the great majority of applications, where, we assume to be negligible the probability of seeing events occurring simultaneously compared to seeing them occur singly, then

$$
\alpha(t) d t=E\left\{d N_{1}(t)+d N_{2}(t) \mid \mathcal{F}_{t-}\right\}=\alpha_{1}(t)+\alpha_{2}(t)
$$

This highlights a nice linearity property of intensities, not shared by probabilities themselves. For example, if we consider a group of $n$ subjects and $n$ individual counting processes $N_{i}(t)$, then the intensity function, $\alpha(t)$, for the occurrence of an event, regardless of individual, is simply $\sum \alpha_{i}(t)$. This result does not require independence of the processes, only that we can consider as negligible the intensities we might associate with simultaneous events.

Another counting process of great interest in survival applications concerns competing risks. Suppose there are two types of event but that they cannot both be observed. The most common example of this is right censoring where, once the censoring event has occurred, it is no longer possible to make observations on $N_{i}(t)$. This is discussed more fully in the following chapters and we limit ourselves here to the observation that $N_{i}(t)$ depends on more than one variable. In the absence of further assumptions, we are not able to determine the intensity function, but if we are prepared to assume that the censoring mechanism is independent of the failure mechanism, i.e., that $\operatorname{Pr}\left(T_{i}>t \mid C_{i}>c\right)=\operatorname{Pr}\left(T_{i}>t\right)$, then a simple result is available.
Theorem 2.15 Let the counting process, $N_{i}(t)$, depend on two independent and positive random variables, $T_{i}$ and $C_{i}$ such that $N_{i}(t)=$ $I\left\{T_{i} \leq t, T_{i} \leq C_{i}\right\}$. Let $X_{i}=\min \left(T_{i}, C_{i}\right), Y_{i}(t)=I\left(X_{i} \geq t\right) ;$ then $N_{i}(t)$ has intensity process

$$
\begin{equation*}
\alpha_{i}(t) d t=Y_{i}(t) \lambda_{i}(t) d t \tag{2.39}
\end{equation*}
$$

The counting process, $N_{i}(t)$, is one of great interest to us since the response variable in most studies will be of such a form, i.e., an observation when the event of interest occurs but an observation that is only possible when the censoring variable is greater than the failure variable. Also, when we study a heterogeneous group, our principal focus in this book, the theorem still holds in a modified form. Thus, if we can assume that $\operatorname{Pr}\left(T_{i}>t \mid C_{i}>c, Z=z\right)=\operatorname{Pr}\left(T_{i}>t \mid Z=z\right)$, we then have:

Theorem 2.16 Let the counting processes, $N_{i}(t)$, depend on two independent and positive random variables, $T_{i}$ and $C_{i}$, as well as $Z$ such that

$$
\begin{equation*}
N_{i}(t)=I\left\{T_{i} \leq t, T_{i} \leq C_{i}, Z=z\right\} \tag{2.40}
\end{equation*}
$$

Then the intensity process for $N_{i}(t)$ can be written as $\alpha_{i}(t, z) d t=$ $Y_{i}(t) \lambda_{i}(t, z) d t$.

The assumption needed for Theorem 2.16, known as the conditional independence assumption, is weaker than that needed for 2.15 in that the latter theorem contains the former as a special case. Note that the stochastic processes $Y_{i}(t)$ and $\alpha_{i}(t)$ are left continuous and adapted to $\mathcal{F}_{t}$. They are therefore predictable stochastic processes, which means that, given $\mathcal{F}_{t-}$, we treat $Y_{i}(t), \alpha_{i}(t)$ and, assuming that $Z(t)$ is predictable, $\alpha_{i}(t, z)$ as fixed constants.

### 2.13 Exercises and class projects

1. Use a simple sketch to informally demonstrate the mean value theorem.
2. Newton-Raphson iteration provides sequentially updated estimates to the solution to the equation $f\left(x_{0}\right)=0$. At the $n$th step, we write $x_{n+1}=x_{n}-f\left(x_{n}\right) / f^{\prime}\left(x_{n}\right)$ and claim that $x_{n}$ converges (in the analytical sense) to $x_{0}$. Use the mean value theorem and, again, a simple sketch to show this. Intuitively, which conditions will lead to convergence and which ones can lead to failure of the algorithm.
3. Let $g(x)$ take the value 0 for $-\infty<x \leq 0: 1 / 2$ for $0<x \leq 1$; 1 for $1<x \leq 2$ : and 0 otherwise. Let $f(x)=x^{2}+2$. Evaluate the Riemann-Stieltjes integral of $f(x)$ with respect to $g(x)$ over the real line.
4. Note that $\sum_{i=1}^{n} i=n(n+1) / 2$. Describe a function such that a Riemann-Stieltjes integral of it is equal to $n(n+1) / 2$. Viewing integration an an area under a curve, conclude that this integral converges to $n^{2}$ as $n$ becomes large.
5. Suppose that in the Helly-Bray theorem for $\int h(x) d F_{n}(x)$, the function $h(x)$ is unbounded. Break the integral into components over the real line. For regions where $h(x)$ is bounded the theorem holds. For the other regions obtain conditions that would lead to the result holding generally.
6. Prove the probability integral transformation by finding the momentgenerating function of the random variable $Y=F(X)$ where $X$ has the continuous cumulative distribution function $F(x)$ and a momentgenerating function that exists.
7. If $X$ is a continuous random variable with probability density function $f(x)=2(1-x), 0<x<1$, find that transformation $Y=\psi(X)$ such that the random variable $Y$ has the uniform distribution over $(0,2)$.
8. The order statistics for a random sample of size $n$ from a discrete distribution are defined as in the continuous case except that now we have $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$. Suppose a random sample of size 5 is
taken with replacement from the discrete distribution $f(x)=1 / 6$ for $x=1,2, \ldots, 6$. Find the probability mass function of $X_{(1)}$, the smallest order statistic.
9. Ten points are chosen randomly and independently on the interval $(0,1)$. Find (a) the probability that the point nearest 1 exceeds 0.8 , (b) the number $c$ such that the probability is 0.4 that the point nearest zero will exceed $c$.
10. Find the expected value of the largest order statistic in a random sample of size 3 from (a) the exponential distribution $f(x)=\exp (-x)$ for $x>0$, (b) the standard normal distribution.
11. Find the probability that the range of a random sample of size $n$ from the population $f(x)=2 e^{-2 x}$ for $x \geq 0$ does not exceed the value 4.
12. Approximate the mean and variance of (a) the median of a sample of size 13 from a normal distribution with mean 2 and variance 9 , (b) the fifth-order statistic of a random sample of size 15 from the standard exponential distribution.
13. Simulate 100 observations from a uniform distribution. Do the same for an exponential, Weibull and log-logistic distribution with different parameters. Next, generate normal and log-normal variates by summing a small number of uniform variates. Obtain histograms. Do the same for 5000 observations.
14. Obtain the histogram of 100 Weibull observations. Obtain the histogram of the logarithms of these observations. Compare this with the histogram obtained by the empirical transformation to normality.
15. Suppose that $T_{1}, \ldots, T_{n}$ are $n$ exponential variates with parameter $\lambda$. Show that, under repeated sampling, the smallest of these also has an exponential distribution. Is the same true for the largest observation? Suppose we are only give the value of the smallest of $n$ observations from an exponential distribution with parameter $\lambda$. How can this observation be used to estimate $\lambda$.
16. Suppose that $X_{i} i=1, \ldots, n$ are independent exponential variates with parameter $\lambda$. Determine, via simple calculation, the variance of $\min \left(X_{1}, \ldots, X_{n}\right)$.
17. Having some knowledge of the survival distribution governing observations we are planning to study, how might we determine an interval of time to obtain with high probability a given number of failures? How should we proceed in the presence of censoring?
18. Derive the Bienaymé-Chebyshev inequality. Describe the advantages and drawbacks of using this inequality to construct confidence intervals in a general setting.
19. Suppose that the entropy described in Equation 2.14 depends on a parameter $\theta$ and is written $V_{\theta}(f, f)$. Consider $V_{\alpha}(f, f)$ as a function of $\alpha$. Show that this function is maximized when $\alpha=\theta$.
20. Using the device of double expectation derive Equation 2.15. Why is this breakdown interpreted as one component corresponding to "signal" and one component corresponding to "noise."
21. Suppose that $\theta_{n}$ converges in probability to $\theta$ and that the variance of $\theta_{n}$ is given by $\psi(\theta) / n$. Using Equation 2.19, find a transformation of $\theta_{n}$ for which, at least approximately, the variance does not depend on $\theta$.
22. Consider a stochastic process $X(t)$ on the interval $(2,7)$ with the following properties: (a) $X(0)=2$, (b) $X(t), t \in(2,7)$ has increments such that (c), for each $t \in(2,7)$ the distribution of $X(t)$ is Weibull with mean $2+\lambda t^{\gamma}$. Can these increments be independent and stationary? Can the process be described using the known results of Brownian motion?
23. For Brownian motion, explain why the conditional distribution of $X(s)$ given $X(t)(t>s)$ is normal with $E\{X(s) \mid X(t)=w\}=w s / t$ and $\operatorname{Var}\{X(s) \mid X(t)=w\}=s(t-s) / t$. Deduce the mean and the covariance process for the Brownian bridge.
24. The Ornstein-Uhlenbeck process can be thought of as transformed Brownian motion in which the variance has been standardized. Explain why this is the case.
25. Reread the subsection headed "Time-transformed Brownian motion" (Section 2.11) and conclude that the only essential characteristic underwriting the construction of Brownian motion is that of independent increments.
26. Find the value of $t \in(0,1)$ for which the variance of a Brownian bridge is maximized.
27. Suppose that under $H_{0}, X(t)$ is Brownian motion. Under $H_{1}, X(t)$ is Brownian motion with drift, having drift parameter 2 as long as $X(t)<1$ and drift parameter minus 2 otherwise. Describe likely paths for reflected Brownian motion under both $H_{0}$ and $H_{1}$. As a class exercise simulate ten paths under both hypotheses. Comment on the resulting figures.

## Chapter 3

## Background: General inference

### 3.1 Summary

We review the main theorems providing inference for sums of random variables. The theorem of de Moivre-Laplace is a well-known special case of the central limit theorem and helps provide the setting. Our main interest is on sums which can be considered to be composed of independent increments. The empirical distribution function $F_{n}(t)$ is readily seen to be a consistent estimator for $F(t)$ at all continuity points of $F(t)$. However, we can also view $F_{n}(t)$ as a constant number multiplying a sum of independent Bernoulli variates and this enables us to construct inference for $F(t)$ on the basis of $F_{n}(t)$. Such inference can then be extended to the more general context of estimating equations. Inference for counting processes and stochastic integrals is described since this is commonly used in this area and, additionally, shares a number of features with an approach based on empirical processes. The importance of estimating equations is stressed, in particular equations based on the method of moments and equations derived from the likelihood. Resampling techniques can also be of great value for problems in inference. Our final goal is the use of inferential tools to construct models and so the predictive power of a model is important. An approach to this question can be made via the idea of explained variation or that of explained randomness. Both are dealt with in later chapters. Here, since this does not appears to be well known, we present an outline of explained variation in general terms, i.e., without necessarily leaning on any specific model.

### 3.2 Motivation

The now classical approach to dealing with inference in survival time problems is via stochastic integrals and martingales. We recall this theory here together with the main results. Our main motivation though is to show that all of the practical problems we are ever likely to encounter can be attacked using very standard techniques, essentially the central limit theorem and simple variants of it. The statistics that we will derive can be seen quite easily to fall under the headings described below. The statistics described there will have known large sample distributions. We can then appeal immediately to known results from Brownian motion and other functions of Brownian motion. Using this approach to inference is reassuring since (1) the building blocks are elementary ones, well known to those who have followed introductory courses on inference (this is not the case, for instance, for the martingale central limit theorem) and (2) we obtain, as special cases, statistics that are currently widely used, the most notable examples being the partial likelihood score test and weighted log-rank statistics. However, we will obtain many more statistics, all of which can be seen to sit in a single solid framework and some of which, given a particular situation of interest, will suggest themselves as being potentially more suitable than others.

### 3.3 Limit theorems for sums of random variables

The majority of statistics of interest that arise in practical applications are directly or indirectly (e.g., after taking the logarithm to some base) expressible as sums of random variables. It is therefore of immense practical value that the distribution theory for such sums can, in a wide variety of cases, be approximated by normal distributions. Moreover, we can obtain some idea as to how well the approximation may be expected to behave. It is also possible to refine the approximation. In this section we review the main limit theorems applicable to sums of random variables.

## Theorem of De Moivre-Laplace

Let $N_{n}=\sum_{i=1}^{n} X_{i}$ be the number of successes in $n$ independent Bernoulli trials $X_{i}$, each trial having probability of success equal to $p$. Then

$$
\left\{N_{n}-n p\right\} / \sqrt{n p(1-p)} \rightarrow \mathcal{N}(0,1)
$$

where $\rightarrow$ means convergence in distribution. This is the oldest result of a central limit type and is the most well known special case of the more general result, just below, for sums of independent and identically distributed random variables.

## Central limit theorem for i.i.d. variables

Let $X_{i}, i=1,2, \ldots$ be independent random variables having the samedistribution $F($.$) . We assume that \int u^{2} d F(u)<\infty$. Let $\sigma^{2}=\int u^{2} d F(u)-\mu^{2}$ where $\mu=\int u d F(u)$. Let $\bar{x}=\int u d F_{n}(u)$ where $F_{n}(t)=n^{-1} \sum_{i=1}^{n} I$ $\left(T_{i} \leq t\right)$. Then the central limit theorem states that

$$
\sigma \sqrt{n}(\bar{x}-\mu) \rightarrow \mathcal{N}(0,1)
$$

Less formally we state that $\bar{x}$ converges to a normal distribution with mean $\mu$ and variance $\sigma^{2} / n$. This result is extremely useful and also quite general. For example, applying the mean value theorem, then for $g(\bar{x})$, where $g(x)$ is a differentiable function of $x$, we can see, using the same kind of informal statement, that $g(\bar{x})$ converges to a normal distribution with mean $g(\mu)$ and variance $\left\{g^{\prime}(\mu)\right\}^{2} \sigma^{2} / n$.

## Central limit theorem for independent variables

For nonidentically distributed random variables the problem is very much more involved. This is because of the large number of potential situations that need be considered. The most succinct solution appeared as the condition described below. Let $X_{i}, i=1,2, \ldots$ be independent random variables having distributions $F_{i}($.$) . Let \sigma_{i}^{2}=$ $\int u^{2} d F_{i}(u)<\infty$ and $\mu_{i}=\int u d F_{i}(u)$. Let $B_{n}^{2}=\sum \sigma_{i}^{2}$ and define $\int_{\epsilon}$ to be an integral over the real line such that $\left|t-\mu_{i}\right|>\epsilon B_{n}$. Introduce the following:

Condition 3.1 For each $\epsilon>0, \sum B_{n}^{-2} \int_{\epsilon}\left(t-\mu_{i}\right)^{2} \rightarrow 0$, as $n \rightarrow \infty$ If this condition is satisfied then

$$
n B_{n}^{-1}\left(\bar{x}-n^{-1} \sum \mu_{i}\right) \rightarrow \mathcal{N}(0,1)
$$

This condition is known as the Lindeberg condition. The statement is an "only if" statement. Less formally we say that $\bar{x}$ converges to a
normal distribution with mean $\sum \mu_{i} / n$ and variance $B_{n}^{2} / n^{2}$. The condition is simply a way of formulating or expressing mathematically the need that the sum be composed of independent "relevant" contributions. If a single term or group of terms dominate the sum such that the remaining contributions are in some sense negligible, then our intuition may tell us it would not be reasonable to anticipate the central limit theorem to generally apply. This could happen in various ways, in particular if there is "too much" information in the tails of the distributions, i.e., the tails are too heavy or $\sigma_{i}^{2}$ diminishes with increasing $i$ at too fast a rate. It follows from the Lindeberg condition that

$$
B_{n}^{-2} \sigma_{n}^{2} \rightarrow 0, B_{n} \rightarrow \infty, \text { as } n \rightarrow \infty .
$$

It can be fairly easily shown that the condition below implies the Lindeberg condition and provides a more ready way of evaluating whether or not asymptotic normality obtains.

Condition 3.2 The Lindeberg condition holds if, for $k>2$,

$$
B_{n}^{-k} \sum \kappa_{k} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

## Central limit theorem for dependent variables

Let $X_{i}, i=1,2, \ldots$ be a sequence of random variables having distributions $F_{i}($.$) . Let \sigma_{i}^{2}=\int u^{2} d F_{i}(u)<\infty$ and $\mu_{i}=\int u d F_{i}(u)$. As before, let $B_{n}^{2}=\sum \sigma_{i}^{2}$. Then, under certain conditions,

$$
n B_{n}^{-1}\left(\bar{x}-n^{-1} \sum \mu_{i}\right) \rightarrow \mathcal{N}(0,1) .
$$

As we might guess, the conditions in this case are much more involved and we need to use array notation in order to express the cross dependencies that are generated. If we take an extreme case we see immediately why the dependencies have to be carefully considered for, suppose $X_{i}=\alpha_{i-1} X_{i-1}$ where the $\alpha_{i}$ are nonzero deterministic coefficients such that $\sum_{1}^{n} \alpha_{i} \rightarrow 1$, then clearly $X_{n}$ converges in distribution to $X_{1}$ which can be any chosen distribution. In rough terms, there needs to be enough independence between the variables for the result to hold. Describing what is meant by "enough" is important in certain contexts, time series analysis being an example, but, since it is not needed in this work, we do not spend any time on it here. A special case of nonidentical distributions, of value in survival analysis, is the following.

Central limit theorem for weighted sums of i.i.d. variables
Let $X_{i}, i=1,2, \ldots$ be independent random variables having the same distribution $F($.$) . Let \sigma^{2}=\int u^{2} d F(u)<\infty$ and $\mu=\int u d F(u)$. Let $a_{i}, i=1, \ldots, n$, be constants, $S_{n}=n^{-1 / 2} \sum_{i=1}^{n} a_{i}\left(X_{i}-\mu\right)$ and $\sigma_{S}^{2}(n)=$ $\sigma^{2} \sum_{i=1}^{n} a_{i}^{2} / n$, then $S_{n} / \sigma_{S}(n) \rightarrow \mathcal{N}(0,1)$ where $\sigma_{S}(n)=\left\{\sigma_{S}^{2}(n)\right\}^{1 / 2}$, whenever the following condition holds;

Condition 3.3 The coeficients $a_{i}$ are constants and are such that

$$
\frac{\max \left|a_{i}\right|}{\sqrt{\sum_{j=1}^{n} a_{j}^{2}}} \rightarrow 0
$$

Many statistics arising in nonparametric theory come under this heading, e.g., linear sums of ranks. The condition is a particularly straightforward one to verify and leads us to conclude large sample normality for the great majority of the commonly used rank statistics in nonparametric theory. A related condition, which is sometimes of more immediate applicability, can be derived as a consequence of the above large sample result together with an application of Slutsky's theorem. Suppose, as before, that $X_{i}, i=1,2, \ldots$ are independent random variables having the same distribution $F($.$) , that \sigma^{2}=\int u^{2} d F(u)<\infty$, $\mu=\int u d F(u)$ and that $a_{i}, i=1, \ldots, n$, are constants. Again, let$\operatorname{ting} S_{n}=n^{-1 / 2} \sum_{i=1}^{n} a_{i}\left(X_{i}-\mu\right)$ and $\sigma_{S}^{2}(n)=\sigma^{2} \sum_{i=1}^{n} a_{i}^{2} / n$, then $S_{n} \rightarrow \mathcal{N}\left(0, \sigma^{2} \alpha^{2}\right)$ where:

Condition 3.4 The mean of the constant coeficients $a_{i}$ converges and

$$
\frac{1}{n} \sum_{j=1}^{n} a_{j}^{2} \rightarrow \alpha^{2}, \quad 0<\alpha^{2}<\infty
$$

The condition is useful in that it will allow us to both conclude normality for the linear combination $S_{n}$ and, at the same time, provide us with a variance for the linear combination. Weighted log-rank statistics and score statistics under non-proportional hazards models are close to coming under this heading. The weights in that case are not fixed in advance but, since the weights are typically bounded and converge to given quantities, it is relatively straightforward to put in the extra steps to obtain large sample normality in those cases too.

### 3.4 Functional Central Limit Theorem

If we limit our attention to sums of random variables, each of which is indexed by a value $t$ lying between 0 and 1 (we lose no generality in practice by fixing an upper limit 1 rather than infinity), we can obtain many useful results. The important idea here is that of the order among the random variables indexed by $t$, since $t$ will be a real number between 0 and 1 . As always the sums of interest will be finite, sums of quantities evaluated at some finite number of time points on the interval $(0,1)$, and, we will appeal to known results concerning the limiting continuous distributions, as the interval is "filled out," as a means to approximate the exact, but necessarily complicated, finite sample distributions. For this reason it is helpful to begin reasoning in terms of sums, indexed by a finite number of points, and consider what such sums look like as the number of points increases without limit.

Sums of i.i.d. variables on interval $(0,1)$
Imagine a process starting at the origin and making successive displacements $X_{i}, i=1, \ldots n$, where the $X_{i}$ are all independent. For every $k$, where $1 \leq k \leq n$, the total distance travelled from the origin can be represented by $U_{k}=\sum_{i \leq k} X_{i}$ (random walk). The simplest way of looking at such a process is to consider the interval $(0,1)$ divided into $n$ equal nonoverlapping intervals each of size $1 / n$. This can only be achieved in one way. We make observations $X_{i}$, and therefore $U_{i}$, at the points $t=i / n, i=1, \ldots, n$. The increments $X_{i}$ are independent. We have $E\left(X_{i}\right)=0$ and $\operatorname{Var}\left(X_{i}\right)=\sigma^{2}<\infty$. In consequence we see that $E\left(U_{k}\right)=0$, that $E\left(U_{k}^{2}\right)=k \sigma^{2}$ and, in view of the central limit theorem, that $E\left(U_{k}^{\ell}\right) \rightarrow 0, \forall \ell$ odd. We make the process continuous by linearly interpolating between the points at which $U_{i}, i=1, \ldots, n$ is defined. Note that there are much more general developments of the limiting process than we obtain here (Brownian motion) and that continuity can be demonstrated as a property of the limiting process. However, it seems easier to construct the process already having continuity as a property for finite situations. This avoids technical difficulties and, perhaps more importantly, helps illustrate why and how, in practice, we can construct processes that will look like Brownian motion. Indeed, not only will these processes look like Brownian motion, but their probabilistic behavior, of practical interest to us, can be
accurately approximated by the known properties of Brownian motion. Finally, just as in the standardizations of the preceding sections, we need standardize the variance of our process. This we do by considering the sum

$$
U_{k}^{*}=(\sigma \sqrt{n})^{-1} U_{k}=(\sigma \sqrt{n})^{-1} \sum_{i \leq k} X_{i}
$$

from which, letting $t=k / n$, we readily obtain the mean and the variance of $U_{k}^{*}$ as

$$
\begin{equation*}
E\left(U_{k}^{*}\right)=(\sigma \sqrt{n})^{-1} \sum_{i \leq k} E\left(X_{i}\right)=0 ; \quad \operatorname{Var}\left(U_{k}^{*}\right)=(\sigma \sqrt{n})^{-2} k \sigma^{2}=t \tag{3.1}
\end{equation*}
$$

Although this and the following section are particularly simple, the reader should make sure that he or she has a very solid understanding as to what is taking place. It underscores all the main ideas behind the methods of inference that are used. An example of such a process in which $\sigma^{2}=1$ and $n=30$ is shown in Figure 3.1 As for $\operatorname{Var}\left(U_{k}^{*}\right)$ we see in the same way that;

Theorem 3.1 For $k<m$, $\operatorname{Cov}\left(U_{k}^{*}, U_{m}^{*}\right)=t$ where $t=k / n$.
The important thing to note is that the increments are independent, implying convergence to a Gaussian process. All we then need is the covariance process. Figure 3.1 and Figure 3.2 represent approximations to Brownian motion in view of discreteness and the linear interpolation. The figures indicate two realizations from the above summed processes, and the reader is encouraged to carry out his or her own such simulations, an easy exercise, and yet invaluable in terms of building


Figure 3.1: Two independent simulations of sums of 30 points on interval $(0,1)$.


Figure 3.2: Two independent simulations of sums of 500 points on interval $(0,1)$.
good intuition. An inspection of any small part of the curve (take, for example, the curve between 0.30 and 0.31 where the curve is based on less than 100 points), might easily be a continuous straight line, nothing at all like the limiting process, Brownian motion. But imagine, as very often is the case in applications, that we are only concerned about some simple aspect of the process, for instance, the greatest absolute distance travelled from the origin for the transformed process, tied down at $t=1$. With as few as 30 observations our intuition would correctly lead us to believe that the distribution of this maximum will be accurately approximated by the same distribution, evaluated under the assumption of a Brownian bridge. Of course, such a statement can be made more technically precise via use, for example, of the law of the iterated logarithm or the use of Berry-Esseen bounds.

Sums of independent variables on $(0,1)$
The simple set-up of the previous section, for which the large sample theory, described above, is well established, can be readily extended to the non i.i.d. case. Let's begin by relaxing the assumption that the variances of the $X_{i}$ do not depend on $i$. Suppose that as before $E\left(X_{i}\right)=0$ and let $\operatorname{Var}\left(X_{i}\right)=\sigma_{i}^{2}<\infty$. Then clearly the process

$$
U_{k}^{*}=(\sqrt{n})^{-1} \sum_{i \leq k} \sigma_{i}^{-1} X_{i}
$$

will look like the process defined above. In particular, straightforward manipulation as above shows that $E\left(U_{k}^{*}\right)=0$ and $\operatorname{Cov}\left(U_{k}^{*}, U_{m}^{*}\right)=t$ where $k<m$ and $t=k / n$. We allow $k$ to increase at the same rate,
i.e., $k=n t$ where $0<t<1$. As $n \rightarrow \infty$ the number of possible values of $t, t \in(0,1)$ also increases without limit to the set of all rationals on this interval. We can also suppose that as $k, n \rightarrow \infty ; k<n$, such that $k / n=t$ then $\sigma_{t}^{2}$ converges almost everywhere to some function $\sigma^{2}(t)$. To this set of rationals we can easily add the irrationals by, fixing $t$ and, for every given $n$, choose $k$ to produce the closest rational to $t$. We then allow $n$ to increase without bound.

The functional central limit theorem states that the above process goes to a limit. The limiting process is defined on the real interval. Choosing any set of points $\left\{t_{1}, \ldots, t_{k}\right\},\left(0<t_{i}<1, i=1, \ldots, k\right)$ then the process $U_{t_{1}}^{*}, U_{t_{2}}^{*}, \ldots, U_{t_{k}}^{*}$ converges in distribution to the multivariate normal. As indicated above the covariance only depends on the distance between points so that $\operatorname{Cov}\left\{U_{s}^{*}, U_{t}^{*}\right\}=s ; s<t$. The basic idea is that the increments, making up the sum $U^{*}(t)$, get smaller and smaller as $n$ increases. The increments have expectation equal to zero unless there is drift. Also, the way in which the increments become smaller with $n$ is precisely of order $\sqrt{n}$. The variance therefore increases linearly with time out in the process. In practical applications, it is only necessary that the increments be independent and that these increments have a finite variance. It is then straightforward to carry out a time transformation to obtain the limiting process as an immediate consequence of the functional central limit theorem. The functional central limit theorem differs very little in essence to the usual central limit theorem, from which it derives. The key additional idea is that of sequential standardization. It is all very simple but, as we shall see, very powerful.

### 3.5 Empirical distribution function

The above results can be directly applied to the sample empirical distribution function $F_{n}(t)$, defined for a sample of size $n$ (uncensored) to be the number of observations less than or equal to $t$ divided by $n$, i.e., $F_{n}(t)=n^{-1} \sum_{i=1}^{n} I\left(T_{i} \leq t\right)$. For each $t$, and we may assume $F(t)$ to be a continuous function of $t$, we would hope that $F_{n}(t)$ converges to $F(t)$ in probability. This is easy to see but, in fact, we have stronger results, starting with the Glivenko-Cantelli theorem whereby

$$
D_{n}=\sup _{0 \leq t \leq \infty}\left|F_{n}(t)-F(t)\right|=\sup _{0 \leq t \leq \infty}\left|S_{n}(t)-S(t)\right|
$$

converges to zero with probability one and where $S_{n}(t)=1-F_{n}(t)$. This is analogous to the law of large numbers and, although important, is not all that informative. A central limit theorem can tell us much more and this obtains by noticing how $F_{n}(t)$ will simulate a process relating to the Brownian bridge. To see this it suffices to note that $n F_{n}(t)$, for each value of $t$, is a sum of independent Bernoulli variables. Therefore, for each $t$ as $n \rightarrow \infty$, we have that $\sqrt{n}\left\{F_{n}(t)-F(t)\right\}$ converges to normal with mean zero and variance $F(t)\{1-F(t)\}$. We have marginal normality. However, we can claim conditional normality in the same way, since, for each $t$ and $s(s<t), n F_{n}(t)$ given $n F_{n}(s)$, is also a sum of independent Bernoulli variables. Take $k_{1}$ and $k_{2}$ to be integers $\left(1<k_{1}<k_{2}<n\right)$ such that $k_{1} / n$ is the nearest rational smaller than or equal to $s$ (i.e., $k_{1}=\max j ; j \in\{1, \ldots, n\},, j \leq n s$ ) and $k_{2} / n$ is the nearest rational smaller than or equal to $t$. Thus, $k_{1} / n$ converges with probability one to $s, k_{2} / n$ to $t$, and $k_{2}-k_{1}$ increases without bound at the same rate as $n$. We then have:

Theorem $3.2 \sqrt{n}\left\{F_{n}(t)-F(t)\right\}$ is a Gaussian process with mean zero and covariance given by:

$$
\begin{equation*}
\operatorname{Cov}\left[\sqrt{n}\left\{F_{n}(s)\right\}, \sqrt{n}\left\{F_{n}(t)\right\}\right]=F(s)\{1-F(t)\} \tag{3.2}
\end{equation*}
$$

It follows immediately that, for $T$ uniform, the process $\sqrt{n}\left\{F_{n}(t)-t\right\}$ $(0 \leq t \leq 1)$, converges in distribution to the Brownian bridge. But note that, whatever the distribution of $T$, as long as it has a continuous distribution function, monotonic increasing transformations on $T$ leave the distribution of $\sqrt{n}\left\{F_{n}(t)-F(t)\right\}$ unaltered. This means that we can use the Brownian bridge for inference quite generally. In particular, consider results of the Brownian bridge, such as the distribution of the supremum over the interval $(0,1)$, that do not involve any particular value of $t$ (and thereby $F(t)$ ). These results can be applied without modification to the process $\sqrt{n}\left\{F_{n}(t)-F(t)\right\}$ whether or not $F(t)$ is uniform. Among other useful results concerning the empirical distribution function we have:

## Law of iterated logarithm

This law tells us something about the extreme deviations of the process. The following theorem (Serfling, page 62) provides the rate with $n$ at which the largest absolute discrepancy between $F_{n}(t)$ and $F(t)$ is tending to zero.

Theorem 3.3 With probability one,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sqrt{n} D_{n}}{(2 \log \log n)^{\frac{1}{2}}}=\sup \{F(t)(1-F(t))\}^{\frac{1}{2}} \tag{3.3}
\end{equation*}
$$

For the most common case in which $F(t)$ is continuous, we know that $\sup F(t)(1-F(t))$ is equal to 0.5 . As an illustration, for 50 subjects, we find that $D_{n}$ is around 0.12 . For 50 i.i.d. observations coming from some known or some hypothesized distribution, if the hypothesis is correct then we expect to see the greatest discrepancy between the empirical and the hypothesized distribution to be close to 0.12 . Values far removed from that might then be indicative of either a rare event or that the assumed distribution is not correct. Other quantities, indicating how close to $F(t)$ we can anticipate $F_{n}(t)$ to be, are of interest, one in particular being;

$$
C_{n}=n \int_{0}^{\infty}\left\{F_{n}(t)-F(t)\right\}^{2} f(t) d t
$$

As for $D_{n}$ the asymptotic distribution of $C_{n}$ does not depend upon $F(t)$. For this case the law of the iterated logarithm is expressed as follows:

Theorem 3.4 With probability one,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{C_{n}}{(2 \log \log n)^{\frac{1}{2}}}=\frac{1}{\pi^{2}} \tag{3.4}
\end{equation*}
$$

For $D_{n}$, inference can be based on the maximum of a Brownian bridge. In the case of $C_{n}$ inference is less straightforward and is based on the following lemma;

Lemma 3.1 Letting $\eta=\sum_{j=1}^{\infty} \chi_{j}^{2}(\pi j)^{-2}$ where the $\chi_{j}^{2}$ are independent chi-square variates then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(C_{n} \leq c\right)=P(\eta \leq c) \tag{3.5}
\end{equation*}
$$

the results for both $D_{n}$ and $C_{n}$ are large sample ones but can nonetheless provide guidance when dealing with actual finite samples. Under assumed models it is usually possible to calculate the theoretical distribution of some quantity which can also be observed. We are then able to contrast the two and test the plausibility of given hypotheses.

### 3.6 Inference for martingales and stochastic integrals

The reader might look over Section 2.12 for the probability background behind martingales. A martingale $M=\{M(t): t \geq 0\}$ is a stochastic process whose increment over an interval $(u, v]$, given the past up to and including time $u$, has expectation zero, i.e., $E\left\{M(v)-M(u) \mid \mathcal{F}_{u}\right\}=$ 0 for all $0 \leq u<v<1$. Equation 2.34 provides the essential idea for the discrete time case. We can rewrite the above defining property of martingales by taking the time instants $u$ and $v$ to be just before and just after the time instant $t$. Letting both $v$ and $u$ tend to $t$ and $u$ play the role of $t-$, we can write;

$$
\begin{equation*}
E\left\{d M(t) \mid \mathcal{F}_{t-}\right\}=0 . \tag{3.6}
\end{equation*}
$$

Note that this is no more than a formal way of stating that, whatever the history $\mathcal{F}_{t}$ may be, given this history, expectations exist. If these expectations are not themselves equal to zero then we only need subtract the nonzero means to achieve this end. A counting process $N_{i}(t)$ is not of itself a martingale but note, for $0 \leq u<v \leq 1$, that $E\left\{N_{i}(v) \mid \mathcal{F}_{u}\right\}>E\left\{N_{i}(u) \mid \mathcal{F}_{u}\right\}$ and, as above, by taking the time instants $u$ and $v$ to be just before and just after the time instant $t$, letting $v$ and $u$ tend to $t$ and $u$ play the role of $t-$, we have

$$
\begin{equation*}
E\left\{d N_{i}(t) \mid \mathcal{F}_{t-}\right\}>0 . \tag{3.7}
\end{equation*}
$$

A stochastic process $N_{i}(t)$ with the above property is known as a submartingale. Again, providing expectations are finite, it is only a matter of subtracting the sequentially calculated means in order to bring a submartingale under the martingale heading. This idea is made precise by the theorem of Doob-Meyer.

## Doob-Meyer decomposition

For the submartingale $N_{i}(t)$, having associated intensity process $\alpha(t)$, we have from Equation 2.38 that $E\left\{d N(t) \mid \mathcal{F}_{t-}\right\}=\alpha(t) d t$. If we write $d M(t)=d N(t)-\alpha(t) d t$ then $E\left\{d M(t) \mid \mathcal{F}_{t-}\right\}=0$. Thus $M(t)$ is a martingale. For the counting processes of interest to us we will always be able to integrate $\alpha(t)$ and we define $A(t)=\int_{0}^{t} \alpha(t)$. We can write

$$
\begin{equation*}
N_{i}(t)=M_{i}(t)+A_{i}(t) . \tag{3.8}
\end{equation*}
$$

Such a decomposition of a submartingale into the sum of a martingale and a predictable stochastic process, $A_{i}(t)$, is an example of a more general theorem for such decompositions known as the Doob-Meyer theorem. It can be applied to quite general submartingales, the precise conditions under which require measure-theoretic arguments. For the counting processes of interest to us in survival analysis the theorem always applies. The predictable process $A_{i}(t)$ is called the compensator of $N_{i}(t)$. In simple terms the compensator is used to make the means zero thereby producing the martingales that our theory needs.

The compensator $A_{i}(t)$
A counting process, $N_{i}(t)$, is simply a random variable indexed by $t$. This is the definition of a stochastic process so that $N_{i}(t)$ is, in particular, a stochastic process. For the majority of applications in survival analysis, $N_{i}(t)$ will count no further than one; at the outset, $N_{i}(0)$ takes the value zero and, subsequently, the value one for all times greater than or equal to that at which the event of interest occurs. But, generally, $N_{i}(t)$ may assume many, or all, integer values. Note that any sum of counting processes can be immediately seen to be a counting process in its own right. An illustrative example could be the number of goals scored during a soccer season by some team. Here, the indexing variable $t$ counts the minutes from the beginning of the season. The expectation of $N_{i}(t)$ (which must exist given the physical constraints of the example) may vary in a complex way with $t$, certainly non-decreasing and with long plateau when it is not possible for a goal to be scored, for instance when no game is being played. At time $t=0$, it might make sense to look forward to any future time $t$ and to consider the expectation of $N_{i}(t)$.

As the season unfolds, at each $t$, depending on how the team performs, we may exceed, possibly greatly, or fall short of, the initial expectation of $N_{i}(t)$. As the team's performance is progressively revealed to us, the original expectations are of diminishing interest and it is clearly more useful to consider those conditional expectations in which we take account of the accumulated history at time point $t$. Working this out as we go along, we determine $A_{i}(t)$ so that $N_{i}(t)-A_{i}(t)$, given all that has happened up to time $t$, has zero expectation. When $\alpha_{i}(s)$ is the intensity function for $N_{i}(s)$, then

$$
A_{i}(t)=\int_{0}^{t} \alpha_{i}(s) d s
$$

and this important result is presented in Theorem 3.5 given immediately below.

## Predictable variation process

Linear statistics of the form $U$ described in Section 3.7, following standardization, are, not surprisingly, well approximated by standard normal variates. We will see this below using results for estimating equations and results for sums of independent, although not necessarily identical, random variables. The martingale central limit theorem can also be used in this context and, for all of our applications, it is possible to apply it in a simple form avoiding measure-theoretic arguments. Such an approach would then coincide with standard results for sums of independent random variables. In order to standardize $U$ we will require an estimate of the variance as well as the mean. Unlike, say, Brownian motion or the Ornstein-Uhlenbeck processes mentioned in the previous chapter, where at time $t$ we have a very simple expression for the variance, the variance of $U$ can be complex and will clearly depend on $H(x)$. One way of addressing this question is through the use of the predictable variation process. We know from the above that:

$$
E\left\{d N(t) \mid \mathcal{F}_{t-}\right\}=\alpha(t) d t, \quad E\left\{d M(t) \mid \mathcal{F}_{t-}\right\}=0 .
$$

Conditional upon $\mathcal{F}_{t-}$, we can view the random variable $d N(t)$ as a Bernoulli $(0,1)$ having mean $\alpha(t) d t$ and variance given by $\alpha(t) d t$ $\{1-\alpha(t) d t\}$. In contrast, the random variable $d M(t)$, conditional on $\mathcal{F}_{t-}$, has mean zero and the same variance. This follows since, given $\mathcal{F}_{t-}, \alpha(t)$ is fixed and known. As usual, all the equations are in an infinitesimal sense, the equal sign indicating a limiting value as $d t \rightarrow 0$. In this sense $\alpha^{2}(t)(d t)^{2}$ is negligible when compared to $\alpha(t) d t$ since the ratio of the first to the second goes to zero as $t$ goes to zero. Thus, the incremental variances are simply the same as the means, i.e., $\alpha(t) d t$. This, of course, ties in exactly with the theory for Poisson counting processes.

Definition 3.1 The predictable variation process of a martingale $M(t)$, denoted by $\langle M\rangle=\{\langle M\rangle(t): t \geq 0\}$ is such that

$$
\begin{equation*}
d\langle M\rangle(t)=E\left\{[d M(t)]^{2} \mid \mathcal{F}_{t-}\right\}=\operatorname{Var}\left\{d M(t) \mid \mathcal{F}_{t-}\right\} . \tag{3.9}
\end{equation*}
$$

The use of pointed brackets has become standard notation here and, indeed, the process is often referred to as the pointed brackets process,

Note that $\langle M\rangle$ is clearly a stochastic process and that the process is predictable and nondecreasing. It can be thought of as the sum of conditional variances of the increments of $M$ over small time intervals partitioning $[0, t]$, each conditional variance being taken given what has happened up to the beginning of the corresponding interval. We then have the following important result:
Theorem 3.5 Let $M_{i}(t)=N_{i}(t)-A_{i}(t)$ where $A_{i}(t)=\int_{0}^{t} \alpha_{i}(s) d s$. Then

$$
\begin{equation*}
\left\langle M_{i}\right\rangle(t)=A_{i}(t) \tag{3.10}
\end{equation*}
$$

Corollary 3.1 Define, for all $t$ and $i \neq j$, the predictable covariation process, $\left\langle M_{i}, M_{j}\right\rangle$, of two martingales, $M_{i}$ and $M_{j}$, analogously to the above. Then

$$
\begin{equation*}
\left\langle M_{i}, M_{j}\right\rangle(t)=0 \tag{3.11}
\end{equation*}
$$

The corollary follows readily if, for $i \neq j$, the counting processes $N_{i}(t)$ and $N_{j}(t)$ can never jump simultaneously. In this case the product $d N_{i}(t) d N_{j}(t)$ is always equal to zero. Thus, the conditional covariance between $d N_{i}(t)$ and $d N_{j}(t)$ is $-\alpha_{i}(t) d t \cdot \alpha_{j}(t) d t$.

## Stochastic integrals

The concept of a stochastic integral is very simple; essentially we take a Riemann-Stieltjes integral, from zero to time point $t$, of a function which, at the outset when $t=0$ and looking forward, would be random. Examples of most immediate interest to us are: $N(t)=\int_{0}^{t} d N(s)$, $A(t)=\int_{0}^{t} d A(s)$ and $M(t)=\int_{0}^{t} d M(s)$. Of particular value are integrals of the form $\int_{0}^{t} H(s) d M(s)$ where $M(s)$ is a martingale and $H(s)$ a predictable function. By predictable we mean that if we know all the values of $H(s)$ for $s$ less than $t$ then we also know $H(t)$, and this value is the same as the limit of $H(s)$ as $s \rightarrow t$ for values of $s$ less than $t$.

The martingale transform theorem provides a tool for carrying out inference in the survival context. Many statistics arising in practice will be of a form $U$ described in the section on estimating equations just below. For these the following result will find immediate application:

Theorem 3.6 Let $M$ be a martingale and $H$ a predictable stochastic process. Then $M^{*}$ is also a martingale where it is defined by:

$$
\begin{equation*}
M^{*}(t)=\int_{0}^{t} H(s) d M(s) \tag{3.12}
\end{equation*}
$$

Corollary 3.2 The predictable variation process of the stochastic process $M^{*}(t)$ can be written

$$
\begin{equation*}
\left\langle M^{*}\right\rangle(t)=\int_{0}^{t} H(s)^{2} d\langle M\rangle(s)=\int_{0}^{t} H^{2}(s) d A(s) \tag{3.13}
\end{equation*}
$$

There is a considerable theory for stochastic integrals, much of it developed in the econometric and financial statistical literature. For our purposes and for all the tests that have been developed in the framework of counting processes for proportional hazards models, the above theorem and corollary are all that is needed. A very considerable array of test procedures come directly under this heading. Many modern approaches to survival analysis lean on the theory of stochastic integrals in order to carry out inference. The main approaches here are sometimes different, based instead on the main theorem of proportional hazards regression, Donsker's theorem, and known results concerning Brownian motion and functions of Brownian motion. Behind both approaches are the ideas relating to the limits of sums of conditionally independent increments. In some situations the resulting statistics that we use are identical. Chapter 10 deals specifically with inference for the proportional hazards model based on the ideas described in this section.

## Central limit theorem for martingale processes

The hard part of the work in obtaining a large sample result for stochastic integrals is to find a convergence in probability result for the variation process $\langle M\rangle(t)$. If this limit exists then we write it as $A(t)$. The result can be summarized in a theorem which depends on two conditions.

Theorem 3.7 Suppose we have the following two conditions:

1. As $n$ increases without bound, $\langle M\rangle(t)$ converges in probability to $A(t)$,
2. As $n$ increases, the jumps in $M(t)$ tend to zero.

Then, the martingale $M(t)$ converges to a Gaussian process with mean zero and variance $A(t)$.

Added conditions can make it easier to obtain the first one of these conditions and, as a result, there are a number of slightly different versions of these two criteria. The multivariate form has the same structure. In practical situations, we take $M(\infty)$ to be $\mathcal{N}\left(0, \sigma^{2}\right)$ where we estimate $\sigma^{2}$ by $\langle M\rangle(\infty)$.

## Censoring and at-risk functions

The counting process structure does well on an intuitive level in dealing with the concept of censoring and the concept of being at risk. We will only observe the actual counts but we can imagine that the probability, more precisely the intensity when referring to infinitely small time periods, can change in complex ways through time. In particular, there may be time periods when, although a key event of interest may occur, we are unable to observe it because of some censoring phenomenon. As an example, allow $N(t)$ to count some event of interest and define $Y(t)$ to take the value zero when $t$ lies in the semi-closed interval $(a, b]$, (when we are unable to observe the event of interest) and the value one otherwise. The counting process $N^{*}(t)$ where,

$$
\begin{equation*}
N^{*}(t)=\int_{0}^{t} Y(s) d N(s) \tag{3.14}
\end{equation*}
$$

counts observable events. If the censoring does not modify the compensator, $A(t)$, of $N(t)$, then $N(t)$ and $N^{*}(t)$ have the same compensator. The difference, $M^{*}(t)=N^{*}(t)-A(t)$ would typically differ from the martingale $M(t)$ but would nonetheless still be a martingale in its own right. In addition, it is easily anticipated how we might go about tackling the much more complex situation in which the censoring would not be independent of the failure mechanism. Here, the compensators for $N^{*}(t)$ and $N(t)$ do not coincide. For this more complex case, we would need some model, $A^{*}(t)$, for the compensator of $N^{*}(t)$ in order that $M^{*}(t)=N^{*}(t)-A^{*}(t)$ would be a martingale.

The most common and the simplest form of the at-risk indicator $Y(t)$ is one where it assumes the value one at $t=0$, retaining this value until censored or failed, beyond which time point it assumes the value zero. When dealing with $n$ individuals, and $n$ counting processes, we can write $\bar{N}(t)=\sum_{i=1}^{n} N_{i}(t)$ and use the at-risk indicator to denote the risk set. If $Y_{i}(t)$ refers to individual $i$, then $\bar{Y}(t)=\sum_{i=1}^{n} Y_{i}(t)$ is the risk set at time $t$. The compensator for $N_{i}(t)$ is $\alpha_{i}(t)=Y_{i}(t) \lambda_{i}(t)$,
where $\lambda_{i}(t)$ is the hazard for subject $i$, written simply as $\lambda(t)$ in the case of i.i.d. replications. Then, the compensator, $\bar{A}(t)$, for $\bar{N}(t)$ is:

$$
\bar{A}(t)=\int_{0}^{t}\left\{\sum_{i=1}^{n} Y_{i}(s)\right\} \lambda(s) d s=\int_{0}^{t} \bar{Y}(s) \lambda(s) d s
$$

The intensity process for $\bar{N}(t)$ is then given by $\bar{Y}(t) \lambda(t)$. The multiplicative intensity model (Aalen 1978) has as its cornerstone the product of the fully observable quantity $\bar{Y}(t)$ and the hazard rate, $\lambda(t)$ which, typically, will involve unknown model parameters. In testing specific hypotheses we might fix some of these parameters at particular population values, most often the value zero.

## Nonparametric statistics

The multiplicative intensity model just described and first recognized by Aalen (1978) allows a simple expression, and simple inference, for a large number of nonparametric statistics that have been used in survival analysis over the past half century. We return to these when looking at inference for the proportional hazards model based on counting processes and stochastic integrals in Chapter 10. Martingales are immediate candidates for forming an estimating equation with which inference can be made on unknown parameters in the model. In the next section we provide some general discussion on estimating equations. For our specific applications, these estimating equations will almost always present themselves in the form of a martingale.

### 3.7 Estimating equations

Most researchers, together with a large section of the general public, even if uncertain as to what the study of statistics entails, will be familiar with the concept, if not the expression itself, of the type $\bar{T}=$ $n^{-1} \sum_{i=1}^{n} T_{i}$. The statistician may formulate this in somewhat more abstract terms, stating that; $\bar{T}=n^{-1} \sum_{i=1}^{n} T_{i}$ is a solution to the linear estimating equation for the parameter $\mu$, the population mean of the random variable $T$, in terms of the $n$ i.i.d. replicates of $T$. The estimating equation is simply $\mu-n^{-1} \sum_{i=1}^{n} T_{i}=0$. This basic idea is very useful in view of the potential for immediate generalization.

The most useful approach to analyzing data is to postulate plausible models that may approximate some unknown, most likely very
complex, mechanism generating the observations. These models involve unknown parameters and we use the observations, in conjunction with an estimating equation, to replace the unknown parameters by estimates. Deriving "good" estimating equations is a sizeable topic whose surface we only need to scratch here. We appeal to some general principles, the most common of which are very briefly recalled below, and note that, unfortunately, the nice simple form for the estimating equation for $\mu$ just above is more an exception than the rule. Estimating equations are mostly nonlinear and need to be solved by numerical algorithms. Nonetheless, an understanding of the linear case is more helpful than it may at first appear since solutions to the nonlinear case are achieved by local linearization (called also Newton-Raphson approximation) in the neighborhood of the solution. A fundamental result in the theory of estimation is described in the following theorem. Firstly, we define two important functions, $L(\theta)$ and $I(\theta)$ of the parameter $\theta$ by

$$
\begin{equation*}
L(\theta)=f\left(t_{1}, t_{2}, \ldots, t_{n} ; \theta\right) ; \quad I(\theta)=-\partial^{2} \log L(\theta) / \partial \theta^{2} \tag{3.15}
\end{equation*}
$$

We refer to $L(\theta)$ as the observed likelihood, or simply just the likelihood (note that, for $n=1$, the expected log-likelihood is the negative of the entropy, also called the information). When the observations $T_{i}$, $i=1, \ldots, n$, are independent and identically distributed then we can write $L(\theta)=\prod_{i=1}^{n} f\left(t_{i} ; \theta\right)$ and $\log L(\theta)=\sum_{i=1}^{n} \log f\left(t_{i} ; \theta\right)$. We refer to $I(\theta)$ as the information in the sample. Unfortunately the negative of the entropy is also called the information (the two are of course related, both quantifying precision is some sense). The risks of confusion are small given that the contexts are usually distinct. The function $I(\theta)$ is random because it depends on the data and reaches a maximum in the neighborhood of $\theta_{0}$ since this is where the slope of the log likelihood is changing the most quickly.

Theorem 3.8 For a statistic $T$ we can write the following;

$$
\operatorname{Var}(T) \geq\{\partial E(T) / \partial \theta\}^{2} / E\{I(\theta)\}
$$

This inequality is called the Cramer-Rao inequality (Cox and Hinkley 1974, page 254). When $T$ is an unbiased estimate of $\theta$ then $\partial E(T) / \partial \theta=$ 1 and $\operatorname{Var}(T) \geq 1 / E\{I(\theta)\}$. The quantity $1 / E\{I(\theta)\}$ is called the Cramer-Rao bound. Taking the variance as a measure of preciseness then, given unbiasedness, we prefer the estimator $T$ that has the
smallest variance. The Cramer-Rao bound provides the best that we can do in this sense and, below, we see that the maximum likelihood estimator achieves this for large samples, i.e., the variance of the maximum likelihood estimator becomes progressively closer to the bound as sample size increases without limit.

## Basic equations

For a scalar parameter $\theta_{0}$ we will take some function $U(\theta)$ that depends on the observations as well as $\theta$. We then use $U(\theta)$ to obtain an estimate $\hat{\theta}$ of $\theta_{0}$ via an estimating equation of the form

$$
\begin{equation*}
U(\hat{\theta})=0 \tag{3.16}
\end{equation*}
$$

This is too general to be of use and so we limit the class of possible choices of $U(\cdot)$. We require the first two moments of $U$ to exist in which case, without loss of generality we can say

$$
\begin{equation*}
E U\left(\theta_{0}\right)=0, \quad \operatorname{Var} U\left(\theta_{0}\right)=\sigma^{2} \tag{3.17}
\end{equation*}
$$

Two widely used methods for constructing $U(\theta)$ are described below. It is quite common that $U$ be expressible as a sum of independent and identically distributed contributions, $U_{i}$, each having a finite second moment. An immediate application of the central limit theorem then provides the large sample normality for $U\left(\theta_{0}\right)$. For independent but nonidentically distributed $U_{i}$, it is still usually not difficult to verify the Lindeburg condition and apply the central limit theorem for independent sums. Finally, in order for inference for $U$ to carry over to $\hat{\theta}$, some further weak restrictions on $U$ will be all we need. These require that $U$ be monotone and continuous in $\theta$ and differentiable in some neighborhood of $\theta_{0}$. This is less restrictive than it sounds. In practice it means that we can simply apply the mean value theorem (2.2) whereby:

Corollary 3.3 For any $\epsilon>0$, when $\hat{\theta}$ lies in an interval $\left(\theta_{0}-\epsilon, \theta_{0}+\epsilon\right)$ within which $U(\theta)$ is continuously differentiable, then there exists a real number $\xi \in\left(\theta_{0}-\epsilon, \theta_{0}+\epsilon\right)$ such that

$$
U(\hat{\theta})=U\left(\theta_{0}\right)-\left(\hat{\theta}-\theta_{0}\right) I(\xi)
$$

This expression is useful for the following reasons. A likelihood for $\theta$ will, with increasing sample size, look more and more normal. As a
consequence, $I(\xi)$ will look more and more like a constant, depending only on sample size, and not $\xi$ itself. This is useful since $\xi$ is unknown. We approximate $I(\xi)$ by $I(\hat{\theta})$. We can then express $\hat{\theta}$ in terms of approximate constants and $U(\hat{\theta})$ whose distribution we can approximate by a normal distribution.

## Finding equations

The guiding principle is always the same, that of replacing unknown parameters by values that minimize the distance between empirical (observed) quantities and their theoretical (model-based) equivalents. The large range of potential choices stem from two central observations: (1) there can be many different definitions of distance (indeed, the concept of distance is typically made wider than the usual mathematical one which stipulates that the distance between $a$ and $b$ must be the same as that between $b$ and $a$ ) and (2) there may be a number of competing empirical and theoretical quantities to consider. To make this more concrete, consider a particular situation in which the mean is modelled by some parameter $\theta$ such that $E_{\theta}(T)$ is monotone in $\theta$. Let's say that the true mean $E(T)$ corresponds to the value $\theta=\theta_{0}$. Then the mean squared error, variance about a hypothesized $E_{\theta}(T)$, let's say $\sigma^{2}(\theta)$, can be written as

$$
\sigma^{2}(\theta)=E\left\{T-E_{\theta}(T)\right\}^{2}=E\left\{T-E_{\theta}(T)\right\}^{2}+\left\{E_{\theta}(T)-E_{\theta_{0}}(T)\right\}^{2}
$$

The value of $\theta$ that minimizes this expression is clearly $\theta_{0}$. An estimating equation derives from minimizing the empirical equivalent of $\sigma^{2}(\theta)$. Minimum chi-squared estimates have a similar motivation. The idea is to bring, in some sense, via our choice of parameter value, the hypothesized model as close as possible to the data. Were we to index the distribution $F$ by this parameter, calling this say $F_{\theta}(t)$, we could re-express the definition for $D_{n}(\theta)$ given earlier as

$$
D_{n}(\theta)=\sup _{0 \leq t \leq \infty}\left|F_{n}(t)-F_{\theta}(t)\right|
$$

Minimizing $D_{n}(\theta)$ with respect to $\theta$ will often provide a good, although not necessarily very tractable, estimating equation. The same will apply to $C_{n}$ and related expressions such as the Anderson-Darling statistic. We will see later that the so-called partial likelihood estimate for the proportional hazards model can be viewed as an estimate arising from an empirical process. It can also be seen as a method
of moments estimate and closely relates to the maximum likelihood estimate. Indeed, these latter two methods of obtaining estimating equations are those most commonly used and, in particular, the ones given the closest attention in this work. It is quite common for different techniques, and even contending approaches from within the same technique, to lead to different estimators. It is not always easy to argue in favor of one over the others.

Other principles can sometimes provide guidance in practice, the principle of efficiency holding a strong place in this regard. The idea of efficiency is to minimize the sample size required to achieve any given precision or, equivalently, to find estimators having the smallest variance. However, since we are almost always in situations where our models are only approximately correct, and, on occasion, even quite far off, it is more useful to focus attention on other qualities of an estimator. How can it be interpreted when the data are generated by a mechanism much wider than that assumed by the model? How useful is it to us in our endeavor to build predictive models, even when the model is, at least to some extent, incorrectly specified. This is the reality of modeling data and efficiency, as an issue for us to be concerned with, does not take us very far. On the other hand, estimators that have demonstrably poor efficiency, when model assumptions are correct, are unlikely to redeem themselves in a broader context and so it would be a mistake to dismiss efficiency considerations altogether even though they are rather limited.

## Method of moments

This very simple method derives immediately as an application of the Helly-Bray theorem (Theorem 2.3). The idea is to equate population moments to empirical ones obtained from the observed sample. Given that $\mu=\int x d F(x)$, the above example is a special case since, we can write $\bar{\mu}=\bar{x}=\int x d F_{n}(x)$. Properties of the estimate can be deduced from the well-known properties of $F_{n}(x)$ as an estimate of $F(x)$ (see Section 3.5). For the broad exponential class of distributions, the method of moments estimator, based on the first moment, coincides with the maximum likelihood estimator recalled below. In the survival context we will see that the so-called partial likelihood estimator can be viewed as a method of moments estimator. The main difficulty with method of moments estimators is that they are not uniquely defined for any given problem. For example, suppose we wish to aim to estimate
the rate parameter $\lambda$ from a series of observations, assumed to have been generated by a Poisson distribution. We can use either the empirical mean or the empirical variance as an estimate for $\lambda$. Typically they will not be the same. Indeed we can construct an infinite class of potential estimators as linear combinations of the two.

## Maximum likelihood estimation

A minimum chi-square estimator for $\theta$ derives by minimizing an expression of variance. From Section 2.8 it may appear equally natural to minimize an estimate of the entropy as a function of $\theta$, i.e., maximize the observed information as a function of $\theta$. We write the information as $V(\theta)$ where

$$
V(\theta)=E \log f(T ; \theta)
$$

Given the observations, $T_{1}, \ldots, T_{n}$, we replace the unknown function $V(\theta)$ by $\bar{V}(\theta)=n^{-1} \sum_{i=1}^{n} \log f\left(T_{i}, \theta\right)$. The maximization is easily accomplished when the parameter or parameter vector $\theta$ can only assume some finite number of discrete values. It is then sufficient to examine all the cases and select $\theta$ such that $\bar{V}(\theta)$ is maximized. For all the models under consideration here we can assume that $V(\theta)$ and $\bar{V}(\theta)$ are continuous smooth functions of $\theta$. By smooth we mean that the first two derivatives, at least, exist for all values of $\theta$. This is not at all a restrictive assumption and models that do not have such differentiability properties can nearly always be replaced by models that do via useful reparameterization. For instance, there are cases where a model, defined for all positive real $\theta$, may break down at $\theta=0$, the entropy not being differentiable at that point, whereas under the reparameterization $\theta=\exp (\alpha)$ for $\alpha$ defined over the whole real line, the problem disappears.

Two fundamental theorems and three corollaries enable us to appreciate the great utility of the maximum likelihood approach. All that we need are "suitable regularity conditions." We return to these immediately below. Assuming these conditions (a valid assumption for all the models in this book), we have a number of important results concerning $V(\theta)$ and consistent estimates of $V(\theta)$.

Theorem 3.9 Viewed as a function of $\theta, V(\theta)$ satisfies

$$
\begin{equation*}
\left\{\frac{\partial V(\theta)}{\partial \theta}\right\}_{\theta=\theta_{0}}=E\left\{\frac{\partial \log f(T ; \theta)}{\partial \theta}\right\}_{\theta=\theta_{0}}=0 \tag{3.18}
\end{equation*}
$$

Note the switching of the operations, integration and differentiation, in the above equations. In many texts describing the likelihood method it is common to only focus on the second part of the equation. It helps understanding to also keep the first part of the equation in mind since this will enable us to establish the solid link between the information measure and likelihood. Having divided by sample size we should view the log-likelihood as an empirical estimate of $V(\theta)$. The law of large numbers alone would provide us with a convergence result but we can do better, in terms of fitting in with elementary results for estimating equations, by assuming some smoothness in $V(\theta)$ and a consistent estimator, $\bar{V}(\theta)$, as functions of $\theta$. More precisely:

Corollary 3.4 Let $\bar{V}(\theta)$ be a consistent estimate of $V(\theta)$. Then $\{\partial \bar{V}(\theta) / \partial \theta\}_{\theta=\theta_{0}}$ converges, with probability one, to zero.

The expression "suitable regularity conditions" is not very transparent, and for those lacking a good grounding in analysis, or simply a bit rusty, it might be less than illuminating. We dwell on it for a moment since it appears frequently in the literature. We require continuity of the function $V(\theta)$, at least for general situations, in order to be able to claim that as $V(\theta)$ approaches $V\left(\theta_{0}\right)$ then $\theta$ approaches $\theta_{0}$. This is nearly enough, although not quite. Differentiability is a stronger requirement since we can see that a function that is differentiable at some point must also be continuous at that same point. The converse is not so and can be seen immediately in a simple example, $y=|x|$, a function that is continuous everywhere but not differentiable at the origin. We need the differentiability condition in order to obtain the estimating equation and just a tiny bit more, the tiny bit more not being easily described but amounting to authorizing the switching of the processes of integration and differentiation. Such switching has to take place in order to be able to demonstrate the validity of the above theorem, and the one just below. All of this is summarized by the expression "suitable regularity conditions" and the reader need not worry about them since they will hold in all the practical cases of interest to us. The main result follows as a further corollary:

Corollary 3.5 Suppose that $U(\alpha)=\{\partial \bar{V}(\theta) / \partial \theta\}_{\theta=\alpha}$ and that, for sample size $n, \hat{\theta}_{n}$ is the solution to the equation $U(\theta)=0$. Then, if $\bar{V}(\theta)$ is consistent for $V(\theta), \hat{\theta}_{n}$ converges with probability one to $\theta_{0}$.

This is almost obvious, and certainly very intuitive, but it provides a solid foundation to likelihood theory. The result is a strong and useful
one, requiring only the so-called regularity conditions referred to above and that $\bar{V}(\theta)$ be consistent for $V(\theta)$. Independence of the observations or that the observations arise from random sampling is not appealed to or needed. However, when we do have independent and identically distributed observations then, not only do our operations become very straightforward, we also can appeal readily to central limit theorems, initially for the left-hand side of the estimating equation and, then, by extension, to a smooth function of the estimating equation. The smooth function of interest is of, course, $\hat{\theta}_{n}$ itself.

Corollary 3.6 Suppose that $T_{1}, \ldots, T_{n}$ are independent identically distributed random variables having density $f\left(t ; \theta_{0}\right)$. Then $\hat{\theta}_{n}$ converges with probability one to $\theta_{0}$ where $\hat{\theta}_{n}$ is such that $U\left(\hat{\theta}_{n}\right)=0$, where $U(\theta)=\sum_{i=1}^{n} U_{i}(\theta)$ and where $U_{i}(\alpha)=\left\{\partial \log f\left(T_{i} ; \theta\right) / \partial \theta\right\}_{\theta=\alpha}$.

We can say much more about $\hat{\theta}_{n}$. A central limit theorem result applies immediately to $U\left(\theta_{0}\right)$ and, via Slutsky's theorem, we can then also claim large sample normality for $U\left(\hat{\theta}_{n}\right)$. By expressing $\hat{\theta}_{n}$ as a smooth (not necessarily explicit) function of $U$ we can also then claim large sample normality for $\hat{\theta}_{n}$. The fact that $U\left(\hat{\theta}_{n}\right)$ (having subtracted off the mean and divided by its standard deviation) will converge in distribution to a standard normal and that a smooth function of this, notably $\theta_{n}$, will do the same, does not mean that their behavior can be considered to be equivalent. The result is a large sample one, i.e., as $n$ tends to infinity, a concept that is not so easy to grasp, and, for finite samples, behavior will differ. Since $U$ is a linear sum we may expect the large sample approximation to be more accurate, more quickly, than for $\theta_{n}$ itself. Inference is often more accurate if we work directly with $U\left(\hat{\theta}_{n}\right)$, exploiting the monotonicity of $U(\cdot)$, and inverting intervals for $U\left(\hat{\theta}_{n}\right)$ into intervals for $\hat{\theta}_{n}$. In either case we need some expression for the variance and this can be obtained from the second important theorem:

Theorem 3.10 Viewed as a function of $\theta, V(\theta)$ satisfies:

$$
\begin{equation*}
\left(\frac{\partial V(\theta)}{\partial \theta}\right)_{\theta=\theta_{0}}^{2}=\left(\frac{-\partial^{2} V(\theta)}{\partial \theta^{2}}\right)_{\theta=\theta_{0}}=E\left(\frac{-\partial^{2} \log f(T ; \theta)}{\partial \theta^{2}}\right)_{\theta=\theta_{0}} \tag{3.19}
\end{equation*}
$$

As in the previous theorem, note the switching of the operations of integration (expectation) and differentiation. Since $E U\left(\theta_{0}\right)=E\{\partial \log f(T$; $\theta) / \partial \theta\}_{\theta=\theta_{0}}=0$, then, from the above theorem, $\operatorname{Var} U\left(\theta_{0}\right)=E\left\{\partial^{2} \log f(T\right.$; $\left.\theta) / \partial \theta^{2}\right\}_{\theta=\theta_{0}}$. In practical applications we approximate the variance
expression by replacing $\theta_{0}$ by its maximum likelihood estimate. It is also interesting to note that the above inequality will usually break down when the model is incorrectly specified and that, in some sense, the further away is the assumed model from that which actually generates the data, then the greater the discrepancy between the two quantities will be. This idea can be exploited to construct goodness-of-fit tests or to construct more robust estimators.

### 3.8 Inference using resampling techniques

## Bootstrap resampling

The purpose of bootstrap resampling is twofold: (1) to obtain more accurate inference, in particular more accurate confidence intervals, than is available via the usual normal approximation, and (2) to facilitate inference for parameter estimators in complex situations. A broad discussion including several challenging applications is provided by Politis (1998). Here we will describe the basic ideas in so far as they are used for most problems arising in survival analysis. Consider the empirical distribution function $F_{n}(t)$ as an estimate for the unknown distribution function $F(t)$. The observations are $T_{1}, T_{2}, \ldots, T_{n}$. A parameter of interest, such as the mean, the median, some percentile, let's say $\theta$, depends only on $F$. This dependence can be made more explicit by writing $\theta=\theta(F)$. The core idea of the bootstrap can be summarized via the simple expression $\tilde{\theta}=\theta\left(F_{n}\right)$ as an estimator for $\theta(F)$.

Taking infinitely many i.i.d. samples, each of size $n$, from $F$ would provide us with the exact sampling properties of any estimator $\tilde{\theta}=$ $\theta\left(F_{n}\right)$. If, instead of taking infinitely many samples, we were to take a very large number, say $B$, of samples, each sample again of size $n$ from $F$, then this would provide us with accurate approximations to the sampling properties of $\tilde{\theta}$, the errors of the approximations diminishing to zero as $B$ becomes infinitely large. Since $F$ is not known we are unable to carry out such a prescription. However, we do have available our best possible estimator of $F(t)$, the empirical distribution function $F_{n}(t)$. The bootstrap idea is to sample from $F_{n}(t)$, which is known and available, instead of from $F(t)$ which, apart from theoretical investigations, is typically unknown and unavailable.

## Empirical bootstrap distribution

The conceptual viewpoint of the bootstrap is to condition on the observed $T_{1}, \ldots, T_{n}$ and its associated empirical cumulative distribution function $F_{n}(t)$, thereafter treating these quantities as though they were a population of interest, rather than a sample. From this "population" we can draw samples with replacement, each sample having size $n$. We repeat this whole process $B$ times where $B$ is a large number, typically in the thousands. Each sample is viewed as an i.i.d. sample from $F_{n}(t)$. The $i$ th resample of size $n$ can be written $T_{1 i}^{*}, T_{2 i}^{*}, \ldots, T_{n i}^{*}$ and has empirical distribution $F_{n}^{* i}(t)$. For any parameter of interest $\theta$, the mean, median coefficient of variation for example, it is helpful to remind ourselves of the several quantities of interest, $\theta(F), \theta\left(F_{n}\right), \theta\left(F_{n}^{* i}\right)$ and $F_{B}(\theta)$, the significance of each of these quantities needing a little explanation. First, $\theta(F)$ is simply the population quantity of interest. Second, $\theta\left(F_{n}\right)$ is this same quantity defined with respect to the empirical distribution of the data $T_{1}, \ldots, T_{n}$. Third, $\theta\left(F_{n}^{* i}\right)$ is again the same quantity defined with respect to the $i$ th empirical distribution of the resamples $T_{1 i}^{*}, T_{2 i}^{*}, \ldots, T_{n i}^{*}$. Finally, $F_{B}(\theta)$ is the bootstrap distribution of $\theta\left(F_{n}^{* i}\right)$, i.e., the empirical distribution of $\theta\left(F_{n}^{* i}\right)(i=1, \ldots, B)$.

To keep track of our asymptotic thinking we might note that, as $B \rightarrow \infty, \int u d F_{B}(u)$ converges in probability to $\theta\left(F_{n}\right)$ and, as $n \rightarrow \infty$, $\theta\left(F_{n}\right)$ converges in probability to $\theta(F)$. Thus, there is an important conceptual distinction between $F_{B}$ and the other distribution functions. These latter concern the distribution of the original observations or resamples of these observations. $F_{B}$ itself deals with the distribution of $\theta\left(F_{n}^{* i}\right)(i=1, \ldots, n)$ and therefore, when our focus of interest changes from one parameter to another, from say $\theta_{1}$ to $\theta_{2}$ the function $F_{B}$ will be generally quite different. This is not the case for $F, F_{n}$, and $F_{n}^{* i}$ which are not affected by the particular parameter we are considering. Empirical quantities with respect to the bootstrap distribution, $F_{B}$ are evaluated in a way entirely analogous to those evaluated with respect to $F_{n}$. For example,

$$
\begin{equation*}
\operatorname{Var}\left\{\theta\left(F_{n}\right)\right\}=\sigma_{B}^{2}=\int u^{2} d F_{B}(u)-\left(\int u d F_{B}(u)\right)^{2} \tag{3.20}
\end{equation*}
$$

where it is understood that the variance operator, $\operatorname{Var}()$ is with respect to the distribution $F_{B}(t)$. Of greater interest in practice is the fact that $\operatorname{Var}\left\{\theta\left(F_{n}\right)\right\}$, where $\operatorname{Var}()$ is with respect to the distribution $\left.F_{B}(t)\right\}$, can be used as an estimator of $\operatorname{Var}\left\{\theta\left(F_{n}\right)\right\}$, where $\operatorname{Var}(\cdot)$ is with respect to the distribution $F(t)$.

## Bootstrap confidence intervals

For the normal distribution the standardized percentiles $z_{\alpha}$ are defined from $\Phi\left(z_{\alpha}\right)=\alpha$. Supposing that $\operatorname{Var} \theta\left(F_{n}\right)=\sigma^{2}$, the variance operator being taken with respect to $F$, the scaled percentiles $Q_{\alpha}$ are then given by $Q_{\alpha}=\sigma z_{\alpha}$, leading to a normal approximation for a confidence interval for $\theta$ as

$$
\begin{equation*}
I_{1-\alpha}(\theta)=\left\{\theta\left(F_{n}\right)-Q_{1-\alpha / 2}, \theta\left(F_{n}\right)-Q_{\alpha / 2}\right\} \tag{3.21}
\end{equation*}
$$

which obtains from a rearrangement of the expression $\operatorname{Pr}\left[\sigma z_{\alpha / 2}<\right.$ $\left.\theta\left(F_{n}\right)-\theta<\sigma z_{1-\alpha / 2}\right]=1-\alpha$. Since $\sigma^{2}$ is not generally available we would usually work with $\sigma_{B}^{2}$. Instead of using the normal approximation it is possible to define $Q_{\alpha}$ differently, directly from the observed bootstrap distribution $F_{B}$. We can define $Q_{\alpha}$ via the equation $F_{B}\left(Q_{\alpha}\right)=\alpha$. In view of the finiteness of $B$ (and also $n$ ) this equation may not have an exact solution and we will, in practice, take the nearest point from $F_{B}^{-1}(\alpha)$ as $Q_{\alpha}$. The values of $Q_{\alpha / 2}$ and $Q_{1-\alpha / 2}$ are then inserted into equation (3.21). Such intervals are referred to as bootstrap "root" intervals. The more common approach to constructing bootstrap confidence intervals is, however, slightly different and has something of a Bayesian or fiducial inference flavor to it. We simply tick off the percentiles, $Q_{\alpha / 2}$ and $Q_{1-\alpha / 2}$ and view the distribution $F_{B}$ as our best estimate of a distribution for $\theta$. The intervals are then written as

$$
\begin{equation*}
I_{1-\alpha}(\theta)=\left\{\theta\left(F_{n}\right)+Q_{\alpha / 2}, \quad \theta\left(F_{n}\right)+Q_{1-\alpha / 2}\right\} . \tag{3.22}
\end{equation*}
$$

These intervals are called percentile bootstrap confidence intervals. Whenever the distribution $F_{B}$ is symmetric then the root intervals and the percentile intervals coincide since $Q_{\alpha / 2}+Q_{1-\alpha / 2}=0$. In particular, they coincide if we make a normal approximation.

## Accuracy of bootstrap confidence intervals

Using theoretical tools for investigating statistical distributions, the Edgeworth expansion in particular, it can be shown that the accuracy of the three types of interval described above is the same. The argument in favor of the bootstrap is then not compelling, apart from the fact that they can be constructed in cases where variance estimates may not be readily available. However, it is possible to improve on the accuracy of both the root and the percentile intervals. One simple,
albeit slightly laborious, way to accomplish this is to consider studentized methods. By these we mean, in essence, that the variance in the "population" $F_{n}$ is not considered fixed and known for each subsample but is estimated several, precisely $B$, times across the $B$ bootstrap samples.

To get an intuitive feel for this it helps to recall the simple standard set-up we work with in the comparison of two estimated means, $\bar{X}_{1}$ and $\bar{X}_{2}$ where, when the variance $\sigma^{2}$ is known we use as test statistic, $\left(\bar{X}_{1}-\bar{X}_{2}\right) / \sigma$, referring the result to standard normal tables. When $\sigma^{2}$ is unknown and replaced by its usual empirical estimate $s^{2}$ then, for moderate to large samples, we do the same thing. However, for small samples, in order to improve on the accuracy of inference, we appeal to the known distribution of $\left(\bar{X}_{1}-\bar{X}_{2}\right) / s$ when the original observations follow a normal distribution. This distribution was worked out by Student and is his so-called Student's $t$ distribution. For the $i$ th bootstrap sample our estimate of the variance is

$$
\begin{equation*}
\operatorname{Var}\left\{\theta\left(F_{n}^{* i}\right)\right\}=\sigma_{* i}^{2}=\int u^{2} d F_{n}^{* i}(u)-\left(\int u d F_{n}^{* i}(u)\right)^{2} \tag{3.23}
\end{equation*}
$$

and we then consider the standardized distribution of the quantity, $\theta\left(F_{n}^{* i}\right) / \sigma_{* i}$. The essence of the studentized approach, having thus standardized, is to use the bootstrap sampling force to focus on the higherorder questions, those concerning bias and skewness in particular. Having, in some sense, spared our bootstrap resources from being dilapidated to an extent via estimation of the mean and variance, we can make real gains in accuracy when applying the resulting distributional results to the statistic of interest. For most day-to-day situations this is probably the best approach to take. It is computationally intensive (no longer a serious objection) but very simple conceptually. An alternative approach, with the same ultimate end in mind, is not to standardize the statistic but to make adjustments to the derived bootstrap distribution, the adjustments taking into account any bias and skewness. These lead to the so-called bias corrected, accelerated intervals (often written as $\mathrm{BC}_{a}$ intervals).

### 3.9 Explained variation

Although widely known and quoted for linear regression models, the concept of explained variation does not appear to be have been developed elsewhere as a concept in its own right, aside from ad hoc
modifications for specific applications. In this section we present some general ideas that will be useful later on. The principal objective in studying the concept of explained variation is to derive suitable tools that can quantify the predictive value of any given model. Consider a pair of random variables $(T, Z)$ defined on $\mathcal{T} \times \mathcal{Z}$. Let $F(t), G(z)$, $F(t \mid z)$ and $G(z \mid t)$ be marginal and conditional distributions respectively. Using the device of double expectation it is almost immediate to show that

$$
\begin{equation*}
\operatorname{Var}(T)=E_{\mathcal{Z}}\left\{\operatorname{Var}_{\mathcal{T}}(T \mid Z)\right\}+\operatorname{Var}_{\mathcal{Z}}\left\{E_{\mathcal{T}}(T \mid Z)\right\} \tag{3.24}
\end{equation*}
$$

where the subscripts indicate the order of conditioning. It is common practice to drop these subscripts, leaving the order in which expectations and variances are taken to be implicit. We can view $\sigma_{T}^{2}(Z)=E_{\mathcal{Z}}\left\{\operatorname{Var}_{\mathcal{T}}(T \mid Z)\right\}$ to represent the residual noise, i.e., the average variance after having taken into account the variable $Z$. The greater the dispersion of $E_{\mathcal{T}}(T \mid Z)$ across the distribution of $Z$, then the stronger is the signal. We can then call $\operatorname{Var}_{\mathcal{Z}}\left\{E_{\mathcal{T}}(T \mid Z)\right\}$ the signal. So that we can write the decomposition as

$$
\operatorname{Var}(T)=\text { residual noise }+ \text { signal }
$$

the noise not depending on $Z$ for the classical linear model but more generally needing to be averaged over the distribution of $Z$. We then have an obvious definition for $\Omega^{2}$,

$$
\begin{equation*}
\Omega_{T}^{2}(Z)=\frac{\text { signal }}{\text { signal }+ \text { residual noise }}=\frac{\operatorname{Var}(T)-\sigma_{T}^{2}(Z)}{\operatorname{Var}(T)} \tag{3.25}
\end{equation*}
$$

as the amount of variation in $T$ explained by conditioning upon $Z$. We use the notation $\Omega_{T}^{2}(Z)$ where the subscript indicates the variable that we are trying to explain, the argument $Z$ then indicating the variable being used to explain the variability in $T$. The quantity $\Omega_{Z}^{2}(T)$ is defined by interchanging the symbols and, interestingly, in the case of a bivariate normal pair $(T, Z)$ it is easily shown that $\Omega_{T}^{2}(Z)$ and $\Omega_{Z}^{2}(T)$ are the same quantity. These definitions make no distributional assumptions on $Z$ and $T$ and we can deduce the following properties;

## Properties of $\Omega^{2}$

1. When there is no reduction in variance by conditioning upon $Z$ then $\operatorname{Var}(T)=E\{\operatorname{Var}(T \mid Z)\}$ and $\Omega^{2}=0$.
2. If, given $Z=z, T$ assumes some given value with probability one, then $\operatorname{Var}(T \mid Z)=0$ and $\Omega^{2}=1$.
3. Intermediary values of $\Omega^{2}$ provide an ordering of predictive strength for a normal model directly in terms of symmetric prediction intervals and for other situations by virtue of the Chebyshev inequality. The greater the reduction in variance, i.e., the more of the overall variance that can be explained, then the greater the predictability. A situation where $\Omega^{2}=0.4$ has, in this precise sense, explained twice as much of the variance as a situation in which $\Omega^{2}=0.2$. This is, of course, a very important, and quite basic property. It is not shared by a number of suggested measures of "explained variation" in the literature in which, not only are we not able to claim that a value of 0.4 represents twice as much explained variance as a value 0.2 , but, for certain proposed coefficients, it is not even clear that the latter corresponds to lesser predictive power than the former.

As an illustration, take $T$ to be a Bernoulli variate with parameter $0.5, \operatorname{Pr}(Z=1)=0.5$, where $E(T \mid Z=0)=0.4$ and $E(T \mid Z=1)=$ 0.6 . We find $\Omega^{2}=.04$. In this situation a knowledge of $Z$, although predictive, tells us relatively little about the probability of seeing a 0 or a 1 for $T$. This corresponds to our intuition. If, instead of considering individual observations on $T$, we consider groups of 5 , the outcomes now being the successes from 0 to 5 , then we find $\Omega^{2}=.45$. In this case a knowledge of $Z$ is much more informative and, indeed, as the group size becomes larger the information conveyed by $Z$ increases, $\Omega^{2}$ tending to one as groups size becomes large without bound. Thus, knowing the value of $Z$ does not help much in predicting binary $T$. We can do much better in predicting $T$ here when $T$ is binomial having a range of counts as outcomes.

## Empirical estimates of $\Omega^{2}$

In order to evaluate $\Omega^{2}$ in Equation 3.25, apart from $\operatorname{Var}(T)$ we need

$$
\begin{equation*}
E\{\operatorname{Var}(T \mid Z)\}=\int_{\mathcal{T}} \int_{\mathcal{Z}}\left\{t-\int_{\mathcal{T}} t d F(t \mid z)\right\}^{2} d F(t \mid z) d G(z) \tag{3.26}
\end{equation*}
$$

Consistent estimates for $\Omega_{T}^{2}(Z)$ follow if we can consistently estimate $F(t \mid z)$ and $G(z)$. Given $\left(t_{i}, z_{i} ; i=1, \ldots, n\right)$, (i.i.d.) it is only then
necessary to replace $F(t), G(z)$ and $F(t \mid z)$ by the empirical estimates $F_{n}(t), G_{n}(z)$ and $F_{n}(t \mid z)$ to obtain an estimate; let's call it $R^{2}$. By virtue of the Helly-Bray theorem $R^{2}$ will provide a consistent estimate of $\Omega^{2}$. Note also that a straightforward application of Bayes formula enables us to use an alternate expression for $E\{\operatorname{Var}(T \mid Z)\}$ since

$$
\begin{equation*}
E\{\operatorname{Var}(T \mid Z)\}=\int_{\mathcal{T}} \int_{\mathcal{Z}}\left\{t-\frac{\int_{\mathcal{T}} u g(z \mid u) d F(u)}{\int_{\mathcal{T}} g(z \mid u) d F(u)}\right\}^{2} d G(z \mid t) d F(t) \tag{3.27}
\end{equation*}
$$

Consistent estimates for $\Omega_{T}^{2}(Z)$ follow if we can consistently estimate the conditional distribution $G(z \mid t)$ and the marginal distribution $F(t)$. In certain contexts, proportional hazards regression being one of them, these latter conditional distributions are very much easier to estimate.

## Explained variation given a stochastic process $Z(t)$

The question here is the interpretation of $E\{\operatorname{Var}(T \mid Z(t))\}$ when $Z(t)$ is a stochastic process. Recall that, by a stochastic process $Z(t)$, we indicate a possibly infinite collection of random variables, each indexed by $t$. However, $T$ itself can be taken as being random and, in the special case where the support of $T$ coincides with the set of indices to $Z(t)$ we can refer to the bivariate pair $(T, Z)$. This follows immediately by virtue of the existence of the marginal distribution of $T$ and the conditional distribution of $Z$ given $t$. The marginal distribution of $Z$, obtained by integrating out $t$ can be denoted either by $Z$ or by $Z(T)$, the latter notation being conceptually useful in indicating a value from $Z$ as arising first by selecting a value from $T$ and then, given that $T=t$, we observe some value $Z(t)$. The distribution $F(t \mid z)$ can be understood via $F(t \mid z)=F(t \mid z, T>0)$.

## Rank invariance

Recalling that $\operatorname{Var}(Z)=E\{\operatorname{Var}(Z \mid T)\}+\operatorname{Var}\{E(Z \mid T)\}$, we could have equally well used an alternative definition for the population parameter of explained variation in which we reverse the roles played by $Z$ and $T$. This corresponds to studying the variation in $Z$ at fixed time points $T=t$ and we write,

$$
\begin{equation*}
\Omega_{Z}^{2}(T)=\frac{\operatorname{Var}(Z)-E\{\operatorname{Var}(Z \mid T)\}}{\operatorname{Var}(Z)}=\frac{\operatorname{Var}\{E(Z \mid T)\}}{\operatorname{Var}(Z)} . \tag{3.28}
\end{equation*}
$$

We can make the following observations. The two definitions coincide for ( $T, Z$ ) bivariate normal and, for many other models, are likely to
be close in practice. The idea of "close" can be formalized via an appeal to Berry-Esseen bounds or to bivariate Edgeworth expansions in given situations. More importantly, there is a qualitative distinction between the two definitions in that, the first provides an $\Omega^{2}$ that remains invariant to monotonic transformations on $Z$, whereas the second provides an $\Omega^{2}$ that remains invariant to monotonic transformations on $T$. The measure of dependency $\Omega^{2}$ then applies to all pairs $(T, \psi(Z))$ or $(\phi(T), Z)$, respectively, for all increasing transformations $\psi(\cdot)$ and $\phi(\cdot)$. The above formulation is then more general than that of the commonly employed Pearson coefficient, which is not invariant to monotonic transformations on either of the variables. Although, it is possible to construct a nonparametric product moment, Pearson-type, estimate of the correlation coefficient using the Fisher-Yates scores in place of the original observations. This coefficient is invariant to monotonic transformation on either $Z$ or $T$.

## Multivariate and partial coefficients

For the case in which $Z$ is a vector the extension is obvious and the basic formula is essentially the same. Thus

$$
\operatorname{Var}(T)=E\{\operatorname{Var}(T \mid Z)\}+\operatorname{Var}\{E(T \mid Z)\}
$$

which, apart from the fact that we are now viewing $Z$ as a vector, has exactly the same form as before. We can write $E\{\operatorname{Var}(T \mid Z)\}$ as $\sigma_{T}^{2}\left(Z_{1}, \ldots, Z_{p}\right)$ and, again, refer to this as the residual noise. Adding variables to the conditioning will reduce the residual noise in a very well-defined, and useful, way, described below. The signal is then $\operatorname{Var}_{\mathcal{Z}}\left\{E_{\mathcal{T}}(T \mid Z)\right\}$ and we define;

$$
\begin{equation*}
\Omega_{T}^{2}\left(Z_{1}, \ldots, Z_{p}\right)=\frac{\operatorname{Var}(T)-\sigma_{T}^{2}\left(Z_{1}, \ldots, Z_{p}\right)}{\operatorname{Var}(T)}=\frac{\operatorname{Var}\{E(T \mid Z)\}}{\operatorname{Var}(T)} \tag{3.29}
\end{equation*}
$$

This is then the multivariate coefficient and, conceptually, the step up from the simple coefficient is all but immediate. The multivariate coefficient quantifies the amount of variation that we can explain by simultaneously taking into account several potential explanatory variables. A different, although related and equally important problem in the multivariate setting, is the idea of a partial coefficient. A partial coefficient quantifies the amount of variability explained after having, in a well-defined way, taken account of the effects of a third variable
or, possibly, a vector of variables. Consider then the vector $\left(T, Z_{1}, Z_{2}\right)$. We are interested in a partial measure of strength of association between $T$ and $Z_{2}$ after having taken into account any effects of $Z_{1}$. For $Z_{1}$ not random and fixed at some particular value, say $Z_{1}=z_{1}$ we have the classic breakdown:

$$
\operatorname{Var}\left(T \mid Z_{1}=z_{1}\right)=E\left\{\operatorname{Var}\left(T \mid Z_{2}, Z_{1}=z_{1}\right)\right\}+\operatorname{Var}\left\{E\left(T \mid Z_{2}, Z_{1}=z_{1}\right)\right\}
$$

Clearly this breakdown can be carried out for any other value of $Z_{1}$ and, indeed, can be undertaken for all values of $Z_{1}$ over its domain of definition. Taking expectations with respect to the distribution of $Z_{1}$ we have

$$
E \operatorname{Var}\left(T \mid Z_{1}\right)=E E\left\{\operatorname{Var}\left(T \mid Z_{2}, Z_{1}\right)\right\}+E \operatorname{Var}\left\{E\left(T \mid Z_{2}, Z_{1}\right)\right\}
$$

from which a natural definition of partial explained variation arises as

$$
\begin{aligned}
\Omega_{T}^{2}\left(Z_{2} \mid Z_{1}\right) & =\frac{E \operatorname{Var}\left(T \mid Z_{1}\right)-E E\left\{\operatorname{Var}\left(T \mid Z_{2}, Z_{1}\right)\right\}}{E \operatorname{Var}\left(T \mid Z_{1}\right)} \\
& =\frac{E \operatorname{Var}\left\{E\left(T \mid Z_{2}, Z_{1}\right)\right\}}{E \operatorname{Var}\left(T \mid Z_{1}\right)}
\end{aligned}
$$

The variance breakdown is carried out at all possible values of $Z_{1}$, considered, thereby, as fixed. In this concrete sense we have taken account of $Z_{1}$ in evaluating the variation of $T$ explained by $Z_{2}$. The coefficient is described as a partial coefficient. Keep in mind that, as before, all of this development takes place in terms of random variables alone. No appeal, so far, is made to any specific model. The expressions hold generally. For the multivariate normal model the relationship between partial correlation and multiple correlation is well known. However, without appealing to any model, we can establish useful results linking partial coefficients to multiple coefficients.

## Variance decomposition

Suppose that we have two variables of interest; $Z_{1}$ and $Z_{2}$. Considering at first only $Z_{1}$ we can write the usual decomposition as

$$
\operatorname{Var}(T)=\sigma^{2}\left(Z_{1}\right)+\operatorname{Var}_{Z_{1}}\left\{E_{T}\left(T \mid Z_{1}\right)\right\}
$$

and, from the above result for the partial coefficient, we can further decompose the noise $\sigma^{2}\left(Z_{1}\right)$ writing in the formula, instead of $\sigma^{2}\left(Z_{1}\right)$, its decomposition so that
$\operatorname{Var}(T)=\sigma^{2}\left(Z_{1}, Z_{2}\right)+E_{Z_{1}} \operatorname{Var}_{Z_{2}}\left\{E_{T}\left(T \mid Z_{1}, Z_{2}\right)+\operatorname{Var}_{Z_{1}}\left\{E_{T}\left(T \mid Z_{1}\right)\right\}\right\}$
where the new residual noise, $\sigma^{2}\left(Z_{1}, Z_{2}\right)$ is equal to $E E\left\{\operatorname{Var}\left(T \mid Z_{1}, Z_{2}\right)\right\}$. In words, by introducing a further variable $Z_{2}$ into the decomposition, the old signal provided by $Z_{1}$ alone remains unchanged. The noise is reduced in such a way that the old noise now equates to the added signal, provided by $Z_{2}$ after having already accounted for $Z_{1}$, together with a new component that corresponds to the new noise. We can summarize this by

$$
\operatorname{Var}(T)=\text { new residual noise }+ \text { added signal }+ \text { old signal. }
$$

We can then continue this process each time we wish to add a further variable to those that have already been accounted for. Any new contribution is orthogonal in the sense that the previous signals remain unchanged. Only the residual noise is affected. Furthermore, unless the signal corresponding to an added variable is exactly zero, then the amount of explained variance must necessarily increase. For the case of $p$ variables, $Z_{1}, \ldots, Z_{p}$, straightforward manipulation then leads to

$$
\operatorname{Var}(T)=\sigma^{2}\left(Z_{1}, \ldots, Z_{p}\right)+V\left(Z_{1}, \ldots, Z_{p}\right)
$$

in which

$$
\begin{align*}
V\left(Z_{1}, \ldots, Z_{p}\right)= & \operatorname{Var}_{Z_{1}}\left\{E_{T}\left(T \mid Z_{1}\right)\right\} \\
& +E_{Z_{1}} \operatorname{Var}_{Z_{2}}\left\{E_{T}\left(T \mid Z_{1}, Z_{2}\right)\right\} \\
& +E_{Z_{1}} E_{Z_{2}} \operatorname{Var}_{Z_{3}}\left\{E_{T}\left(T \mid Z_{1}, Z_{2}, Z_{3}\right)\right\}+\cdots \\
& +E_{Z_{1}} E_{Z_{2}} \cdots E_{Z_{p}} \operatorname{Var}_{Z_{p}}\left\{E_{T}\left(T \mid Z_{1}, \ldots, Z_{p}\right)\right\} . \tag{3.30}
\end{align*}
$$

This decomposition provides the main result supporting the usefulness of the concept of explained variation in multivariate problems. Interpretation is clear. Note, however, that there are several ways in which the breakdown can be carried out. The interpretation of the equation is that, once we have accounted for certain variables, then further increases in explained variance can only arise if the residual noise can be further decomposed into, once again, a new noise component, together with a new signal provided by information orthogonal to that we already have.

## Multivariate normal case

The special case of the multivariate normal model provides yet further insight since there turn out to be a number of interesting and useful
algebraic identities relating the partial and the multiple coefficients. In particular we have

$$
\begin{align*}
1-\Omega_{T}^{2}\left(Z_{1}, Z_{2}, \ldots, Z_{p}\right)= & \left\{1-\Omega_{T}^{2}\left(Z_{p} \mid Z_{1}, \ldots, Z_{p-1}\right)\right\} \\
& \times\left\{1-\Omega_{T}^{2}\left(Z_{p-1} \mid Z_{1}, \ldots, Z_{p-2}\right)\right\} \times \cdots \\
& \times\left\{1-\Omega_{T}^{2}\left(Z_{2} \mid Z_{1}\right)\right\} \times\left\{1-\Omega_{T}^{2}\left(Z_{1}\right)\right\} . \tag{3.31}
\end{align*}
$$

In this expression it becomes very clear that the multiple coefficient must take on values at least as great as those of lower order. It is also apparent that, if $\Omega_{T}^{2}\left(Z_{2} \mid Z_{1}\right)$ is zero, then $\Omega_{T}^{2}\left(Z_{2}, Z_{1}\right)=\Omega_{T}^{2}\left(Z_{1}\right)$, a result which is also true outside the bivariate normal model. For the linear combination $\eta=\beta^{\prime} Z$, since $F(t \mid Z=z)$ and $F\left(t \mid \eta=\beta^{\prime} z\right)$ are the same, all the needed information is contained in $\eta$. Thus, for multidimensional $Z, \Omega_{T}^{2}(Z)=\Omega_{T}^{2}(\eta)$, the predictive power of $Z$ being summarized by $\eta$, the actual values assumed by the components of $Z$ itself having no impact unless they modify $\eta$. Although this does not hold generally, for regression models in which the predictor is of the form $\eta$, a sensible definition for the multivariate coefficient, possibly easier to manipulate than that provided above, would be to replace the multidimensional $Z$ by $\hat{\eta}$ for some consistent estimate of $\eta$ and then proceed as in the bivariate case.

## General expression for explained variation

In a bid to obtain suitable measures of explained variation for specific contexts, proportional hazards being an example, some authors have focused attention on some specific property of the normal model and then generalized it. This may or may not produce coefficients of predictability with good properties and it seems necessary to provide a more fundamental generalization of the basic definition. If the more fundamental generalization is successful, then not only should we be able to recover all the known situations as special cases, it should also be clear how to proceed when faced with new situations. With this in mind consider the following definition: take subsets of $\mathcal{Z}, \mathcal{A}(z)$ and $\mathcal{B}(z)$, where $\mathcal{A}(z) \subseteq \mathcal{B}(z)$. We then define $\Omega^{2}$ by

$$
\begin{equation*}
1-\Omega^{2}=\frac{E\left\{E[T-E(T \mid \mathcal{A}(Z))]^{2}\right\}}{E\left\{E[T-E(T \mid \mathcal{B}(Z))]^{2}\right\}} \tag{3.32}
\end{equation*}
$$

The choices $\mathcal{A}(z)=\{z\}$ and $\mathcal{B}(z)=\mathcal{Z}$ in Equation 3.32, corresponding to the most common case enables Equation 3.32 to reduce to

Equation 3.25. Other choices can be helpful. For example, it is known, and indeed has sometimes been advanced as a criticism of $\Omega^{2}$, that the coefficient depends on restrictions on $\mathcal{Z}$, this being made very clear via the explicit appearance of $\mathcal{B}(z)$ in the above formula. It may also be of interest to consider other definitions of $\mathcal{A}(z)$, allowing for say grouping (e.g., Cox and Wermuth 1992). Thus, in any given context, when discussing $\Omega^{2}$, the amount of explained variation, it can be useful to keep in mind both how it is we are trying to explain the variation as well as just how much variation there is to explain.

Our reasons for being interested in the more general definition (3.32) have more to do with difficulties in establishing appropriate reference sets in the presence of right censoring. This inevitably involves conditioning on the risk sets and a suitable choice of $\mathcal{B}$ enables this to be carried out. Consider a bivariate regression model in which the special value $\beta=0$ corresponds to absence of association between $T$ and $Z$. This will often reduce itself to the equivalent statement that $z \in \mathcal{B}(z)$ where $\mathcal{B}(z)$ is the whole support of $Z$. The population value $\beta_{0}$ will often correspond to $z \in \mathcal{A}(z)$ where $\mathcal{A}(z)=\{z\}$. We can then write; as a definition for $\Omega_{T}^{2}(Z)$

$$
\Omega^{2}=\frac{E\{\operatorname{Var}(Z(t) \mid T=t ; \beta=0)\}-E\{\operatorname{Var}(Z(t) \mid T=t ; \beta)\}}{E\{\operatorname{Var}(Z(t) \mid T=t ; \beta=0)\}}
$$

which we can rewrite as;

$$
\begin{equation*}
\Omega^{2}=1-\frac{\int E_{\beta}\left\{\left[Z(t)-E_{\beta}(Z(t) \mid t)\right]^{2} \mid t\right\} d F(t)}{\int E_{\beta}\left\{\left[Z(t)-E_{0}(Z(t) \mid t)\right]^{2} \mid t\right\} d F(t)} \tag{3.33}
\end{equation*}
$$

This expression can be immediately adopted in the regression setting. Expectations derived from our chosen models and appropriate estimators arise naturally by replacing $\beta$ by a consistent estimate. We return to this later in the text.

### 3.10 Exercises and class projects

1. Suppose that $\sum_{i=1}^{\infty} a_{i}=1$. Also suppose that there exist random variable $X_{i}$ such that $X_{i}=a_{i} X_{1}$. Show that $\sum X_{i}$, standardized by mean and variance, would not generally tend to a normal distribution. Comment.
2. Describe in simple terms what is quantified by the Lindeburg condition.
3. For a weighted sum of independent identically distributed random variables, suppose that each variable is standard uniform and the weights $a_{i}$ are defined as $a_{i}=10^{i}$. Will a central limit result hold and, if not, why not.
4. As a class project, construct graphs based on summing (1) 20 uniform random variates, (2) 100 uniform random variates and (3) 10000 uniform random variates. Standardize the $x$ axis to lie between 0 and 1 and the $y$ axis such that the mean is equal to zero and the variance increases linearly with $x$. Replicate each graph ten times. What conclusions can be drawn from the figures, in particular the influence of the number of variates summed?
5. Repeat the above class exercise, replacing the uniform distribution by (1) the log-logistic distribution with different means and variances, (2) the exponential distribution and (3) the normal distribution. Again replicate each graph ten times. Comment on your findings.
6. Consider two hypotheses for the sequence of observations; $X_{1}, \ldots, X_{n}$ in which $\mu_{i}=E\left(X_{i}\right) ; H_{1}: \mu_{i}=0, \forall i$, against $H_{1}: \mu_{i}=b^{2} i$ for some $b \neq 0$. Construct different tests based on Brownian motion that would enable us to test $H_{0}$ versus $H_{1}$. Discuss the relative merits of the different tests.
7. Simulate 20 values from a standard exponential distribution and evaluate the greatest absolute distance between $F_{n}(t)$ and $F(t)$. Repeat this 1000 times, store the 1000 values of $D_{20}$, and then plot a histogram of these values. Add to the histogram the distribution of $D_{20}$ using the Brownian bridge approximation.
8. For a sample size of 220 , provide an approximate calculation of how large you would anticipate the greatest discrepancy between $F_{n}(t)$ and $F(t)$ to be.
9. Let $T_{1}, \ldots, T_{n}$ be i.i.d. observations from an exponential distribution with mean $\theta$. Obtain an estimating equation for $\theta$ in terms of $E\left(T_{i}\right)$. Obtain an estimating equation for $\theta$ in terms of $\operatorname{Var}\left(T_{i}\right)$. Which of the two equations, if any, would be the most preferable. Give reasons.
10. Consider the following bivariate situation. We have a random variable, $T$, which is continuous and a binary variable $Z$, which take the
values 0 or 1 . Given that $T=0, \operatorname{Pr}(Z=0)=0.5$. Given that $Z=0$, the distribution of $T$ is exponential with mean equal to 1 . Given that $Z=1$ the distribution of $T$ is exponential with mean equal to $\exp (\beta)$. Given $n$ pairs of observations $\left(T_{i}, Z_{i}\right)$ our purpose is to estimate the parameter $\beta$. Considering the values of $Z$ as being fixed, obtain an estimating equation based on the observations $T_{i}(i=1, \ldots, n)$. Secondly, we could view the random aspect of the experiment differently and now take the observations $T_{1}$ to $T_{n}$ as being fixed. Derive the conditional distribution of $Z$ given $T=T_{i}$. Use this to obtain a different estimating equation. Discuss the relative merits and disadvantages of the two sets of estimating equations.
11. In the next chapter we discuss the idea of right censoring where, for certain of the observations $T_{i}$, the exact value is not known. All that we can say for sure is that it is greater than some censoring time. How might the discussion of the previous exercise on the two types of estimating equations arising from reversing the conditioning variable have a bearing on this.
12. Consider the pair of independent random variables $\left(Y_{i}, X_{i}\right), i=$ $1, \ldots, n$. The null hypothesis is that $Y_{i}=\phi\left(X_{i}\right)+\epsilon_{i}$ where $\epsilon_{i}$ is an error term independent of the pair $\left(Y_{i}, X_{i}\right)$ and where $\phi(u)$ is a nondecreasing function of $u$. Describe how you would carry out tests based on $D_{n}$ and $C_{n}$ of Section 3.5.
13. By investigating different classes of functions $\phi$, describe the relative advantages and disadvantages of tests based upon $C_{n}$ rather than $D_{n}$.

## Chapter 4

## Background: Survival analysis

### 4.1 Summary

We recall some elementary definitions concerning probability distributions, putting an emphasis toward one minus the usual cumulative distribution function, i.e., the survival function. This is also sometimes called the survivorship function. The closely related hazard function has, traditionally, been the most popular function around which to construct models. For multistate models it can be helpful to work with intensity functions, rather than hazard functions since these allow the possibility of moving in and out of states. This is facilitated by the very important function, $Y(t)$, the "at-risk" indicator. A number of special parametric cases of proportional hazards models are presented. The issue of censoring and the different kinds of censoring is discussed. The "at-risk" indicator $Y_{i}(w, t)$, taking the value one when the subject $i$ is at risk of making a transition of a certain kind, indicated by $w$, makes it particularly simple to address more complex issues in survival such as repeated events, competing risks, and multistate modelling. We consider some tractable parametric models, the exponential model in particular.

### 4.2 Motivation

Survival time $T$ will be a positive random variable, typically right skewed and with a non-negligible probability of sampling large values,
far above the mean. The fact that an ordering, $T_{1}>T_{2}$, corresponds to a solid physical interpretation has led some authors to consider that time is somehow different from other continuous random variables, reminiscent of discussion among early twentieth century physicists about the nature of time "flowing inexorably in and of itself." These characteristics are sometimes put forward as a reason for considering techniques other than the classic techniques of linear regression. From a purely statistical viewpoint, this reasoning is incorrect. Elementary transformations fix the skewness problems which, in consequence, reveal themselves as quite superficial. Nor is there any worthwhile, statistical, distinction between time and, say, height or weight. The reason for considering particular techniques, outside of the classical ones of linear regression, is the presence of censoring. In early work censoring came to be viewed as a nuisance feature of the data collection, hampering our efforts to study the main relationships of interest. A great breakthrough occurred when this feature of the data, the censoring, was modelled by the "at-risk" function. Almost immediately it became clear that all sorts of much more involved problems; competing risks, repeated events, correlated outcomes, could all be handled with almost no extra work. Careful use of the "at-risk" indicator was all that would be required. At the heart then of survival analysis is the idea of being at risk for some event of interest taking place in a short time frame (for theoretical study this short time will be made arbitrarily small). Transition rates are then very natural quantities to consider. In epidemiology these ideas have been well rooted for a half-century where age-dependent rates of disease incidence have been the main objects under investigation.

### 4.3 Basic tools

## Time and risk

The insurance example in the introduction highlights an obvious, but important, issue. If driver A , on average, has a higher daily risk than driver B, then his mean time to be involved in an accident will be shorter. Conversely, if driver B has a longer mean time to accident, then he has, on average, a lower daily risk. For many examples we may tend to have in mind the variable time and how it is affected by other variables. But we can think equally well in terms of risk over short
time periods, a viewpoint that we will see generalizes more readily to be able to deal with complicated situations. The connection between time and risk is outlined more formally below.

## Hazard and related functions

The purpose here is to continue the introduction of preliminary notions and some basic concepts. Before discussing data and estimation we consider the problem in its most simplified form as that of the study of the pair of random variables $(T, Z), T$ being the response variable "survival" of principal interest and $Z$ an associated "explanatory" variable. There would be little difficulty in applying the host of techniques from linear regression to attacking this problem were it not for the presence of a "censoring" variable $C$. The particularity of $C$ is that, when observed, i.e., $C=c$, we are no longer able to observe values of $T$ for which $T>c$. Also, in most cases, when $T$ is observed, we are no longer able to observe $C$. Nonetheless an observation on one tells us something about the other, in particular that it must assume some greater value.

Although the joint distribution of $(T, Z)$ can be of interest, we are particularly interested in the conditional distribution of $T$ given $Z$. First let us consider $T$ alone. The probability density function of $T$ is defined as

$$
\begin{equation*}
f(t)=\lim _{\Delta t \rightarrow 0^{+}} \frac{1}{\Delta t} \operatorname{Pr}(t<T<t+\Delta t) \tag{4.1}
\end{equation*}
$$

where $\lim _{\Delta t \rightarrow 0^{+}}$means that $\Delta t$ goes to 0 only through positive values. We define as usual $F(t)=\int_{0}^{t} f(u) d u$. The survivorship function is written as $S(t)=1-F(t)$. If we view the density as the unconditional failure rate, we can define a conditional failure rate as being the same quantity after having accounted for the fact that the individual has already survived until the time point $t$. We call this $\lambda(t)$ and we define

$$
\begin{equation*}
\lambda(t)=\lim _{\Delta t \rightarrow 0^{+}} \frac{1}{\Delta t} \operatorname{Pr}(t<T<t+\Delta t \mid T>t) \tag{4.2}
\end{equation*}
$$

It helps understanding to contrast equation (4.2) and (4.1) and we can see that $\lambda(t)$ and $f(t)$ are closely related quantities. In a sense the function $f(t)$ for all values of $t$ is seen from the standpoint of an observer sitting at $T=0$, whereas, for the function $\lambda(t)$, the observer moves along with time looking at the same quantity but viewed from
the position $T=t$. Analogous to a density, conditioned by some event, we can define

$$
\begin{equation*}
\lambda(t \mid C>t)=\lim _{\Delta t \rightarrow 0^{+}} \frac{1}{\Delta t} \operatorname{Pr}(t<T<t+\Delta t \mid T>t, C>t) . \tag{4.3}
\end{equation*}
$$

The conditioning event $C>t$ is of great interest since, in practical investigations, all our observations at time $t$ have necessarily been conditioned by the event. All associated probabilities are also necessarily conditional. But note that, under an independent censoring mechanism, $\lambda(t \mid C>t)=\lambda(t)$. This result underlies the great importance of certain assumptions, in this case that of independence between $C$ and $T$. The conditional failure rate, $\lambda(t)$, is also sometimes referred to as the hazard function, the force of mortality, the instantaneous failure rate or the age-specific failure rate. If we consider a small interval then $\lambda(t) \times \Delta t$ closely approximates the probability of failing in a small interval for those aged $t$, the approximation improving as $\Delta t$ goes to zero. If units are one year then these are yearly death rates. The cumulative hazard function is also of interest and this is defined as $\Lambda(t)=\int_{0}^{t} \lambda(u) d u$. For continuous $\lambda(t)$, using elementary calculus we can see that:

$$
\lambda(t)=f(t) / S(t), S(t)=\exp \{-\Lambda(t)\}, f(t)=\lambda(t) \exp \{-\Lambda(t)\} .
$$

Although mathematically equivalent, we may prefer to focus attention on one function rather than another. The survival function, $S(t)$, is the function displaying most clearly the information the majority of applied workers are seeking. The hazard function, $\lambda(t)$, of central concern in much theoretical work, provides the most telling visual representation of time effects. An important function, of theoretical and practical interest, is the conditional survivorship function,

$$
S(t, u)=\operatorname{Pr}(T>t \mid T>u)=\exp \{\Lambda(u)-\Lambda(t)\}, \quad(u<t)
$$

From this it is clear that $S(t, u)=S(t) / S(t)$ and that $S(u, u)=1$ so that it is as though the process had been restarted at time $t=u$. Other quantities that may be of interest in some particular contexts are the mean residual lifetime, $m(t)$, and the mean time lived in the interval $[0, t], \mu(t)$, defined as

$$
\begin{equation*}
m(t)=E(T-t \mid T \geq t), \quad \mu(t)=\int_{0}^{t} S(u) d u \tag{4.4}
\end{equation*}
$$

Like the hazard itself, these functions provide a more direct reflection on the impact of having survived until time $t$. The mean residual lifetime provides a very interpretable measure of how much more time we can expect to survive, given that we have already reached the timepoint $t$. This can be useful in actuarial applications. The mean time lived in the interval $[0, t]$ is not so readily interpretable, requiring a little more thought (it is not the same as the expected lifetime given that $T<t)$. It has one strong advantage in that it can be readily estimated from right censored data in which, without additional assumptions, we may not even be able to estimate the mean itself. The functions $m(t)$ and $\mu(t)$ are mathematically equivalent to one another as well as the three described above and, for example, a straightforward integration by parts shows that $m(t)=S^{-1}(t) \int_{t}^{\infty} S(u) d u$ and that $\mu(\infty)=E(T)$. If needed, it follows that the survivorship function can be expressed in terms of the mean residual lifetime by

$$
S(t)=m^{-1}(t) m(0) \exp \left(-\int_{0}^{t} m^{-1}(u) d u\right) .
$$

We may wish to model directly in terms of $m(t)$, allowing this function to depend on some vector of parameters $\theta$. If the expression for $m(t)$ is not too intractable then, using $f(t)=-S^{\prime}(t)$ and the above relationship between $m(t)$ and $S(t)$, we can write down a likelihood for estimation purposes in the situation of independent censoring. An interesting and insightful relationship (see for instance the Kaplan-Meier estimator) between $S(t)$ and $S(t, u)$ follows from considering some discrete number of time points of interest. Thus, for any partition of the time axis, $0=a_{0}<a_{1}<, \ldots, a_{n}=\infty$, we see that

$$
S\left(a_{j}\right)=S\left(a_{j-1}\right) S\left(a_{j}, a_{j-1}\right)=\prod_{\ell \leq j} S\left(a_{\ell}, a_{\ell-1}\right) .
$$

The implication of this is that the survival function $S(t)$ can always be viewed as the product of a sequence of conditional survival functions, $S(t, u)$. Although more cumbersome, a theory could equally well be constructed for the discrete case whereby $f\left(t_{i}\right)=\operatorname{Pr}\left(T=t_{i}\right)$ and $S\left(t_{i}\right)=\sum_{\ell \geq i} f\left(t_{\ell}\right)$. We do not explore this here.

## Intensity functions and compartment models

Modern treatment of survival analysis tends to focus more on intensity than hazard functions. This leads to great flexibility, enabling, for


Figure 4.1: A simple alive/dead transition model.
example, the construction of simple models to address questions in complex situations such as repeated events (Andersen and Gill 1982). We believe that both concepts can be useful and we will move back and forth between them according to the application. Intensity functions find their setting in the framework of stochastic processes where the random nature of $T$ is suppressed, $t$ being taken simply as an index to some stochastic process. The counting process $N(t)$, takes the value 0 at $t=0$, remaining at this same value until some time point, say $T=u$, at which the event under study occurs and then $N(t)=1(t \geq u)$. We can then define, in an infinitesimal sense, i.e., the equality only holds precisely in the limit as $d t$ goes to zero through positive values

$$
\begin{equation*}
\operatorname{Pr}\left\{\left(N(t)-N(t-d t)=1 \mid \mathcal{F}_{t-d t}\right)\right\}=\alpha(t) d t \tag{4.5}
\end{equation*}
$$

where $\mathcal{F}_{t-d t}$, written as $\mathcal{F}_{t-}$ when we allow $d t>0$ to be arbitrarily close to zero, is the accumulated information, on all processes under consideration, observed up until time $t-d t$. The observed set $\mathcal{F}_{t-}$ is referred to as the history at time $t$. The set is necessarily non decreasing in size as $t$ increases, translating the fact that more is being observed or becoming known about the process. The Kolmogorov axioms of probability, in particular sigma additivity, may not hold for certain noncountable infinite sets. For this reason probabilists take great care, and use considerable mathematical sophistication, to ensure, in broad terms, that the size of the set $\mathcal{F}_{t-}$ does not increase too quickly with $t$. The idea is to ensure that we remain within the Kolmogorov axiomatic framework, in particular that we do not violate sigma additivity. Much of these concerns have spilled over into the applied statistical literature where they do not have their place. No difficulties will arise in applications, with the possible exception of theoretical physics, and the practitioner, unfamiliar with measure theory, ought not be deterred from applying the techniques of stochastic processes simply because he or she lacks a firm grasp of concepts such as filtrations. It is hard to imagine an application in which a lack of understanding of the term "filtration" could have led to error. On the
other hand, the more accessible notions of history, stochastic process, and conditioning sets are central and of great importance both to understanding and to deriving creative structures around which applied problems can be solved. Viewing $t$ as an index to a stochastic process rather than simply the realization of a random variable $T$, and defining the intensity process $\alpha(t)$ as above, will enable great flexibility and the possibility to model events dynamically as they unfold.

## At risk functions $Y(t), Y(w, t)$ and multistate models

The simplest case we can consider occurs when following a randomly chosen subject through time. The information in $\mathcal{F}_{t-}$ tells us whether or not the event has yet occurred and if the subject is still at risk i.e., the set $\mathcal{F}_{t-}$ is providing the same information as an observation on the function $Y(t)$ where we take $Y(t)$ to be left continuous, assuming the value one until the occurrence of an event, or removal from observation, at which time it assumes the value zero. If the simple fact of not having been removed from the study, the event $(C>t)$ is independent of the event $(t<T<t+d t)$, then conditioning on $Y(t)=1$ is the same as conditioning on $T>t$. Referring then to Equation (4.2) it is clear that if $Y(t)=0$ then $\alpha(t)=0$ and, if $Y(t)=1$ then $\alpha(t)=\lambda(t)$. Putting these two results together we have

$$
\begin{equation*}
\alpha(t)=Y(t) \lambda(t) \tag{4.6}
\end{equation*}
$$

This relation is important in that, under the above condition, referred to as the independent censoring condition, the link between the intensity function and the hazard function is clear. Note that the intensity function is random since $Y$ is random when looking forward in time. Having reached some time point, $t$ say, then $\alpha(t)$ is fixed and known since the function $Y(u), 0<u<t$ is known and $Y(t)$ is left continuous.

We call $Y(\cdot)$ the "at risk" function (left continuous specifically so that at time $t$ the intensity function $\alpha(t)$ is not random). The idea generalizes readily and in order to cover a wide range of situations we also allow $Y$ to have an argument $w$ where $w$ takes integer values counting the possible changes of state. For the $i$ th subject in any study we will typically define $Y_{i}(w, t)$ to take the value 1 if this subject, at time $t$, is at risk of making a transition of type $w$, and 0 otherwise. Figure 4.2 summarizes a situation in which there are four states of interest, an absorbing state, death, and three states from which an individual is able to make a transition into the death state. Transitions


Figure 4.2: A simple compartment model with an absorbing state.


Figure 4.3: A simple compartment model with a single absorbing state.
among the three nondeath states themselves are not allowed. Later we will consider different ways of modeling such a situation, depending upon further assumptions we may wish or not wish to make.

In Figure 4.3 there is one absorbing state, the death state, and two non absorbing states between which an individual can make transitions. We can define $w=1$ to indicate transitions from state 1 to state $2, w=2$ to indicate transitions from state 2 to state $1, w=3$ to indicate transitions from state 1 to state 3 and, finally, $w=4$ to indicate transitions from state 2 to state 3 . Note that such an enumeration only deals with whether or not a subject is at risk for making the transition, the transition probabilities (intensities) themselves could depend on the path taken to get to the current state. We can then appreciate why it can be helpful to frame certain questions in terms of compartment models, intensity functions and the risk function. Rather complex situations can be dealt with quite straightforwardly, the figures illustrating simple cases where we can use the argument $w$ in $Y_{i}(w, t)$ to indicate, at any $t$, which kinds of transition any given subject $i$ is available to make. In Figure 4.4 there are two absorbing states, one of


Figure 4.4: A complex compartment model with two absorbing states.
which can only be reached from state 2 . The transition rate between state 2 and state 4 may or may not depend on the number of times a subject moves between states 1 and 2. Allowing for transitions between states greatly adds to the flexibility of any model so that, in Figure 4.2, although the explanatory variable (state) has three levels, the model is, in principle, much simpler than that described in Figure 4.3 where the explanatory variable can assume only two states.

## At-risk indicator $Y(w, t)$ and repeated events

Some studies have the particularity that an occurrence of the event of interest does not remove the subject from further observation. Additional events, of the same or of different types, may happen. An example is benign breast disease, potentially followed by malignant disease. A patient may have several incidences of benign breast disease at different intervals of time. Following any one of these incidences, or even before such an incidence takes place the subject may become incident for malignant disease. If our interest is essentially focussed on the incidence of malignant disease then we would treat the time-dependent history of benign breast disease as a potential explanatory variable for incidence of malignant disease. However, we may also be interested in modelling directly the repeated incidence of benign breast disease in its own right. Clearly a patient can only be at risk of having a third incident of benign breast disease if she has already suffered two earlier incidents. We can model the rate of incidence for the $j$ th occurrence of benign disease as,

$$
\begin{equation*}
\alpha_{j}(t)=Y(j, t) \lambda_{j}\left(t-t_{j-1}\right), \tag{4.7}
\end{equation*}
$$

where $t_{0}=0$ and $t_{j}$ is the observed occurrence of the $j$ th event. Different options may be considered for modeling $\lambda_{j}(t)$. Usually there
will be at least one covariate, $Z$, indicating two distinct prognostic groups, possibly established on the basis of different treatments. The model will involve coefficients multiplying $Z$ and thereby quantifying treatment affect. Allowing these coefficients to also depend upon $j$ provides the broadest generality and is equivalent to analyzing separate studies for each of the occurrences. Stronger modeling, imposing greater structure, might assume that the coefficients do not depend upon $j$, in which case the information provided by a subject having three incident cases is comparable to that of three independent subjects each providing information on a single incident. So-called marginal models have been proposed in this context. Here, it would be as though the subject, after an event, starts the clock from zero and, aside from covariate information, is deemed to be in the same position as another subject who has just entered the study without having yet suffered a single event. A lot of information would appear to be thereby gained but the set-up seems rather artificial and implausible. Starting the clock from zero, after each event, is sensible but it is more realistic to assume that the underlying hazard rates, i.e., those not adjusted by covariate information, would change with the number of prior incidents. In other words the most sensible model would condition on this information allowing the baseline hazard rate to change according to the number of events counted so far.

### 4.4 Some potential models

## Simple exponential

The simple exponential model is fully specified by a single parameter $\lambda$. The hazard function, viewed as a function of time, does not in fact depend upon time so that $\lambda(t)=\lambda$. By simple calculation we find that $\operatorname{Pr}(T>t)=\exp (-\lambda t)$. Note that $E(T)=1 / \lambda$ and, indeed, the exponential model is often parameterized directly in terms of the mean $\theta=E(T)=1 / \lambda$. Also $\operatorname{Var}(t)=1 / \lambda^{2}$. This model expresses the physical phenomenon of no aging or wearing out since, by elementary calculations, we obtain $S(t+u, u)=S(t)$; the probability of surviving a further $t$ units of time, having already survived until time $u$, is the same as that associated with surviving the initial $t$ units of time. The property is sometimes referred to as the lack of memory property of the exponential model.

For practical application the exponential model may suggest itself in view of its simplicity or sometimes when the constant hazard assumption appears realistic. A good example is that of a light bulb which may only fail following a sudden surge in voltage. The fact that no such surge has yet occurred may provide no information about the chances for such a surge to take place in the next given time period. If $T$ has an exponential distribution with parameter $\lambda$ then $\lambda T$ has the so-called standard exponential distribution, i.e., mean and variance are equal to one.

Recall that for a random variable $Y$ having normal distribution $\mathcal{N}\left(\mu, \sigma^{2}\right)$ it is useful to think in terms of a simple linear model $Y=$ $\mu+\sigma \epsilon$, where $\epsilon$ has the standard distribution $\mathcal{N}(0,1)$. As implied above, scale changes for the exponential model lead to a model still within the exponential class. However, this is no longer so for location changes so that, unlike the normal model in which linear transformations lead to other normal models, a linear formulation for the exponential model is necessarily less straightforward. It is nonetheless of interest to consider the closest analogous structure and we can write

$$
\begin{equation*}
Y=\log T=\alpha+b W \tag{4.8}
\end{equation*}
$$

where $W$ has the standard extreme value density $f(w)=\exp \{w-$ $\exp (w)\}$. When $\alpha=0$ we recover an exponential model for $T$ with parameter $b$, values other than zero for $\alpha$ pushing the variable $T$ out of the restricted exponential class into the broader Weibull class discussed below.

## Proportional hazards exponential

In anticipation of the central topic of this book (that of heterogeneity among the subjects under study) imagine that we have two groups, indicated by a binary variable $Z=0$ or $Z=1$. For $Z=0$ the subjects follow an exponential law with parameter $\lambda_{0}$. For $Z=1$ the subjects follow an exponential law with parameter $\lambda_{1}$. It is clear that for the hazard functions there exists real $\beta\left(=\log \lambda_{1}-\log \lambda_{0}\right)$ such that

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda(t \mid Z=0) \exp (\beta Z)=\lambda_{0} \exp (\beta Z) \tag{4.9}
\end{equation*}
$$

The important point to note here is that the ratio of the hazards, $\lambda(t \mid Z=1) / \lambda(t \mid Z=0)$ does not involve $t$. It also follows that $S(t \mid Z=$ $1)=S(t \mid Z=0)^{\alpha}$ where $\alpha=\exp (\beta)$. The survival curves are power
transformations of one another. This is an appealing parameterization since, unlike a linear parameterization, whatever the true value of $\beta$, the constraints that we impose upon $S(t \mid Z=1)$ and $S(t \mid Z=0)$ in order to be well-defined probabilities, i.e., remaining between 0 and 1 , are always respected. Such a model is called a proportional hazards model. For three groups we can employ two indicator variables, $Z_{1}$ and $Z_{2}$, such that, for group 1 in which the hazard rate is equal to $\lambda_{0}$, $Z_{1}=0$ and $Z_{2}=0$, for group $2, Z_{1}=1$ and $Z_{2}=0$ whereas for group $3, Z_{1}=0$ and $Z_{2}=1$. We can then write;

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0} \exp \left(\beta_{1} Z_{1}+\beta_{2} Z_{2}\right) \tag{4.10}
\end{equation*}
$$

where $\lambda_{0}=\lambda\left(t \mid Z_{1}=Z_{2}=0\right)$. It is worthwhile bringing the reader's attention to just where the constraints of the model express themselves here. They concern the hazard rates for all groups, which are assumed to be constant. Given this constraint there are no further constraints concerning the relationship between the groups. Suppose, though, that we were to consider a further group, group 4 , defined by $Z_{1}=1$ and $Z_{2}=1$. In order to add a fourth group without introducing a further binary coding variable $Z_{3}$, we introduce the constraint that the hazard for group 4 is simply expressed in terms of the hazards for groups 2 and 3 . Such assumptions are commonly made in routine data analysis but, nonetheless, ought come under critical scrutiny. We return to this issue in later chapters. The extension to many groups follows in the same way. For this we take $Z$ to be a $p$ dimensional vector of indicator variables and $\beta$ a vector of parameters having the same dimension as $Z$, the product $\beta Z$ in Equation 4.9 now implying an inner product, i.e., $\beta Z=\sum_{i=1}^{p} \beta_{i} Z_{i}$. In this case the proportional hazards exponential model (4.9) implies that every group follows some simple exponential law, a consequence being that the survivorship function for any group can be expressed as a power transformation of any other group. Once again, it is important to keep in mind just which assumptions are being made, the potential impact of such assumptions on conclusions, and techniques for bringing under scrutiny these assumptions. The proportional hazards constraint then appears as a very natural one in which we ensure that the probabilities $S(t \mid z)$ and subsequent estimates always remain between 0 and 1 . A linear shift added to $S(t \mid 0)$ would not allow for this. We do nonetheless have a linear shift although on a different, and thereby more appropriate, scale and we can write

$$
\log -\log S(t \mid Z)=\log -\log S(t \mid 0)+\sum_{i=1}^{p} \beta_{i} Z_{i}
$$

This formulation is the same as the proportional hazards formulation. Noting that $-\log S(T \mid Z=z)$ is an exponential variate some authors prefer to write a model down as a linear expression in the transformed random variable itself with an exponential error term. This then provides a different link to the more standard linear models we are familiar with.

## Piecewise exponential

The lack of flexibility of the exponential model will often rule it out as a potential candidate for application. Many other models, only one or two of which are mentioned here, are more tractable, a property stemming from the inclusion of at least one additional parameter. Even so, it is possible to maintain the advantages of the exponential model's simplicity while simultaneously gaining in flexibility. One way to achieve this is to construct a partition of the time axis $0=a_{0}<$ $a_{1}<\ldots<a_{k}=\infty$. Within the $j$ th interval $\left(a_{j-1}, a_{j}\right),(j=1, \ldots, k)$ the hazard function is given by $\lambda(t)=\lambda_{j}$. We can imagine that this may provide quite a satisfactory approximation to a more involved smoothly changing hazard model in which the hazard function changes through time. We use $S(t)=\exp \{-\Lambda(t)\}$ to obtain the survival function where

$$
\begin{align*}
\Lambda(t)= & \sum_{j=1}^{k} I\left(t \geq a_{j}\right) \lambda_{j}\left(a_{j}-a_{j-1}\right) \\
& +\sum_{j=1}^{k} I\left(a_{j-1} \leq t<a_{j}\right) \lambda_{j}\left(t-a_{j-1}\right) \tag{4.11}
\end{align*}
$$

Properties such as the lack of memory property of the simple exponential have analogues here by restricting ourselves to remaining within an interval. Another attractive property of the simple exponential is that the calculations are straightforward and can be done by hand and, again, there are ready analogues for the piecewise case. Although the ready availability of sophisticated computer packages tends to eliminate the need for hand calculation, it is still useful to be able to work by hand if for no other purposes than those of teaching. Students gain invaluable insight by doing these kind of calculations the long way.

Proportional hazards piecewise exponential
In the same way as for the simple exponential model, for two groups, indicated by a binary variable $Z=0$ or $Z=1$, each having constant piecewise rates on the same intervals, it is clear that there exists $\beta_{j}$ such that, for $t \in\left[a_{j-1}, a_{j}\right)$,

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda(t \mid Z=0) \exp \left(\beta_{j} Z\right)=\lambda_{0}(t) \exp \{\beta(t) Z\} \tag{4.12}
\end{equation*}
$$

where we now have a function $\beta(t)=\sum_{j=1}^{k} \beta_{j} I\left(a_{j-1} \leq t<a_{j}\right)$. This can be described as a nonproportional hazards model and, if, under a further restriction that $\beta(t)$ is a constant function of time, i.e., $\beta_{1}=$ $\beta_{2}=\cdots=\beta_{k}=\beta$, then, as for the simple exponential model, we have $S(t \mid Z=1)=S(t \mid Z=0)^{\alpha}$ where $\alpha=\exp (\beta)$ and, once again, such a model is called a proportional hazards model. The model can once more be described in terms of a linear translation on $\log -\log S(t \mid z)$.

## Weibull model

Another way to generalize the exponential model to a wider class is to consider a power transformation of the random variable $T$. For any positive $\gamma$, if the distribution of $T^{\gamma}$ is exponential with parameter $\lambda$, then the distribution of $T$ itself is said to follow a Weibull model whereby

$$
f(t)=\lambda \gamma(\lambda t)^{\gamma-1} \exp \left\{-(\lambda t)^{\gamma}\right\}
$$

and $S(t)=\exp -(\lambda t)^{\gamma}$. The hazard function follows immediately from this and we see, as expected, that when $\gamma=1$ an exponential model with parameter $\lambda$ is recovered. It is of interest to trace out the possible forms of the hazard function for any given $\lambda$. It is monotonic, increasing for values of $\gamma$ greater than 1 and decreasing for values less than 1. This property, if believed to be reflected in some given physical situation, may suggest the appropriateness of the model for that same situation. An example might be the time taken to fall over for a novice roller blade enthusiast - the initial hazard may be high, initially decreasing somewhat rapidly as learning sets in and thereafter continuing to decrease to zero, albeit more slowly.

The Weibull model, containing the exponential model as a special case, is an obvious candidate structure for framing questions of the sort - is the hazard decreasing to zero or is it remaining at some constant level? A null hypothesis would express this as $H_{0}: \gamma=1$.

Straightforward integration shows that $E\left(T^{r}\right)=\lambda^{-r} \Gamma(1+r / \gamma)$ where $\Gamma(\cdot)$ is the gamma function,

$$
\Gamma(p)=\int_{0}^{\infty} u^{p-1} e^{-u} d u \quad p>0
$$

For $p$ integer $\Gamma(p)=(p-1)$ ! The mean and the variance are $\lambda^{-1} \Gamma(1+$ $1 / \gamma)$ and $\lambda^{-2} \Gamma(1+2 / \gamma)-E^{2}$, respectively. The Weibull model can be motivated from the theory of statistics of extremes. The distribution coincides with the limiting distribution of the smallest of a collection of random variables, under broad conditions on the random variables in question (Kalbfleisch and Prentice 1980, page 48).

## Proportional hazards Weibull

Once again, for two groups indicated by a binary variable $Z=0$ or $Z=1$, sharing a common $\gamma$ but different values of $\lambda$, then there exists a $\beta$ such that $\lambda(t \mid Z) / \lambda(t \mid Z=0)=\exp (\beta Z)$. Since, as above, the right-hand side of the equation does not depend on $t$, then we have a proportional hazards model. This situation and the other two described above are the only common parametric models that come under the heading proportional hazards models by simply expressing the logarithm of the location parameter linearly in terms of the covariates. The situation for more than two groups follows as before. Consider however a model such as

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda \gamma(\lambda t)^{\gamma-1} \exp (\beta Z) \tag{4.13}
\end{equation*}
$$

in which $Z$ indicates three groups by assuming the values $Z=1,2,3$.
Unlike the model just above in which three groups were represented by two distinct binary covariates, $Z_{1}$ and $Z_{2}$, we have only one covariate. In the context of estimation and a given set of data we will almost invariably achieve greater precision in our estimates when there are less parameters to estimate. We would then appear to gain by using such a model. As always though, any such gain comes at a price and the price here is that we have made much stronger assumptions. We are assuming that the signed "distance" between groups 1 and 2 , as measured by the logarithm of the hazard, is the same as the signed distance between groups 2 and 3 . If this is not the case in reality then we are estimating some sort of compromise, the exact nature of which is determined by our estimating equations. In an extreme case in which the distances are the same but the signs are opposite we might erroneously conclude
that there is no effect at all. At the risk of being repetitive, it cannot be stressed too much just how important it is to identify the assumptions we are making and how they may influence our conclusions. Here the assumptions concern both the parametric form of the underlying risk as well as the nature of how the different groups are related. Allowing a shape parameter $\gamma$ to be other than one provides a more flexible model for the underlying risk than that furnished by the simple exponential model. The choice of covariate coding, on the other hand, is more restrictive than the earlier choice. All of this needs to be studied in applications. An interesting point is that, for the three group case defined as above, the "underlying" hazard, $\lambda(t \mid Z=0)=\lambda \gamma(\lambda t)^{\gamma-1}$ does not correspond to the hazard for any of the three groups under study. It is common in practice to consider a recoding of $Z$, a simple one being $Z-\bar{Z}$, so that the underlying hazard will correspond to some kind of average across the groups. For the case just outlined, another simple recoding is to rewrite $Z$ as $Z-2$, in which case the underlying hazard corresponds to the middle group, the other two groups having hazard rates lower and greater than this, respectively.

## Log-minus-log transformation

As a first step to constructing a model for $S(t \mid Z)$ we may think of a linear shift, based upon the value of $Z$, the amount of the shift to be estimated from data. However, the function $S(t \mid Z)$ is constrained, becoming severely restricted for both $t=0$ and for large $t$ where it approaches one and zero respectively. Any model would need accommodate these natural constraints. It is usually easiest to do this by eliminating the constraints themselves during the initial steps of model construction. Thus, $\log S(t \mid Z)=-\Lambda(t)$ is a better starting point for modeling, weakening the hold the constraints have on us. However, $\log -\log S(t \mid Z)=\log \Lambda(t)$ is better still. This is because $\log \Lambda(t)$ can take any value between $-\infty$ and $+\infty$, whereas $\Lambda(t)$ itself is constrained to be positive. The transformation $\log -\log S(t \mid Z)$ is widely used and is called the log-minus-log transformation. The above cases of the exponential and Weibull proportional hazards models, as already seen, fall readily under this heading.

## Other models

The exponential, piecewise exponential and Weibull models are of particular interest to us because they are especially simple and of the
proportional hazards form. Nonetheless there are many other models which have found use in practical applications. Some are directly related to the above, such as the extreme value model in which

$$
S(t)=\exp \left(-\exp \left(\frac{t-\mu}{\sigma}\right)\right)
$$

since, if $T$ is Weibull, then $\log T$ is extreme value with $\sigma=1 / \gamma$ and $\mu=\log \lambda$. These models may also be simple when viewed from some particular angle. For instance, if $M(s)$ is the moment-generating function for the extreme value density then we can readily see that $M(s)=\Gamma(1+s)$. A distribution, closely related to the extreme value distribution (see Johnson and Johnson 1980), and which has found wide application in actuarial work is the Gompertz where

$$
S(t)=\exp \left(\beta \alpha^{-1}\left(1-e^{\alpha t}\right)\right)
$$

The hazard rates for these distributions increase with time, and, for actuarial work, in which time corresponds to age, such a constraint makes sense for studying disease occurrence or death. The normal distribution is not a natural candidate in view of the tendency for survival data to exhibit large skewness, not forgetting that times themselves are constrained to be positive. The log normal distribution has seen some use but is most often replaced by the log-logistic, similar in shape apart from the extreme tails, and much easier to work with. The form is particularly simple for this model and we have

$$
S(t)=\left(1+(\alpha t)^{\gamma}\right)^{-1}
$$

For two groups, sharing a common $\gamma$ but different values of $\alpha$ it is interesting to note that the hazard ratio declines monotonically with time $t$ to its asymptotic value of one. Such a model may be appropriate when considering group effects which gradually wane as we move away from some initial time point.

## Parametric proportional hazards models

In principle, for any parametric form, the above providing just a very few examples, we can make a straightforward extension to two or more groups via a proportional hazards representation. For example, if the survivorship functions of two groups are $S(t \mid Z=1)$ and $S(t \mid Z=0)$ then we can introduce the parameter $\alpha$ to model one group as a power
transform of the other. Rewriting $\alpha$ to include $Z$ via $\alpha=\exp (\beta Z)$ then we have an expression involving the regressors,

$$
\begin{equation*}
\log -\log S(t \mid Z)=\log -\log S(t \mid Z=0)+\beta Z \tag{4.14}
\end{equation*}
$$

All parameters, including $\beta$, can be estimated using standard techniques, maximum likelihood in particular, the only restriction being that we require some conditions on the censoring variable $C$. In practice, standard techniques are rarely used, most likely as a consequence of the attractive proposal of Cox (1972) whereby we can estimate $\beta$ without having to consider the form of $S(t \mid Z=1)$ or $S(t \mid Z=0)$. As attractive as the Cox approach is though, we should not overlook the fact that, in exchange for generality concerning the possible parametric forms of functions of interest, such as $S(t \mid Z)$, making inferences on these population quantities becomes that much more involved. Parametric proportional hazards models may be an area that merits renewed interest in applications.

### 4.5 Censoring

The most important particularity of survival data is the presence of censoring. Other aspects such as the positivity and skewness of the main random variable under study, time $T$, and other complex situations such as repeated measures or random effects, are not of themselves reasons for seeking methods other than linear regression. Using transformations and paying careful attention to the structure of the error, linear models are perfectly adequate for dealing with almost any situation in which censoring does not arise. It is the censoring that forces us to consider other techniques. Censoring can arise in different ways.

We typically view the censoring as a nuisance feature of the data, and not of direct interest in its own right, essentially something that hinders us from estimating what it is we would like to estimate. In order for our endeavors to succeed we have to make some assumptions about the nature of the censoring mechanism. The assumptions may often be motivated by convenience, in which case it is necessary to give consideration as to how well grounded the assumptions appear to be as well as to how robust are the procedures to departures from any such assumptions. In other cases the assumptions may appear natural given the physical context of interest, a common case being
the uniform recruitment into a clinical trial over some predetermined time interval. When the study closes patients for whom the outcome of interest has not been observed are censored at study close and until that point occurs it may be reasonable to assume that patients are included in the study at a steady rate.

It is helpful to think of a randomly chosen subject being associated with a pair of random variables $(T, C)$, an observation on one of the pair impeding observation on the other, while at the same time indicating that the unobserved member of the pair must be greater than the observed member. This idea is made more succinct by saying that only the random variable $X=\min (T, C)$ can be fully observed. Clearly $\operatorname{Pr}(X>x)=\operatorname{Pr}(T>x, C>x)$ and we describe censoring as being independent whenever

$$
\begin{equation*}
\operatorname{Pr}(X>x)=\operatorname{Pr}(T>x, C>x)=\operatorname{Pr}(T>x) \operatorname{Pr}(C>x) \tag{4.15}
\end{equation*}
$$

## Type I censoring

Such censoring most often occurs in industrial or animal experimentation. Items or animals are put on test and observed until failure. The study is stopped at some time $T^{*}$. If any subject does not fail it will have observed survival time at least equal to $T^{*}$. The censoring times for all those individuals being censored is then equal to $T^{*}$. Equation (4.15) is satisfied and so this is a special case of independent censoring, although not very interesting since all subjects, from any random sample, have the same censoring time.

## Type II censoring

The proportion of censoring is determined in advance. So if we wish to study 100 individuals and observed half of them as failures we determine the number of failures to be 50. Again all censored observations have the same value $T^{*}$ although, in this case, this value is not known in advance. This is another special case of independent censoring.

## Type III censoring

In a clinical trial patients enter randomly. A model for entry is often assumed to be uniform over a fixed study period, anywhere from a few months to several years but determined in advance. Survival time is the time from entry until the event of interest. Subjects can be censored
because (1) the end of the study period is reached, (2) they are lost to follow-up (3) the subject fails due to something unrelated to the event of interest. This is called random censoring. So, unlike for Type I or Type II censoring, for a random sample $C_{1}, \ldots, C_{n}$, the $C_{i}$ could all be distinct.

For a random sample of pairs $\left(T_{i}, C_{i}\right), i=1, \ldots, n$, we are only able to observe $X_{i}=\min \left(T_{i}, C_{i}\right)$. A fundamental result in this context was discovered by Tsiatis (1975). The result says that, for such data, we are unable to estimate the joint distribution of the pair $(T, C)$. Only the marginal distributions can be estimated under the independent censoring assumption, the assumption itself not being testable from such data. It is common then to make the assumption of independent censoring, sometimes referred to as non informative censoring, by stipulating that

$$
\begin{equation*}
\operatorname{Pr}\left(X_{i}>x\right)=\operatorname{Pr}\left(T_{i}>x, C_{i}>x\right)=\operatorname{Pr}\left(T_{i}>x\right) \operatorname{Pr}\left(C_{i}>x\right) . \tag{4.16}
\end{equation*}
$$

The assumption is strong but not entirely arbitrary. For the example of the clinical trial with a fixed closing date for recruitment it seems reasonable to take the length of time from entry up until this date as not being associated with the mechanism generating the failures. For loss to follow-up due to an automobile accident or due to leaving the area, again the assumption may be reasonable, or, at least, a good first approximation to a much more complex, unknown, and almost certainly unknowable, reality.

## Informative censoring

When censoring is informative, which we can take to be the negation of non-informative, then it is no longer possible to estimate the main quantities of interest without explicitly introducing some model for the censoring. The number of potential models relating $C$ and $T$ is infinite and, in the absence of special knowledge, it can be helpful to postulate some simple relationship between the two, the proportional hazards model itself having been used in this context (Koziol and Green 1976, Slud and Rubinstein 1983). Obvious examples might be surrogate endpoints in the study of the evolution of AIDS following treatment, where, for falling CD4 cell counts, below a certain point patients can be withdrawn from study. Censoring here is clearly informative. This will be the case whenever the fact of removing a subject, yet to experience the event of interest, from study implies a change
in risk. Informative censoring is necessarily more involved than non informative censoring and we have to resort to more elaborate models for the censoring itself in order to make progress. If, as might be the case for a clinical trial where the only form of censoring would be the termination of the study, we know for each subject, in advance, their censoring time $C$, we might then postulate that

$$
\log -\log S(t)=\log -\log (S(t \mid C<t)+\beta I(C>t)
$$

This would be a proportional hazards model for a dependent censoring mechanism. More generally we would not know $C$ in advance of making observations on $T$, but we could write down a similar model in terms of intensity functions, viewing the censoring indicator as a predictable stochastic process. For the purposes of estimation we may require empirical quantities indicating how the risk changes once censoring is observed, and for this we need to be able to compare rates between those censored at some point and those who are not. Mostly, once censoring has occurred, it is no longer possible to observe the main event under study so that, for data of this nature, we are not able to estimate parameters of interest without further assumptions. These assumptions are usually that the censoring is independent of the failure process or that it is conditionally independent given covariate values. The paper of Tsiatis (1975) demonstrates this intuitive observation formally.

## Marginal and conditionally independent censoring

When considering many groups, defined by some covariate value $Z$, there are essentially two types of independence commonly needed. The stronger assumption is that of marginal independence in which the variables $T, C$, and $Z$ are pairwise independent. The censoring distribution for $C$ is the same for different values of $Z$. A weaker assumption that is often made, is that of conditional independence. Here, the pair $(T, C)$ are independent given $Z$. In other words, for each possible value of $Z$, the pair $(T, C)$ is independent, but the censoring distribution $C$ can be different for different values of $Z$.

## Finite censoring support

Many mathematical issues simplify immediately when the failure variable $T$ is continuous, as we generally suppose, but that the censoring
variable is restricted to having support on some finite subset. We can imagine that censoring times are only allowed to take place on the set $\left\{a_{0}, a_{1}, \ldots, a_{k}\right\}$. This is not a practical restriction since we can make the division $\left(a_{j}, a_{j-1}\right)$ as fine as we wish. We will frequently need to consider the empirical distribution function and analogues (KaplanMeier estimate, Nelson-Aalen estimate) in the presence of censoring. If we adopt this particular censoring set-up of finite censoring support, then generalization from the empirical distribution function to an analogue incorporating censoring is very straightforward. We consider this in greater detail when we discuss the estimation of marginal survival.

### 4.6 Competing risks as a particular type of censoring

Recalling the "at-risk" indicator function, $Y_{i}(w, t)$, which takes the value one if, at time $t$, the $i$ th subject is at risk of making a transition of type $w$, and is zero otherwise, we can imagine a simple situation in which $w$ takes only one of two values. Calling these $w=1$ and $w=2$, consider a constraint whereby $Y_{i}(1, t)=Y_{i}(2, t)$. In words, if the $i$ th subject is at risk of one kind of transition, then he or she is also at risk of the other kind. If the subject is no longer at risk then this means that they are not at risk for either kind of transition. Thus, if a subject suffers an event of type $w=1$ then he is no longer considered at risk of suffering an event of type $w=2$, and conversely.

This is the situation of so-called competing risks. As long as the subject is at risk, then either of the event types can occur. Once one type of event has occurred, then it is no longer possible to observe an occurrence of an event of the other type. Such a construction fits in immediately with the above models for survival involving censoring. If at time $t=t_{1}$ an event of type $w=1$ takes place, then, as far as events of type $w=2$ are concerned, the subject is simply censored at $t=t_{1}$. In Figure 4.5 a subject may be at risk of death from stroke or at risk from either stroke or cirrhosis of the liver. Once one of the types of death has occurred, then the other type of event can no longer be observed. We will assume that the subject is censored at this point, in as much as our attention focuses on the second type of event, and the above discussion on the different censoring models applies in the same way. We will need make some assumptions, most often that of


Figure 4.5: A situation of competing risks for subjects in states $\mathrm{A}+\mathrm{B}$.
independent censoring or that of independent censoring conditional on covariate information in order to make progress.

### 4.7 Exercises and class projects

1. Using the definition for $\lambda(t)=f(t) / S(t)$, show that $S(t)=$ $\exp \{-\Lambda(t)$ and that $f(t)=\lambda(t) \exp \{-\Lambda(t)$.
2. For a Weibull variate with parameters $\lambda$ and $k$, derive an expression for the conditional survivorship function $S(t+u, u)$. How does this function vary with $t$ for fixed $u$ ? With $u$ for fixed $t$ ?
3. Use numerical integration to calculate the mean residual lifetime $m(t)$ and the mean time lived in the interval $[0, t], \mu(t)$ for the Weibull with parameters 2 and 1.5 . With parameters 2 and 0.7 . Plot these as functions of time $t$.
4. Consider two groups each of which follows a Weibull distribution, i.e., $f(t)=\lambda \gamma(\lambda t)^{\gamma-1} \exp \left\{-(\lambda t)^{\gamma}\right\}$. For the first group, $\lambda=\lambda_{1}, \gamma=\gamma_{1}$. For the second, $\lambda=\lambda_{2}, \gamma=\gamma_{2}$. Under which conditions will this situations be described by proportional hazards?
5. Undertake a numerical and graphical study of the conditional survivorship function, $S(t+u, u)$, for the Weibull model, the extreme value model, the Gompertz model and the log-logistic model. What conclusions can be drawn from this?
6. Repeat the previous class project, focusing this time on the mean residual lifetime. Again what conclusions can be drawn from the graphs.
7. Consider a disease with three states of gravity (state 1 , state 2 and state 3 ), the severity corresponding to the size of the number. State 4 corresponds to death and is assumed to follow state 3 . New treatments offer the hope of prolonged survival. The first treatment, if it is effective, is anticipated to slow down the rate of transition from state 2 to state 3 . Write down a compartmental model and a survival model, involving a treatment indicator, for this situation. A second treatment, if effective, is anticipated to slow down all transition rates. Write down the model for this. Write down the relevant null and alternative hypotheses for the two situations.
8. Consider a nondegenerative disease with several states; $1,2, \ldots$, counting the occurrence of these together with a disease state indicating a progression to something more serious, e.g., benign and malignant tumors or episodes of mild asthma with the possibility of progression to a more serious respiratory ailment. Write down possible models for this and how you might formulate tests of hypotheses of interest under varying assumptions on the role of the less serious states.
9. Suppose we have data; $T_{1}, \ldots, T_{n}$, from a Weibull distribution in which the shape parameter $\gamma$ is known to be equal to 1.3 . Use the delta-method to find an estimate for the variance of the estimated median (transform to a standard form).
10. For a proportional hazards Weibull model describe the relationship between the respective medians.
11. Investigate the function $S(t, u)$ for different parametric models described in this chapter. Draw conclusions from the form of this twodimensional function and suggest how we might make use of these properties in order to choose suitable parametric models when faced with actual data.
12. Consider two possible structures for a parametric proportional hazards model;

$$
\begin{aligned}
\log S(t \mid Z) & =\log \{S[t \mid E(Z)]\} \exp (\beta Z) \\
\log S(t \mid Z) & =\log \{E S[t \mid Z]\} \exp (\beta Z) .
\end{aligned}
$$

How do the interpretations differ and what difficulties are likely to be encountered in fitting either of the models?
13. Consider a clinical trial comparing two treatments in which patients enter sequentially. Identify situations in which an assumption of an independent censoring mechanism may seem a little shaky.
14. On the basis of a single data set, fit the exponential, the Weibull, the Gompertz and the log-normal models. On the basis of each model estimate the mean survival. On the basis of each model estimate the 90 th percentile. What conclusions would you draw from this.
15. Suppose our focus of interest is on the median. Can you write down a model directly in terms of the median. Would there be any advantage/drawback to modeling in this way rather than modeling the hazard and then obtaining the median via transformations of the hazard function?

## Chapter 5

## Marginal survival

### 5.1 Summary

In this chapter we examine in some detail estimates of marginal survival. Some assumptions on the censoring mechanism are needed in order to make progress. Attention is paid to the exponential and piecewise exponential models. The exponential model, fully characterized by its mean, can appear over restrictive. However, via the probability integral transform and empirical estimates of marginal survival considered in this chapter, it can be used in more general situations. The piecewise exponential is seen, in some sense, to lie somewhere between the simple exponential and the empirical estimate. Particular attention is paid to empirical processes and how the Kaplan-Meier estimator, very commonly employed in survival-type problems, can be seen to be a natural generalization of the empirical distribution function. In the presence of parametric assumptions it is also straightforward to derive suitable estimating equations. The equations for the exponential model are particularly simple.

### 5.2 Motivation

Our interest is mostly in the survival function $S(t)$. Later we will focus on how $S(t)$, written as $S(t \mid Z)$, depends on covariates $Z$. Even though such studies of dependence are more readily structured around the hazard function $\lambda(t \mid Z)$, the most interpretable quantity we often would like to be able to say something about is the survival function itself. In order to distinguish the study of the influence of $Z$ on $S(t \mid Z)$
from the less ambitious goal of studying $S(t)$, we refer to the former as conditional survival and the latter as marginal survival.

Since we will almost always have in mind some subset $Z$ from the set of all possible covariates, and some distribution for this subset, we should remind ourselves that, although $Z$ has been "integrated out" of the quantity $S(t)$, the distribution of $Z$ does impact $S(t)$. Different experimental designs will generally correspond to different $S(t)$. Marginal survival, $S(t)$, corresponds to two situations: (i) the subjects are considered as i.i.d. replicates from a single population or (ii) the subjects can be distinct, from many, and potentially an infinite number of populations, each population being indexed by a value of some covariate $Z$. It may also be that we have no information on the covariates $Z$ that might distinguish these populations. In case (ii), $S(t)$ is an average over these several populations, not necessarily representing any particular population of interest in itself. It is important to appreciate that, in the absence of distributional assumptions, and the absence of observable $Z$, it is not possible, on the basis of data, to distinguish case (i) from case (ii). The homogeneous case then corresponds to either case (i) or case (ii) and it is not generally useful to speculate on which of the cases we might be dealing with. They are not, in the absence of observable $Z$, identifiable from data. We refer to $S(t \mid Z)$ as the conditional survival function given the covariate $Z$. This whole area, the central focus of this work, is studied in the following chapter. First, we need consider the simpler case of a single homogeneous group.

### 5.3 Maximum likelihood estimation

The reader may wish to first recall Section 3.7 on estimating equations in general and maximum likelihood estimation in particular. Let us suppose that the survival distribution can be completely specified via some parametric model, the parameter vector being, say, $\theta$. We take $\theta$ to be a scalar in most cases in order to facilitate the presentation. The higher-dimensional generalization is, in most cases, very straightforward. The data will consist of the $n$ pairs $\left(x_{i}, \delta_{i}\right) ; i=1, \ldots, n$. We assume an independent censoring mechanism. This leads to the important theorem:
Theorem 5.1 Under an independent censoring mechanism the loglikelihood can be written $\log L(\theta)=\sum_{i=1}^{n} \log L_{i}(\theta)$ where

$$
\begin{equation*}
\log L_{i}(\theta)=\delta_{i} \log f\left(x_{i} ; \theta\right)+\left(1-\delta_{i}\right) \log S\left(x_{i} ; \theta\right) \tag{5.1}
\end{equation*}
$$

This covers the majority of cases in which parametric models are used. Later, when we focus on conditional survival involving covariates $Z$, rather than marginal survival, the same arguments follow through. In this latter case the common assumption, leading to an analogous expression for the log-likelihood, is that of conditional independence of the pair $(T, C)$ given $Z$.

## Estimating equation

The maximum likelihood estimate obtains as the value of $\theta$, denoted $\hat{\theta}$, which maximizes $L(\theta)$ over the parameter space. Such a value also maximizes $\log L(\theta)$ (by monotonicity) and, in the usual case where $\log L(\theta)$ is a continuous function of $\theta$ this value is then the solution to the estimating equation $U(\theta)=0$ where; $U(\theta)=\partial \log L(\theta) / \partial \theta=$ $\sum_{i} \partial \log L_{i}(\theta) / \partial \theta$. Next, notice that at the true value of $\theta$, denoted $\theta_{0}$, we have $\operatorname{Var}\left\{U\left(\theta_{0}\right)\right\}=E U^{2}\left(\theta_{0}\right)=E I\left(\theta_{0}\right)$ where

$$
I(\theta)=\sum_{i=1}^{n} I_{i}(\theta)=-\partial^{2} \log L(\theta) / \partial \theta^{2}=-\sum_{i=1}^{n} \partial^{2} \log L_{i}(\theta) / \partial \theta^{2}
$$

As for likelihood in general, some care is needed in thinking about the meaning of these expressions and the fact that the operators $E(\cdot)$ and $\operatorname{Var}(\cdot)$ are taken with respect to the distribution of the pairs $\left(x_{i}, \delta_{i}\right)$ but with $\theta_{0}$ fixed. The score equation is $U(\hat{\theta})=0$ and the large sample variance is approximated by $\operatorname{Var}(\hat{\theta}) \approx 1 / I(\hat{\theta})$. It is usually preferable to base calculations on $I(\hat{\theta})$ rather than $E I(\hat{\theta})$, the former being, in any event, a consistent estimate of the latter (after standardizing by $1 / n$ ). The expectation itself would be complicated to evaluate, involving the distribution of the censoring, and unlikely, in view of the study by Efron and Hinkley (1978) to be rewarded by more accurate inference. Newton-Raphson iteration is set up from

$$
\begin{equation*}
\hat{\theta}_{j+1}=\hat{\theta}_{j}+I\left(\hat{\theta}_{j}\right)^{-1} U\left(\hat{\theta}_{j}\right), \quad j \geq 1 \tag{5.2}
\end{equation*}
$$

where $\hat{\theta}_{1}$ is some starting value, often zero, to the iterative cycle. The Newton-Raphson formula arises as an immediate application of the mean value theorem (Equation 2.2). The iteration is brought to a halt once we achieve some desired level of precision.

Large sample inference can be based on any one of the three tests based on the likelihood function; the score test, the likelihood ratio test or the Wald test. For the score test there is no need to estimate the
unknown parameters. Many well-established tests can be derived in this way. In exponential families, also the so-called curved exponential families (Efron 1975), such tests reduce to contrasting some observed value to its expected value under the model. Good confidence intervals (see Cox and Hinkley 1974, page 212) can be constructed from "good" tests. For the exponential family class of distributions the likelihood ratio forms a uniformly most powerful test and, as such, qualifies as a "good" test in the sense of Cox and Hinkley. The other tests are asymptotically equivalent so that confidence intervals based on the above test procedures will agree as sample size increases. Also we can use such intervals for other quantities of interest such as the survivorship function which depends on these unknown parameters.

## Estimating the survival function

We can estimate the survival function as $S(t ; \hat{\theta})$. If $\Theta_{\alpha}$ provides a $100(1-\alpha) \%$ confidence region for the vector $\theta$ then we can obtain a $100(1-\alpha) \%$ confidence region for $S(t ; \theta)$ in the following way. For each $t$ let

$$
\begin{equation*}
S_{\alpha}^{+}(t ; \hat{\theta})=\sup _{\theta \in \Theta_{\alpha}} S(t ; \theta), \quad S_{\alpha}^{-}(t ; \hat{\theta})=\inf _{\theta \in \Theta_{\alpha}} S(t ; \theta) \tag{5.3}
\end{equation*}
$$

then $S_{\alpha}^{+}(t ; \hat{\theta})$ and $S_{\alpha}^{-}(t ; \hat{\theta})$ form the endpoints of the $100(1-\alpha) \%$ confidence interval for $S(t ; \theta)$. Such a quantity may not be so easy to calculate in general, simulating from $\Theta_{\alpha}$ or subdividing the space being an effective way to approximate the interval. Some situations nonetheless simplify such as the following example, for scalar $\theta$, based on the exponential model in which $S(t ; \theta)$ is monotonic in $\theta$. For such cases it is only necessary to invert any interval for $\theta$ to obtain an interval with the same coverage properties for $S(t ; \theta)$.

## Exponential survival

For this model we only need estimate a single parameter, $\lambda$ which will then determine the whole survival curve. Referring to Equation (5.1) in which, for $\delta_{i}=1$, the contribution to the likelihood is, $f\left(x_{i} ; \lambda\right)=$ $\lambda \exp \left(-\lambda x_{i}\right)$ and, for $\delta_{i}=0$, the contribution is, $S\left(x_{i} ; \lambda\right)=\exp \left(-\lambda x_{i}\right)$. Equation (5.1) then becomes:

$$
\begin{equation*}
\log L(\lambda)=k \log \lambda-\lambda \sum_{j=1}^{n} x_{j} \tag{5.4}
\end{equation*}
$$

where $k=\sum_{i=1}^{n} N_{i}(\infty)$. Differentiating this and equating with zero we find that $\hat{\lambda}=k / \sum_{j=1}^{n} x_{j}$. Differentiating a second time we obtain $I(\lambda)=k / \lambda^{2}$. Note, by conditioning upon the observed number of failures $k$, that $E I(\lambda)=I(\lambda)$, the observed information coinciding with the expected Fisher information, a property of exponential families, but which we are not generally able to recover in the presence of censoring.

An ancillary argument would nonetheless treat $k$ as being fixed and this is what we will do as a general principle in the presence of censoring, the observed information providing the quantity of interest. Some discussion of this is given by Efron and Hinkley (1978) and Barndorff Nielsen and Cox (1999). We can now write down an estimate of the large sample variance which, interestingly, only depends on the number of observed failures. Thus, in order to correctly estimate the average, it is necessary to take into account the total time on study for both the failures and those observations that result in censoring. On the other hand, given this estimate of the average, the precision we will associate with this only depends on the observed number of failures. This is an important observation and will be made again in the more general stochastic process framework.

## Multivariate setting

In the majority of applications, the parameter $\theta$ will be a vector of dimension $p$. The notation becomes heavier but otherwise everything is pretty much the same. The estimating equation, $U(\theta)=0$ then corresponds to a system of $p$ estimating equations and $I(\theta)$ is a $p \times p$ symmetric matrix in which the $(q, r)$ th element is given by $-\partial^{2} \log L(\theta) / \partial \theta_{q} \partial \theta_{r}$ where $\theta_{q}$ and $\theta_{r}$ are elements of the vector $\theta$. Also, the system of Newton-Raphson iteration can be applied to each one of the components of $\theta$ so that we base our calculations on solving the set of equations:

$$
\begin{equation*}
\hat{\theta}_{j+1, q}=\hat{\theta}_{j, q}+I\left(\hat{\theta}_{j}\right)^{-1} U\left(\hat{\theta}_{j}\right), \quad q=1, \ldots, p ; \quad j \geq 1 \tag{5.5}
\end{equation*}
$$

where, in this case, $\hat{\theta}_{1}$ is a vector of starting values to the iterative cycle, again most often zero.

Example 5.1 For the Freireich data we calculate for the 6-MP group $\hat{\lambda}=9 / 359=0.025$. For the placebo group we obtain $\hat{\lambda}=$ $21 / 182=0.115$. Furthermore in the $6-M P$ group we have $\operatorname{Var}(\hat{\lambda})=9 /$


Figure 5.1: Exponential fitted curves to two-group Freireich data.
$(359)^{2}=0.000070$ whereas for the placebo group we have $\operatorname{Var}(\hat{\lambda})=$ $21 /(182)^{2}=0.0006$.

The non-parametric empirical estimate (described below) agrees well with curves based on the exponential model and this is illustrated in Figure 5.1. Inference can be based on an appeal to the usual large sample theory. In this particular case, however, we can proceed in a direct way by recognizing that, for the case of no censoring $k=n$, the sample size and $\sum_{j=1}^{n} T_{j}$ is a sum of $n$ independent random variables each exponential with parameter $\lambda$. We can therefore treat $n / \hat{\lambda}$ as a gamma variate with parameters $(\lambda, n)$. When there is censoring, in view of the consistency of $\hat{\lambda}$, we can take $k / \hat{\lambda}$ as a gamma variate with parameters $(\lambda, k)$, when $k<n$. This is not an exact result, since it hinges on a large sample approximation, but it may provide greater accuracy than the large sample normal approximation.

In order to be able to use standard tables we can multiply each term of the sum by $2 \lambda$ since this then produces a sum of $n$ exponential variates, each with variance 2 . Such a distribution is a gamma $(2, n)$, equivalent to a chi-square distribution with $2 n$ degrees of freedom (Hastings and Peacock 1975, page 46). Taking the range of values of $2 k \lambda / \hat{\lambda}$ to be between $\chi_{\alpha / 2}$ and $\chi_{1-\alpha / 2}$ gives a $100(1-\alpha) \%$ confidence interval for $\lambda$. For the Freireich data we find $95 \% C I=(0.0115,0.0439)$. Once we have intervals for $\lambda$, we immediately have intervals with the same coverage properties for the survivorship function, this being a monotonic
function of $\lambda$. Denoting the upper and lower limits of the $100(1-\alpha) \%$ confidence interval $S_{\alpha}^{+}(t ; \hat{\lambda})$ and $S_{\alpha}^{-}(t ; \hat{\lambda})$ respectively, we have:

$$
S_{\alpha}^{+}(t ; \hat{\lambda})=\exp \left\{-\left(\frac{\hat{\lambda} \chi_{\alpha / 2}}{2 k}\right) t\right\}, \quad S_{\alpha}^{-}(t ; \hat{\lambda})=\exp \left\{-\left(\frac{\hat{\lambda} \chi_{1-\alpha / 2}}{2 k}\right) t\right\} .
$$

An alternative approximation, based on large sample normality, and also very simple in form, can be written as:

$$
\begin{equation*}
S_{\alpha}^{+}(t ; \hat{\lambda}) \approx \exp \left\{-\left(\frac{\hat{\lambda}}{\sqrt{k}}\right)\left(\sqrt{k}-z_{1-\alpha / 2}\right) t\right\} \tag{5.6}
\end{equation*}
$$

where, this time, the corresponding expression for $S_{\alpha}^{-}(t ; \hat{\lambda})$ obtains by replacing $z_{1-\alpha / 2}$ by $z_{\alpha / 2}$.

## Piecewise exponential model

We can achieve considerably greater flexibility than the standard exponential model by constructing a partition of the time axis $0=a_{0}<$ $a_{1}<\ldots<a_{k}=\infty$. Within the $j$ th interval $\left(a_{j-1}, a_{j}\right),(j=1, \ldots, k)$ the hazard function is given by $\lambda(t)=\lambda_{j}$. Using Equations (4.11) and (5.1) and equating first derivatives to zero we find

$$
\hat{\lambda}_{j}=k_{j} / \sum_{\ell: x_{\ell}>a_{j-1}}\left\{\left(x_{\ell}-a_{j-1}\right) I\left(x_{\ell}<a_{j}\right)+\left(a_{j}-a_{j-1}\right) I\left(x_{\ell} \geq a_{j}\right)\right\} .
$$

Differentiating a second time we find $I\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ to be block diagonal where the $(j, j)$ th element is given by $I_{j j}=k_{j} / \lambda_{j}^{2}$. Verify. In view of the orthogonality of the parameter estimates, we can construct a $100(1-\alpha) \%$ simultaneous confidence interval for $\lambda_{1}, \ldots, \lambda_{k}$ by choosing a sequence of $\alpha_{j}$ such that $1-\prod_{j}\left(1-\alpha_{j}\right)=\alpha$. An estimate of the survivorship function derives from $\hat{\Lambda}(t)$ in which we define $\hat{S}(t ; \hat{\Lambda})=$ $\exp \{-\hat{\Lambda}(t)\}$ and where

$$
\begin{equation*}
\hat{\Lambda}(t)=\sum_{j: a_{j} \leq t} \hat{\lambda}_{j}\left(a_{j}-a_{j-1}\right)+\sum_{\ell} \hat{\lambda}_{\ell}\left(t-a_{\ell-1}\right) I\left(a_{\ell-1} \leq t<a_{\ell}\right) . \tag{5.7}
\end{equation*}
$$

Confidence intervals for this function can be based on Equation (5.3). We can view the simple exponential survival model as being at one extreme of the parametric spectrum, leaning as it does on a single parameter, the mean. It turns out that we can view the piecewise exponential model, with a division so fine that only single failures occur
in any interval, as being at the other end of the parametric spectrum, i.e., a nonparametric estimate. Such an estimate corresponds to that obtained from the empirical distribution function. This is discussed below.

## Other parametric models

The exponential and piecewise exponential models hold a special place in the survival literature for a number of reasons. The models are simple in form, simple to understand, have a clear physical property that we can interpret (lack of memory property) and the parameters can be estimated so easily that analysis based on such models clearly falls under the heading of desirable procedures as defined by Student; ones that can be calculated on the back of a railway ticket while awaiting the train. The piecewise model also allows quite considerable flexibility.

Given these facts, it is hard to justify the use of other parametric models unless motivated by some compelling physical argument. Cox (1958) used the Weibull model in analyzing the strengths of wool, but the model was not just pulled out of the air. Physical considerations and the fact that the Weibull distribution obtains as the limiting case of the minimum of a collection of random variables provide a powerful case in its favor. Another physical case might be the sum of exponential variates, each having the same parameter, since this can be seen to be a gamma variate. Generally we may have no good reason to believe some model over most others is likely to provide a good fit to data. In these cases, given the generally good performance of empirical estimates, it may be preferable to base our analyses on these.

### 5.4 Empirical estimate (no censoring)

Empirical or nonparametric estimates, i.e., those making no model assumptions, can be most readily understood in the context of some finite division of the time axis. Theoretical results stem from continuoustime results, the transition from the discrete to the continuous, as a consequence of sample size $n$ going to infinity, presenting no conceptual difficulty. Unlike the discussion on the piecewise exponential model in which we most often anticipate having very few intervals, rarely more than three or four, the idea being to pool resources (estimating power) per interval, while keeping within the bounds of serious model violation, for empirical estimates we do the opposite.

We imagine a fine division of the real line in which, given real data, the vast majority of the intervals are likely to contain no observations. Consider the time interval to be fixed, divided equally into $k$ non overlapping intervals $\left(a_{j-1}, a_{j}\right], j=1, \ldots, k$, the notation "(" indicating that the interval is open on the left, and "]" closed on the right, i.e., $a_{j-1}$ does not belong to the interval but $a_{j}$ does. We have that $\operatorname{Pr}\left(T \geq a_{j}\right)=\operatorname{Pr}\left(T>a_{j}\right)=S\left(a_{j}\right)$ and that $\operatorname{Pr}\left(T>a_{j} \mid T>\right.$ $\left.a_{j-1}\right)=S\left(a_{j}, a_{j-1}\right)$. Recall from Section 4.3 that

$$
S\left(a_{j}\right)=S\left(a_{j-1}\right) S\left(a_{j}, a_{j-1}\right)=\prod_{\ell \leq j} S\left(a_{\ell}, a_{\ell-1}\right)
$$

For each $t=a_{\ell},(\ell>0)$, the empirical estimate of $S(t)$ based on a sample of size $n$, and denoted $S_{n}(t)$, is simply the observed number of observations that are greater than $t$. For a random sample of observations $T_{i},(i=1, \ldots, n)$ we use the indicator variable $I(\cdot)$ to describe whether or not the subject $i$ survives beyond point $t$, i.e., for $t=a_{j}$,

$$
\begin{equation*}
S_{n}\left(a_{j}\right)=\frac{1}{n} \sum_{i=1}^{n} I\left(T_{i}>a_{j}\right)=\prod_{\ell=1}^{j} S_{n}\left(a_{\ell}, a_{\ell-1}\right) \tag{5.8}
\end{equation*}
$$

in which the empirical $S_{n}\left(a_{\ell}, a_{\ell-1}\right)$ is defined in an entirely analogous way to $S_{n}\left(a_{\ell}\right)$, i.e.,

$$
\begin{equation*}
S_{n}\left(a_{\ell}, a_{\ell-1}\right)=\frac{1}{n_{\ell-1}} \sum_{i=1}^{n} I\left(T_{i}>a_{\ell}\right), \quad n_{\ell}=\sum_{i=1}^{n} I\left(T_{i} \geq a_{\ell}\right) \tag{5.9}
\end{equation*}
$$

It is readily seen, and instructive for understanding the Kaplan-Meier estimate of the next section, that, if no failure is observed in $\left(a_{\ell-1}, a_{\ell}\right]$ then $S_{n}\left(a_{\ell}, a_{\ell-1}\right)=1$, whereas for an observed failure, $S_{n}\left(a_{\ell}, a_{\ell-1}\right)=$ $\left(n_{\ell-1}-1\right) / n_{\ell-1}$. The empirical distribution has been well studied and, in particular, we have:

Lemma 5.1 For any fixed value of $t, S_{n}(t)$ is asymptotically normal with mean and variance given by;

$$
\begin{equation*}
E\left\{S_{n}(t)\right\}=S(t) ; \quad \operatorname{Var}\left\{S_{n}(t)\right\}=F(t) S(t) / n \tag{5.10}
\end{equation*}
$$

We should understand the operators $E$ and Var to refer to expectations over a set of repetitions, the number of repetitions increasing without bound, and with $n$ and $t$ fixed. As an estimator of $S(t)$, the function
$S_{n}(t)$ is then unbiased. The variance, as we might anticipate, is the variance of a binomial variate with parameters $n$ and $S(t)$. These two moments, together with a normal approximation of DeMoivre-Laplace (see Section 3.3) enable the calculation of approximate confidence intervals. The result, which is well known (Glivenko-Cantelli), enables us to carry out inference for $S(t)$ on the basis of $S_{n}(t)$ for any given point $t$. Very often we will be interested in the whole function $S_{n}(t)$, over all values of $t$ and, in this case, it is more helpful to adopt the view of $S_{n}(t)$ as a stochastic process. In this regard we have

Theorem 5.2 $\sqrt{n}\left\{S_{n}(t)-S(t)\right\}$ is a Gaussian process with mean zero and covariance given by

$$
\begin{equation*}
\operatorname{Cov}\left[\sqrt{n}\left\{S_{n}(s)\right\}, \sqrt{n}\left\{S_{n}(t)\right\}\right]=F(s)\{1-F(t)\} . \tag{5.11}
\end{equation*}
$$

An important consequence of the theorem arises when the distribution of $T$ is uniform, for, in this case, $F(s)=s$ and all the conditions are met for the process $\sqrt{n}\left\{F_{n}(t)-t\right\}(0 \leq t \leq 1)$ to converge in distribution to the Brownian bridge. Finally these results apply more generally than just to the uniform case for, as long as $T$ has a continuous distribution, there exists a unique monotonic transformation from $T$ to the uniform, such a transformation not impacting $\sqrt{n}\left\{F_{n}(t)-F(t)\right\}$ itself. In particular this enables us to use the result of Section 2.11 to make inference for an arbitrary continuous cumulative distribution function, $F(t)$, whereby, for $W_{n}(t)=\sqrt{n}\left\{F_{n}(t)-F(t)\right\}$,

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{t}\left|W_{n}(t)\right| \leq D\right\} \rightarrow 1-2 \sum_{k=1}^{\infty}(-1)^{k+1} \exp \left(-2 k^{2} D^{2}\right), D \geq 0 \tag{5.12}
\end{equation*}
$$

Most often we are interested in events occurring with small probability in which case a good approximation obtains by only taking the first term of the sum, i.e., $k=1$. Under this approximation $\mid \sqrt{n}\left\{F_{n}(t)-\right.$ $F(t)\} \mid$ will be greater than about 1.5 less than $5 \%$ of the time. This is a simple and effective working rule.

### 5.5 Empirical estimate (with censoring)

First, recall the model for finite censoring support, described in Section 4.5. Such a model adds no additional practical restriction but helps us to avoid much mathematical complexity, leading to a simple and
useful theorem (Theorem 5.3). The theorem enables us to circumvent the difficulty arising from the fact that we are unable to obtain $\sum_{i=1}^{n} I\left(T_{i} \geq a_{j}\right)$ as in Equation 5.8. This is because at $a_{j}$ we cannot ascertain whether or not earlier observed values of $X_{i}\left(\delta_{i}=0\right)$, arising from the pair $\left(T_{i}, C_{i}\right)$ in which $C_{i}=X_{i}$, are such that $T_{i}>a_{j}$. Since $X_{i}=\min \left(T_{i}, C_{i}\right)$ we do not observe the actual value of $T_{i}$ when $X_{i}=C_{i}$. The trick is to notice in the right hand-side of (5.8) that we are able to obtain the empirical estimates, $G_{n}\left(a_{\ell}, a_{\ell-1}\right)$ for $G\left(a_{\ell}, a_{\ell-1}\right)=\operatorname{Pr}\left(X \geq a_{\ell} \mid X>a_{\ell-1}\right)$. But, unlike Equation (5.8)

$$
\begin{equation*}
G_{n}\left(a_{j}\right)=\frac{1}{n} \sum_{i=1}^{n} I\left(X_{i} \geq a_{j}\right) \neq \prod_{\ell \leq j} G_{n}\left(a_{\ell}, a_{\ell-1}\right) \tag{5.13}
\end{equation*}
$$

This is because of the non zero masses being associated to the times at which the censorings occur. Nonetheless, the rest follows through readily, although, unlike (5.9), we now define $n_{\ell}=\sum_{i=1}^{n} I\left(X_{i} \geq a_{\ell}\right)$, noting that this definition contains (5.9) as a special case when there is no censoring.

## Kaplan-Meier estimate

The distribution of $X=\min (T, C)$ is mostly of indirect interest but turns out to be important in view of the following theorem and corollary.

Theorem 5.3 Under an independent censoring mechanism,

$$
\begin{equation*}
G\left(a_{\ell}, a_{\ell-1}\right)=S\left(a_{\ell}, a_{\ell-1}\right) \tag{5.14}
\end{equation*}
$$

Corollary 5.1 Under an independent censoring mechanism, a consistent estimator of $S(t)$ at $t=a_{j}$ is given by $\hat{S}(t)=\prod_{\ell \leq j} G_{n}\left(a_{\ell}, a_{\ell-1}\right)$.

Corollary 5.2 In the absence of censoring $\hat{S}(t)=S_{n}(t)$.
The estimator of the corollary is known as the Kaplan-Meier estimator. In the light of our particular set-up, notably the use of the independent censoring mechanism having finite support (Section 4.5), it can be argued that our estimate is only available at distinct values of $t=a_{j}$. But this is not a practical restriction since our finite division can be as fine as we wish, the restriction amounting to limiting accuracy to some given number of decimal places. One way or another it is not possible to


Figure 5.2: Individual Kaplan-Meier survival estimates for two groups.
completely avoid some mathematical fine points, our preference being to use the mechanism of Section 4.5.

In practice we talk about the Kaplan-Meier estimate at time point $t$, the underlying support of $C$ and $T$ rarely being a central concern. The one exception to this arises when the range of $C$ is less than that for $T$. A single sampled $T_{i}$ which is greater than the greatest value that can be taken by $C_{i}$ will necessarily appear as a censored observation. In this case the observed empirical Kaplan-Meier estimate is never able to reach zero. The true distribution $F(t)$ cannot be estimated at values greater than the upper limit for the support of $C$. This is intuitively clear. Again, in practice, this ought not be a real concern. If we have no information on something (in this case a certain upper region of the survival curve), it is most likely too optimistic to hope to be able to carry out useful estimation there, unless, of course, we make additional parametric assumptions, which amount to saying that information obtained over some range can tell us a lot about what is taking place elsewhere, and certainly more than just the provision of bounds on $F(t)$ for $t$ greater than the upper limit of $C$.

## Remarks on the Kaplan-Meier curve

The Kaplan-Meier (1958) product-limit estimator provides a nonparametric estimate for the survival function $S(t)$ under the independent
censorship assumption. It is a generalization of the commonly known empirical distribution function to the case of censoring since, in the absence of censoring, the two coincide. Expressing the estimate $\hat{S}(t)$ in terms of the fine division $\left(a_{\ell}, a_{\ell-1}\right), \ell=1, \ldots, N$, is conceptually useful. However, since intervals not containing events produce no change in $\hat{S}(t)$ it is, for the purposes of practical calculation, only necessary to consider evaluation at the distinct observed failure times $t_{1}<t_{2}<\cdots<t_{k}$. All divisions of the time interval $\left(a_{\ell}, a_{\ell-1}\right)$, $\ell=1, \ldots, N$, for different $N$, lead to the same estimate $\hat{S}(t)$, provided that the set of observed failure points is contained within the set $\left\{a_{\ell} ; \ell=1, \ldots, N\right\}$. A minimal division of the time axis arises by taking the set $\left\{a_{\ell}\right\}$ to be the same as the set of the distinct observed failure times. So, for practical purposes $a_{j}=t_{j}, j=1, \ldots, k$. and the Kaplan-Meier estimate can be defined as

$$
\begin{equation*}
\hat{S}(t)=\prod_{j: t_{j}<t} \frac{n_{j}-d_{j}}{n_{j}}=\prod_{j: t_{j}<t} 1-\frac{d_{j}}{n_{j}} \tag{5.15}
\end{equation*}
$$

Note that $\hat{S}(t)$ is a left-continuous step function that equals 1 at $t=0$ and drops immediately after each failure time $t_{j}$. The estimate does not change at censoring times. When a censoring time and a failure time $t_{j}$ are recorded as equal, the convention is that censoring times are adjusted an infinitesimal amount to the right so that the censoring time is considered to be infinitesimally larger that $t_{j}$. Any subjects censored at time $t_{j}$ are therefore included in the risk set of size $n_{j}$, as are those that fail at $t_{j}$. This convention is sensible because a subject censored at time $t_{j}$ almost certainly survives beyond $t_{j}$. Note also that when the last observation is a censoring time rather than a failure time, the KM estimate is taken as being defined only up to this last observation.

## Continuous version of Kaplan-Meier curve

The Kaplan-Meier curve is so useful and so commonly employed that we reserve the most standard notation for this estimate, i.e., $\hat{S}(t)$. For the majority of applications this is all we need. However, there are some situations in which it is useful to be able to invert the function in order to estimate $S^{-1}(t)$. Now, the usual Kaplan-Meier estimate takes a constant value between adjacent failures, $t_{j-1}$ and $t_{j}$ and so, in general, we are unable to invert this function in a unique way. This is
not a serious concern and any intuitive solution such as taking $\hat{S}(t)$ to be $S\left(t_{j-1}\right)$ or $S\left(t_{j}\right)$ for all $t \in\left(t_{j-1}, t_{j}\right)$ would be fine. Rather than this we suggest a simple linear interpolation. We then define the continuous (and invertible since strictly decreasing) function $\bar{S}(t)$ to be given by

$$
\begin{equation*}
\bar{S}(t)=\hat{S}\left(t_{j-1}\right)+\left(\frac{t-t_{j-1}}{t_{j}-t_{j-1}}\right)\left\{\hat{S}\left(t_{j}\right)-\hat{S}\left(t_{j-1}\right)\right\} ; \quad t \in\left(t_{j-1}, t_{j}\right) \tag{5.16}
\end{equation*}
$$

Note that at the distinct failure times $t_{j}$ the two estimates, $\hat{S}(t)$ and $\bar{S}(t)$ coincide. An example of where we make an appeal to $\bar{S}(t)$ is illustrated in the two-group exponential model where a transformation to exponentiality for one group is then applied to the other group.

## Precision of Kaplan-Meier estimate

Recalling the results of Sections 2.3 and 2.9 we can derive a Taylor series approximation to a function of random variables wherever the function of expectation converges in probability to the expectation of the function. An immediate application leads to the following theorem.

Theorem 5.4 For each $t=a_{\ell}$, the estimate $\hat{S}(t)$ is asymptotically normal with mean $S(t)$ and variance:

$$
\begin{equation*}
\operatorname{Var} S\left(a_{\ell}\right) \approx S\left(a_{\ell}\right)^{2} \sum_{m \leq \ell} \sum_{m \leq \ell} \frac{d_{m}}{n_{m}\left(n_{m}-d_{m}\right)} . \tag{5.17}
\end{equation*}
$$

The above expression for the variance of $\hat{S}(t)$ is known as Greenwood's formula. Breslow and Crowley (1974) in a detailed large sample study of the Kaplan-Meier estimator obtained a result asymptotically equivalent to the Greenwood formula, making a slight correction to overestimation of the variation in the estimated survival probability. The formula's simplicity, however, made it the most commonly used when computing the variance of the Kaplan-Meier estimate and related quantities. We also have:

Corollary 5.3 When there is no censoring, the approximation $\operatorname{Var} \hat{S}(t)$ from theorem 5.4 reduces to the usual binomial variance estimate $\hat{S}(t)\{1-$ $\hat{S}(t)\} / n$.
The usual use to which we put such variance estimates is in obtaining approximate confidence intervals. Thus, using the large sample normality of $\hat{S}(t)$, adding and subtracting to this $z_{1-\alpha / 2}$ ( the $1-\alpha / 2$ quantile
from the standard normal distribution) multiplied by the square root of the variance estimate, provides approximate $100(1-\alpha) \%$ confidence intervals for $\hat{S}(t)$. As mentioned before the constraints on $\hat{S}(t)$, lying between 0 and 1, will impact the operating characteristics of such intervals, in particular it may not be realistic, unless sample sizes are large, to limit attention to symmetric intervals around $\hat{S}(t)$. Borgan and Liestøl (1990) investigate some potential transformations, especially the log-minus-log transformation discussed in Section 4.4, leading to;

Corollary 5.4 Let $w(\alpha)=\operatorname{Var}^{1 / 2} \hat{S}(t) z_{1-\alpha / 2} / \hat{S}(t) \log \hat{S}(t)$. For each $t=a_{\ell}$, a $100(1-\alpha) \%$ confidence intervals for $\hat{S}(t)$ can be approximated by

$$
\begin{equation*}
\left\{\hat{S}(t)^{\exp -w(\alpha)}, \quad \hat{S}(t)^{\exp w(\alpha)}\right\} \tag{5.18}
\end{equation*}
$$

The same arguments which led to Greenwood's formula also lead to approximate variance expressions for alternative transformations of the survivorship function. In particular we have;

Corollary 5.5 For each $t=a_{\ell}$ the estimate $\log \hat{S}(t)$ is asymptotically normal with asymptotic mean $\log S(t)$ and variance

$$
\begin{equation*}
\operatorname{Var} \log S\left(a_{\ell}\right) \approx \sum_{m \leq \ell} \sum_{m \leq \ell} \frac{d_{m}}{n_{m}\left(n_{m}-d_{m}\right)} \tag{5.19}
\end{equation*}
$$

Corollary 5.6 For each $t=a_{\ell}$ the estimate $\log \hat{S}(t) /\{1-\hat{S}(t)\}$ is asymptotically normal with asymptotic mean $\log S(t) /\{1-S(t)\}$ and variance
$\operatorname{Var} \log \left\{\frac{S\left(a_{\ell}\right)}{1-S\left(a_{\ell}\right)}\right\} \approx\left\{1-S\left(a_{\ell}\right)\right\}^{-2} \sum_{m \leq \ell} \sum_{m \leq \ell} \frac{d_{m}}{n_{m}\left(n_{m}-d_{m}\right)}$.
Confidence intervals calculated using any of the above results will be of help in practice. Following some point estimate, obtained from $\hat{S}(t)$ at some given $t$, these intervals are useful enough to quantify the statistical precision that we wish to associate with the estimate. All of the variance estimates involve a comparable degree of complexity of calculation so that choice is to some extent a question of taste. Nonetheless, intervals based on the log-minus-log or the logit transformation will behave better for smaller samples, and guarantee that the endpoints of the intervals themselves stay within the interval $(0,1)$. This is not so
for the Greenwood formula, the main argument in its favor being that it has been around the longest and is the most well known. For moderate to large sample sizes, and for $\hat{S}(t)$ not too close to 0 or 1 , all the intervals will, for practical purposes, coincide.

## Kaplan-Meier curve and redistribution to the right algorithm

Another way to look at the KM estimate, which turns out to be conceptually useful and of value to later developments, is to focus on the increments, or step size, of the function at points where it changes. If we denote $t_{j}+$ the time instant immediately after $t_{j}$, then $\hat{S}\left(t_{j}\right)-\hat{S}\left(t_{j}+\right)$ is the stepsize, or jump, of the KM curve at time $t_{j}$. From Equation 5.15 we see that

$$
\hat{S}\left(t_{j}+\right)=\hat{S}\left(t_{j}\right) \cdot \frac{n_{j}-d_{j}}{n_{j}}
$$

so the stepsize is $\hat{S}\left(t_{j}\right) \cdot d_{j} / n_{j}$. That is to say, when the total "leftover" probability mass is $\hat{S}\left(t_{j}\right)$, each observed failure gets one- $n_{j}$ th of it, where $n_{j}=\sum_{i=1}^{n} Y_{i}\left(t_{j}\right)$ is the number of subjects at risk at time $t_{j}$. In the absence of censoring this corresponds exactly to the way in which the empirical estimate behaves. When there is censoring, then one way of looking at a censored observation is to consider that the mass that would have been associated with it is simply reallocated to all of those observations still remaining in the risk set (hence the term "redistribution to the right.")

## Kaplan-Meier estimates of median and mean survival

Since the support of $T$ is only on the positive real line the distributions we deal with are asymmetrical. In consequence it is more common to take as summary measures simple functions of different quantiles, most often the median or interquartile range, rather than the mean and variance. Nonetheless, the mean is of interest and in special cases, such as the exponential distribution, relates directly to the median via a constant scaling factor. Also, of course, there is no compelling reason not to work with symmetric distributions defined for say $\log T$ and then transform back to $T$, although this is not very commonly done. From Section 4.3 we can estimate the expected life time over some given interval $[0, t]$ as

$$
\begin{equation*}
\hat{\mu}(t)=\int_{0}^{t} \hat{S}(u) d u \tag{5.21}
\end{equation*}
$$

the mean itself being then estimated by $\hat{\mu}(\infty)$. However, the theory comes a little unstuck here since, not only must we restrict the time scale to be within the range determined by the largest observation, the empirical distribution itself will not correspond to a probability distribution whenever $\hat{F}(t)=1-\hat{S}(t)$ fails to reach one. In practice then it makes more sense to consider mean life time $\hat{\mu}(t)$ over intervals $[0, t]$, acknowledging that $t$ needs to be kept within the range of our observations. The following result provides the required inference for $\hat{\mu}(t)$;
Lemma 5.2 For large samples, $\hat{\mu}(t)$ can be approximated by a normal distribution with $E \hat{\mu}(t)=\mu(t)$ and

$$
\begin{equation*}
\operatorname{Var} \hat{\mu}(t) \approx \sum_{m \leq \ell} \sum_{m \leq \ell} \frac{\left\{\hat{\mu}(t)-\hat{\mu}\left(a_{m}\right)\right\}^{2} d_{m}}{n_{m}\left(n_{m}-d_{m}\right)} \tag{5.22}
\end{equation*}
$$

In view of the consistency of the Kaplan-Meier estimate it is, in principle, straightforward to obtain estimates for any desired quantile, or function of the quantiles, such as the median or interquartile range. However, again, we can be limited by the observations and, if $\hat{S}(t)$, for the largest observed survival time, is not less than $p$ then we are not able to obtain point estimates of quantiles corresponding to such values, although we could obtain interval estimates. We define the $p$ th quantile $\xi_{p}$ to satisfy $F\left(\xi_{p}\right)=p$. The Kaplan-Meier function, or indeed the uncensored empirical distribution function itself, being a step function, is not invertible. To overcome this, we define the estimate $\hat{\xi}_{p}$ to be the smallest value of $t$ such that $\hat{F}\left(\xi_{p}\right) \geq p$. In order to make inferences for $\hat{\xi}_{p}$ we can appeal to some basic results from Section 2.7 to obtain:
Lemma 5.3 For large samples, $\hat{\xi}_{p}$ approaches a normal distribution with $E \hat{\xi}_{p}=\xi_{p}$ and

$$
\begin{equation*}
\operatorname{Var} \hat{\xi}_{p} \approx \sum_{m \leq \ell} \sum_{m \leq \ell} \frac{d_{m}\left(1-p^{2}\right) f^{-2}\left(\hat{\xi}_{p}\right)}{n_{m}\left(n_{m}-d_{m}\right)} \tag{5.23}
\end{equation*}
$$

It is difficult to use the above result in practice in view of the presence of the density $f(\cdot)$ in the expression. Smoothing techniques and the methods of density estimation can be used to make progress here but our recommendation would be to use a more direct, albeit more heavy, approach, constructing intervals based on sequences of hypothesis tests. In principle at least the programming of these is straightforward.

## Nelson-Aalen estimate of survival

An alternative approach to estimating the empirical survival distribution, adapted to accommodate censoring, and, essentially, equivalent to the Kaplan-Meier estimate arises from considerations of the basic formulae in Section 4.3. Recalling that $S(t)=\exp \{-\Lambda(t)\}$ and that $\Lambda(t)=\int_{0}^{t} \lambda(u) d u$ we can consider empirical estimates of $\Lambda(t)$. The integral can be approximated by a Riemann sum so that for $t=a_{j}$

$$
\begin{equation*}
\sum_{\ell \leq j} \lambda\left(a_{\ell}\right)\left(a_{\ell}-a_{\ell-1}\right) \rightarrow \int_{0}^{a_{j}} \lambda(u) d u \tag{5.24}
\end{equation*}
$$

as $a_{\ell}-a_{\ell-1}$ goes to zero. Now, applying a local linearization to 4.2 we obtain

$$
\lambda\left(a_{\ell}\right)\left(a_{\ell}-a_{\ell-1}\right) \approx P\left(a_{\ell}<T<a_{\ell-1} \mid T>a_{\ell-1}\right)=1-S\left(a_{\ell}, a_{\ell-1}\right) .
$$

Applying theorem 5.3 and then, first replacing $S\left(a_{\ell}, a_{\ell-1}\right)$ by $G\left(a_{\ell}, a_{\ell-1}\right)$, second replacing $G\left(a_{\ell}, a_{\ell-1}\right)$ by $G_{n}\left(a_{\ell}, a_{\ell-1}\right)$ i.e., $d_{\ell} / n_{\ell}$, we obtain, at $t=a_{j}, \tilde{\Lambda}\left(a_{j}\right)=\sum_{\ell=1}^{j} d_{\ell} / n_{\ell}$ as a consistent estimator for $\Lambda(t)$. The resulting estimator

$$
\begin{equation*}
\tilde{S}(t)=\exp \{-\tilde{\Lambda}(t)\} \tag{5.25}
\end{equation*}
$$

is called the Nelson-Aalen estimate of survival. Recalling the Taylor series expansion, $\exp (x)=1+x+x^{2} / 2!+\cdots$, for small values of $x$ we have $\exp (-x)=1-x+O\left(x^{2}\right)$, the error of the approximation being strictly less than $x^{2} / 2$ since the series is convergent with alternating sign. Applying this approximation to $\tilde{S}(t)$ we recover the Kaplan-Meier estimate described above. In fact we can use this idea to obtain:
Lemma 5.4 Under the Breslow-Crowley conditions, $|\tilde{S}(t)-\hat{S}(t)|$ converges almost surely to zero.
In view of the lemma, large sample results for the Nelson-Aalen estimate can be deduced from those already obtained for the KaplanMeier estimate. This is the main reason that there is relatively little study of the Nelson-Aalen estimate in its own right. We can exploit the wealth of results for the Kaplan-Meier estimate that are already available to us. Indeed, in most practical finite sample applications, the level of agreement is also very high and the use of one estimator rather than the other is really more a question of taste than any theoretical advantage. In some ways the Nelson-Aalen estimate appears very natural in the survival setting, and it would be nice to see it used more in practice.

## Model verification using empirical estimate

A natural approach to model assessment, i.e., whether or not some parametric model appears as a reasonable choice for the observed data, is to contrast the empirical estimates to those leaning on the model assumptions, the role of the data being reduced to that of providing estimates for any unknown parameters. We do not propose tackling the broad issues of goodness of fit until later but notice that, if the assumed parametric form is reasonable, then $\hat{S}(t)$ and $S_{k}(t)$ should broadly agree. For the Weibull model, for example, we know that $S(t)=\exp \left\{-(\lambda t)^{p}\right\}$. Therefore, a plot, from the Kaplan-Meier, or Nelson estimate, of $\log \{-\log \hat{S}(t)\}$ against $\log t$ should be linear with intercept equal to $p \log \lambda$ and slope equal to $p$. For all the other parametric models it is possible to devise similar constructions. A visual impression of the adequacy of any postulated model is obtained, alongside the possibility of obtaining simple parameter estimates for the unknown parameters. Such estimates are typically less efficient than maximum likelihood estimates so, in a more thorough analysis, we may wish to use them either as a rough guide or as a first approximation in some iterative scheme. In practice it is often the case that quite different parametric assumptions, unless particularly restrictive like that for the exponential model, will produce very similar survival curves. Important differences between competing parametrizations tend to manifest themselves mostly in the tails of the distribution where there may be few observations. As a goodness of fit tool then these procedures are not usually very powerful.

## Nonparametric exponential analysis

Referring to Section 2.5 and Theorem 2.8, we have the important result that, for any continuous positive random variable $T$, with distribution function $F(t)$, the variate $\Lambda(T)=\int_{0}^{T} f(u) /[1-F(u)] d u$ has a standard exponential distribution. As a consequence, if we consider the empirical survivorship function, $\hat{S}(t)$, then we can take the observations $-\log \hat{S}\left(X_{i}\right)$ as arising from a standard exponential distribution. All of the simple results that are available to us when data are generated by an exponential distribution can be used. In particular, if we wish to compare the means of two distributions, both subject to censoring, then we can transform one of them to standard exponential via its empirical survival function, then use this same transformation on the other group. The simple results for contrasting two censored
exponential samples can then be applied even though, at least initially, the data arose from samples generated by some other mechanism.

### 5.6 Exercises and class projects

1. Write down the estimating equations for a Weibull model based on maximum likelihood. Write down the estimating equations for a Weibull model based on the mean and variance.
2. Consider the following observations; $1,3,4,4,5,6^{*}, 6,7,9^{*}, 16$ where $\mathrm{a} *$ indicates a censored observation. Fit a Weibull model to these observations based on (i) maximum likelihood, (ii) method of moments.
3. For the data of the previous question, calculate and plot the survivorship function. Calculate an approximate $90 \%$ confidence interval for $S(4)$. Do the same for $S(7)$.
4. Describe how you might calculate a simultaneous $90 \%$ confidence interval for $S(4)$ and $S(7)$ together.
5. Compare the variance expression for $S(7)$ with that approximated by the binomial formula based on $\hat{S}(7)$ and 8 failure times.
6. Take 100 bootstrap samples, fit the Weibull model to each one separately and estimate $S(4)$ and $S(7)$. Calculate empirical variances based on the 100 sample estimates. How do these compare with those calculated on the basis of large sample theory.
7. In the previous question, rather than fit the model, we could calculate empirical estimates of $S(4)$ and $S(7)$. Describe possible difficulties with this approach.
8. For small samples generated via an exponential distribution with unknown mean, discuss the relative merits of the different possible confidence interval approximations for the survival function. Describe a study you might set up in order to make a recommendation regarding the "best" confidence interval to work with. How do you understand "best" in this context.
9. Simulate 100 uncensored observations from a standard exponential distribution. Calculate the empirical survival function $S_{n}(t)$. Choose two points, $s$ and $t$ and repeat the whole process 100 times obtaining 100 pairs of $S_{100}(s)$ and $S_{100}(t)$. Calculate the empirical covariance between $S_{100}(s)$ and $S_{100}(t)$. Use different values of $s$ and $t$ to suggest the validity of Equation 5.2.
10. Explain why the result of Equation 5.12 for $W_{n}(t)=\sqrt{n}\left\{F_{n}(t)-\right.$ $F(t)\}$, when $F(t)$ is uniform continues to hold for any other continuous distribution.
11. Explain the importance of Theorem 5.3 and how it is used in order to obtain consistent estimates of survival in the presence of an independent censoring mechanism.
12. Simulate 200 uncensored observations from the log-normal distribution. Suppose that we had been led to believe that the observations had been generated from a Weibull law. Carry out graphical procedures to challenge the validity of the assumption. Repeat the exercise under the supposition that the observations had been generated via a log-logistic model.
13. For the 200 observations of the previous question, introduce an independent censoring mechanism so that approximately half of the observations are censored. Calculate the logarithm of the Kaplan-Meier and Nelson-Aalen estimates and plot one against the other. Fit a least squares line to the plot and comment on the values of the slope.
14. Use the results of Lemma 5.2 to show that $\hat{\mu}(t)$ is consistent for $\mu(t)$.
15. Show that when there is no censoring, the Greenwood estimate of the variance of the Kaplan-Meier estimate reduces to the usual variance estimate for the empirical distribution function. Conclude from this that confidence intervals based on the Greenwood estimate of variance are only valid at a single given time point, $t$, and would not provide bounds for the whole Kaplan-Meier curve.
16. Carry out a study on the coverage properties based on $\hat{S}(t), \log \hat{S}(t)$ and $\log \hat{S}(t) /\{1-\hat{S}(t)\}$. Describe what you anticipate to be the relative merits of the different functions.
17. Malani (1995) outlined an operationally simple approach for estimating survival in the presence of a dependent censoring mechanism. The method requires that the dependency be captured via some explanatory variable. Appealing to the redistribution to the right algorithm, each censored observation has its remaining mass redistributed. However, unlike the simple version of the algorithm, Malani proposes to only redistribute among subjects in the risk set sharing the same covariate value as the subject censored at that point. Give an intuitive explanation as to why this would work.
18. Following the idea of Malani (1995) suppose, in the presence of dependent censoring, we obtained a Nelson-Aalen estimate of survival for each level of the covariate. Subsequently, appealing to the law of total probability, we estimate marginal survival by a linear combination of these several estimates. Comment on such an estimate and contrast it with that of Malani.
19. Recall that the uncensored Kaplan-Meier estimator, i.e., the usual empirical estimate, is unbiased. This is no longer generally so for the Kaplan-Meier estimate. Can you construct a situation in which the estimate of Equation 5.16 would exhibit less bias than the KaplanMeier estimate?
20. Using data from a cancer registry, show how you could make use of the piecewise exponential model to obtain conditional survival estimates for $S(T>t+s \mid T>s)$.

## Chapter 6

## Regression models and subject heterogeneity

### 6.1 Summary

We consider several models that describe survival in the presence of observable covariates, these covariates measuring subject heterogeneity. The most general situation can be described by a model with a parameter of high, possibly unbounded, dimension. Proportional hazards models, partially proportional hazards models (O'Quigley and Stare 2002), stratified models or models with frailties or random coefficients all arise as special cases of this model (O'Quigley and Xu 2000). One useful parameterization (O'Quigley and Pessione 1991, O'Quigley and Prentice 1991) can be described as a non proportional hazards model with intercept. Changepoint models are a particular form of a non proportional hazards model with intercept (O'Quigley and Natarajan 2004). Any model can be viewed as a special case of the general model, lying somewhere on a conceptual scale between this general model and the most parametric extreme, which would be the simple exponential model. Models can be placed on this scale according to the extent of model constraints and, for example, a random effects model would lie strictly between a stratified model and the simple exponential model. Relative risk models used in epidemiology come under these headings. For relative risk models the time component is usually taken to be age and great generalization, e.g., period or cohort analysis is readily accomplished. Time-dependent covariates, $Z(t)$, in combination with the at-risk indicator, $Y(t)$, can be used to describe states. Multistate models in which subjects can move in and out of different states, or
into an absorbing state such as death, can then be analyzed using the same methodology.

### 6.2 Motivation

The presence of subject heterogeneity, summarized by risk factors $Z$, known or suspected of being related to $S(t)$, is our central concern. The previous chapter dealt with the issue of marginal survival, i.e., survival ignoring any indicator of heterogeneity and which treats the data in hand as though the observations came from a single population. In Figure 6.1 there are two groups. This can be described by two distinct Kaplan-Meier curves or, possibly, two independently calculated fitted parametric curves. If, however, the curves are related, then each estimate provides information not only about its own population curve but also about the other group's population curve. The curve estimates would not be independent. Exploiting such dependence can lead to considerable gains in our estimating power. The agreement between an approach modeling dependence and one ignoring it can be more or less strong and, in Figure 6.1, agreement is good apart from observations beyond 150 months where a proportional hazards assumption may not hold very well. Returning to the simplest case, we can imagine a compartmental model describing the occurrence of


Figure 6.1: Kaplan-Meier survival curves and PH model curves for two groups defined by a binary covariate. Dashed lines represent PH estimates.
deaths independently of group status in which all individuals are assumed to have the same hazard rates. As pointed out in the previous chapter, the main interest then is in the survival function $S(t)$ when the $Z$ are either unobservable or being ignored. Here we study the conditional survival function given the covariates $Z$ and we write this as $S(t \mid Z)$. In the more complex situations (multicompartment models, time-dependent Z) it may be difficult, or even impossible, to given an interpretation to $S(t)$ as an average over conditional distributions, but the idea of conditioning is still central although we may not take it beyond that of the probability of a change of state conditional upon the current state as well as the relevant covariate history which led to being in that state.

The goal here is to consider models with varying degrees of flexibility applied to the summary of $n$ subjects each with an associated covariate vector $Z$ of dimension $p$. The most flexible models will be able to fully describe any data at hand but, as a price for their flexibility, little reduction in dimension from the $n \times p$ data matrix we begin with. Such models will have small bias in prediction compared with large sampling errors. The most rigid models can allow for striking reductions in dimension. Their consequent impact on prediction will be associated with much smaller sampling errors. However, as a price for such gains, the biases in prediction can be large. The models we finally work with will lie between these two extremes. Their choice then depends on an artful balance between the two conflicting characteristics.

### 6.3 General or nonproportional hazards model

In the most straightforward cases we can express the conditional dependence of survival upon fixed covariates in terms of the hazard function. A general expression for the hazard function given the value of the covariate $Z$ is given by:


Figure 6.2: A simple alive/dead transition model. At time $t$ the only information being used is whether the subject is dead or alive. Covariate information (eg. group status) is not used.

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\beta(t) Z\} \tag{6.1}
\end{equation*}
$$

where $\lambda(t \mid \cdot)$ is the conditional hazard function, $\lambda_{0}(t)$ the baseline hazard corresponding to $Z=0$, and $\beta(t)$ a time-varying regression effect. Whenever $Z$ has dimension greater than one we view $\beta(t) Z$ as an inner product in which $\beta(t)$ has the same dimension as $Z$ so that $\beta(t) Z=\beta_{1}(t) Z_{1}+, \cdots,+\beta_{p}(t) Z_{p}$.

Recalling the discussion of Chapter 5, we are only interested in situations where observations on $Z$ can be made in the course of any study. In Equation $6.1 Z$ is not allowed to depend upon time. If we also disallow the possibility of continuous covariates, which, in practice, we can approximate as accurately as we wish via high dimensional $Z$ together with $\beta(t)$ of the same dimension, we see that model (6.1) is completely general and, as such, not really a model. It is instead a representation, or re-expression, of a very general reality, an expression that is convenient and which provides a framework to understanding many of the models described in this chapter. At the cost of losing the interpretation of a hazard function, we can immediately generalize (6.1) to

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\beta(t) Z(t)\} \tag{6.2}
\end{equation*}
$$

As long as we do not view $Z(t)$ as random, i.e., the whole time path of $Z(t)$ is known at $t=0$, then a hazard function interpretation for $\lambda(t \mid Z)$ is maintained. Otherwise we lose the hazard function interpretation, since this requires knowledge of the whole function at the origin $t=0$, i.e., the function is a deterministic and not a random one. In some ways this loss is of importance in that the equivalence of the hazard function, the survival function, and the density function means that we can easily move from one to another. However, when $Z(t)$ is random, we can reason in terms of intensity functions and compartmental models, a structure that enables us to deal with a wide variety of applied problems. The parameter $\beta(t)$ is of infinite dimension and therefore the model would not be useful without some restrictions upon $\beta(t)$.

### 6.4 Proportional hazards model

Corresponding to the truth or reality under scrutiny, we can view Equation (6.2) as being an extreme point on a large scale which calibrates model complexity. The opposite extreme point on this scale
might have been the simple exponential model, although we will start with a restriction that is less extreme, specifically the proportional hazards model in which $\beta(t)=\beta$ so that;

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\beta Z(t)\} \tag{6.3}
\end{equation*}
$$

Putting restrictions on $\beta(t)$ can be done in many ways, and the whole art of statistical modeling, not only for survival data, is in the search for useful restrictions upon the parameterization of the problem in hand. Our interpretation of the word "useful" depends very much on the given particular context.

Just where different models find themselves on the infinite scale between Equation 6.3 and Equation 6.2 and how they can be ordered is a very important concept we need master if we are to be successful at the modeling process, a process which amounts to feeling our way up this scale (relaxing constraints) or down this scale (adding constraints), guided by the various techniques at our disposal. From the outset it is important to understand that the goal is not one of establishing some unknown hidden truth. We already have this, expressed via the model described in Equation (6.1). The goal is to find a much smaller, more restrictive model, which, for practical purposes is close enough or which is good enough to address those questions that we have in mind; for example, deciding whether or not there is an effect of treatment on survival once we have accounted for known prognostic factors which may not be equally distributed across the groups we are comparing. For such purposes, no model to date has seen more use than the Cox regression model.

### 6.5 The Cox regression model

In tackling the problem of subject heterogeneity, Cox's (1972) proportional hazards regression model has enjoyed outstanding success, a success, it could be claimed, matching that of classic multilinear regression itself. The model has given rise to considerable theoretical work and continues to provoke methodological advances. Research and development into the model and the model's offspring have become so extensive that we cannot here hope to cover the whole field, even at the time of writing. We aim nonetheless to highlight what seem to be the essential ideas and we begin with a recollection of the seminal paper of D.R. Cox, presented at a meeting of the Royal Statistical Society in London, England, March 8, 1972.

Regression models and life tables (D.R. Cox 1972)
After summarizing earlier work on the life table (Kaplan and Meier 1958, Chiang 1968), Professor Cox introduced his, now famous, model postulating a simplified form for the relationship between the hazard function $\lambda(t)$, at time $t$ and the value of an associated fixed covariate $Z$. As its name suggests, the proportional hazards model assumes that the hazard functions among subjects with different covariates are proportional to one another. The hazard function can then be written:

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\beta Z\} \tag{6.4}
\end{equation*}
$$

where $\lambda_{0}(t)$ is a fixed "baseline" hazard function, and $\beta$ is a relative risk parameter to be estimated. Whenever $Z=0$ has a concrete interpretation (which we can always obtain by recoding) then so does the baseline hazard $\lambda_{0}(t)$ since, in this case, $\lambda(t \mid Z=0)=\lambda_{0}(t)$. As mentioned just above, when $Z$ is a vector of covariates, then the model is the same, although with the scalar product $\beta Z$ interpreted as an inner product. It is common to replace the expression $\beta Z$ by $\beta^{\prime} Z$ where $\beta$ and $Z$ are $p \times 1$ vectors, and $a^{\prime} b$ denotes the inner product of vectors $a$ and $b$. Usually, though, we will not distinguish notationally between the scalar and the vector inner product since the former is just a special case of the latter. We write them both as $\beta Z$. Again we can interpret $\lambda_{0}(t)$ as being the hazard corresponding to the group for which the vector $Z$ is identically zero.

The model is described as a multiplicative model, i.e., a model in which factors related to the survival time have a multiplicative effect on the hazard function. An illustration in which two binary variables are used to summarize the effects of four groups is shown in Figure 6.3. As pointed out by Cox, the function ( $\beta Z$ ) can be replaced by any function of $\beta$ and $Z$, the positivity of $\exp (\cdot)$ guaranteeing that, for any hazard function $\lambda_{0}(t)$, and any $Z$, we can always maintain a hazard function interpretation for $\lambda(t \mid Z)$. Indeed it is not necessary to restrict ourselves to $\exp (\cdot)$, and we may wish to work with other functions $R(\cdot)$, although care is required to ensure that $R(\cdot)$ remains positive over the range of values of $\beta$ and $Z$ of interest. Figure 6.3 represents the case of two binary covariables indicating four distinct groups (in the figure we take the logarithm of $\lambda(t)$ ) and the important thing to observe is that the distance between any two groups on this particular scale, i.e., in terms of the log-hazards, does not change through time. In view of the relation between the hazard function and the survival function,


Figure 6.3: Proportional hazards with two binary covariates indicating 4 groups. Log-hazard rate written as $h(t)=\log \lambda(t)$.
there is an equivalent form of Equation 6.4 in terms of the survival function. Defining $S_{0}(t)$ to be the baseline survival function; that is, the survival function corresponding to $S(t \mid Z=0)$, then, for scalar or vector $Z$, we have that,

$$
\begin{equation*}
S(t \mid Z)=\left\{S_{0}(t)\right\}^{\exp (\beta Z)} \tag{6.5}
\end{equation*}
$$

When the covariate is a single binary variable indicating, for example, treatment groups, the model simply says that the survival function of one group is a power transformation of the other, thereby making an important connection to the class of Lehmann alternatives (Lehmann 1953).

Cox took the view that "parametrization of the dependence on $Z$ is required so that our conclusions about that dependence are expressed concisely," adding that any choice "needs examination in the light of the data." "So far as secondary features of the system are concerned ... it is sensible to make a minimum of assumptions." This view led to focusing on inference that allowed $\lambda_{0}(t)$ to remain arbitrary. The resulting procedures are nonparametric with respect to $t$ in that inference is invariant to any increasing monotonic transformation of $t$, but parametric in as much as concerns $Z$. For this reason the model is often referred to as Cox's semi-parametric model. Let's keep in mind, however, that it is the adopted inferential procedures that are semiparametric rather than the model itself. Although, of course, use of the term $\lambda_{0}(t)$ in the model, in which $\lambda_{0}(t)$ is not specified, implies use of procedures that will work for all allowable functions $\lambda_{0}(t)$.

Having recalled to the reader how inference could be carried out following some added assumptions on $\lambda_{0}(t)$, the most common assumptions being that $\lambda_{0}(t)$ is constant, that $\lambda_{0}(t)$ is a piecewise constant function, or that $\lambda_{0}(t)$ is equal to $t^{\gamma}$ for some $\gamma$, Cox presented his innovatory likelihood expression for inference, an expression that subsequently became known as a partial likelihood (Cox 1975). We look more closely at these inferential questions in later chapters. First note that the quantity $\lambda_{0}(t)$ does not appear in the expression for partial likelihood given by

$$
\begin{equation*}
L(\beta)=\prod_{i=1}^{n}\left\{\frac{\exp \left(\beta Z_{i}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\}^{\delta_{i}}, \tag{6.6}
\end{equation*}
$$

and, in consequence, $\lambda_{0}(t)$ can remain arbitrary. Secondly, note that each term in the product is the conditional probability that at time $X_{i}$ of an observed failure, it is precisely individual $i$ who is selected to fail, given all the individuals at risk and given that one failure would occur. Taking the logarithm in Equation 6.6 and its derivative with respect to $\beta$, we obtain the score function which, upon setting equal to zero, can generally be solved without difficulty using the NewtonRaphson method, to obtain the maximum partial likelihood estimate $\hat{\beta}$ of $\beta$. We will discuss more deeply the function $U(\beta)$ under the various approaches to inference. We can see already that it has the same form as that encountered in the standard linear regression situation where the observations are contrasted to some kind of weighted mean. The exact nature of this mean is described later. Also, even though the expression

$$
\begin{equation*}
U(\beta)=\sum_{i=1}^{n} \delta_{i}\left\{Z_{i}-\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\} \tag{6.7}
\end{equation*}
$$

looks slightly involved, we might hope that the discrepancies between the $Z_{i}$ and the weighted mean, clearly some kind of residual, would be uncorrelated, at least for large samples, since the $Z_{i}$ themselves are uncorrelated.

All of this turns out to be so and makes it relatively easy to carry out appropriate inference. The simplest and most common approach to inference is to treat $\hat{\beta}$ as asymptotically normally distributed with mean $\beta$ and large sample variance $I(\hat{\beta})^{-1}$, where $I(\beta)$, called the information in view of the analogy with classical likelihood, is minus the second derivative of $L(\beta)$ with respect to $\beta$, i.e., letting
$I_{i}(\beta)=\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j}^{2} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}-\left\{\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\}^{2}$,
then $I(\beta)=\sum_{i=1}^{n} \delta_{i} I_{i}(\beta)$. Inferences can also be based on likelihood ratio methods. A third possibility, which is sometimes convenient, is to base tests on the score $U(\beta)$, which in large samples can be considered to be normally distributed with mean zero and variance $I(\beta)$. Multivariate extensions are completely natural, with the score being a vector and $I$ an information matrix.

## Early applications of the model

The first success of the model was in its use for the two-sample problem, i.e., testing the null hypothesis of no difference in the underlying true survival curves for two groups. In this case Cox (1972) showed that the test statistic $U(0) / \sqrt{I(0)}$ is formally identical to a test, later known under the heading of the log-rank test, obtained by setting up at each failure point a $2 \times 2$ contingency table, group against failed/survived, and combining the many $2 \times 2$ tables. As in a standard analysis of a single such contingency table we use the marginal frequencies to obtain estimates of expected rates under the null hypothesis of no effect. Assuming, as we usually do here, no ties we can obtain a table such as described in Table 6.1 in which, at time $t=X_{i}$ the observed failure occurs in group A and there are $n_{A}(t)$ and $n_{B}(t)$ individuals at risk in the respective groups.

The observed rates and the expected rates are simply summed across the distinct failure points, each of which gives rise to its own contingency table where the margins are obtained from the available risk sets at that time. From the above, if $Z_{i}=1$ when subject $i$ is in group A and zero otherwise, then elementary calculation gives that,

$$
U(0)=\sum_{i=1}^{n} \delta_{i}\left\{Z_{i}-\pi\left(X_{i}\right)\right\}, \quad I(0)=\sum_{i=1}^{n} \delta_{i} \pi\left(X_{i}\right)\left\{1-\pi\left(X_{i}\right)\right\}
$$

| Time point $t=X_{i}$ | Group A | Group B | Totals |
| :---: | :---: | :---: | :---: |
| Number of failures | 1 | 0 | 1 |
| Number not failing | $n_{A}(t)-1$ | $n_{B}(t)$ | $n_{A}(t)+n_{B}(t)-1$ |
| Total at risk | $n_{A}(t)$ | $n_{B}(t)$ | $n_{A}(t)+n_{B}(t)$ |

Table 6.1: $2 \times 2$ table at failure point $t=X_{i}$ for group A and group B.
where $\pi(t)=n_{A}(t) /\left\{n_{A}(t)+n_{B}(t)\right\}$. The statistic $U$ then contrasts the observations with their expectations under the null hypothesis of no effect. This expectation is simply the probability of choosing, from the subjects at risk, a subject from group A . The variance expression is the well-known expression for a Bernoulli variable. Readers interested in a deeper insight into this test should also consult (Cochran 1954, Mantel and Haenzel 1959, Mantel 1963, Peto and Peto 1972). As pointed out by Cox, "whereas the test in the contingency table situation is, at least in principle, exact, the test here is only asymptotic ..."

However, the real advantage of Cox's approach was that while contributing significantly toward a deeper understanding of the log-rank and related tests, it opened up the way for more involved situations; additional covariates, continuous covariates, random effects and, perhaps surprisingly, in view of the attribute "proportional hazards," a way to tackle problems involving time varying effects or time dependent covariates. Cox illustrated his model via an application to the now famous Freireich data (Freireich et al. 1963) describing a clinical trial in leukemia in which a new treatment was compared to a placebo. Treating the two groups independently and estimating either survivorship function using a Kaplan-Meier curve gave good agreement with the survivorship estimates derived from the Cox model. Such a result can also, of course, be anticipated by taking a $\log (-\log )$ transform of the Kaplan-Meier estimates and noting that they relate to one another via a simple shift. This shift exhibits only the weakest, if any, dependence on time itself.

## Multivariate applications

Recovering the usual two-group log rank statistic as a special case of a test based on model (6.4) is reassuring. In fact, exactly the same approach extends to the several group comparison (Breslow 1972). More importantly, model (6.4) provides the framework for considering the multivariate problem from its many angles; global comparisons of course but also more involved conditional comparisons in which certain effects are controlled for while others are tested. We look at this in more detail below under the heading "Modeling multivariate problems." The partially proportional hazards model (in particular the stratified model) were to appear later to Cox's original work of 1972 and provide great flexibility in addressing regression problems in a multivariate context.

Discussion of Professor Cox's paper
Professor Cox's paper represented an important step forward in dealing with survival problems for heterogeneous populations and a nonnegligible subset of a whole generation of academic biostatisticians has spent over a quarter of a century, keeping up and clarifying the many ideas originally outlined in Cox's 1972 paper. The discussion continues but, already, back in 1972 a group drawn from among the most eminent statisticians of the time, made a collective contribution to the new developments in a discussion that turned out to be almost as significant as the paper itself.

The issue which, arguably, gave rise to the most fertile exchanges concerned the partial likelihood, not yet named as such and referred to by Cox as a conditional likelihood. Kalbfleisch and Prentice took issue with Cox's naming of the likelihood used for inference as a "conditional" likelihood. They pointed out that the likelihood expression is not obtainable as a quantity proportional to a probability after having conditioned on some event. Conditioning was indeed taking place in the construction of the likelihood expression but in a sequential manner, a dynamic updating whose inferential home would later be seen to lie more naturally within the context of stochastic processes, indexed by time, rather than regular likelihoods, whether marginal or conditional.

The years following this discussion gave rise to a number of papers investigating the nature of the "conditional" likelihood proposed in Cox's original paper. Given the striking success of the model, together with the suggested likelihood expression, in reproducing and taking further a wide range of statistics then in use, most researchers agreed that Cox's proposal was correct. They remained uncertain, though, as to how to justify the likelihood itself. This thinking culminated in several major contributions; those of Cox (1975), Prentice and Kalbfleisch (1975), Aalen (1979) and Andersen and Gill (1982), firmly establishing the likelihood expression of Cox. In our later chapter on inference we discuss some of the issues raised in those contributions. It turned out that Cox was correct, not just on the appropriateness of his proposed likelihood expression but also in describing it as a "conditional" likelihood, this description being the source of all the debate.

Not unlike other major scientific thinkers of the twentieth century, Cox showed quite remarkable insight and although his likelihood derivation may not have been conditional, in the sense of taking as
observed some single statistic upon which we condition before proceeding, his likelihood is not only very much a conditional one but also it conditions in just the right way. Not in the most straightforward sense whereby all the conditioning is done in one go, but in the sense of sequentially conditioning through time. Cox's "conditional" likelihood is now called a "partial" likelihood although, as an inferential tool in its own right, i.e., as a tool for inference independent of the choice of any particular model the partial likelihood is not as useful a concept as believed by many. We return to this in the chapter on inference.

Professor Downton of the University of Birmingham and Professor Peto of the University of Oxford pointed out the connection to rank test procedures. Although the formulation of Cox allowed the user to investigate more complex structures, many existing set-ups, framed in terms of tests based on the ranks, could be obtained directly from the use of the Cox likelihood. The simplest example was the sign test for the median. Using permutation arguments, other tests of interest in the multivariate setting could be obtained, in particular tests analogous to the Friedman test and the Kruskal-Wallis test. Richard Peto referred to some of his own work with Julian Peto. Their work demonstrated the asymptotic efficiency of the log-rank test and that, for the twogroup problem and for Lehmann alternatives, this test was locally most powerful. Since the log-rank test coincides with a score test based on Cox's likelihood, Peto argued that Cox's method necessarily inherits the same properties.

Professor Bartholomew of the University of Kent considered a lognormal model in current use and postulated its extension to the regression situation by writing down the likelihood. Such an analysis, being fully parametric, represents an alternative approach since the structure is not nested in a proportional hazards one. Bartholomew made an insightful observation that allowing for some dependence of the explanatory variable $Z$ on $t$ can enable the lognormal model and a proportional hazards model to better approximate each another. This is indeed true and allows for a whole development of a class of non proportional hazards models where $Z$ is a function of time and within which the proportional hazards model arises as a special case.

Professors Oakes and Breslow discussed the equivalence between a saturated piecewise exponential model and the proportional hazards model. By a saturated piecewise exponential model we mean one allowing for constant hazard rates between adjacent failures. The model
is data dependent in that it does not specify in advance time regions of constant hazard but will allow these to be determined by the observed failures. From an inferential standpoint, in particular making use of likelihood theory, we may expect to run into some difficulties. This is because the number of parameters of the model (number of constant hazard rates) increases at the same rate as the effective sample size (number of observed failure times). However, the approach does nonetheless work, although justification requires the use of techniques other than standard likelihood. A simple estimate of the hazard rate, the cumulative hazard rate, and the survivorship function are then available. When $\beta=0$ the estimate of the cumulative hazard rate coincides with that of Nelson (1969).

Professor Lindley of University College London writes down the full likelihood which involves $\lambda_{0}(t)$ and points out that, since terms involving $\lambda_{0}(t)$ do not factor out we cannot justify Cox's conditional likelihood. If we take $\lambda_{0}(t)$ as an unknown nuisance parameter having some prior distribution, then we can integrate the full likelihood with respect to this in order to obtain a marginal likelihood (this would be different to the marginal likelihood of ranks studied later by Kalbfleisch and Prentice 1973). Lindley argues that the impact of censoring is greater for the Cox likelihood than for this likelihood which is then to be preferred. The author of this text confesses to not fully understanding Lindley's argument and there is some slight confusion there since, either due to a typo or to a subtlety that escapes me, Lindley calls the Cox likelihood a "marginal likelihood" and what I am referring to as a marginal likelihood, an "integrated likelihood." We do, of course, integrate a full likelihood to obtain a marginal likelihood, but it seems as though Professor Lindley was making other, finer, distinctions which are best understood by those in the Bayesian school. His concern on the impact of censoring is echoed by Mr. P. Glassborow of British Rail underlining the strength behind the independent censoring assumption, an assumption which would not be reasonable in many practical cases.

Professor Zelen, a pioneer in the area of regression analysis of survival data, pointed out important relationships in tests of regression effect in the proportional hazards model and tests of homogeneity of the odds ratio in the study of several contingency tables. Dr. John Gart of the National Cancer Institute also underlined parallels between contingency table analysis and Cox regression. These ideas were to be developed extensively in later papers by Ross Prentice and Norman

Breslow in which the focus switched from classical survival analysis to studies in epidemiology. The connection to epidemiological applications was already alluded to in the discussion of the Cox paper by Drs. Meshalkin and Kagan of the World Health Organization. Finally, algorithms for carrying out an analysis based on the Cox model became quickly available thanks to two further important contributions to the discussion of Cox's paper. Richard Peto obtained accurate approximations to the likelihood in the presence of ties, obviating the need for computationally intensive permutation algorithms, and Susannah Howard showed how to program efficiently by exploiting the nested property of the risk sets in reversed time.

## Historical background to Cox's paper

Alternative hypotheses to a null which assumes that two probabilities are equal, such as in Equation (6.5), taking the form of a simple power transformation, have a long history in statistical modeling. Such alternatives which, in the special case where the probabilities in question are survival functions, are known as Lehmann alternatives (Lehmann 1953). Lehmann alternatives are natural in that, under the restriction that the power term is positive, always achievable by reparameterizing the power term to be of an exponential form; then, whatever the actual parameter estimates, the resulting probability estimates satisfy the laws of probability. In particular, they remain in the interval $(0,1)$. Linear expressions for probabilities are less natural although, at least prior to the discovery of the logistic and Cox models, possibly more familiar. Feigl and Zelen (1965) postulated a linear regression for the location parameter, $\lambda_{0}$, of an exponential law. In this case the location parameter and the (constant) hazard coincide so that the model could be written;

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0} \exp \{\beta Z\} . \tag{6.9}
\end{equation*}
$$

In Feigl and Zelen their model was not written exactly this way, expressed as $\lambda=\alpha+\beta Z$. However, since $\lambda$ is constant, the two expressions are equivalent and highlight the link to Cox's more general formulation. Feigl and Zelen only considered the case of uncensored data. Zippin and Armitage (1966) used a modeling approach, essentially the same as that of Feigl and Zelen, although allowing for the possibility of censoring. This was achieved by an assumption of independence between the censoring mechanism and the failure mechanism


Figure 6.4: Kaplan-Meier curves and model based curves for Freireich data. Dashed lines represent model based estimates; exponential model (left), Cox model (right).
enabling an expression for the full likelihood to be obtained. Further discussion on these ideas can be found in Myers, Hankey and Mantel (1973) and Brown (1975). The estimates of the survival function for the different groups in the Freireich study, based on a simple exponential model or a Cox model, are shown in Figure 6.4. For these data the level of agreement between the two approaches appears to be high. This early work on the exponential model certainly helped anticipate the more general development of Cox and, for many more straightforward comparisons, such as the one illustrated by the Freireich data, it is perhaps unfortunate that the exponential model has been relegated to a historical role alone and is rarely, if ever, used in current practical analysis of similar data.

### 6.6 Modeling multivariate problems

The strength of the Cox model lies in its ability to describe and characterize involved multivariate situations. Crucial issues concern the adequacy of fit of the model, how to make predictions based on the model, and how strong is the model's predictive capability. These are considered in detail later. Here, in the following sections and in the chapter on inference we consider how the model can be used as a tool to formulate questions of interest to us in the multivariate setting. The simplest case is that of a single binary covariate $Z$ taking the values zero and one. The zero might indicate a group of patients undergoing a standard therapy, whereas the group for which $Z=1$ could be undergoing
some experimental therapy. Model 6.4 then indicates the hazard rate for the standard group to be $\lambda_{0}(t)$ and for the experimental group to be $\lambda_{0}(t) \exp (\beta)$. Testing whether or not the new therapy has any effect on survival translates as testing the hypothesis $H_{0}: \beta=0$. If $\beta$ is less than zero then the hazard rate for the experimental therapy is less than that for the standard therapy at all times and is such that the arithmetic difference between the respective logarithms of the hazards is of magnitude $\beta$. Suppose the problem is slightly more complex and we have two new experimental therapies. We can write;

$$
\lambda(t \mid Z)=\lambda_{0}(t) \exp \left\{\beta_{1} Z_{1}+\beta_{2} Z_{2}\right\}
$$

and obtain Table 6.2. As we shall see the two covariate problem is very much more complex than the case of a single covariate. Not only do we need to consider the effect of each individual treatment on the hazard rate for the standard therapy but we also need to consider the effect of each treatment in the presence or absence of the other as well as the combined effect of both treatments together. The particular model form in which we express any relationships will typically imply assumptions on those relationships and an important task is to bring under scrutiny (goodness of fit) the soundess of any assumptions.

It is also worth noting that if we are to assume that a twodimensional covariate proportional hazards model hold exactly, then, integrating over one of the covariates to obtain a one dimensional model will not result (apart from in very particular circumstances) in a lower-dimensional proportional hazards model. The lower dimensional model would be in a much more involved non proportional hazards form. This observation also holds when adding a covariate to a one-dimensional proportional hazards model, a finding that compels us, in realistic modeling situations, to only ever consider the model as an approximation.

By extension the case of several covariates becomes rapidly very complicated. If, informally, we were to define complexity as the number

| Treatment group | $Z_{1}$ | $Z_{2}$ | Log of group effect |
| :--- | :---: | :---: | :---: |
| Standard therapy | 0 | 0 | 0 |
| Experimental therapy 1 | 1 | 0 | $\beta_{1}$ |
| Experimental therapy 2 | 0 | 1 | $\beta_{2}$ |

Table 6.2: Effects for two treatment groups
of things you have to worry about, then we could, even more informally, state an important theorem.

Theorem 6.1 (Theorem of complexity) The complexity of any problem grows exponentially with the number of covariates in the equation.

Obviously such a theorem cannot hold in any precise mathematical sense without the need to add conditions and restrictions such that its simple take-home message would be lost. For instance, if each added covariate was a simple constant multiple of the previous one, then there would really be no added complexity. But, in some broad sense, the theorem does hold and to convince ourselves of this we can return to the case of two covariates. Simple combinatorial arguments show that the number of possible hypotheses of potential interest is increasing exponentially. But it is more complex than that. Suppose we test the hypothesis $H_{0}: \beta_{1}=\beta_{2}=0$. This translates the clinical null hypothesis: neither of the experimental therapies impacts survival against the alternative, $H_{1}: \exists \beta_{i} \neq 0, i=1,2$. This is almost, yet not exactly, the same as simply regrouping the two experimental treatments together and reformulating the problem in terms of a single binary variable.

Next we might consider testing the null hypothesis $H_{0}: \beta_{1}=0$ against the alternative hypothesis $H_{1}: \beta_{1} \neq 0$. Such a test focuses only on the first experimental treatment, but does not, as we might at first imagine, lump together both the second experimental treatment and the standard treatment. This test makes no statement about $\beta_{2}$ and so this could indeed take the value zero (in which case the standard and the second experimental therapy are taken to be the same) or any other value in which case, detecting a nonzero value for $\beta_{1}$ translates as saying that this therapy has an effect different to the standard regardless of the effect of the second experimental therapy. Clearly this is different from lumping together the second experimental therapy with the standard and testing the two together against the first experimental therapy. In such a case, should the effect of the first experimental therapy lie somewhere between that of the standard and the second, then, plausibly, we might fail to detect a nonzero $\beta_{1}$ even though there exist real differences between the standard and the first therapy.

All of this discussion can be repeated, writing $\beta_{1}$ in the place of $\beta_{2}$. Already, we can see that there are many angles from which to consider
an equation such as the above. These angles, or ways of expressing the scientific question, will impact the way of setting up the statistical hypotheses. In turn, these impact our inferences.

Another example would be testing the above null hypothesis $H_{0}$ : $\beta_{1}=\beta_{2}=0$ against an alternative $H_{1}: 0<\beta_{1}<\beta_{2}$ instead of that initially considered (i.e., $H_{1}: \exists \beta_{i} \neq 0, i=1,2$ ). The tests, and their power properties, would not typically be the same. We might consider recoding the problem, as in Equation 6.10, so that testing $H_{0}: \beta_{1}=0$ against $H_{1}: \beta_{1} \neq 0$ corresponds to testing for an effect in either group. Given this effect we can test $H_{0}: \beta_{2}=0$ against $H_{1}: \beta_{2} \neq 0$ which will answer the question as to whether, given that their exists a treatment effect, it is the same for both of the experimental treatments:

$$
\begin{align*}
\lambda(t \mid Z) & =\lambda_{0}(t) \exp \left\{\beta_{1} Z_{1}+\left(\beta_{1}+\beta_{2}\right) Z_{2}\right\} \\
& =\lambda_{0}(t) \exp \left\{\beta_{1}\left(Z_{1}+Z_{2}\right)+\beta_{2} Z_{2}\right\} . \tag{6.10}
\end{align*}
$$

Note that fitting the above models needs no new procedures or software for example, since both cases come under the standard heading. In the first equation all we do is write $\alpha_{1}=\beta_{1}$ and $\alpha_{2}=\beta_{1}+\beta_{2}$. In the second we simply redefine the covariates themselves. The equivalence expressed in the above equation is important. It implies two things. Firstly, that this previous question concerning differential treatment effects can be re-expressed in a standard way enabling us to use existing structures, and computer programs. Secondly, since the effects in our models express themselves via products of the form $\beta Z$, any recoding of $\beta$ can be artificially carried out by re-coding $Z$ and vice versa. This turns out to be an important property and anticipates the fact that a non proportional hazards model $\beta(t) Z$ can be re-expressed as a timedependent proportional hazards model $\beta Z(t)$. Hence the very broad sweep of proportional hazards models.

It is easy to see how the above considerations, applied to a situation in which we have $p>2$ covariates, become very involved. Suppose we have four ordered levels of some risk factor. We can re-code these levels using three binary covariates as in Table 6.3; For this model we can, again, write the hazard function in terms of these binary coding variables, noting that, as before, there are different ways of expressing this. In standard form we write

$$
\lambda(t \mid Z)=\lambda_{0}(t) \exp \left\{\beta_{1} Z_{1}+\beta_{2} Z_{2}+\beta_{3} Z_{3}\right\}
$$

so that the hazard rate for those exposed to the risk factor at level $i, i=1, \ldots, 4$, is given by $\lambda_{0}(t) \exp \left(\beta_{i}\right)$ where we take $\beta_{0}=0$. Our

| Risk factor | $Z_{1}$ | $Z_{2}$ | $Z_{3}$ | Log of risk factor effect |
| :--- | :---: | :---: | :---: | :---: |
| Level 1 | 0 | 0 | 0 | 0 |
| Level 2 | 1 | 0 | 0 | $\beta_{1}$ |
| Level 3 | 0 | 1 | 0 | $\beta_{2}$ |
| Level 4 | 0 | 0 | 1 | $\beta_{3}$ |

Table 6.3: Coding for four ordered levels of a risk factor.
interest may be more on the incremental nature of the risk as we increase through the levels of exposure to the risk factor. The above model can be written equivalently as

$$
\begin{align*}
\lambda(t \mid Z) & =\lambda_{0}(t) \exp \left\{\beta_{1} Z_{1}+\left(\beta_{1}+\beta_{2}\right) Z_{2}+\left(\beta_{1}+\beta_{2}+\beta_{3}\right) Z_{3}\right\} \\
& =\lambda_{0}(t) \exp \left\{\beta_{1}\left(Z_{1}+Z_{2}+Z_{3}\right)+\beta_{2}\left(Z_{2}+Z_{3}\right)+\beta_{3} Z_{3}\right\} \tag{6.11}
\end{align*}
$$

so that our interpretation of the $\beta_{i}$ is in terms of increase in risk. The coefficient $\beta_{1}$ in this formulation corresponds to an overall effect, common to all levels above the lowest. The coefficient $\beta_{2}$ corresponds to the amount by which the log-hazard rate for the second level differs from that at the first. Here then, a value of $\beta_{2}$ equal to zero does not mean that there is no effect at level 2 , simply that the effect is no greater than that already quantified at level 1 . The same arguments follow for levels 3 and 4.

Writing the model in these different ways is not changing the basic model. It changes the interpretation that we can give to the different coefficients. The equivalent expression shown in Equation 6.11 for example means that we can carefully employ combinations of the covariates in order to use existing software. But we can also consider the original coding of the covariates $Z$. Suppose that, instead of the coding given in Table (6.3), we use the coding given in Table 6.4. This provides an equivalent description of the four levels. As we move up the levels, changing from level $i$ to level $i+1$, the $\log$ hazard is increased by $\beta_{i}$.

Let's imagine a situation, taken from Table 6.4 , in which $\beta_{1}=\beta_{2}=$ $\beta_{3}$. Real situations may not give rise to strict equalities but may well provide good first approximations. The hazards at each level can now be written very simply as $\lambda_{0}(t) \exp \left(j \beta_{1}\right)$ for $j=0,1,2,3$, and this is described in Table (6.5). Taking $\beta_{1}=\beta$, we are then able to write a model for this situation as; $\lambda(t \mid Z)=\lambda_{0}(t) \exp (\beta Z)$, in which the covariate $Z$, describing group level, takes the values 0 to 3 . This model

| Risk factor | $Z_{1}$ | $Z_{2}$ | $Z_{3}$ | Log of risk factor effect |
| :--- | :---: | :---: | :---: | :---: |
| Level 1 | 0 | 0 | 0 | 0 |
| Level 2 | 1 | 0 | 0 | $\beta_{1}$ |
| Level 3 | 1 | 1 | 0 | $\beta_{1}+\beta_{2}$ |
| Level 4 | 1 | 1 | 1 | $\beta_{1}+\beta_{2}+\beta_{3}$ |

Table 6.4: Coding for four ordered levels of a risk factor.

| Risk factor | $Z$ | Log of risk factor effect |
| :--- | :---: | :---: |
| Level 1 | 0 | 0 |
| Level 2 | 1 | $\beta$ |
| Level 3 | 2 | $2 \beta$ |
| Level 4 | 3 | $3 \beta$ |

Table 6.5: Coding for four ordered levels of a risk factor.
has a considerable advantage over the previous one, describing the same situation of four levels, in that only a single coefficient appears in the model as opposed to three. We will use our data to estimate just a single parameter. The gain is clear. The cost, however, is much less so, and is investigated more thoroughly in the chapters on prediction (explained variation, explained randomness) and goodness of fit. If the fit is good, i.e., the assumed linearity is reasonable, then we would certainly prefer the latter model to the former. If we are unsure we may prefer to make less assumptions and use the extra flexibility afforded by a model which includes three binary covariates rather than a single linear covariate. In real data analytic situations we are likely to find ourselves somewhere between the two, using the tools of fit and predictability to guide us.

Returning once more to Table 6.4 we can see that the same idea prevails for the $\beta_{i}$ not all assuming the same values. A situation in which four ordered levels is described by three binary covariates could be recoded so that we only have a single covariate $Z$, together with a single coefficient $\beta$. Next, suppose that in the model; $\lambda(t \mid Z)=\lambda_{0}(t) \exp (\beta Z)$, $Z$ not only takes the ordered values, $0,1,2$ and 3 but also all of those in between. In a clinical study this might correspond to some prognostic indicator, such as blood pressure or blood cholesterol, recorded continuously and re-scaled to lie between 0 and 3 .

Including the value of $Z$, as a continuous covariate, in the model amounts to making very strong assumptions. It supposes that the log hazard increases by the same amount for every given increase in $Z$, so that the relative risk associated with $\Delta=z_{2}-z_{1}$ is the same for all values of $z_{1}$ between 0 and $3-\Delta$. Let's make things a little more involved. Suppose we have the same continuous covariate, this time let's call it $Z_{1}$, together with a single binary covariate $Z_{2}$ indicating one of two groups. We can write

$$
\lambda\left(t \mid Z_{1}, Z_{2}\right)=\lambda_{0}(t) \exp \left(\beta_{1} Z_{1}+\beta_{2} Z_{2}\right)
$$

Such a model supposes that a given change in exposure $Z_{1}$ results in a given change in risk, as just described, but that, furthermore, this resulting change is the same at both levels of the discrete binary covariate $Z_{2}$. This may be so but such strong assumptions must be brought under scrutiny. Given the ready availability of software, it is not at all uncommon for data analysts to simply "throw in" all of the variables of interest, both discrete and continuous, without considering potential transformations or recoding, turn the handle, and then try to make sense of the resulting coefficient estimates together with their standard errors. Such an exercise will rarely be fruitful. In this respect it is preferable to write one's own computer programs when possible or to use available software such as the R package, which tends to accompany the user through model development. Packages that present a "complete" one-off black box analysis based on a single model are unlikely to provide much insight into the nature of the mechanisms generating the data at hand.

The user is advised to exercise great care when including continuous covariates in a model. We can view a continuous covariate as equivalent to an infinite dimensional vector of indicator variables so that, in accordance with our informal theorem of complexity, the number of things we need worry about is effectively infinite. Let us not however overstate things, and it is of course useful to model continuous covariates. But be wary. Also consider the model

$$
\lambda(t \mid Z)=\lambda_{0}(t) \exp \left(\beta_{1} Z+\beta_{2} Z^{2}\right)
$$

If $Z$ is binary then $Z^{2}=Z$ and there is no purpose to the second term in the equation. If $Z$ is ordinal or continuous then the effect of $Z$ is quadratic rather than linear. And, adding yet higher-order terms enables us, at least in principle, to model other nonlinear functions. In
practice, in order to carry out the analysis, we would use existing tools by simply introducing a second variable $Z_{2}$ defined by $Z_{2}=Z^{2}$; an important observation in that the linear representation of the covariate can be relaxed with relatively little effort. For example, suppose that the log-relative risk is expressed via some smooth function $\psi(z)$ of a continuous covariate $z$. Writing the model

$$
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\beta \psi(Z)\}
$$

supposes that we know the functional form of the relative risk, at least up to the constant multiple $\beta$. Then, a power series approximation to this would allow us to write $\psi(Z)=\sum \beta_{j} Z^{j}$ in which any constant term $\beta_{0}$ is absorbed into $\lambda_{0}(t)$. We then introduce the covariates $Z_{j}=Z^{j}$ to bring the model into its standard form.

### 6.7 Partially proportional hazards models

In the case of a single binary variable, model (6.2) and model (6.4) represent the two extremes of the modeling options open to us. Under model (6.2) there would be no model constraint and any consequent estimation techniques would amount to dealing with each level of the variable independently. Under model (6.4) we make a strong assumption about the nature of the relative hazards, an assumption that allows us to completely share information between the two levels. There exists an important class of models lying between these extremes and, in order to describe this class, let us now imagine a more complex situation; that of three groups, $A, B$ and $C$, identified by a vector $Z$ of binary covariates; $Z=\left(Z_{2}, Z_{3}\right)$. This is summarized in Table 6.6. We are mainly interested in a treatment indicator $Z_{1}$, mindful of the fact that the groups themselves may have very different survival probabilities. Under model (6.4) we have

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \left\{\beta_{1} Z_{1}+\beta_{2} Z_{2}+\beta_{3} Z_{3}\right\} \tag{6.12}
\end{equation*}
$$

|  | $Z_{2}$ | $Z_{3}$ | Log of group effect |
| :---: | :---: | :---: | :---: |
| Group A | 0 | 0 | 0 |
| Group B | 1 | 0 | $\beta_{2}$ |
| Group C | 1 | 1 | $\beta_{2}+\beta_{3}$ |

Table 6.6: Coding for three groups.

Our assumptions are becoming stronger in that not only are we modeling the treatment affect via $\beta_{1}$ but also the group effects via $\beta_{2}$ and $\beta_{3}$. Expressing this problem in complete generality, i.e., in terms of model (6.2), we write

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \left\{\beta_{1}(t) Z_{1}+\beta_{2}(t) Z_{2}+\beta_{3}(t) Z_{3}\right\} . \tag{6.13}
\end{equation*}
$$

Unlike the simple case of a single binary variable where our model choices were between the two extremes of model (6.2) and model (6.4), as the situation becomes more complex, we have open to us the possibility of a large number of intermediary models. These are models that make assumptions lying between model (6.2) and model (6.4) and, following O'Quigley and Stare (2002) we call them partially proportional hazards models. A model in between (6.12) and (6.13) is

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \left\{\beta_{1} Z_{1}+\beta_{2}(t) Z_{2}+\beta_{3}(t) Z_{3}\right\} . \tag{6.14}
\end{equation*}
$$

This model is of quite some interest in that the strongly modeled part of the equation concerns $Z_{1}$, possibly the major focus of our study. Figure 6.5 illustrates a simple situation. The only way to leave any state is to die, the probabilities of making this transition varying from state to state and the rates of transition themselves depending on time. Below, under the heading time-dependent covariates, we consider the case where it is possible to move within states. Here it will be possible to move from a low-risk state to a high-risk state, to move from either to the death state, but to also, without having made the transition to the absorbing state, death, to move back from high-risk to low-risk.

## Stratified models

Coming under the heading of a partially proportional hazards model is the class of models known as stratified models. In the same way


Figure 6.5: A stratified model with transitions only to death state.
these models can be considered as being situated between the two extremes of Equation 6.2 and Equation 6.3 and have been discussed by Kalbfleisch and Prentice (1980) among others. Before outlining why stratified models are simply partially proportional hazards models we recall the usual expression for the stratified model as;

$$
\begin{equation*}
\lambda(t \mid Z(t), w)=\lambda_{0 w}(t) \exp \{\beta Z(t)\} \tag{6.15}
\end{equation*}
$$

where $w$ takes integer values $1, \ldots, m$. If the coefficient $\beta$ were allowed to depend on each stratum, indicated by $w$, say $\beta(w)$, then this would exactly correspond to a situation in which we consider each stratum completely independent, i.e., we have independent models for each stratum. This would be nothing more than $w$ separate, independent, proportional hazards models. The estimation of $\beta(w)$ for one model has no impact on the estimation of $\beta(w)$ for another. If we take $\beta$ to be common to the different strata, which is of course the whole purpose of the stratified model, then, using data, whatever we learn about one stratum tell us something about the others. They are no longer independent of one another. Stratified models are necessarily broader than (6.3), lying, in the precise sense described below, between this model and the non proportional hazards model (6.2). To see this, consider a restricted case of model (6.2) in which we have two binary covariates $Z_{1}(t)$ and $Z_{2}(t)$. We put the restriction on the coefficient $\beta_{2}$, constrained to be constant in time. The model is then

$$
\begin{equation*}
\lambda\left\{t \mid Z_{1}(t), Z_{2}(t)\right\}=\lambda_{0}(t) \exp \left\{\beta_{1}(t) Z_{1}(t)+\beta_{2} Z_{2}(t)\right\}, \tag{6.16}
\end{equation*}
$$

a model clearly lying, in a well-defined way, between models (6.3) and (6.2). It follows that

$$
\lambda\left\{t \mid Z_{1}(t)=0, Z_{2}(t)\right\}=\lambda_{0}(t) \exp \left\{\beta_{2} Z_{2}(t)\right\}
$$

and

$$
\lambda\left\{t \mid Z_{1}(t)=1, Z_{2}(t)\right\}=\lambda_{0}^{*}(t) \exp \left\{\beta_{2} Z_{2}(t)\right\}
$$

where $\lambda_{0}^{*}(t)=\lambda_{0}(t) e^{\beta_{1}(t)}$. Recoding the binary $Z_{1}(t)$ to take the values 1 and 2 , and rewriting $\lambda_{0}^{*}(t)=\lambda_{02}(t), \lambda_{0}(t)=\lambda_{01}(t)$ we recover the stratified PH model (6.15) for $Z_{2}(t)$. The argument is easily seen to be reversible and readily extended to higher dimensions so we can conclude an equivalence between the stratified model and the partially proportional hazards model in which some of the $\beta(t)$ are constrained
to be constant. We can exploit this idea in the goodness of fit or the model construction context. If a PH model holds as a good approximation, then the main effect of $Z_{2}$ say, quantified by $\beta_{2}$, would be similar over different stratifications of $Z_{1}$ and remain so when these stratifications are re-expressed as a PH component to a two covariate model. Otherwise the indication is that $\beta_{1}(t)$ should be allowed to depend on $t$. The predictability of any model is studied later under the headings of explained variation and explained randomness and it is of interest to compare the predictability of a stratified model and an un-stratified one. For instance, we might ask ourselves just how strong is the predictive strength of $Z_{2}$ after having accounted for $Z_{1}$. Since we can account for the effects of $Z_{1}$ either by stratification or by its inclusion in a single PH model we may obtain different results. Possible discrepancies tell us something about our model choice.

The relation between the hazard function and the survival function follows as a straightforward extension of (6.5). Specifically, we have

$$
\begin{equation*}
S(t \mid Z)=\sum_{w} \phi(w)\left\{S_{0 w}(t)\right\}^{\exp (\beta Z)} \tag{6.17}
\end{equation*}
$$

where $S_{0 w}(t)$ is the corresponding baseline survival function in stratum $w$ and $\phi(w)$ is the probability of coming from that particular stratum. This is then slightly more involved than the nonstratified case in which, for two groups the model expressed the survival function of one group as a power transformation of the other. Nonetheless the connection to the class of Lehmann alternatives is still there although somewhat weaker. For the stratified model, once again the quantity $\lambda_{0 w}(t)$ does not appear in the expression for the partial likelihood given now by

$$
\begin{equation*}
L(\beta)=\prod_{i=1}^{n}\left\{\frac{\exp \left(\beta Z_{i}\right)}{\sum_{j=1}^{n} Y_{j}\left\{w_{i}\left(X_{i}\right), X_{i}\right\} \exp \left(\beta Z_{j}\right)}\right\}^{\delta_{i}} \tag{6.18}
\end{equation*}
$$

and, in consequence, once again, $\lambda_{0 w}(t)$ can remain arbitrary. Note also that each term in the product is the conditional probability that at time $X_{i}$ of an observed failure, it is precisely individual $i$ who is selected to fail, given all the individuals at risk from stratum $w$ and that one failure from this stratum occurs.

The notation $w_{i}(t)$ indicates the stratum in which the subject $i$ is found at time $t$. Although we mostly consider $w_{i}(t)$ which do not depend on time, i.e., the stratum is fixed at the outset and thereafter remains the same, it is almost immediate to generalize this idea to time
dependency and we can anticipate the later section on time-dependent covariates where the risk indicator $Y_{j}\left\{w_{i}(t), t\right\}$ is not just a function taking the value one until it drops at some point to zero, but can change between zero and one with time, as the subject moves from one stratum to another. For now the function $Y_{j}\left\{w_{i}(t), t\right\}$ will be zero unless the subject is at risk of failure from stratum $w_{i}$, i.e., the same stratum in which the subject $i$ is to be found. Taking the logarithm in (6.18) and derivative with respect to $\beta$, we obtain the score function

$$
\begin{equation*}
U(\beta)=\sum_{i=1}^{n} \delta_{i}\left\{Z_{i}-\frac{\sum_{j=1}^{n} Y_{j}\left\{w_{i}\left(X_{i}\right), X_{i}\right\} Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left\{w_{i}\left(X_{i}\right), X_{i}\right\} \exp \left(\beta Z_{j}\right)}\right\} \tag{6.19}
\end{equation*}
$$

which, upon setting equal to zero, can generally be solved without difficulty using standard numerical routines, to obtain the maximum partial likelihood estimate $\hat{\beta}$ of $\beta$. The parameter $\beta$ then is assumed to be common across the different strata.

Inferences about $\beta$ are made by treating $\hat{\beta}$ as asymptotically normally distributed with mean $\beta$ and variance $I(\hat{\beta})^{-1}$, where, now, $I(\beta)$ is given by $I(\beta)=\sum_{i=1}^{n} \delta_{i} I_{i}(\beta)$. In this case each $I_{i}$ is, as before, obtained as the derivative of each component to the score statistic $U(\beta)$. For the stratified score this is

$$
\begin{aligned}
I_{i}= & \frac{\sum_{j=1}^{n} Y_{j}\left\{w_{i}\left(X_{i}\right), X_{i}\right\} Z_{j}^{2} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left\{w_{i}\left(X_{i}\right), X_{i}\right\} \exp \left(\beta Z_{j}\right)} \\
& -\left\{\frac{\sum_{j=1}^{n} Y_{j}\left\{w_{i}\left(X_{i}\right), X_{i}\right\} Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left\{w_{i}\left(X_{i}\right), X_{i}\right\} \exp \left(\beta Z_{j}\right)}\right\}^{2}
\end{aligned}
$$

The central notion of the risk set is once more clear from the above expressions and we most usefully view the score function as contrasting the observed covariates at each distinct failure time with the means of those at risk from the same stratum. A further way of looking at the score function is to see it as having put the individual contributions on a linear scale. We simply add them up within a stratum and then, across the strata, it only remains to add up the different sums. Once again, inferences can also be based on likelihood ratio methods or on the score $U(\beta)$, which in large samples can be considered to be normally distributed with mean zero and variance $I(\beta)$. Multivariate extensions follow as before. For the stratified model the only important distinction impacting the calculation of $U(\beta)$ and $I_{i}(\beta)$ is that the sums are carried out over each stratum separately and then combined
at the end. The indicator $Y_{j}\left\{w_{i}\left(X_{i}\right)\right\}$ enables this to be carried out in a simpler way as indicated by the equation.

## Random effects and frailty models

Also coming under the heading of partially proportional hazards model are the classes of models, which include random effects. When the effects concern a single individual such models have been given the heading frailty models (Vaupel 1979) since, for an individual identified by $w$, we can write $\lambda_{0 w}(t)=\alpha_{w} \lambda_{0}(t)$ implying a common underlying hazard $\lambda_{0}(t)$ adjusted to each individual by a factor, the individual's frailty, unrelated to the effects of any other covariates that are quantified by the regression coefficients. The individual effects are then quantified by the $\alpha_{w}$.

Although of some conceptual interest, such models are indistinguishable from models with time-dependent regression effects and therefore, unless there is some compeling reason to believe (in the absence of frailties) that a proportional hazards model would hold, it seems more useful to consider departures from proportional hazards in terms of model (6.2). On the other hand, random effects models, as commonly described by Equation (6.20) in which the $\alpha_{w}$ identify a potentially large number of different groups, are interesting and potentially of use. We express these as

$$
\begin{equation*}
\lambda(t \mid Z(t), w)=\alpha_{w} \lambda_{0}(t) \exp \{\beta Z(t)\} . \tag{6.20}
\end{equation*}
$$

These models are also partially parametric in that some effects are allowed not to follow a proportional hazards constraint. However, unlike the stratified models described above, restrictions are imposed. The most useful view of a random effects model is to see it as a stratified model with some structure imposed upon the strata. A random effects model is usually written

$$
\begin{equation*}
\lambda(t \mid Z(t), w)=\lambda_{0}(t) \exp \{\beta Z(t)+w\}, \tag{6.21}
\end{equation*}
$$

in which we take $w$ as having been sampled from some distribution $G(w ; \theta)$. Practically there will only be a finite number of distinct values of $w$, however large. For any value $w$ we can rewrite $\lambda_{0}(t) e^{w}=\lambda_{0 w}(t)$ and recover model (6.15). For the right hand side of this equation, and as we might understand from (6.15), we suppose $w$ to take the values $1,2, \ldots$ The values on the left-hand side, being generated from
$G(\cdot)$ would generally not be integers but this is an insignificant notational issue and not one involving concepts. Consider the equation to hold. It implies that the random effects model is a stratified model in which added structure is placed on the strata. In view of Equation 6.16 and the arguments following this equation we can view a random effects model equivalently as in Equation 6.2 where, not only are PH restrictions imposed on some of the components of $\beta(t)$, but the time dependency of the other components is subject to constraints. These latter contraints, although weaker than imposing constancy of effect, are all the stronger as the distribution of $G(w ; \theta)$ is concentrated.

## Structure of random effects models

Consider firstly the model of Equation (6.3). Suppose we have one main variable, possibly a treatment variable of interest, coded by $Z_{1}=0$ for group A and $Z_{1}=1$ for group B. The second variable, say a center variable, which may or may not have prognostic importance and for which we may wish to control for possible imbalance is denoted $Z_{2}$. A strong modeling approach would include both binary terms in the model so that the relationship between the hazard functions is as described in Figure 6.6. If our main focus is on the effect of treatment, believed to be comparable from one center to another, even though the effects of the centers themselves are not absent, it makes sense to stratify. This means that we do not attempt to model the effects of the centers but, instead, remove any such potential effects from our


Figure 6.6: PH model with binary covariates denoting center and treatment groups.
analysis. This is nice in that it allows for rather greater generality than that illustrated in Figure 6.6. We maintain an assumption of constant treatment effect but the center effects can be arbitrary. This is illustrated in Figure 6.7. The illustration makes it clear that, under the assumption, a weaker one than that implied by Equation 6.3, we can estimate the treatment effect whilst ignoring center effects. A study of these figures is important to understanding what takes place when we impose a random effects model as in Equation (6.21). For many centers, Figure 6.8, rather than having two curves per center, parallel but otherwise arbitrary, we have a family of parallel curves. We no


Figure 6.7: An outline sketch of a stratified PH model. Main variable in two strata: stratum 1, i.e., center 1 given by dotted line; stratum 2 by continuous line.


Figure 6.8: An outline sketch of a PH model with centers as random effects.
longer are able to say anything about the distance between any given centers, as we could for the model of Equation 6.3, a so-called fixed effects model, but the distribution of the distances between centers is something we aim to quantify. This is summarized by the distribution $G(w ; \theta)$ and our inferences are then partly directed at $\theta$.

## Random effects models versus stratified models

The stratified model is making weaker assumptions than the random effects model. This follows since the random effects model is just a special case of a stratified model in which some structure is imposed upon the differences between strata. The stratified model not only leaves any distribution of differences between strata unspecified, but it also makes no assumption about the form of any given stratum. Whenever the stratified model is valid, then so also is the random effects model, the converse not being the case.

It may then be argued that we are making quite a strong assumption when we impose this added structure upon the stratified model. In exchange we would hope to make non-negligible inferential gains, i.e., greater precision of our estimates of errors for the parameters of main interest, the treatment parameters. In practice gains tend to be small for most situations and give relatively little reward for the extra effort made. Since any such gains are only obtainable under the assumption that the chosen random effects model actually generates the data, actual gains in practice are likely to be yet smaller and, of course, possibly negative when our additional model assumptions are incorrect. A situation where gains for the random effects model may be of importance is one where a non-negligeable subset of the data include strata containing only a single subject. In such a case simple stratification would lose information on those subjects. A random effects model, assuming the approximation to be sufficiently accurate, enables us to recover such information.

## Efficiency of random effects models

Most of our discussion here focuses on different possible representations of the infinitely complex reality we are hoping to model. Our purpose in modeling is, ultimately, to draw simple, at least clear-cut, inferences. The question of inference no longer concerns the general but rather the specific data set we have at hand. If our main concern
is on estimating risk functions then the question becomes, to what extent do we gain by including in our inferential setup the presence of random effect terms. Since our main objective is estimation and quantification of regression parameters enabling us to say something about the risk factors under study, the idea behind the inclusion of additional random effect terms is to make more precise this estimation and quantification.

As already argued above the inclusion of individual random effects (frailties) is of no practical interest and simply amounts to expressing the idea, albeit in an indirect way, of model inadequacy (O'Quigley and Stare 2002). We therefore assume that we are dealing with groups, some of which, but not all, may only include a isolated individual. We know that a partial likelihood analysis, stratified by group, is estimating the same regression parameter. Inference is based on the stratified score statistic. We contrast the observed covariate value with its estimated expectation under the model. Different model assumptions will impact this estimated expectation and it is here that any efficiency gains can be made. For a stratified model, these estimated expectations may be with respect to relatively small risk sets. A random effects model on the other hand, via the inclusion of a different $w$ per group, will estimate the relevant expectations over the whole risk set and not just that relative to the group defined by the covariate value.

Comparisons for the stratified model are made with respect to the relatively few subjects of the group risk sets. This may lead us to believe that much information could be recovered were we able to make the comparison, as does the alternative random effects analysis, with respect to the whole risk set. Unfortunately this is not quite so because each contribution to the score statistic involves a difference between an observation on a covariate and its expectation under the model and the "noise" in the expectation estimate is of lower order that the covariate observations themselves. There is not all that much to be gained by improving the precision of the expectation estimate.

In other words, using the whole of the risk set or just a small sample from it will provide similar results. This idea of risk set sampling has been studied in epidemiology and it can be readily seen that the efficiency of estimates based on risk set samples of size $k$, rather than the whole risk set, is of the order

$$
\begin{equation*}
\frac{k}{k+1}\left\{1+\sum_{j=1}^{n} \frac{1}{n(n-j+1)}\right\} . \tag{6.22}
\end{equation*}
$$

This function increases very slowly to one but, with as few as four subjects on average in each risk set comparison, we have already achieved $80 \%$ efficiency. With nine subjects this figure is close to $90 \%$. Real efficiency will be higher for two reasons: (1) the above assumes that the estimate based on the full risk set is without error, (2) in our context we are assuming that each random effect $w$ is observed precisely.

Added to this is the fact that, since the stronger assumptions of the random effects model must necessarily depart to some degree from the truth, it is by no means clear that there is much room to make any kind of significant gains. As an aside, it is of interest to note that, since we do not gain much by considering the whole of the risk set as opposed to a small sample from it, the converse must also hold, i.e., we do not lose very much by working with small samples rather than the whole of the risk set. In certain studies, there may be great economical savings made by only using covariate information, in particular when time dependent, from a subset of the full risk set.

Table 6.7 was taken from O'Quigley and Stare (2002). The table was constructed from simulated failure times where the random effects model was taken to be exactly correct. Data were generated from this model in which the gamma frailty had a mean and variance equal to one. The regression coefficient of interest was exactly equal to 1.0 . Three situations were considered; 100 strata each of size 5, 250 strata each of size 2 and 25 strata each of size 20 . The take-home message from the table is that, in these cases for random effects models, not much is to be gained in terms of efficiency. Any biases appear negligible and the mean of the point estimates for both random effects and stratified models, while differing notably from a crude model ignoring model inadequacy, are effectively indistinguishable. As we would expect there is a gain for the variance of estimates based on the random effects model but, even for highly stratified data $(100 \times 5)$, any gain is very small. Indeed for the extreme case of 250 strata, each of size 2 , surely the worst situation for the stratified model, it is difficult to become enthusiastic over the comparative performance of the random effects model.

|  | $100 \times 5$ | $250 \times 2$ | $25 \times 20$ |
| :---: | :---: | :---: | :---: |
| Ignoring effect | $0.52(0.16)$ | $0.51(0.16)$ | $0.54(0.16)$ |
| Random effect model | $1.03(0.19)$ | $0.99(0.22)$ | $1.01(0.17)$ |
| Stratified model | $1.03(0.22)$ | $1.02(0.33)$ | $1.01(0.18)$ |

Table 6.7: Simulations for three models under different groupings.

We might conclude that we only require around $80 \%$ of the comparative sample size needed for estimating relative risk based on the stratified model. But, such a conclusion, leaning entirely on the assumption that we know not only the class of distributions from which the random effects come but also the exact value of the population parameters, suggests, in practice, that the hoped for gain, in this most hopeful of cases, is more likely to be greater than the $80 \%$ indicated by our calculations. The only real situation that can be clearly disadvantageous to the stratified model is one where a non-negligible subset of the strata are seen to only contain a single observation. For such cases, and assuming a random effects model to provide an adequate fit, information from states with a single observation (which would be lost by a stratified analysis) can be recovered by a random effects analysis.

### 6.8 Non proportional hazards model with intercept

Recalling the general model, i.e., the non proportional hazards model for which there is no restriction on $\beta(t)$, note that we can re-express this so that the function $\beta(t)$ is written as a constant term, the intercept, plus some function of time multiplied by a constant coefficient. Writing this as

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \left\{\left[\beta_{0}+\theta Q(t)\right] Z\right\} \tag{6.23}
\end{equation*}
$$

we can describe the term $\beta_{0}$ as the intercept and $Q(t)$ as reflecting the nature of the time dependency. The coefficient $\theta$ will simply scale this dependency and we may often be interested in testing the particular value, $\theta=0$, since this value corresponds to a hypothesis of proportional hazards. Fixing the function $Q(t)$ to be of some special functional form allows us to obtain tests of proportionality against alternatives of a particular nature. Linear or quadratic decline in the log-relative risk, change-point, and crossing hazard situations are all then easily accommodated by this simple formulation. Tests of goodness of fit of the proportional hazards assumption can be then be constructed which may be optimal for certain kinds of departures.

Although not always needed it can sometimes be helpful to divide the time axis into $r$ nonoverlapping intervals, $B_{1}, \ldots, B_{r}$ in an ordered sequence beginning at the origin. In a data-driven situation these intervals may be chosen so as to have a comparable number of events in
each interval or so as not to have too few events in any given interval. Defined on these intervals is a vector, also of dimension $r$, of some known or estimable functions of time, not involving the parameters of interest, $\beta$. This is denoted $Q(t)=\left\{Q_{1}(t), \ldots, Q_{r}(t)\right\}$ This model is then written in the form,

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{[\beta+\theta Q(t)] Z\}, \tag{6.24}
\end{equation*}
$$

where $\theta$ is a vector of dimension $r$. Thus, $\theta Q(t)$ (here the usual inner product) has the same dimension as $\beta$, i.e., one. In order to investigate the time dependency of particular covariates in the case of multivariate $Z$ we would have $\beta$ of dimension greater than one, in which case $Q(t)$ and $\theta$ are best expressed in matrix notation (O'Quigley and Pessione 1989).

Here, as through most of this text, we concentrate on the univariate case since the added complexity of the multivariate notation does not bring any added light to the concepts being discussed. Also, for the majority of the cases of interest, $r=1$ and $\theta$ becomes a simple scalar. We will often have in mind some particular form for the time-dependent regression coefficient $Q(t)$, common examples being a linear slope (Cox 1972), an exponential slope corresponding to rapidly declining effects (Gore et al. 1984) or some function related to the marginal distribution, $F(t)$ (Breslow, Edler and Berger 1984). In practice we may be able to estimate this function of $F(t)$ with the help of consistent estimates of $F(t)$ itself, in particular the Kaplan-Meier estimate. The non proportional hazards model with intercept is of particular use in questions of goodness of fit of the proportional hazards model pitted against specific alternatives. These specific alternatives can be quantified by appropriate forms of the function $Q(t)$. We could also test a joint null hypothesis $H_{0}: \beta=\theta=0$ corresponding to no effect, against an alternative $H_{1}$, either $\theta$ or $\beta$ nonzero. This leads to a test with the ability to detect non proportional hazards, as well as proportional hazards departures to the null hypothesis of no effect. We could also test a null hypothesis $H_{0}: \theta=0$ against $H_{1}: \theta \neq 0$, leaving $\beta$ itself unspecified. This would then provide a goodness-of-fit test of the proportional hazards assumption. We return to these issues later on when we investigate in greater detail how these models give rise to simple goodness of fit tests.

## Changepoint models

A simple special case of a non proportional hazards model with an intercept is that of a changepoint model. O'Quigley and Pessione (1991), O'Quigley (1994), and O'Quigley and Natarajan (2004) develop such models whereby we take the function $Q(t)$ to be defined by, $Q(t)=I(t \leq \gamma)-I(t>\gamma)$ with $\gamma$ an unknown changepoint. This function $Q(t)$ depends upon $\gamma$ but otherwise does not depend upon the unknown regression coefficients and comes under the above heading of a non proportional hazards model with an intercept. For the purposes of a particular structure for a goodness of fit test we can choose the intercept to be equal to some fixed value, often zero (O'Quigley and Pessione 1991). The model is then

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{[\beta+\alpha Q(t)] Z(t)\} \tag{6.25}
\end{equation*}
$$

The parameter $\alpha$ is simply providing a scaling (possibly of value zero) to the time dependency as quantified by the function $Q(t)$. The chosen form of $Q(t)$, itself fixed and not a parameter, determines the way in which effects change through time; for instance whether they decline exponentially to zero, whether they decline less rapidly or any other way in which effects might potentially change through time.

Inference for the changepoint model is not straightforward and in the series of chapters dealing with approaches to inference one chapter is devoted specifically to changepoint models. Note that were $\gamma$ to be known, then inference would come under the usual headings with no additional difficulty. The changepoint model expressed by Equation (6.25) deals with the regression effect changing through time and putting the model under the heading of a non proportional hazards model. A related, although entirely different model, is one which arises as a simplification of a proportional model with a continuous covariate and the idea is to replace the continuous covariate by a discrete classification.

The classification problem itself fall into two categories. If we are convinced of the presence of effects and simply wish to derive the most predictive classification into, say, two groups, then the methods using explained randomness or explained variation will achieve this goal. If, on the other hand, we wish to test a null hypothesis of absence of effect, and, in so doing, wish to consider all possible classifications based on a family of potential cutpoints of the continuous covariate, then special techniques of inference are required. We return to this in Chapter 12.

### 6.9 Time-dependent covariates

In all of the above models we can make a simple change by writing the covariate $Z$ as $Z(t)$, allowing the covariate to assume different values at different time points. Our model then becomes

$$
\begin{equation*}
\lambda(t \mid Z(t))=\lambda_{0}(t) \exp \{\beta(t) Z(t)\} \tag{6.26}
\end{equation*}
$$

and allows situations such as those described in Figure 6.9 to be addressed. As we change states the intensity function changes. This enables us to immediately introduce further refinement into a simple alive/dead model whereby we can suppose one or more intermediary states. A subject can move across states thereby allowing prognosis to improve or to worsen, the rates of these changes themselves depending upon other factors. The state death is described as an absorbing state and so we can move into this state but, once there, we cannot move out of it again.

Mostly we will work with the proportional hazard restriction on the above model so that

$$
\begin{equation*}
\lambda(t \mid Z(t))=\lambda_{0}(t) \exp \{\beta Z(t)\}, \tag{6.27}
\end{equation*}
$$

Such a simple, albeit very much more sophisticated, model than our earlier one describes a broad range of realistic situations. We will see that models with time-dependent covariates do not raise particular difficulties, either computationally or from the viewpoint of interpretation, when we deal with inference. This will be clear from the main


Figure 6.9: Compartment model where ability to move between states other than death state can be characterized by time dependent indicator covariates $Z(t)$.
theorem of proportional hazards regression (Section 7.4). The model simply says that the effect of the covariate remains constant, i.e., the regression coefficient remains constant, but that the covariate, or state, can itself change with time. Models with time-dependent covariates can also be used as a purely artificial construction in order to be able to express non proportional hazards models in a proportional hazards form. That is not our main purpose here, however, and we are assuming that $Z(t)$ does correspond to some real physical measurement which can be obtained through time.

We can also imagine a slightly more involved situation than the above. Suppose that the covariate $Z$ remains fixed, but that a second covariate, known to influence survival, also needs to be accounted for. Furthermore this second covariate is time dependent. We could, of course, simply use the above model extended to the case of two covariates. This is straightforward, apart from the fact that, as previously underlined by the complexity theorem, care is needed. If, however, we do not wish to model the effects of this second covariate, either because it is only of indirect concern or because its effects might be hard to model, then we could appeal to a stratified model. We write;

$$
\begin{equation*}
\lambda(t \mid Z(t), w(t))=\lambda_{0 w(t)}(t) \exp \{\beta Z(t)\} \tag{6.28}
\end{equation*}
$$

where, as for the non time-dependent case, $w(t)$ takes integer values $1, \ldots, m$ indicating status. The subject can move in and out of the $m$ strata as time proceeds. Two examples illustrate this. Consider a new treatment to reduce the incidence of breast cancer. An important time-dependent covariate would be the number of previous incidents of benign disease. In the context of inference, the above model simply means that, as far as treatment is concerned, the new treatment and the standard are only ever contrasted within patients having the same previous history. These contrasts are then summarized in final estimates and possibly tests. Any patient works her way through the various states, being unable to return to a previous state. The states themselves are not modeled. A second example might be a sociological study on the incidence of job loss and how it relates to covariates of main interest such as training, computer skills etc. Here, a stratification variable would be the type of work or industry in which the individual finds him or herself. Unlike the previous example a subject can move between states and return to previously occupied states.

Time-dependent covariates describing states can be used in the same way for transition models in which there is more than one


Figure 6.10: Compartment model with 2 absorbing "death" states.
absorbing "death" state. Many different kinds of situations can be constructed, these situations being well described by compartment models with arrows indicating the nature of the transitions that are possible (Figure 6.10). For compartment models with time-dependent covariates there is a need for some thought when our interest focuses on the survival function. The term external covariate is used to describe any covariate $Z(t)$ such that, at $t=0$, for all other $t>0$, we know the value of $Z(t)$. The paths can be described as deterministic. In the great majority of the problems that we face this is not the case and a more realistic way of describing the situation is to consider the covariate path $Z(t)$ to be random. Also open to us as a modeling possibility, when some covariate $Z_{1}(t)$ is of secondary interest assuming a finite number of possible states, is to use the at risk function $Y(s, t)$. This restricts our summations to those subjects in state $s$ as described above for stratified models.

### 6.10 Time-dependent covariates and non proportional hazards models

A non proportional hazard model with a single constant covariate $Z$ is written

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\beta(t) Z\} . \tag{6.29}
\end{equation*}
$$

The multivariate extension is immediate and, in keeping with our convention of only dealing with the univariate problem whenever possible, we focus our attention on the simple product $\beta(t) Z$ at some given point in time $t$. If we define $\beta_{0}=\beta(0)$ we can rewrite this product as $\beta_{0} Z(t)$ where $Z(t)=Z \beta(t) / \beta_{0}$. We could take any other time point $t^{\prime}$
and, once again, we observe that we can re-write the product $\beta\left(t^{\prime}\right) Z$ as $\beta_{0} Z\left(t^{\prime}\right)$ where $Z\left(t^{\prime}\right)=Z \beta\left(t^{\prime}\right) / \beta_{0}$. This equivalence is then true for any, and all, values of $t$. Thus, a non proportional hazards model with a constant covariate can be re-expressed, equivalently, as a simple proportional hazards model with a time-dependent covariate.

It is almost immediate, and perhaps worth carrying out as an exercise, to show that we can reverse these steps to conclude also that any model with time dependent covariates can be expressed in an equivalent form as a non proportional hazards model. In conclusion, for every non proportional hazards model there exists an equivalent proportional hazards model with time-dependent covariates. Indeed, it also clear that this argument can be extended. For, if we have the model; $\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\beta(t) Z(t)\}$, then, via a re-expression of the model using $\beta_{0} Z^{*}(t)$ where $Z^{*}(t)=Z(t) \beta(t) / \beta_{0}$, we can construct a proportional hazards model with a time-dependent regression effect from a model which began with both time-dependent regression effects as well as time changing regression coefficient.

This equivalence is a formal one and does not of itself provide any new angle on model development. It may be exploited nonetheless in theoretical investigation or used as a means to enable the structuring of a particular problem. For example, many available softwares, as well as user written code, will cater for time-dependent covariables. This facility can then be made use of should we wish to study particular types of non proportional hazards models.

### 6.11 Proportional hazards models in epidemiology

For arbitrary random variables $X$ and $Y$ with joint density $f(x, y)$, conditional densities $g(x \mid y)$ and $h(y \mid x)$, marginal densities $v(x)$ and $w(y)$, we know that

$$
f(x, y)=g(x \mid y) w(y)=h(y \mid x) v(x),
$$

so that, in the context of postulating a model for the pair $(X, Y)$, we see that there are two natural potential characterizations. Recalling the discussion from Section 4.3 note that, for survival studies, our interest in the binary pair $(T, Z)$, time and covariate, can be seen equivalently from the viewpoint of the conditional distribution of time given the
covariate, along with the marginal distribution of the covariate, or from the viewpoint of the conditional distribution of the covariate given time, along with the marginal distribution of time. This equivalence we exploit in setting up inference where, even though the physical problem concerns time given the covariate, our analysis describes the distribution of the covariate given time.

In epidemiological studies the variable time $T$ is typically taken to be age. Calendar time and time elapsed from some origin may also be used but, mostly, the purpose is to control for age in any comparisons we wish to make. Usually we will consider rates of incidence of some disease within small age groups or possibly, via the use of models, for a large range of values of age. Unlike the relatively artificial construction of survival analysis which exploits the equivalent ways of expressing joint distributions, in epidemiological studies our interest naturally falls on the rates of incidence for different values of $Z$ given fixed values of age $T$. It is not then surprising that the estimating equations we work with turn out to be essentially the same for the two situations.

The main theorem of proportional hazards regression (Section 7.4) applies more immediately in epidemiology than in survival type studies. We return to this in the chapter on inference. One important distinction, although already well catered for by use of our "at risk" indicator variables, is that for epidemiological studies the subjects in different risk sets are often distinct subjects. Even so, as we will see, the form of the equations is the same, and software which allows an analysis of survival data will also allow an analysis of certain problems in epidemiology.

For a binary outcome, indicated by $Y=1$ or $Y=0$, and a binary risk or exposure factor, $Z=1$ or $Z=0$, the relative risk is defined as the ratio of the probabilities $P(Y=1 \mid Z=1) / P(Y=1 \mid Z=0)$ and the, related, odds ratio $\psi$ as

$$
\psi=\frac{P(Y=1 \mid Z=1) P(Y=0 \mid Z=0)}{P(Y=1 \mid Z=0) P(Y=0 \mid Z=1)}
$$

In the above and in what follows, in order for the notation not to become too cluttered, we write $\operatorname{Pr}(A)=P(A)$. Under a "rare disease assumption," i.e., when $P(Y=0 \mid Z=0)$ and $P(Y=0 \mid Z=1)$ are close to 1 , then the odds ratio and relative risk approximate one another. One reason for being interested in the odds ratio, as a measure of the
impact of different levels of the covariate (risk factor) $Z$ follows from the easily obtained identity

$$
\begin{equation*}
\frac{P(Y=1 \mid Z=1) P(Y=0 \mid Z=0)}{P(Y=1 \mid Z=0) P(Y=0 \mid Z=1)}=\frac{P(Z=1 \mid Y=1) P(Z=0 \mid Y=0)}{P(Z=1 \mid Y=0) P(Z=0 \mid Y=1)} . \tag{6.30}
\end{equation*}
$$

Thus, the impact of different levels of the risk factor $Z$ can equally well be estimated by studying groups defined on the basis of this same risk factor and their corresponding incidence rates of $Y=1$. This provides the rationale for the case-control study in which, in order to estimate $\psi$, we make our observations on $Z$ over fixed groups of cases and controls (distribution of $Y$ fixed), rather than the more natural, but practically difficult if not impossible, approach of making our observations on $Y$ for a fixed distribution of $Z$. Assumptions and various subtleties are involved. The subject is vast and we will not dig too deeply into this. The points we wish to underline in this section are those that establish the link between epidemiological modeling and proportional hazards regression.

## Series of $2 \times 2$ tables

The most elementary presentation of data arising from either a prospective study (distribution of $Z$ fixed) or a case-control study (distribution of $Y$ fixed) is in the form of a $2 \times 2$ contingency table in which the counts of the number of observations are expressed. Estimated probabilities, or proportions of interest are readily calculated. In Table 6.8, $a_{1 *}=a_{11}+a_{12}, a_{2 *}=a_{21}+a_{22}, a_{* 1}=a_{11}+a_{21}$, $a_{* 2}=a_{12}+a_{22}$ and $a_{* *}=a_{1 *}+a_{2 *}=a_{* 1}+a_{* 2}$. For prospective studies the proportions $a_{11} / a_{* 1}$ and $a_{12} / a_{* 2}$ estimate the probabilities of being a case $(Y=1)$ for both exposure groups while, for case-control studies, the proportions $a_{11} / a_{1 *}$ and $a_{21} / a_{2 *}$ estimate the

|  | $Z=1$ | $Z=0$ | totals |
| :---: | :---: | :---: | :---: |
| $Y=1$ | $a_{11}$ | $a_{12}$ | $a_{1 *}$ |
| $Y=0$ | $a_{21}$ | $a_{22}$ | $a_{2 *}$ |
| Totals | $a_{* 1}$ | $a_{* 2}$ | $a_{* *}$ |

Table 6.8: Basic $2 \times 2$ table for cases $(Y=1)$ and controls $(Y=0)$.
probabilities of exhibiting the risk or exposure factor $(Z=1)$ for both cases and controls. For both types of studies we can estimate $\psi$ by the ratio $\left(a_{11} a_{22}\right) /\left(a_{21} a_{12}\right)$, which is also the numerator of the usual chi-squared test for equality of the two probabilities. If we reject the null hypothesis of the equality of the two probabilities we may wish to say something about how different they are based on the data from the table. As explained below, under the heading "Logistic regression," quantifying the difference between two proportions is not best done via the most obvious, and simple, arithmetic difference. There is room for more than one approach, the simple arithmetic difference being perfectly acceptable when sample sizes are large enough to be able to use the De Moivre-Laplace approximation (Section 3.3) but, more generally, the most logical in our context is to express everything in terms of the odds ratio. We can then exploit the following theorem;

Theorem 6.2 Taking all the marginal totals as fixed, the conditional distribution of $a_{11}$ is written
$P\left(a \mid a_{1 *}, a_{2 *}, a_{* 1}, a_{* 2}\right)=\binom{a_{1 *}}{a}\binom{a_{2 *}}{a_{* 1}-a} \psi^{a} / \sum_{u}\binom{a_{1 *}}{u}\binom{a_{2 *}}{a_{* 1}-u} \psi^{u}$,
the sum over $u$ being over all integers compatible with the marginal totals. The conditionality principle appears once more, in this instance in the form of fixed margins. The appropriateness of such conditioning, as in other cases, can be open to discussion. But again, insightful conditioning has greatly simplified the inferential structure. Following conditioning of the margins, it is only necessary to study the distribution of any one entry in the $2 \times 2$ table, the other entries being then determined. It is usual to study the distribution of $a_{11}$. A nonlinear estimating equation can be based on $a_{11}-E\left(a_{11}\right)$, expectation obtained from Theorem 6.2, and from which we can estimate $\psi$ and associate a variance term with the estimator. The nonlinearity of the estimating equation, the only approximate normality of the estimator, and the involved form of variance expressions has led to much work in the methodological epidemiology literature; improving the approximations, obtaining greater robustness and so on. However, all of this can be dealt with in the context of a proportional hazards (conditional logistic) regression model. Since it would seem more satisfactory to work with a single structure rather than deal with problems on a case-by-case basis the recommendation is to work with proportional and non proportional hazards models. Not only does a model enable us

| Table $i$ | $Z=1$ | $Z=0$ | Totals |
| :---: | :---: | :---: | :---: |
| $Y=1$ | $a_{11}(i)$ | $a_{12}(i)$ | $a_{1 *}(i)$ |
| $Y=0$ | $a_{21}(i)$ | $a_{22}(i)$ | $a_{2 *}(i)$ |
| Totals | $a_{* 1}(i)$ | $a_{* 2}(i)$ | $a_{* *}(i)$ |

Table 6.9: $2 \times 2$ table for $i$ th age group of cases and controls.
to more succinctly express the several assumptions which we may be making it offers, more readily, well established ways of investigating the validity of any such assumptions. In addition the framework for studying questions such as explained variation, explained randomness and partial measures of these is clear and requires no new work.

The "rare disease" assumption, allowing the odds ratio and relative risk to approximate one another, is not necessary in general. However, the assumption can be made to hold quite easily and is therefore not restrictive. To do this we construct fine strata, within which the probabilities $P(Y=0 \mid Z=0)$ and $P(Y=0 \mid Z=1)$ can be taken to be close to 1 . For each stratum, or table, we have a $2 \times 2$ table as in Table 6.9, indexed by $i$. Each table provides an estimate of relative risk at that stratum level and, assuming that the relative risk itself does not depend upon this stratum, although the actual probabilities themselves composing the relative risk definition may themselves depend upon strata, then the problem is putting all these estimates of the same thing into a single expression. The most common such expression for this purpose is the Mantel-Haenszel estimate of relative risk.

## Mantel-Haenszel estimate of relative risk

The, now famous, Mantel-Haenszel estimate of relative risk was described by Mantel and Haenszel (1959) and is particularly simple to calculate. Referring to the entries of observed counts in Table 6.10, if we first define for the $i$ th subtable $R_{i}=a_{11}(i) a_{22}(i) / a_{* *}(i)$ and $S_{i}=a_{12}(i) a_{21}(i) / a_{* *}(i)$, then the Mantel-Haenszel summary relative risk estimate across the tables is given by $\hat{\psi}_{M H}=\sum_{i} R_{i} / \sum_{i} S_{i}$. Breslow (1996) makes the following useful observations concerning $\hat{\psi}_{M H}$ and $\hat{\beta}_{M H}=\hat{\psi}_{M H}$. First, $E\left(R_{i}\right)=\psi_{i} E\left(S_{i}\right)$ where the true odds ratio in the $i$ th table is given by $\psi_{i}$. When all of these odds ratios coincide then $\hat{\psi}_{M H}$ is the solution to the unbiased estimating equation; $R-\psi S=0$, where $R=\sum_{i} R_{i}$ and $S=\sum_{i} S_{i}$. Under an assumption of

| Table $i$ | $Z=1$ | $Z=0$ | Totals |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Y=1$ | $a_{11}(i)$ | $a_{12}(i)$ | $a_{1 *}(i)$ |
| $Y=0$ | $a_{21}(i)$ | $a_{22}(i)$ | $a_{2 *}(i)$ |
| Totals | $a_{* 1}(i)$ | $a_{* 2}(i)$ | $a_{* *}(i)$ |$\quad$| Table $i$ | $Z=1$ | $Z=0$ | Totals |
| :---: | :---: | :---: | :---: |
| $Y=1$ | $e_{11}(i)$ | $e_{12}(i)$ | $e_{1 *}(i)$ |
| $Y=0$ | $e_{21}(i)$ | $e_{22}(i)$ | $e_{2 *}(i)$ |

Table 6.10: $2 \times 2$ table for $i$ th age group of cases and controls. Left-hand table: observed counts. Right hand table: expected counts.
binomial sampling, Breslow shows that the variances of the individual contributions to the estimating equation are such that the quantity $2 a_{* *}^{2}(i) \operatorname{Var}\left(R_{i}-\psi S_{i}\right)$ can be equated to;
$E\left\{\left[a_{11}(i) a_{22}(i)+\psi a_{12}(i) a_{21}(i)\right]\left[a_{11}(i)+a_{22}(i)+\psi\left(a_{12}(i)+a_{21}(i)\right)\right]\right\}$,
from which, by a simple application of the delta method we can obtain estimates of the variance of $\hat{\psi}_{M H}$.

## Logistic regression

Without any loss in generality we can express the two probabilities of interest, $P(Y=1 \mid Z=1)$ and $P(Y=1 \mid Z=0)$ as simple power transforms of one another. This follows, since, whatever the true values of these probabilities, there exists some positive number $\alpha$ such that $P(Y=1 \mid Z=1)=P(Y=1 \mid Z=0)^{\alpha}$. The parameter $\alpha$ is constrained to be positive in order that the probabilities themselves remain between 0 and 1. To eliminate any potential dangers that may arise, particularly in the estimation context where, even though the true value of $\alpha$ is positive, the estimate itself may not be, a good strategy is to re-express this parameter as $\alpha=\exp (\beta)$. We then have

$$
\begin{equation*}
\log \log P(Y=1 \mid Z=1)=\log \log P(Y=1 \mid Z=0)+\beta \tag{6.31}
\end{equation*}
$$

The parameter $\beta$ can then be interpreted as a linear shift in the loglog transformation of the probabilities, and can take any value between $-\infty$ and $\infty$, the inverse transformations being one-to-one and guaranteed to lie in the interval $(0,1)$. An alternative model to the above is

$$
\begin{equation*}
\operatorname{logit} P(Y=1 \mid Z=1)=\operatorname{logit} P(Y=1 \mid Z=0)+\beta \tag{6.32}
\end{equation*}
$$

where the logit transformation, again one-to-one, is defined by $\operatorname{logit} \theta=$ $\log \{\theta /(1-\theta)\}$. Although a natural model, the model of Equation 6.31 is not usually preferred to that of Equation 6.32, motivated in an
analogous way (i.e., avoiding constraints) but having a slight advantage from the viewpoint of interpretation. This is because the parameter $\beta$ is the logarithm of the odds ratio, i.e., $\beta=\log \psi$.

In the light of the equivalence of the the odds for disease given the risk factor and the odds for the risk factor given the disease, as expressed in Equation 6.30, we conclude immediately that, equivalent to the above model involving $\beta$, expressed in Equation 6.32, we have a model expressing the conditional probability of $Z$ given $Y$ and using the same $\beta$. This highlights an important feature of proportional hazards modeling whereby we focus attention on the conditional distribution of the covariates given an event yet, when thinking of the applied physical problem behind the analysis, we would think more naturally in terms of the conditional distribution of the event given the covariates. The essential point is that the unknown regression parameter, $\beta$, of interest to us is the same for either situation so that in place of Equation (6.32), we can write

$$
\begin{equation*}
\operatorname{logit} P(Z=1 \mid Y=1)=\operatorname{logit} P(Z=1 \mid Y=0)+\beta \tag{6.33}
\end{equation*}
$$

Since the groups are indicated by a binary $Z$, we can exploit this in order to obtain the more concise notation, now common for such models, whereby

$$
\begin{equation*}
\operatorname{logit} P(Y=1 \mid Z)=\operatorname{logit} P(Y=1 \mid Z=0)+\beta Z \tag{6.34}
\end{equation*}
$$

As we have tried, in as much as is possible throughout this text, to restrict attention to a single explanatory variable, this is once more the case here. Extension to multiple explanatory variables, or risk factors, is immediate and, apart from the notation becoming more cumbersome, there are no other concepts to which to give thought. We write the model down, as above in Equation (6.34), and use several binary factors $Z$ ( $Z$ now a vector) to describe the different group levels. The coefficients $\beta$ ( $\beta$ now a vector) then allow the overall odds ratio to be modeled or, allows the modeling of partial odds ratios whereby certain risk factors are included in the model, and our interest focuses on those remaining after having taken account of those already included. The above model can also be written in the form

$$
\begin{equation*}
\frac{P(Y=1 \mid Z)}{1-P(Y=1 \mid Z)}=\exp \left(\beta_{0}+\beta Z\right), \tag{6.35}
\end{equation*}
$$

where $\beta_{0}=\operatorname{logit} P(Y=1 \mid Z=0)$. Maintaining an analogy with the usual linear model we can interpret $\beta_{0}$ as an intercept, simply a function of the risk for a "baseline" group defined by $Z=0$.

Assigning the value $Z=0$ to some group and thereby giving that group baseline status is, naturally, quite arbitrary and there is nothing special about the baseline group apart from the fact that we define it as such. We are at liberty to make other choices and, in all events, the only quantities of real interest to us are relative ones. In giving thought to the different modeling possibilities that arise when dealing with a multivariate $Z$, the exact same kind of considerations, already described via several tables in the section on modeling multivariate problems will guide us (see Section 6.6 and those immediately following it). Rather than repeat or reformulate those ideas again here, the reader, interested in these aspects of epidemiological modeling, is advised to go over those earlier sections. Indeed, without a solid understanding as to why we choose to work with a particular model rather than another, and as to what the different models imply concerning the complex inter-relationships between the underlying probabilities, it is not really possible to carry out successful modeling in epidemiology.

## Stratified and conditional logistic regression

In the above model, and $Z$ being multivariate, we may wish to include alongside the main factors under study, known risk factors, and particularly risk factors such as age, or period effects, for which we would like to control. Often age alone is the strongest factor and its effect can be such that the associated errors of estimation in quantifying its impact can drown the effect of weaker risk factors. One possibility in controlling for such factors, $S$, it to appeal to the idea of stratification. This means that analysis is carried out at each level of $S$ and, within a level, we make the same set of assumptions concerning the principle factors under study. We write

$$
\begin{equation*}
\frac{P(Y=1 \mid Z, S)}{1-P(Y=1 \mid Z, S)}=\exp \left(\beta_{0}+\beta Z\right) \tag{6.36}
\end{equation*}
$$

where, in the same way as before, $\beta_{0}=\operatorname{logit} P(Y=1 \mid Z=0, S)$. The important aspect of a stratified model is that the levels of $S$ only appear in the left-hand side of the equation.

We might conclude that this is the same model as the previous one but it is not quite and, in later discussions on inference, we see that it does impact the way the likelihood is written. In the simpler cases, in as far as $\beta$ is concerned, the stratified model is exactly equivalent to a regular logistic model if we include in the regression function indicator
variables, of dimension one less than the number of strata. However, when the number of strata is large, use of the stratified model enables us to bypass estimation of the stratum-level effects. If these are not of real interest then this may be useful in that it can result in gains in estimating efficiency even though the underlying models may be equivalent. In a rough intuitive sense we are spending the available estimating power on the estimation of many less parameters, thereby increasing the precision of each one. This underlines an important point in that the question of stratification is more to do with inference than the setting up of the model itself.

This last remark is even more true when we speak of conditional logistic regression. The model will look almost the same as the unconditional one but the process of inference will be quite different. Suppose we have a large number of strata, very often in this context defined by age. A full model would be as in Equation (6.35), including in addition to the risk factor vector $Z$, a vector parameter of indicator variables of dimension one less than the number of strata. Within each age group, for the sake of argument let's say age group $i$, we have the simple logistic model. However, rather than write down the likelihood in terms of the products $P(Y=1 \mid Z)$ and $P(Y=0 \mid Z)$ we consider a different probability upon which to construct the likelihood, namely the probability that the event of interest, the outcome or case in other words, occurred on an individual (in particular the very individual for whom the event did occur, given that one event occurred among the set $S\{i\}$ of the $a_{* *}(i)$ cases and controls. Denoting $Z_{i}$ to be the risk factor for the case, corresponding to the age group $i$, then this probability is simply; $\exp \left(\beta Z_{i}\right) / \sum I[j \in S\{i\}] \exp \left(\beta Z_{j}\right)$. The likelihood is then the product of such terms across the number of different age groups for which a case was selected. If we carefully define the "at-risk" indicator $Y(t)$ where $t$ now represents age, we can write the conditional likelihood as

$$
\begin{equation*}
L(\beta)=\prod_{i=1}^{n}\left\{\frac{\exp \left(\beta Z_{i}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\}^{\delta_{i}} . \tag{6.37}
\end{equation*}
$$

Here we take the at-risk indicator function to be zero unless, for the subject $j, X_{j}$ has the same age, or is among the same age group as that given by $X_{i}$. In this case the at-risk indicator $Y_{j}\left(X_{i}\right)$ takes the value one. To begin with, we assume that there is only a single case per age group, that the ages are distinct between age groups, and that,
for individual $i$, the indicator $\delta_{i}$ takes the value one if this individual is a case. Use of the $\delta_{i}$ would enable us to include in an analysis sets of controls for which there was no case. This would be of no value in the simplest case but, generalizing the ideas along exactly the same lines as for standard proportional hazards models, we could easily work with indicators $Y(t)$ taking the value one for all values less than $t$ and becoming zero if the subject becomes incident or is removed from the study. A subject is then able to make contributions to the likelihood at different values of $t$, i.e., at different ages, and appears therefore in different sets of controls. Indeed, the use of the risk indicator $Y(t)$ can be generalized readily to other complex situations.

One example is to allow it to depend on two time variables, for example, an age and a cohort effect, denoting this as $Y(t, u)$. Comparisons are then made between individuals having the same age and cohort status. Another useful generalization of $Y(t)$ is where individuals go on and off risk, either because they leave the risk set for a given period or, possibly, because their status cannot be ascertained. Judicious use of the at-risk indicator $Y$ makes it possible then to analyze many types of data that, at first glance, would seem quite intractable. This can be of particular value in longitudinal studies involving time-dependent measurements where, in order to carry out unmodified analysis we would need, at each observed failure time, the time dependent covariate values for all subjects at risk. These would not typically all be available. A solution based on interpolation, assuming that measurements do not behave too erratically, is often employed. Alternatively we can allow for subjects for whom, at an event time, no reliable measurement is available, to simply temporarily leave the risk set, returning later when measurements have been made.

The striking thing to note about the above conditional likelihood is that it coincides with the expression for the partial likelihood given earlier in the chapter. This is no real coincidence of course and the main theorem of proportional hazards regression (Section 7.4), described in the following chapter, applies equally well here. For this we need one more concept, described later, and that is the idea of sampling from the risk set. The difference between the $Y(t)$ in a classical survival study, where it is equal to one as long as the subject is under study and then drops to zero, as opposed to the $Y(t)$ in the simple epidemiological application in which it is zero most of time, taking the value one when indicating the appropriate age group, is a small one. It can be equated with having taken a small random sample from a conceptually much
larger group followed since time (age) is zero. On the basis of the above conditional likelihood we obtain the estimating equation

$$
\begin{equation*}
U(\beta)=\sum_{i=1}^{n} \delta_{i}\left\{Z_{i}-\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\} \tag{6.38}
\end{equation*}
$$

which we equate to zero in order to estimate $\beta$. The equation contrasts the same quantities written down in Table 6.10 in which the expectations are taken with respect to the model. The estimating equations are then essentially the same as those given in Table 6.10 for the MantelHaenszel estimator. Furthermore, taking the second derivative of the expression for the log-likelihood, we have that $I(\beta)=\sum_{i=1}^{n} \delta_{i} I_{i}(\beta)$ where
$I_{i}(\beta)=\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j}^{2} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}-\left\{\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\}^{2}$,
then $I(\beta)=\sum_{i=1}^{n} \delta_{i} I_{i}(\beta)$. Inferences can then be carried out on the basis of these expressions. In fact, once we have established the link between the applied problem in epidemiology and its description via a proportional hazards model, we can then appeal to those modelbuilding techniques (explained variation, explained randomness, goodness of fit, conditional survivorship function etc.) which we use for applications in time to event analysis. In this context the building of models in epidemiology is no less important, and no less delicate, than the building of models in clinical research.

### 6.12 Exercises and class projects

1. One of the early points of discussion on Cox's 1972 paper was how to deal with tied data. Look up the Cox paper and write down the various different ways that Cox and the contributors to the discussion suggested that tied data be handled. Explain the advantages and disadvantages to each approach.
2. One suggestion for dealing with tied data, not in that discussion, is to simply break the ties via some random split mechanism. What are the advantages and drawbacks to such an approach?
3. As an alternative to the proportional hazards model consider the two models (i) $S(t \mid Z)=S_{0}(t)+\beta Z$, and (ii) $\operatorname{logit} S(t \mid Z)=\operatorname{logit} S_{0}(t)+\beta Z$. Discuss the relative advantages and drawbacks of all three models.
4. Show that the relation; $S(t \mid Z)=\left\{S_{0}(t)\right\}^{\exp (\beta Z)}$ implies the Cox model and vice versa.
5. Suppose that we have two groups and that a proportional hazards model is believed to apply. Suppose also that we know for one of the groups that the hazard rate is a linear function of time, and equal to zero at the origin. Given data from such a situation, suggest different ways in which it can be analyzed and the possible advantages and disadvantages of the various approaches.
6. Explain in what sense the components of Equation 6.7 and equation (6.8) can be viewed as an equation for the mean and an equation for the variance.
7. Using equations (6.7) and (6.8) work out the calculations explicitly for the two-group case, i.e., the case in which there are $n_{1}(t)$ subjects at risk from group 1 at time $t$ and $n_{2}(t)$ from group 2 .
8. Suppose that we have available software able to analyze a proportional hazards model with a time-dependent covariate $Z(t)$. Suppose that, for the problem in hand the covariate, $Z$, does not depend on time. However, the regression effect $\beta(t)$ is known to decline as an exponential function of time. How would you proceed?
9. Suppose we fit a proportional hazards model, using some standard software, to a continuous covariate $Z$ defined on the interval (1,4). Unknown to us our model assumption is incorrect and the model applies exactly to $\log Z$ instead. What effect does this have on our parameter estimate?
10. Consider an experiment in which there are eight levels of treatment. The levels are ordered. The null hypothesis is that there is no treatment effect. The alternative is that there exists a non-null effect increasing with level until it reaches one of the levels, say level $j$, after which the remaining levels all have the same effect as level $j$. How would you test for this?
11. Write down the joint likelihood for the underlying hazard rate and the regression parameter $\beta$ for the two-group case in which we assume the saturated piecewise exponential model. Use this likelihood
to recover the partial likelihood estimate for $\beta$. Obtain an estimate of the survivorship function for both groups.
12. For the previous question derive an approximate large sample confidence interval for the estimate of the survivorship function for both groups in cases: (i) where the parameter $\beta$ is exactly known, (ii) where the parameter is replaced by an estimate with approximate large sample variance $\sigma^{2}$.
13. Carry out a large sample simulation for a model with two binary variables. Each study is balanced with a total of 100 subjects. Choose $\beta_{1}=\beta_{2}=1.5$ and simulate binary $Z_{1}$ and $Z_{2}$ to be uncorrelated. Show the distribution of $\hat{\beta}_{1}$ in two cases: (i) where the model used includes $Z_{2}$, (ii) where the model used includes only $Z_{1}$. Comment on the distributions, in particular the mean value of $\hat{\beta}_{1}$ in either case. 14. In the previous exercise, rather than include in the model $Z_{2}$, use $Z_{2}$ as a variable of stratification. Repeat the simulation in this case for the stratified model. Comment on your findings.
14. Consider the following regression situation. We have one-dimensional covariates $Z$, sampled from a density $g(z)$. Given $z$ we have a proportional hazards model for the hazard rates. Suppose that, in addition, we are in a position to know exactly the marginal survivorship function $S(t)=\int S(t \mid z) g(z) d z$. How can we use this information to obtain a more precise analysis of data generated under the PH model with $Z$ randomly sampled from $g(z)$ ?
15. Suppose we have two groups defined by the indicator variable $Z=$ $\{0,1\}$. In this example, unlike the previous in which we know the marginal survival, we know the survivorship function $S_{0}(t)$ for one of the groups. How can this information be incorporated into a twogroup comparison in which survival for both groups is described by a proportional hazards model? Use a likelihood approach.
16. Use known results for the exponential regression model in order to construct an alternative analysis to that of the previous question based upon likelihood.
17. A simple test in the two-group case for absence of effects is to calculate the area between the two empirical survival curves. We can
evaluate the null distribution by permuting the labels corresponding to the group assignment indicator $Z$. Carry out this analysis for the Freireich data and obtain a p-value. How does this compare with that obtained from an analysis based on the assumption of an exponential model and that based on partial likelihood?
18. Carry out a study, i.e., the advantages, drawbacks and potentially restrictive assumptions, of the test of the previous example. How does this test compare with the score test based on the proportional hazards model?
19. Obtain a plot of the likelihood function for the Freireich data. Using simple numerical integration routines, standardize the area under the curve to be equal to one.
20. For the previous question, treat the curve as a density. Use the mean as an estimate of the unknown $\beta$. Use the upper and lower $2.5 \%$ percentiles as limits to a $95 \%$ confidence interval. Compare these results with those obtained using large sample theory.
21. Suppose we have six ordered treatment groups indicated by $Z=$ $1, \ldots, 6$. For all values of $Z \leq \ell$ the hazards are the same. For $Z>\ell$ the hazards are again the same and either the same as those for $Z \leq \ell$ or all strictly greater than for $Z \leq \ell$. The value of $\ell$ is not known. How would you model and set up tests in this situation?
22. Consider an epidemiological application in which workers may be exposed to some carcinogen during periods in which they work in some particular environment. When not working in that particular environment their risk falls back to the same as that for the reference population. Describe this situation via a proportional hazards model with time-dependent effects. How do you suggest modifying such a model if the risk from exposure rather than falling back to the reference group once exposure is removed is believed to be cumulative?
23. Write down a conditional logistic model in which we adjust for both age and cohort effects where cohorts are grouped by intervals of births from 1930-35, 1936-40, 1940-45, etc. For such a model is it possible to answer the question: was there a peak in relative risk during the nineteen sixties?

## Chapter 7

## Inference: Estimating equations

### 7.1 Summary

The results of this chapter and, for the most, all of the succeeding chapters, are based on an elementary and central theorem. We call this theorem the main theorem of proportional hazards regression. Its development is essentially that of O'Quigley (2003) which generalizes earlier results of Schoenfeld (1980), O'Quigley and Flandre (1994) and Xu and O'Quigley (2000). The theorem has several immediate corollaries and we can use these to write down estimating equations upon which we can then construct suitable inferential procedures for our models. While a particular choice of estimating equation can result in high efficiency when model assumptions are correct or close to being correct, other equations may be less efficient but still provide estimates which can be interpreted when model assumptions are incorrect. For example, when the regression function $\beta(t)$ might vary with time we are able to construct an estimating equation, the solution of which provides an estimate of $\beta$, in the case where $\beta(t)$ is a constant $\beta$, and $E\{\beta(T)\}$, the average effect, in the case where $\beta(t)$ changes through time. It is worth underlining that the usual partial likelihood estimate fails to achieve this.

### 7.2 Motivation

The earlier chapter on marginal survival is important in its own right and we lean on the results of that chapter throughout this work. We need keep in mind the idea of marginal survival for two reasons: (1) it provides a natural backdrop to the ideas of conditional survival and (2), together with the conditional distribution of the covariate given $T=t$, we are able to consider the joint distribution of covariate and survival time $T$. Conditional survival, where we investigate the conditional distribution of survival given different potential covariate configurations, as well as possibly time elapsed, is a central concern. More generally we are interested in survival distributions corresponding to transitions from one state to another, conditional on being in some particular state or of having mapped out some particular covariate path. The machinery that will enable us to obtain insight into these conditional distributions is that of proportional hazards regression.

When we consider any data at hand as having arisen from some experiment the most common framework for characterizing the joint distribution of the covariate $Z$ and survival $T$ is one where the distribution of $Z$ is fixed and known, and the conditional survivorship distribution the subject of our inferential endeavors. In fact, as underlined in the main theorem of proportional hazards regression, just below, it is more useful to characterize the joint distribution of $Z$ and $T$ via the conditional distribution of $Z$ given $T=t$ and the marginal distribution of $T$. This is one of the reasons why, in the previous chapter, we dealt with the marginal distribution of $T$. We can construct estimating equations based on these ideas and from these build simple tests or make more general inferences.

One of the most intriguing aspects of the Cox model concerns estimation of the regression parameter $\beta$ while ignoring any precise specification of $\lambda_{0}(t)$. Otherwise, under a conditional independent censoring mechanism and a specified functional form for the underlying hazard $\lambda_{0}(t)$, likelihood methods, at least in principle, are straightforward. But mostly we prefer to relax assumptions concerning $\lambda_{0}(t)$, possibly considering it to be entirely unknown, and construct inference for $\beta$ that remains invariant to any change in $\lambda_{0}(t)$. Any such changes can be made to correspond to monotonic increasing transformations on $T$, in which case we can take inference procedures to be rank invariant. This follows since monotonic increasing transformations on the observed times $X_{i}$ will not affect the rank ordering.

### 7.3 The observations

Our data will consist of the observations $\left(Z_{i}(t), Y_{i}(t),\left(t \leq X_{i}\right), X_{i} ; i=\right.$ $1 \ldots n)$. The $Z_{i}$ are the covariates (possibly time dependent), the $X_{i}=$ $\min \left(T_{i}, C_{i}\right)$, the observed survival which is the smallest of the censoring time and the actual survival time and the $Y_{i}(t)$ are time-dependent indicators taking the value one as long as the $i$ th subject is at risk at time $t$ and zero otherwise. For the sake of large sample constructions we make $Y_{i}(t)$ to be left continuous. At some level we will be making an assumption of independence, an assumption that can be challenged via the data themselves, but that is often left unchallenged, the physical context providing the main guide. Mostly, we think of independence as existing across the indices $i(i=1, \ldots, n)$, i.e., the triplets $\left\{Z_{i}(t), Y_{i}(t), X_{i} ; i=1, \ldots, n\right\}$. It is helpful to our notational construction to have:

Definition 7.1 Let $\mathcal{Z}(t)$ be a data-based step function of $t$, everywhere equal to zero except at the points $X_{i}, i=1, \ldots, n$, at which the function takes the value $Z_{i}\left(X_{i}\right)$. We assume that $\left|Z_{i}\right|$ is bounded, if not the definition is readily broadened.

The reason for this definition is to unify notation. Our practical interest will be on sums of quantities such as $Z_{i}\left(X_{i}\right)$ with $i$ ranging from 1 to $n$. Using the Stieltjes integral, we will be able to write such sums as integrals with respect to an empirical process. In view of the Helly-Bray theorem (Section 2.3) this makes it easier to gain an intuitive grasp on the population structure behind the various statistics of interest. Both $T$ and $C$ are assumed to have supports on some finite interval, the first of which is denoted $\mathcal{T}$. The time-dependent covariate $Z(\cdot)$ is assumed to be a left continuous stochastic process and, for notational simplicity, is taken to be of dimension one whenever possible. Let $F(t)=\operatorname{Pr}(T<$ $t), D(t)=\operatorname{Pr}(C<t)$ and $H(t)=F(t)\{1-D(t)\}-\int_{0}^{t} F(u) d D(u)$.

For each subject $i$ we observe $X_{i}=\min \left(T_{i}, C_{i}\right)$, and $\delta_{i}=I\left(T_{i} \leq\right.$ $\left.C_{i}\right)$ so that $\delta_{i}$ takes the value one if the $i$ th subject corresponds to a failure and is zero if the subject corresponds to a censored observation. A more general situation allows a subject to be dynamically censored in that he or she can move in and out of the risk set. To do this we define the "at-risk" indicator $Y_{i}(t)$ where $Y_{i}(t)=I\left(X_{i} \geq t\right)$. The events on the $i$ th individual are counted by $N_{i}(t)=I\left\{T_{i} \leq t, T_{i} \leq\right.$ $\left.C_{i}\right\}$ and $\bar{N}(t)=\sum_{1}^{n} N_{i}(t)$ counts the number of events before $t$. It is also helpful to be able to refer to the total number of observed
failures $k=\bar{N}\{\sup t: t \in \mathcal{T}\}$, and the inverse function $\bar{N}^{-1}(\cdot)$, where $\bar{N}^{-1}(\ell)=\{\inf t: t \in \mathcal{T}, \bar{N}(t)=\ell\}$, the smallest time by which a given number of events $\ell$ have occurred. Consistent estimators of $F(t)$ and $H(t)$ are indicated by hats, the examples here being the Kaplan-Meier estimator for $1-F(t)$ and $\hat{H}(t)=n^{-1} \bar{N}(t)$.

Some other sums of observations will frequently occur. In order to obtain an angle on empirical moments under the model, Andersen and Gill (1982) define

$$
S^{(r)}(\beta, t)=n^{-1} \sum_{i=1}^{n} Y_{i}(t) e^{\beta Z_{i}(t)} Z_{i}(t)^{r}, \quad s^{(r)}(\beta, t)=E S^{(r)}(\beta, t)
$$

for $r=0,1,2$, where the expectations are taken with respect to the true distribution of $(T, C, Z(\cdot))$. Define also
$V(\beta, t)=\frac{S^{(2)}(\beta, t)}{S^{(0)}(\beta, t)}-\frac{S^{(1)}(\beta, t)^{2}}{S^{(0)}(\beta, t)^{2}}, v(\beta, t)=\frac{s^{(2)}(\beta, t)}{s^{(0)}(\beta, t)}-\frac{s^{(1)}(\beta, t)^{2}}{s^{(0)}(\beta, t)^{2}}$.
The Andersen and Gill notation is now classic in this context. Their notation lends itself more readily to large sample theory based upon martingales and stochastic integrals. We will frequently keep this notation in mind although our approaches to inference do not appeal to special central limit theorems (the martingale central limit theorem in particular) and, as a result, our notation is typically lighter. The required conditions for the Andersen and Gill theory to apply are sightly broader although this advantage is more of a theoretical than a practical one. For their results, as well as ours, the censorship is restricted in such a way that, for large samples, there remains information on $F$ in the tails. The conditional means and the conditional variances, $\mathcal{E}_{\beta(t)}(Z \mid t) \mathcal{V}_{\beta(t)}(Z \mid t)$, introduced immediately below, are related to the above via $V(\beta, t) \equiv \mathcal{V}_{\beta}(Z \mid t)$ and $S^{(1)}(\beta, t) / S^{(0)}(\beta, t) \equiv \mathcal{E}_{\beta}(Z \mid t)$. In the counting process framework of Andersen and Gill (1982), we imagine $n$ as remaining fixed and the asymptotic results obtaining as a result of asymptotic theory for $n$-dimensional counting processes, in which we understand the expectation operator $E$ to be with respect to infinitely many repetitions of the process. Subsequently we allow $n$ to increase without bound. For the quantities $\mathcal{E}_{\beta(t)}\left(Z^{k} \mid t\right)$ we take the $E$ operator to be these same quantities when $n$ becomes infinitely large.

### 7.4 Main theorem

A simple theorem underpins all of the key results discussed in this book (testing the presence of regression effect, estimating average regression effect under non-proportional hazards, quantifying predictability via the conditional survivorship function as well as via summary indices such as explained randomness and explained variation, assessing fit, contrasting competing models etc). In view of all these several applications the theorem then appears to be quite fundamental and, as such, it seems appropriate to refer to it as the main theorem of proportional hazards regression.

We most often view time as providing the set of indices to certain stochastic processes, so that, for example, we consider $Z(t)$ to be a random variable having different distributions for different $t$. Also, the failure time variable $T$ can be viewed as a non-negative random variable with distribution $F(t)$ and, whenever the set of indices $t$ to the stochastic process coincide with the support for $T$, then not only can we talk about the random variables $Z(t)$ for which the distribution corresponds to $P(Z \leq z \mid T=t)$ but also marginal quantities such as the random variable $Z(T)$ having distribution $G(z)=P(Z \leq z)$. An important result concerning the conditional distribution of $Z(t)$ given $T=t$ follows. First we need the following definitions:

Definition 7.2 The discrete probabilities $\pi_{i}(\beta(t), t)$ are given by

$$
\begin{equation*}
\pi_{i}(\beta(t), t)=\frac{Y_{i}(t) \exp \left\{\beta(t) Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta(t) Z_{j}(t)\right\}} \tag{7.2}
\end{equation*}
$$

The $\pi_{i}(\beta(t), t)$ are easily seen to be bona fide probabilities (for all real values of $\beta(t))$ since $\pi_{i} \geq 0$ and $\sum_{i} \pi_{i}=1$. Note that this continues to hold for values of $\beta(t)$ different to those generating the data, and even when the model is incorrectly specified. As a consequence, replacing $\beta$ by $\hat{\beta}$ results in a probability distribution that is still valid but different to the true one. Means and variances with respect to this distribution maintain their interpretation as means and variances.

Under the proportional hazards assumption, i.e., the constraint $\beta(t)=\beta$, the product of the $\pi$ 's over the observed failure times gives the partial likelihood (Cox 1972, 1975). When $\beta=0, \pi_{i}(0, t)$ is the empirical distribution that assigns equal weight to each sample subject in the risk set. Based on the $\pi_{i}(\beta(t), t)$ we have:

Definition 7.3 Conditional moments of $Z$ with respect to $\pi_{i}(\beta(t), t)$ are given by

$$
\begin{equation*}
\mathcal{E}_{\beta(t)}\left(Z^{k} \mid t\right)=\sum_{i=1}^{n} Z_{i}^{k}(t) \pi_{i}(\beta(t), t), k=1,2, \ldots, \tag{7.3}
\end{equation*}
$$

These two definitions are all that we need in order to set about building the structures upon which inference is based. This is particularly so when we are able to assume an independent censoring mechanism, although the weaker assumption of a conditionally independent censoring mechanism (see Chapter 4) will mostly cause no conceptual difficulties; simply a slightly more burdensome notation. Another, somewhat natural, definition will also be appealed to on occasion and this concerns unconditional expectations.

Definition 7.4 Marginal moments of $Z$ with respect to the bivariate distribution characterized by $\pi_{i}(\beta(t), t)$ and $F(t)$ are given by

$$
\begin{equation*}
\mathcal{E}_{\beta(t)}\left(Z^{k}\right)=\int \mathcal{E}_{\beta(t)}\left(Z^{k} \mid t\right) d F(t), k=1,2, \ldots, \tag{7.4}
\end{equation*}
$$

Recall that for arbitrary random variables $A$ and $B$, assuming expectation to be defined, we have the result of double expectation whereby $E(A)=E E(A \mid B)$. This is the motivation behind the above definition. Once again, these expectations are to be interpreted as population quantities in as much as $\beta(t)$ and $F(t)$ are taken to be known. They can also, of course, be viewed as sample-based quantities since $n$ is finite and the $Y_{i}(t)$ are random until time point $t$. At the end of the study the paths of all the $Y_{i}(t)$ are known and we are, to use a common expression, "conditioning on the data." The art of inference, and its understanding, stem, to a great extent, from knowing which aspects of an experiment to view as random (given that once the experiment is over there is not really anything truly random). Also which distributions are relevant and these can change so that, here for example, we should think carefully about the meaning of the expectation operators $E$ and $\mathcal{E}$ in its particular context. These expectations are still well defined, but with respect to different distributions; when replacing $\beta$ by $\hat{\beta}$, when replacing $F$ by $F_{n}$ and $\hat{F}$, and when allowing $n$ to go to infinity. The quantity $\phi$ of the following definition is not of any essential interest, featuring in the main theorem but disappearing afterwards.

Definition 7.5 In order to distinguish conditionally independent censoring from independent censoring we define $\phi(z, t)$ where

$$
\phi\left(z^{*}, t\right)=\frac{\int P(C \geq t \mid z) g(z) d z}{P\left(C \geq t \mid z^{*}\right)}
$$

Note that when censoring does not depend upon $z$ then $\phi(z, t)$ will depend upon neither $z$ nor $t$ and is, in fact, equal to one. Otherwise, under a conditionally independent censoring assumption, we can consistently estimate $\phi(z, t)$ and we call this $\hat{\phi}(z, t)$. The following theorem is presented in O'Quigley (2003).

Theorem 7.1 Under model (6.2) and assuming $\beta(t)$ known, the conditional distribution function of $Z(t)$ given $T=t$ is consistently estimated by

$$
\begin{equation*}
\hat{P}\{Z(t) \leq z \mid T=t\}=\frac{\sum_{z_{i} \leq z} Y_{i}(t) \exp \left\{\beta(t) z_{i}(t)\right\} \hat{\phi}\left(z_{i}, t\right)}{\sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta(t) z_{j}(t)\right\} \hat{\phi}\left(z_{j}, t\right)} \tag{7.5}
\end{equation*}
$$

The theorem, which we refer to as the main theorem of proportional hazards regression, has many important consequences including:

Corollary 7.1 Under model (6.2) and an independent censorship, assuming $\beta(t)$ known, the conditional distribution function of $Z(t)$ given $T=t$ is consistently estimated by

$$
\begin{equation*}
\hat{P}(Z(t) \leq z \mid T=t)=\sum_{j=1}^{n} \pi_{j}(\beta(t), t) I\left(Z_{j}(t) \leq z\right) \tag{7.6}
\end{equation*}
$$

The observation we would like to make here is that we can fully describe a random variable indexed by $t$, i.e., a stochastic process. All of our inference will follow from this. In essence, we first fix $t$ and then we fix our attention on the conditional distribution of $Z$ given that $T=t$ and models which enable us to characterize this distribution. Indeed, under the broader censoring definition of conditional independence, common in the survival context, we can still make the same basic observation. In this case we condition upon something more complex that just $T=t$ but the actual random outcome that we condition upon is of less importance than the simple fact that we are able to described sets of conditional distributions all indexed by $t$, i.e., a stochastic process indexed by $t$. Specifically:

Corollary 7.2 For a conditionally independent censoring mechanism we have

$$
\begin{equation*}
\hat{P}(Z(t) \leq z \mid T=t, C>t)=\sum_{j=1}^{n} \pi_{j}(\beta(t), t) I\left(Z_{j}(t) \leq z\right) \tag{7.7}
\end{equation*}
$$

Whether we condition on the event $T=t$ or the event $(T=t, C>t)$, we identify a random variable indexed by $t$. This is all we need to construct appropriate stochastic processes (functions of $Z(t)$ ) enabling inference. Again simple applications of Slutsky's theorem shows that the result still holds for $\beta(t)$ replaced by any consistent estimate. In particular, when the hypothesis of proportionality of risks is correct, the result holds for the estimate $\hat{\beta}$. The following two corollaries follow immediately from those just above and form the basis to the main tests we construct. For integer $k$ we have:

Corollary $7.3 \mathcal{E}_{\hat{\beta}(t)}\left(Z^{k} \mid t\right)$ provides a consistent estimate of $E_{\beta(t)}\left(Z^{k}\right.$ $(t) \mid t)$, under model (6.2). In particular $\mathcal{E}_{\hat{\beta}}\left(Z^{k} \mid t\right)$ provides a consistent estimate of $E_{\beta}\left(Z^{k}(t) \mid t\right)$, under the model expressed by Equation 6.3.

Furthermore, once again working under the model, we consider:
Definition 7.6 $\mathcal{V}_{\beta(t)}(Z \mid t)=\mathcal{E}_{\beta(t)}\left(Z^{2} \mid t\right)-\mathcal{E}_{\beta(t)}^{2}(Z \mid t)$.
In practical data analysis the quantity $\beta(t)$ may be replaced by a value constrained by some hypothesis or an estimate. The quantity $\mathcal{V}_{\beta(t)}(Z \mid t)$ can be viewed as a conditional variance which may vary little with $t$, in a way analogously to the residual variance in linear regression which, under classic assumptions, remains constant with different levels of the independent variable. Since $\mathcal{V}_{\beta(t)}(Z \mid t)$ may change with $t$, even if not a lot, it is of interest to consider some average quantity and so we also introduce:

Definition 7.7 $E \mathcal{V}_{\beta(t)}(Z)=\int \mathcal{V}_{\beta(t)}(Z \mid t) d F(t)$.
These sample-based variances relate to population variances via the following corollary;

Corollary 7.4 Under model (6.3), $\operatorname{Var}(Z \mid t)$ is consistently estimated by $\mathcal{V}_{\hat{\beta}}(Z \mid t)$. $E \operatorname{Var}(Z \mid t)$ is consistently estimated by $E \mathcal{V}_{\hat{\beta}}(Z \mid t)$. In addition, $\int \mathcal{V}_{\hat{\beta}}(Z \mid t) d \hat{F}(t)$ is consistent for $E \operatorname{Var}(Z \mid t)$.

These quantities are all useful in our construction. Interpretation requires some care. For example, although $E \mathcal{V}_{\hat{\beta}}(Z \mid t)$ is, in some sense, a marginal quantity, it is not the marginal variance of $Z$ since we have neglected the variance of $E_{\beta(t)}(Z(t) \mid t)$ with respect to the distribution of $T$. The easiest case to interpret is the one where we have an independent censoring mechanism (Equation 7.6). However, we do not need to be very concerned about any interpretation difficulty, arising for instance in Equation 7.7 where the censoring time appears in the expression, since, in this or the simpler case, all that matters to us is that our observations can be considered as arising from some process, indexed by $t$ and, for this process, we are able, under, as usual, some model assumptions, to consistently estimate the mean and the variance of the quantities that we observe. It is also useful to note another natural relation between $\mathcal{V}_{\beta}(Z \mid t)$ and $\mathcal{E}_{\beta}(Z \mid t)$ since

$$
\mathcal{V}_{\beta}(Z \mid t)=\partial \mathcal{E}_{\beta}(Z \mid t) / \partial \beta
$$

This relation is readily verified for fixed $\beta$. In the case of timedependent $\beta(t)$ then, at each given value of $t$, it is again clear that the same relation holds. The result constitutes one of the building blocks in the overall inferential construction and, under weak conditions, for example $Z$ being bounded, then it also follows that

$$
\int \mathcal{V}_{\beta}(Z \mid t)=\int \partial \mathcal{E}_{\beta}(Z \mid t) / \partial \beta=\partial\left\{\int \mathcal{E}_{\beta}(Z \mid t)\right\} / \partial \beta
$$

Throughout the rest of this book we will see just why the main theorem is so fundamental. Essentially all the information we need, for almost any conceivable statistical goal, arising from considerations of any of the models considered, is contained in the joint probabilities $\pi_{i}(\beta(t), t)$ of the fundamental definition 7.2. We are often interested, in the multivariate setting for example, in the evaluation of the effects of some factor while having controlled for others. This can be immediately accommodated. Specifically, taking $Z$ to be of some dimension greater than one ( $\beta$ being of the same dimension) and writing $Z^{T}=\left(Z_{1}^{T}, Z_{2}^{T}\right)$ and $Z_{i}^{T}=\left(Z_{1 i}^{T}, Z_{2 i}^{T}\right)$ then, summing over the multivariate probabilities, we have two obvious extensions to Corollaries 7.1 and 7.2.

Corollary 7.5 Under model (6.2) and an independent censorship, assuming $\beta(t)$ known, the conditional distribution function of $Z_{2}(t)$ given $T=t$ is consistently estimated by

$$
\begin{equation*}
\hat{P}\left(Z_{2}(t) \leq z \mid T=t\right)=\sum_{j=1}^{n} \pi_{j}(\beta(t), t) I\left(Z_{2 j}(t) \leq z\right) . \tag{7.8}
\end{equation*}
$$

The corollary enables component wise inference. We can consider the components of the vector $Z_{i}$ individually. Also we could study some functions of the components, usually say a simple linear combination of the components such as the prognostic index. Note also that:

Corollary 7.6 For a conditionally independent censoring mechanism we have

$$
\begin{equation*}
\hat{P}\left(Z_{2}(t) \leq z \mid T=t, C>t\right)=\sum_{j=1}^{n} \pi_{j}(\beta(t), t) I\left(Z_{2 j}(t) \leq z\right), \tag{7.9}
\end{equation*}
$$

where in Definition 7.2 for $\pi_{j}(\beta(t), t)$ we take $\beta(t) Z_{j}(t)$ to be an inner product, which we may prefer to write as $\beta(t)^{T} Z_{j}(t)$ and where $Z_{j}(t)$ are the observed values of the vector $Z(t)$ for the $j$ th subject. Also, by $Z_{2}(t) \leq z$ we mean that all of the scalar components of $Z_{2}(t)$ are less than or equal to the corresponding scalar components of $z$. As for the corollaries and definitions following Corollaries 7.1 and 7.2 they have obvious equivalents in the multivariate setting and so we can readily write down expressions for expectations, variances and covariances as well as their corresponding estimates.

## Moments for stratified models

Firstly we recall from the previous chapter that the stratified model is simply a partially proportional hazards model in which some of the components of $\beta(t)$ remain unspecified while the other components are constant terms. The definition for the stratified model was

$$
\lambda(t \mid Z(t), s)=\lambda_{0 s}(t) \exp \{\beta(t) Z(t)\},
$$

where $s$ takes integer values $1, \ldots, m$. In view of the equivalence between stratified models and partially proportional hazards models described in the previous chapter, the main theorem and its corollaries apply immediately. However, in light of the special importance of stratified models, as proportional hazards models with relaxed assumptions, it will be helpful to our development to devote a few words to this case. Analogous to the above definition for $\pi_{i}(\beta(t), t)$, and using the, possibly time-dependent, stratum indicator $s(t)$ we now define these probabilities via:

Definition 7.8 For the stratified model, having strata $s=1, \ldots, m$ the discrete probabilities $\pi_{i}(\beta(t), t)$ are now given by

$$
\begin{equation*}
\pi_{i}(\beta(t), t)=\frac{Y_{i}\{s(t), t\} \exp \left\{\beta(t) Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}\{s(t), t\} \exp \left\{\beta(t) Z_{j}(t)\right\}} \tag{7.10}
\end{equation*}
$$

When there is a single stratum then this definition coincides with the earlier one and, indeed, we use the same $\pi_{i}(\beta(t), t)$ for both situations, since it is only used indirectly and there is no risk of confusion. Under equation (6.3), i.e. the constraint $\beta(t)=\beta$, the product of the $\pi$ 's over the observed failure times gives the so-called stratified partial likelihood (Kalbfleisch and Prentice 1980). The series of above definitions for the non-stratified model, in particular Definition 7.2, theorems, corollaries, all carry over in an obvious way to the stratified model and we do not propose any additional notation. It is usually clear from the context although it is worth making some remarks. Firstly, we have no direct interest in the distribution of $Z$ given $t$ (note that this distribution depends on the distribution of $Z$ given $T>0$, a distribution which corresponds to our design and is quite arbitrary).

We will exploit the main theorem in order to make inferences on $\beta$ and, in the stratified case, we would also condition upon the strata from which transitions can be made. In practice, we contrast the observations $Z_{i}\left(X_{i}\right)$, made at time point $X_{i}$ at which an event occurs $\left(\delta_{i}=1\right)$ with those subjects at risk of the same event. The "at risk" indicator, $Y(s(t), t)$, makes this very simple to express. We can use $Y(s(t), t)$ to single out appropriate groups for comparison. This formalizes a standard technique in epidemiology whereby the groups for comparison may be matched by not just age but by other variables. Such variables have then been controlled for and eliminated from the analysis. Their own specific effects can be quite general and we are not in a position to estimate them. Apparently very complex situations, such as subjects moving in and out of risk categories, can be easily modeled by the use of these indicator variables.

## Moments for other relative risk models

Instead of Equation 6.2 some authors have suggested a more general form for the hazard function whereby

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) R\{\beta(t) Z\} \tag{7.11}
\end{equation*}
$$

and where, mostly, $\beta(t)$ is not time-varying, being equal to some unknown constant. The most common choices for the function $R(r)$ are $\exp (r)$, in which case we recover the usual model, and $1+r$ which leads to the so-called additive model. Since both $\lambda(t \mid Z)$ and $\lambda_{0}$ are necessarily positive we would generally need constraints on the function $R(r)$. In practice this can be a little bothersome and is, among several other good reasons, a cause for favoring the multiplicative risk model $\exp (r)$ over the additive risk model $1+r$. If we replace our earlier definition for $\pi_{i}(\beta(t), t)$ by:

Definition 7.9 The discrete probabilities $\pi_{i}(\beta(t), t)$ are given by;

$$
\begin{equation*}
\pi_{i}(\beta(t), t)=\frac{Y_{i}(t) R\left\{\beta(t) Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}(t) R\left\{\beta(t) Z_{j}(t)\right\}} \tag{7.12}
\end{equation*}
$$

then all of the above definitions, theorems, and corollaries have immediate analogues and we do not write them out explicitly. Apart from one interesting exception, which we look at more closely in the chapters dealing with inference, there are no particular considerations we need concern ourselves over if we choose $R(r)=1+r$ rather than $R(r)=\exp (r)$. Note also that if we allow the regression functions, $\beta(t)$, to depend arbitrarily upon time then, given either model, the other model exists with a different function of $\beta(t)$. The only real reason for preferring one model over another would be due to parsimony; for example, we might find in some given situation that in the case of the additive model the regression function $\beta(t)$ is in fact constant unlike the multiplicative model where it may depend on time. But otherwise both functions may depend, at least to some extent, on time and then the multiplicative model ought be preferred since it is the more natural. We say the more natural because the positivity constraint is automatically satisfied.

## Transformed covariate models

For some transformation $\psi$ of the covariate we can postulate a model of the form;

$$
\begin{equation*}
\lambda(t \mid Z(t))=\lambda_{0}(t) \exp \{\beta(t) \psi[Z(t)]\} \tag{7.13}
\end{equation*}
$$

All of the calculations proceed as above and no real new concept is involved. Such models can be considered in the case of continuous covariates, $Z$, which may be sufficiently asymmetric, implying very great
changes of risk at the high or low values, to be unlikely to provide a satisfactory fit. Taking logarithms, or curbing the more extreme values via a defined plateau, or some other such transformation will produce models of potentially wider applicability. Note that this is a different approach to working with, say,

$$
\lambda(t \mid Z(t))=\lambda_{0}(t) \exp \{\beta(t) Z(t)\}
$$

and using the main theorem, in conjunction with estimating equations described here below and basing inference upon the observations $\psi Z\left(X_{i}\right)$ and their expectations under this model. In this latter case we employ $\psi$ in the estimating equation as a means to obtain greater robustness or to reduce sensitivity to large observations. In the former case the model itself is different and would lead to different estimates of survival probabilities.

Our discussion so far has turned around the hazard function. However, it is equally straightforward to work with intensity functions and these allow for increased generality, especially when tackling complex time-dependent effects. O'Brien (1978) introduced the logit-rank test for survival data when investigating the effect of a continuous covariate on survival time. His purpose was to construct a test that was rank invariant with respect to both time and the covariate itself. O'Quigley and Prentice (1991) showed how a broad class of rank invariant procedures can be developed within the framework of proportional hazards models. The O'Brien logit-rank procedure was a special case of this class. In these cases we work with intensity rather than hazard functions. Suppose then that $\lambda_{i}(t)$ indicates an intensity function for the $i$ th subject at time $t$. A proportional hazards model for this intensity function can be written

$$
\lambda_{i}(t)=Y_{i}(t) \lambda_{0}(t) \exp \left\{\beta Z_{i}(t)\right\}
$$

where $Y_{i}(t)$ indicates whether or not the $i^{t h}$ subject is at risk at time $t$, $\lambda_{0}(t)$ the usual "baseline" hazard function and $Z_{i}(t)$ is a constructed covariate for the $i$ th subject at time $t$. Typically, $Z_{i}(t)$ in the estimating equation is defined as a function of measurements on the $i$ th subject alone, but it can be defined more generally as $Z_{i}(t)=\psi_{i}\left(t, \mathcal{F}_{t}\right)$ for $\psi$ some function of $\mathcal{F}_{t}$, the collective failure, censoring and covariate information prior to time $t$ on the entire study group. The examples in O'Quigley and Prentice (1991) included the rank of the the subject's covariate at $X_{i}$ and transformations on this such as the normal order
statistics. This represents a departure from most regression situations because the value used in the estimating equation depends not only on what has been observed on the particular individual but also upon what has been observed on other relevant subsets of individuals.

## Misspecified models

For multinormal linear regression involving $p$ regressors we can eliminate from consideration some of these and focus our attention on models involving the remaining regressors strictly less than $p$. We could eliminate these by simple integration, thereby obtaining marginal distributions. Under the usual assumptions of multiple linear regression the resulting lower dimensional model remains a multinormal one. As an example, in the simple case of a two dimensional covariate normal model, both the marginal models involving only one of the two covariates are normal models. However, for non-linear models this result would only be expected to hold under quite unusual circumstances. Generally, for non-linear models, and specifically proportional hazards models, the result will not hold so that if the model is assumed true for a covariate vector of dimension $p$, then, for any submodel, of dimension less that $p$, the model will not hold exactly. A corollary to this is that no model of dimension greater that $p$ could exactly follow a proportional hazards prescription if we claim that the model holds precisely for some given $p$ covariates.

These observations led some authors to claim that "forgotten" or "overlooked" variables would inevitably lead to misleading results. Such a claim implies that all analyses based on proportional hazards models are misleading and since, to say the least, such a conclusion is unhelpful we offer a different perspective. This says that all practical models are only ever approximately correct. In other words, the model is always making a simplifying assumption, necessarily overlooking potential effects as well as including others which may impact the proportionality of those key variables of interest. Our task then focuses on interpreting our estimates when our model cannot be exactly true. In terms of analysing real data, it makes much more sense to take as our underlying working assumption that the model is, to a greater or lesser degree, misspecified.

A model can be misspecified in one of two clear ways; the first is that the covariate form is not correctly expressed and the second is that the regression coefficient is not constant through time. An ex-
ample of the first would be that the true model holds for $\log Z$ but that, not knowing this, we include $Z$ in the model. An example of the second might have $\beta(t)$ declining through time rather than remaining constant.

It has been argued that the careful use of residual techniques can indicate which kind of model failure may be present. This is not so. Whenever a poor fit could be due to either cause it is readily seen that a misspecified covariate form can be represented correctly via a time-dependent effect. In some sense the two kinds of misspecification are unidentifiable. We can fix the model by working either with the covariate form or the regression coefficient $\beta(t)$. Of course, in certain cases, a discrete binary covariate describing two groups, for example, there can only be one cause of model failure - the time dependency of the regression coefficient. This is because the binary coding imposes no restriction of itself since all possible codings are equivalent.

The important issue is then the interpretation of an estimate, say $\hat{\beta}$ under a proportional hazards assumption when, in reality, the data are generated under the broader non-proportional hazards model with regression coefficient function $\beta(t)$. This is not a straightforward endeavor and the great majority of the currently used procedures, including those proposed in the widely distributed R, SAS, STATA and S-Plus packages, produce estimates which cannot be interpreted unless there is no censoring. To study this question we first define $\mu=\int \beta(t) d F(t)$, which is an average of $\beta(T)$ with respect to the distribution $F(t)$. It is also of interest to consider the approximation

$$
\begin{equation*}
\hat{P}(Z(t) \leq z \mid T=t, C>t) \approx \sum_{j=1}^{n} \pi_{j}(\mu, t) I\left(Z_{j}(t) \leq z\right) \tag{7.14}
\end{equation*}
$$

and, for the case of a model making the stronger assumption of an independent censoring mechanism as opposed to a conditionally independent censoring mechanism given the covariate, we have

$$
\begin{equation*}
\hat{P}(Z(t) \leq z \mid T=t) \approx \sum_{j=1}^{n} \pi_{j}(\mu, t) I\left(Z_{j}(t) \leq z\right) \tag{7.15}
\end{equation*}
$$

For small samples it will be unrealistic to hope to obtain reliable estimates of $\beta(t)$ for all of $t$ so that, often, we take an estimate of some summary measure, in particular $\mu$. It is in fact possible to construct an estimating equation which provides an estimate of $\mu$ without estimating $\beta(t)$ (Xu and O'Quigley 1998) and it is very important to
stress that, unless there is no censoring, the usual estimating equation which leads to the partial likelihood estimate does not accomplish this. In fact, the partial likelihood estimate turns out to be equivalent to obtaining the solution of an estimating equation based on $H(t)$ (see Section 7.3) and using $\hat{H}(t)$ as an estimate whereas, to consistently estimate $\mu$, it is necessary to work with some consistent estimate of $F(t)$, in particular the Kaplan-Meier estimate.

Some thought needs be given to the issues arising when our estimating equation is based on certain assumptions (in particular, a proportional hazards assumption), whereas the data themselves can be considered to have been generated by something broader (in particular, a non proportional hazards model). To this purpose we firstly consider a definition that will allow us to anticipate just what is being estimated when the data are generated by model (6.2) and we are working with model (6.3). This is contained in the definition for $\beta^{*}$ just below.

Let's keep in mind the widely held belief that the partial likelihood estimate obtained when using a proportional hazards model in a situation where the data are generated by a broader model must correspond to some kind of average effect. It does correspond to something (as always) but nothing very useful and not something we can hopefully interpret as an average effect. This is considered in the following sections. Firstly we need:

Definition 7.10 Let $\beta^{*}$ be the constant value satisfying

$$
\begin{equation*}
\int_{\mathcal{T}} \mathcal{E}_{\beta^{*}}(Z \mid t) d F(t)=\int_{\mathcal{T}} \mathcal{E}_{\beta(t)}(Z \mid t) d F(t) \tag{7.16}
\end{equation*}
$$

The definition enables us to make sense out of using estimates based on (6.3) when the data are in fact generated by (6.2). Since we can view $T$ as being random, whenever $\beta(t)$ is not constant, we can think of having sampled from $\beta(T)$. The right-hand side of the above equation is then a double expectation and $\beta^{*}$, occurring in the lefthand side of the equation, is the best fitting value under the constraint that $\beta(t)=\beta$. We can show the existence and uniqueness of solutions to Equation (7.16) (Xu and O'Quigley 1998). More importantly, $\beta^{*}$ can be shown to have the following three properties: (i) under model (6.3) $\beta^{*}=\beta$; (ii) under a subclass of the broad class of models known as the Harrington-Fleming models, we have an exact result in that $\beta^{*}=$ $\int_{\mathcal{T}} \beta(t) d F(t)$; and (iii) for very general situations we can write that
$\beta^{*} \approx \int_{\mathcal{T}} \beta(t) d F(t)$, an approximation which is in fact very accurate. Estimates of $\beta^{*}$ are discussed in (Xu and O'Quigley 1998, Xu and O'Quigley 2000) and, in the light of the foregoing, we can take these as estimates of $\mu$.

Theorem 7.1 and its corollaries provide the ingredients necessary to constructing a number of relevant stochastic processes, in particular functions of Brownian motion. We will be able to construct a process that will look like simple Brownian motion under the chosen model and with given parameter values. We can then consider what this process will look like when, instead of those null values, the data are generated by a model from the same class but with different parameter values. First we consider the estimating equations that can be readily constructed as a result of the preceding theory.

### 7.5 The estimating equations

The above setting helps us anticipate the properties of the estimators we will be using. First, recall our definition of $\mathcal{Z}(t)$ as a step function of $t$ with discontinuities at the points $X_{i}, i=1, \ldots, n$, at which the function takes the value $Z_{i}\left(X_{i}\right)$. Next, consider $F_{n}(t)$, the empirical marginal distribution function of $T$. Note that $F_{n}(t)$ coincides with the Kaplan-Meier estimate of $F(t)$ in the absence of censoring. When there is no censoring, a sensible estimating equation (which we will see also arises as the derivative of a $\log$ likelihood, as well as the log partial likelihood) is

$$
\begin{equation*}
U_{1}(\beta)=\int\left\{\mathcal{Z}(t)-\mathcal{E}_{\beta}(Z \mid t)\right\} d F_{n}(t)=0 \tag{7.17}
\end{equation*}
$$

The above integral is simply the difference of two sums, the first the empirical mean without reference to any model and the second the average of model-based means. It makes intuitive sense as an estimating equation and the only reason for writing the sum in the less immediate form as an integral is that it helps understand the large sample theory when $F_{n}(t) \xrightarrow{\mathrm{P}} F(t)$. Each component in the above sum includes the size of the increment, $1 / n$, a quantity that can then be taken outside of the summation (or integral) as a constant factor. Since the right-hand side of the equation is identically equal to zero, the incremental size $1 / n$ can be canceled, enabling us to rewrite the equation as

$$
\begin{equation*}
U_{2}(\beta)=\int\left\{\mathcal{Z}(t)-\mathcal{E}_{\beta}(Z \mid t)\right\} d \bar{N}(t)=0 \tag{7.18}
\end{equation*}
$$

It is this expression where the integral is taken with respect to increments $d \bar{N}(t)$, rather than with respect to $d F_{n}(t)$ that is the more classic representation in this context. The expression equates $U_{2}(\beta)$ in terms of the counting processes $N_{i}(t)$. These processes, unlike the empirical distribution function, are available in the presence of censoring. It is the above equation that is used to define the partial likelihood estimator, since, unless the censoring is completely absent, the quantity $U_{1}(\beta)$ is not defined.

A natural question would be the following: suppose two observers were to undertake an experiment to estimate $\beta$. A certain percentage of observations remain unobservable to the first observer as a result of an independent censoring mechanism but are available to the second observer. The first observer uses Equation 7.18 to estimate $\beta$, whereas the second observer uses Equation 7.17. Will the two estimates agree? By "agree" we mean, under large sample theory, will they converge to the same quantity. We might hope that they would; at least if we are to be able to usefully interpret estimates obtained from Equation 7.18. Unfortunately though (especially since Equation 7.18 is so widely used), the estimates do not typically agree. Table 7.1 below indicates just how severe the disagreement might be. However, the form of $U_{1}(\beta)$ remains very much of interest and, before discussing the properties of

Table 7.1: Comparison of $\beta^{*}, \int \beta(t) d F(t)$, and the estimates $\tilde{\beta}$ and $\hat{\beta}_{P L}$

| $\beta_{1}$ | $\beta_{2}$ | $t_{0}$ | $\%$ censored | $\beta^{*}$ | $\int \beta(t) d F(t)$ | $\tilde{\beta}$ | $\hat{\beta}_{\mathrm{PL}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.1 | $0 \%$ | 0.156 | 0.157 | $0.155(0.089)$ | $0.155(0.089)$ |
|  |  |  | $17 \%$ | 0.156 | 0.157 | $0.158(0.099)$ | $0.189(0.099)$ |
|  |  |  | $34 \%$ | 0.156 | 0.157 | $0.160(0.111)$ | $0.239(0.111)$ |
|  |  |  | $50 \%$ | 0.156 | 0.157 | $0.148(0.140)$ | $0.309(0.130)$ |
|  |  |  | $67 \%$ | 0.156 | 0.157 | $0.148(0.186)$ | $0.475(0.161)$ |
|  |  |  | $76 \%$ | 0.156 | 0.157 | $0.161(0.265)$ | $0.654(0.188)$ |
| 0 | 0.05 | $0 \%$ | 0.721 | 0.750 | $0.716(0.097)$ | $0.716(0.097)$ |  |
|  |  |  | $15 \%$ | 0.721 | 0.750 | $0.720(0.106)$ | $0.844(0.107)$ |
|  |  |  | $30 \%$ | 0.721 | 0.750 | $0.725(0.117)$ | $1.025(0.119)$ |
|  |  |  | $45 \%$ | 0.721 | 0.750 | $0.716(0.139)$ | $1.294(0.133)$ |
|  |  |  | $60 \%$ | 0.721 | 0.750 | $0.716(0.181)$ | $1.789(0.168)$ |
|  |  |  | $67 \%$ | 0.721 | 0.750 | $0.739(0.255)$ | $2.247(0.195)$ |

the above equations let us consider a third estimating equation which we write as

$$
\begin{equation*}
U_{3}(\beta)=\int\left\{\mathcal{Z}(t)-\mathcal{E}_{\beta}(Z \mid t)\right\} d \hat{F}(t)=0 \tag{7.19}
\end{equation*}
$$

Note that, upon defining the stochastic process $W(t)=\hat{S}(t)\left\{\sum_{i=1}^{n}\right.$ $\left.Y_{i}(t)\right\}^{-1}$ we can rewrite (7.19) in the usual counting process terminology as

$$
U_{3}(\beta)=\int W(t)\left\{\mathcal{Z}(t)-\mathcal{E}_{\beta}(Z \mid t)\right\} d \bar{N}(t)=0
$$

For practical calculation note that $W\left(X_{i}\right)=\hat{F}\left(X_{i}+\right)-\hat{F}\left(X_{i}\right)$ at each observed failure time $X_{i}$, i.e., the jump in the KM curve. When there is no censoring, then clearly

$$
U_{1}(\beta)=U_{2}(\beta)=U_{3}(\beta)
$$

More generally $U_{1}(\beta)$ may not be available and solutions to $U_{2}(\beta)=0$ and $U_{3}(\beta)=0$ do not coincide or converge to the same population counterparts even under independent censoring. They would only ever converge to the same quantities under the unrealistic assumption that the data are exactly generated by a proportional hazards model. As argued in the previous section we can assume that this never really holds in practical situations.

Many other possibilities could be used instead of $U_{3}(\beta)$, ones in which other consistent estimates of $F(t)$ are used in place of $\hat{F}(t)$, for example, the Nelson-Aalen estimator or, indeed, any parametric estimate for marginal survival. If we were to take the route of parametric estimates of marginal survival, we would need to be a little cautious since these estimates could also contain information on the parameter $\beta$ which is our central focus. However, we could invoke a conditional argument, i.e., take the marginal survival estimate as fixed and known at its observed value or argue that the information contained is so weak that it can be ignored. Although we have not studied any of these we would anticipate the desirable properties described below to still hold. Stronger modelling assumptions are also possible (Moeschberger and Klein 1985, Klein et al. 1990).

Note also that the left-hand side of the equation is a special case of the weighted scores under the proportional hazards model (Harrington and Fleming 1982, Lin 1991, Newton and Raftery 1994). However those weighted scores were not proposed with the non-proportional hazards
model in mind, and the particular choice of $W(\cdot)$ used here was not considered in those papers. Indeed other choices for the weights will lead to estimators closer to the partial likelihood itself, in the sense that under a non-proportional hazards model and in the presence of censoring, the broader class of weighted estimates will not converge to quantities that remain unaffected by an independent censoring mechanism. On the other hand, the estimating equation based on $U_{3}$ is in the same spirit as the approximate likelihood of Oakes (1986) for censored data and the M-estimate of Zhou (1992) for censored linear models. Hjort (1992) also mentioned the use of the reciprocal of the KaplanMeier estimate of the censoring distribution as weights in parametric survival models, and these weights are the same as $W(\cdot)$ defined here. For the random effects model - a special case of this is the stratified model which, in turn, can be expressed in the form (6.2) - we can see, even when we know that (6.3) is severely misspecified, that we can still obtain estimates of meaningful quantities. The average effect resulting from the estimating equation $U_{3}$ is clearly of interest.

For the stratified model, $\mathcal{Z}\left(X_{i}\right)$ is contrasted with its expectation $\mathcal{E}_{\beta}\left(Z \mid X_{i}, s\right)$. Here, the inclusion of $s$ is used to indicate that if $Z_{i}$ belongs to stratum $s$ then the reference risk set for $\mathcal{E}_{\beta}\left(Z \mid X_{i}, s\right)$ is restricted to members of this same stratum. Note that for timedependent $s(t)$ the risk set is dynamic, subjects entering and leaving the set as they become at risk. The usual estimating equation for stratified models is again of the form $U(\beta)$ and, for the same reasons as recalled above and described more fully in Xu and O'Quigley (1998) we might prefer to use

$$
\begin{equation*}
U_{s}(\beta)=\int\left\{\mathcal{Z}(t)-\mathcal{E}_{\beta}(Z \mid t, s)\right\} d \hat{F}(t)=0 \tag{7.20}
\end{equation*}
$$

Even weaker assumptions (not taking the marginal $F(t)$ to be common across strata) can be made and, at present, this is a topic that remains to be studied.

## Zeros of estimating equations

Referring back to Section 7.4 we can immediately deduce that the zeros of the estimating equations provide consistent estimates of $\beta$ under the model. Below we consider zeros of the estimating equations when the model is incorrectly specified. This is important since, in practice, we can assume this to be the case. Most theoretical developments proceed
under the assumptions that the model is correct. We would have that $\hat{\beta}$ where $U_{2}(\hat{\beta})=0$ is consistent for $\beta$. Also $\tilde{\beta}$ where $U_{3}(\tilde{\beta})=0$ is consistent for a parameter of interest, namely the average effect. From the mean value theorem we write

$$
U_{2}(\hat{\beta})=U_{2}\left(\beta_{0}\right)+\left(\hat{\beta}-\beta_{0}\right)\left\{\frac{\partial U_{2}(\beta)}{\partial \beta}\right\}_{\beta=\xi}
$$

where $\xi$ lies strictly on the interior of the interval with endpoints $\beta_{0}$ and $\hat{\beta}$. Now $U_{2}(\hat{\beta})=0$ and $U_{2}^{\prime}(\xi)=\sum_{i=1}^{n} \delta_{i} \mathcal{V}_{\xi}\left(Z \mid X_{i}\right)$ so that $\operatorname{Var}(\hat{\beta}) \approx 1 / \sum_{i=1}^{n} \delta_{i} \operatorname{Var}\left(Z \mid X_{i}\right)$. This is the Cramer-Rao bound and so the estimate is a good one. Although the sums are of variables that we can take to be independent they are not identically distributed. Showing large sample normality requires verification of the Lindeburgh condition but, if awkward, this is not difficult. All the necessary ingredients are then available for inference. However, as our recommended approach, we adopt a different viewpoint based on the functional central limit theorem rather than a central limit theorem for independent variables. This is outlined in some detail in the following chapter.

## Large sample properties of solutions to estimating equations

The reason for considering estimating equations other than (7.18) is because of large sample properties. Without loss of generality, for any multivariate categorical situation, a non-proportional hazards model (Equation 6.2) can be taken to generate the observations. Suppose that for this more general situation we fit the best available model, in particular the proportional hazards model (Equation 6.3). In fact, this is what always takes place when fitting the Cox model to data. It will be helpful to have the following definition:

Definition 7.11 The average conditional variance $A(\beta)$ is defined as;

$$
A(\beta)=\int_{0}^{\infty}\left\{E_{\beta}\left(Z^{2} \mid t\right)-E_{\beta}^{2}(Z \mid t)\right\} d F(t)
$$

Note that the averaging does not produce the marginal variance for that we would need to include a further term which measures the variance of the conditional expectations. Under the conditions on the censoring of Breslow and Crowley (1974), essentially requiring that, for each $t$, as $n$ increases, the information increases at the same rate, then $n W(t)$ converges in probability to $w(t)$. Under these same conditions,
recall that the probability limit as $n \rightarrow \infty$ of $\mathcal{E}_{\beta}(Z \mid t)$ under model (6.2) is $E_{\beta}(Z \mid t)$, that of $\mathcal{E}_{\beta}\left(Z^{2} \mid t\right)$ is $E_{\beta}\left(Z^{2} \mid t\right)$ and that of $\mathcal{V}_{\beta}(Z \mid t)$ is $V_{\beta}(Z \mid t)$. The population conditional expectation and variance, whether the model is correct or not, are denoted by $E(Z \mid t)$ and $V(Z \mid t)$, respectively. We have an important result due to Struthers and Kalbfleisch (1986).

Theorem 7.2 Under model 6.2 the estimator $\hat{\beta}$, such that $U_{2}(\hat{\beta})=0$, converges in probability to the constant $\beta_{P L}$, where $\beta_{P L}$ is the unique solution to the equation

$$
\begin{equation*}
\int_{0}^{\infty} w^{-1}(t)\left\{E(Z \mid t)-E_{\beta}(Z \mid t)\right\} d F(t)=0 \tag{7.21}
\end{equation*}
$$

provided that $A\left(\beta_{P L}\right)$ is strictly greater than zero.
Should the data be generated by model (6.3) then $\beta_{P L}=\beta$, but otherwise the value of $\beta_{P L}$ would depend upon the censoring mechanism in view of its dependence on $w(t)$. Simulation results below on the estimation of average effect show a very strong dependence of $\beta_{P L}$ on an independent censoring mechanism. Of course, under the unrealistic assumption that the data are exactly generated by the model, then, for every value of $t$, the above integrand is identically zero, thereby eliminating any effect of $w(t)$. In such situations the partial likelihood estimator is more efficient and we must anticipate losing efficiency should we use the estimating equation $U_{3}(\beta)$ rather than the estimating equation $U_{2}(\beta)$.

Viewing the censoring mechanism as a nuisance feature of the data we might ask the following question: were it possible to remove the censoring then to which population value do we converge? We would like an estimating equation that, in the presence of an independent censoring mechanism, produces an estimate that converges to the same quantity we would have converged to had there been no censoring. The above estimating equation (7.19) has this property. This is summarized in the following theorem of Xu and O'Quigley (1998), which is an application of Theorem 3.2 in Lin (1991).
Theorem 7.3 Under model 6.2 the estimator $\tilde{\beta}$, such that $U_{3}(\tilde{\beta})=0$, converges in probability to the constant $\beta^{*}$, where $\beta^{*}$ is the unique solution to the equation

$$
\begin{equation*}
\int_{0}^{\infty}\left\{E(Z \mid t)-E_{\beta}(Z \mid t)\right\} d F(t)=0 \tag{7.22}
\end{equation*}
$$

provided that $A\left(\beta^{*}\right)$ is strictly greater than zero.
None of the ingredients in the above equation depends on the censoring mechanism. In consequence the solution itself, $\beta=\beta^{*}$, is not influenced by the censoring. Thus the value we estimate in the absence of censoring, $\beta^{*}$, is the same as the value we estimate when there is censoring. A visual inspection of equations (7.21) and (7.22) suffices to reveal why we argue in favor of (7.19) as a more suitable estimating equation than (7.18) in the presence of non proportional hazard effects. Furthermore, the solution to (7.19) can be given a strong interpretation in terms of average effects. We return to this in more detail, but we can already state a compelling argument for the broader interpretability of $\beta^{*}$.

### 7.6 Consistency and asymptotic normality of $\tilde{\boldsymbol{\beta}}$

We have that $\mathcal{E}_{\beta}(Z \mid t)=S^{(1)}(\beta, t) / S^{(0)}(\beta, t)$, and that $W(t)=$ $\hat{S}(t) /\left\{n S^{(0)}(0, t)\right\}$. Under an independent censoring mechanism, $s^{(1)}$ $(\beta(t), t) / s^{(0)}(\beta(t), t)=E\{Z(t) \mid T=t\}$, and $s^{(1)}(\beta, t) / s^{(0)}(\beta, t)$ is what we get when we impose a constant $\beta$ through time in place of $\beta(t)$, both of which do not involve the censoring distribution. In addition $v(t)=v(\beta(t), t)=\operatorname{Var}\{Z(t) \mid T=t\}$. We take it that $n W(t)$ converges in probability to a non-negative bounded function $w(t)$ uniformly in $t$. Then we have $w(t)=S(t) / s^{(0)}(0, t)$. Using the same essential approach as that of Andersen and Gill (1982) it is seen, under the model and an independent censoring mechanism, that the marginal distribution function of $T$ can be written

$$
\begin{equation*}
F(t)=\int_{0}^{t} w(t) s^{(0)}(\beta(t), t) \lambda_{0}(t) d t . \tag{7.23}
\end{equation*}
$$

Theorem 7.4 Under the non-proportional hazards model and an independent censorship the estimator $\tilde{\beta}$ converges in probability to the constant $\beta^{*}$, where $\beta^{*}$ is the unique solution to the equation

$$
\begin{equation*}
\int_{0}^{\infty}\left\{\frac{s^{(1)}(\beta(t), t)}{s^{(0)}(\beta(t), t)}-\frac{s^{(1)}(\beta, t)}{s^{(0)}(\beta, t)}\right\} d F(t)=0 \tag{7.24}
\end{equation*}
$$

provided that $\int_{0}^{\infty} v\left(\beta^{*}, t\right) d F(t)>0$.

It is clear that equation (7.24) does not involve censoring. Neither then does the solution to the equation, $\beta^{*}$. As a contrast the maximum partial likelihood estimator $\hat{\beta}_{P L}$ from the estimating equation $U_{2}=0$ converges to the solution of the equation

$$
\begin{equation*}
\int_{0}^{\infty}\left\{\frac{s^{(1)}(\beta(t), t)}{s^{(0)}(\beta(t), t)}-\frac{s^{(1)}(\beta, t)}{s^{(0)}(\beta, t)}\right\} s^{(0)}(\beta(t), t) \lambda_{0}(t) d t=0 . \tag{7.25}
\end{equation*}
$$

This result was obtained by Struthers and Kalbfleisch (1986). Should the data be generated by the proportional hazards model, then the solutions of (7.24) and (7.25) are both equal to the true regression parameter $\beta$. In general, however, these solutions will be different, the solution to (7.25) depending on the unknown censoring mechanism through the factor $s^{(0)}(\beta(t), t)$. The simulation results of Table 7.1 serve to underline this fact in a striking way. The estimate $\tilde{\beta}$ can be shown to be asymptotically normal with mean zero and variance that can be written down. The expression for the variance is nonetheless complicated and is not reproduced here since it is not used. Instead we base inference on functions of Brownian motion as described in the next chapter.

### 7.7 Interpretation for $\beta^{*}$ as average effect

The solution $\beta^{*}$ to the large sample equivalent to the estimating equation $U_{3}(\beta)$, i.e., Equation 7.24 can be viewed as an average regression effect. In the equation $s^{(1)}(\beta(t), t) / s^{(0)}(\beta(t), t)=E\{Z(t) \mid T=$ $t\}$, and $s^{(1)}\left(\beta^{*}, t\right) / s^{(0)}\left(\beta^{*}, t\right)$ results when $\beta(t)$ is restricted to be a constant; the difference between these two is zero when integrated out with respect to the marginal distribution of failure time. Suppose, for instance, that $\beta(t)$ decreases over time, then earlier on $\beta(t)>\beta^{*}$ and $s^{(1)}(\beta(t), t) / s^{(0)}(\beta(t), t)>s^{(1)}\left(\beta^{*}, t\right) / s^{(0)}\left(\beta^{*}, t\right)$; whereas later we would have the opposite effect whereby $\beta(t)<\beta^{*}$ and $s^{(1)}(\beta(t), t) / s^{(0)}(\beta(t), t)<s^{(1)}\left(\beta^{*}, t\right) / s^{(0)}\left(\beta^{*}, t\right)$. We can write, $v(\beta, t)=\partial / \partial \beta\left\{s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right\}$ and, applying a first-order Taylor series approximation to the integrand of (7.24), we have

$$
\begin{equation*}
\int_{0}^{\infty} v(t)\left\{\beta(t)-\beta^{*}\right\} d F(t) \approx 0 \tag{7.26}
\end{equation*}
$$

where $v(t)=v(\beta(t), t)=\operatorname{Var}\{Z(t) \mid T=t\}$. Therefore

$$
\begin{equation*}
\beta^{*} \approx \frac{\int_{0}^{\infty} v(t) \beta(t) d F(t)}{\int_{0}^{\infty} v(t) d F(t)} \tag{7.27}
\end{equation*}
$$

is a weighted average of $\beta(t)$ over time. According to Equation 7.27 more weights are given to those $\beta(t)$ 's where the marginal distribution of $T$ is concentrated, which simply means that, on average, we anticipate there being more individuals subjected to those particular levels of $\beta(t)$. The approximation of Equation 7.27 also has an interesting connection with Murphy and Sen (1991), where they show that if we divide the time domain into disjoint intervals and estimate a constant $\beta$ on each interval, in the limit as $n \rightarrow \infty$ and the intervals become finer at a certain rate, the resulting $\hat{\beta}(t)$ estimates $\beta(t)$ consistently. In their large sample studies, they used a (deterministic) piecewise constant parameter $\bar{\beta}(t)$, which is equivalent to Equation 7.27 restricted to individual intervals. They showed that $\bar{\beta}(t)$ is the best approximation to $\hat{\beta}(t)$, in the sense that the integrated squared difference $\int\{\hat{\beta}(t)-\bar{\beta}(t)\}^{2} d t \rightarrow 0$ in probability as $n \rightarrow \infty$, at a faster rate than any other choice of such piecewise constant parameters. In Equation (7.27) if $v(t)$, the conditional variance of $Z(t)$, changes relatively little with time apart from for large $t$, when the size of the risk sets becomes very small, we can make the approximation $v(t) \equiv c$ and it follows that

$$
\begin{equation*}
\beta^{*} \approx \int_{0}^{\infty} \beta(t) d F(t)=E\{\beta(T)\} \tag{7.28}
\end{equation*}
$$

In practice, $v(t)$ will often be approximately constant, an observation supported by our own practical experience as well as with simulated data sets. For a comparison of two groups coded as 0 and 1 , the conditional variance is of the form $p(1-p)$ for some $0<p<1$, and this changes relatively little provided that, throughout the study, $p$ and $1-p$ are not too close to zero. The approximate constancy of this conditional variance is used in the sample size calculation for twogroup comparisons (Kim and Tsiatis 1990). In fact, we only require the weaker condition that $\operatorname{Cov}(v(T), \beta(T))=0$ to obtain Equation 7.28, a constant $v(t)$ being a special case of this. Even when this weaker condition does not hold exactly, $\int \beta(t) d F(t)$ will still be close to $\beta^{*}$.

Xu and O'Quigley (1998) carried out simulations to study the approximation of $\int \beta(t) d F(t)$ to $\beta^{*}$. Some of those findings are shown in Table 7.1 and these are typical of the findings from a wide variety of other situations. The results are indeed striking. It is also most likely
true that it is not well known just how strong is the dependence of the partial likelihood estimator on an independent censoring mechanism when the data are generated by a non-proportional hazards model. Since, in practical data analysis, such a situation will almost always hold, we ought be rather more circumspect about the usual estimators furnished by standard software.

In the table the data are simulated from a simple two-step timevarying regression coefficients model, with baseline hazard $\lambda_{0}(t)=1$, $\beta(t)=\beta_{1}$ when $t<t_{0}$ and $\beta_{2}$ otherwise. The covariate $Z$ is distributed as Uniform $(0,1)$. At time $t_{0}$ a certain percentage of subjects at risk are censored. The value $\hat{\beta}_{P L}$ is the partial likelihood estimate when we fit a proportional hazards model to the data. Table 7.1 summarizes the results of 200 simulations with sample size of 1600 . We see that $\int \beta(t) d F(t)$ is always close to $\beta^{*}$, for the values of $\beta$ that we might see in practice. The most important observation to be made from the table is the strong dependence of $\hat{\beta}_{P L}$ on an independent censoring mechanism, the value to which it converges changing substantially as censoring increases. The censoring mechanism here was chosen to emphasize the difference between $\hat{\beta}_{P L}$ and $\tilde{\beta}$, since $\tilde{\beta}$ puts (asymptotically) the correct weights on the observations before and after $t_{0}$. In other cases the effect of censoring may be weaker. Nonetheless, it is important to be aware of the behavior of the partial likelihood estimator under independent censoring and non-proportional hazards and the subsequent difficulties in interpreting the partial likelihood estimate in general situations.

The bracketed figures in Table 7.1 give the standard errors of the estimates from the simulations. From these we can conclude that any gains in efficiency of the partial likelihood estimate can be very quickly lost to biases due to censoring. When there is no censoring the estimators are the same. As censoring increases we see differences in the standard errors of the estimates, the partial likelihood estimate being more efficient; but we also see differences in the biases. Typically, these latter differences are at least an order of magnitude greater.

### 7.8 Exercises and class projects

1. Show that, under an independent censoring mechanism, $\hat{H}(t)$, as defined in Section 7.3, provides a consistent estimate of $H(t)$.
2. Show that the variance expression, $V(\beta, t)$, using the Andersen and Gill notation (see Section 7.3) is the same as $\mathcal{V}_{\beta}(Z \mid t)$ using the notation of Section 7.4. Explain why $\operatorname{Var}(Z \mid t)$ is consistently estimated by $\mathcal{V}_{\hat{\beta}}(Z \mid t)$ but that $\operatorname{Var}(Z \mid t)$ is not generally equal to $v(\beta, t)$.
3. For the general model, suppose that $\beta(t)$ is linear so that $\beta(t)=$ $\alpha_{0}+\beta t$. Show that $\mathcal{E}_{\beta(t)}\left(Z^{k} \mid t\right)$ does not depend upon $\alpha_{0}$.
4. Sketch an outline of a proof that $\operatorname{Var}(Z \mid t)$ is consistently estimated by $\mathcal{V}_{\hat{\beta}}(Z \mid t)$ and that $E \operatorname{Var}(Z \mid t)$ is consistently estimated by $E \mathcal{V}_{\hat{\beta}}(Z \mid t)$.
5. As for the previous question, indicate why $\int \mathcal{V}_{\hat{\beta}}(Z \mid t) d \hat{F}(t)$ would be consistent for $E \operatorname{Var}(Z \mid t)$.
6. Show that $\mathcal{V}_{\beta}(Z \mid t)=\partial \mathcal{E}_{\beta}(Z \mid t) / \partial \beta$ and identify the conditions for the relationship; $\int \mathcal{V}_{\beta}(Z \mid t)=\int \partial \mathcal{E}_{\beta}(Z \mid t) / \partial \beta=\partial\left\{\int \mathcal{E}_{\beta}(Z \mid t)\right\} / \partial \beta$ to hold.
7. Consider some parametric non proportional hazards model (see Chapter 4), in which the conditional density of $T$ given $Z=z$ is expressed as $f(t \mid z)$. Suppose the marginal distribution of $Z$ is $G(z)$. Write down estimating equations for the unknown parameters based on the observations $Z_{i}$ at the failure times $X_{i}$.
8. Use some data set to fit the proportional hazards model. Estimate the parameter $\beta$ on the basis of estimating equations for the observations $Z_{i}^{2}$ rather than $Z_{i}$. Derive another estimate based on estimating equations for $\sqrt{Z}_{i}$. Compare the estimates.
9. Write down a set of estimating equations based on the observations, $Z_{i}^{p}, p>0, i=1, \ldots, n$. Index the estimate $\hat{\beta}$ by $p$, i.e., $\hat{\beta}(p)$. For a given data set, plot $\hat{\beta}(p)$ as a function of $p$.
10. Use analytical or heuristic arguments to described the expected behavior of $\hat{\beta}(p)$ as a function of $p$ under (1) data generated under a proportional hazards model, (2) data generated under a non-proportional hazards model where the effect declines monotonically with time.
11. Consider a proportional hazards model in which we also know that the marginal survival is governed by a distribution $F(t ; \theta)$ where $\theta$ is
not known. Suppose that it is relatively straightforward to estimate $\theta$, by maximum likelihood or by some graphical technique. Following this we base an estimating equation for the unknown regression coefficient, $\beta$, on $U(\beta \mid \hat{\theta})=\int\left\{\mathcal{Z}(t)-\mathcal{E}_{\beta}(Z \mid t)\right\} d F(t ; \hat{\theta})$. Comment on this approach and on the properties you anticipate it conferring on the estimate $\hat{\beta}$.
12. Use the approach of the preceding question on some data set by (1) approximating the marginal distribution by an exponential distribution, (2) approximating the marginal distribution by a log-normal distribution.
13. Using again the approach of the previous two questions show that, if the proportional hazards models is correctly specified then the estimate $\hat{\beta}$ based on $F(t ; \theta)$ is consistent whether or not the marginal model $F(t ; \theta)$ is correctly specified.
14. Supposing that the function $\beta(t)$ is linear so that $\beta(t)=\alpha_{0}+$ $\beta t$. Show how to estimate the function $\beta(t)$ in this simple case. Note that we can use this model to base a test of the proportional hazards assumption via a hypothesis test that $H_{0}: \beta=0, \alpha_{0} \neq 0(\operatorname{Cox} 1972)$.
15. Investigate the assertion that it is not anticipated for $v(t)$, the conditional variance of $Z(t)$, to change much with time. Use the modelbased estimates of $v(t)$ and different data sets to study this question informally.
16. In epidemiological studies of breast cancer it has been observed that the tumor grade is not well modeled on the basis of a proportional hazards assumption. A model allowing a monotonic decline in the regression coefficient $\beta(t)$ provides a better fit to observed data. On the basis of observations some epidemiologists have argued that the disease is more aggressive (higher grade) in younger women. Can you think of other explanations for this observed phenomenon?

## Chapter 8

## Inference: Functions of Brownian motion

### 8.1 Summary

Inference based on likelihood and counting processes is treated in the following two chapters and, here, we outline our recommended approach to inference based on functions of Brownian motion. Commonly used tests, in particular those based on partial likelihood, arise as special cases. The basic theory is made possible by virtue of the main theorem and its consequences, described in the previous chapter. The theory itself requires no particular extra effort and is quite classical, being based on a simple application of Donsker's theorem. Rather than study a relevant process, such as the score process, and show it to look like Brownian motion, we construct such a process so that, by construction alone, we can almost immediately claim to have a key convergence in distribution result. A wide array of tests are possible. The well-known partial likelihood score test obtains as a special case and can even find its justification in this approach. Non-proportional hazards models, partially proportional hazards models, proportional hazards models with intercept and simple proportional hazards models all come under the same heading. Graphical representation of the tests provides a useful additional intuitive tool to inference. Operating characteristics indicating those situations in which certain tests may outperform others are discussed.

### 8.2 Motivation

For linear regression and other classic models it is relatively easy to break the discussion into one component dealing with the models themselves and another dealing with inference. This is less natural for proportional hazards models although, in as far as it is possible, we try to do this. The reason that this is less natural is that the central interest of the Cox model, and what followed, had to do with inference, in particular estimation techniques that enable us to leave a part of the model unspecified.

Cox (1972) developed an approach to inference that, although correct, was not entirely classical. It remained nonetheless very specific to the model in that attempts to view the inferential approach as a general one (Cox 1975), applicable outside of the model introduced by Cox (1972), were not really successful. To date, whenever the concept of partial likelihood is mentioned, it is all but exclusively tied to the proportional hazards model. Andersen and Gill (1982), following Aalen (1978), took an approach to inference based on counting processes and stochastic integrals. Their approach required no new theoretical results. Even so, the application of this theory to the proportional hazards model, was a quite colossal effort. A generation of students has grappled with this theory and it has to be said that it is not very easy. Our intuition has improved but the whole area of survival analysis became, as a result of the very widespread adoption of the counting process approach, relatively inaccessible.

Our motivation in this chapter is to show how, leaning upon the results of the previous chapter, we can develop a relatively simple approach to inference. It may have a less broad sweep than that of the counting process approach, although it is not easy to come up with problems that it cannot handle. It is very general. In addition it is easier to get a sense of regression effects, both numerically and visually via graphics, using the approach outlined in this chapter. The whole development presented here is relatively recent and there is scope for much further research work; comparing tests in different settings, using the processes to make inferences about the regression function $\beta(t)$ and studying more closely the connections between the approaches.

### 8.3 Brownian motion approximations

Our first application of the main theorem is in the construction of a simple test of the null hypothesis, $H_{0}: \beta=0$. Considering the partial scores

$$
\begin{equation*}
U(\beta, t)=\int_{0}^{t}\left\{\mathcal{Z}(s)-\mathcal{E}_{\beta}(Z \mid s)\right\} d \bar{N}(s) \tag{8.1}
\end{equation*}
$$

we can see that, under the hypothesis, this will be a sum of zero mean random variables. Under the alternative of some, let's say positive value for $\beta$, we will be summing random variables with negative means and these will accumulate leading to useful test statistics. We can work with any function of the random variable $Z$, the expectation of the function being readily estimated by an application of an immediate generalization of Corollary 7.3. Imagine, for instance, that $Z$ is continuous with some distribution. We can obtain procedures more robust to the impact of this distribution by, say, transforming $Z$ to a binary variable, zero when less than some value, one otherwise.

Note that this would be different to simply recoding from the outset and fitting a model to binary $Z$. This is because the probabilities $\pi_{i}(\beta(t), t)$ would not be the same. Generalizations are fairly obvious and, for simplicity of exposition, we keep mostly to the case of a single variable $Z$. All of our calculations lean on the main theorem and its corollaries. The increments of the process $\int_{0}^{t} \mathcal{Z}(s) d \bar{N}(s)$ at $t=X_{i}$ have mean $E\left(Z \mid X_{i}\right)$ and variance $V\left(Z \mid X_{i}\right)$. We can view these increments as being independent (Cox 1975, Andersen and Gill 1982). Thus, only the existence of the variance is necessary to be able to appeal to the functional central limit theorem. We can then treat our observed process as though arising from a Brownian motion process. Simple calculations allow us to also work with the Brownian bridge, integrated Brownian motion and reflected Brownian motion, processes which will be useful under particular alternatives to the model specified under the null hypothesis. Consider the process $U^{*}(\alpha, \beta, u),(0<u<1)$, in which

$$
U^{*}\left(\alpha, \beta, \frac{j}{k}\right)=\frac{1}{\sqrt{k}} \int_{0}^{t_{j}} \mathcal{V}_{\alpha}(Z \mid s)^{-1 / 2} d U(\beta, s), j=1, \ldots, k .
$$

where $t_{j}=\bar{N}^{-1}(j)$. This process is only defined on $k$ equispaced points of the interval $(0,1]$ but we extend our definition to the whole interval by simply joining the points together by straight lines. By construction


Figure 8.1: Two simulated plots of a process with 30 failures under the hypothesis.
this enables us to claim continuity for the process. More precisely, via linear interpolation for $u$ in the interval $j / k$ to $(j+1) / k$, we write

$$
\begin{aligned}
U^{*}(\alpha, \beta, u)=U^{*}\left(\alpha, \beta, \frac{j}{k}\right)+\{u k-j\}\{ & U^{*}\left(\alpha, \beta, \frac{j+1}{k}\right) \\
& \left.-U^{*}\left(\alpha, \beta, \frac{j}{k}\right)\right\} .
\end{aligned}
$$

Under the assumption of no effect, a simulation of two such processes is shown in Figure 8.1. As the number of failures increases the process will look more like Brownian motion with zero drift. Should an effect be present then the process would look different showing evidence of a drift. The number of contributions to $U^{*}(\alpha, \beta, j / k)$ is $k$ and, as mentioned below, $k$ can be less that the total number of failures when these failures provide no further information, i.e., when all the values of $Z$ in the risk set are the same.

## Practical calculation of the process

Note that the integral expression of Equation 8.1 is the usual sum with which we are familiar, although only summed up as far as time $t$ rather than over the whole time frame. A more usual form would be;

$$
\begin{equation*}
U(\beta, t)=\sum_{i}\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)\right\} I\left(X_{i} \leq t\right) \tag{8.2}
\end{equation*}
$$

Standard software provides all of the above ingredients or, otherwise, it is straightforward for the user to derive his or her own routines. Traditionally one calculates the sum, then its variance and, finally, some kind of standardized statistic (i.e., we subtract off the mean and divide
by the square root of the variance). Here we proceed slightly differently to obtain not only the same result but also many new results. Rather than standardize at the end of the sum we standardize as we go along. One consequence of this is that we need to be watchful on the contents of the risk sets so that the time point at which the risk set becomes composed of individuals all having the same covariate value (and the estimated variance is zero) we define this point as $t=1$, the end of our interval. In the multivariate case this point would correspond to the variable for which we are testing while controlling for others via use of the estimates of the previous chapter. No information can be obtained once all the risk set individuals have the same covariate value and the increments in the process become exactly zero. We could more formally say that the ratio of an increment, when zero, to the standard deviation, when zero, is itself zero. Keeping in mind this minor technical consideration we should also take $k$, often denoting the total number of actual failures (assuming that the ties have been split), to be the total number of failures less any failures taking place beyond the point at which the risk set only contains individuals having the same covariate value. Beyond this point the conditional variances are zero and, although the numerator also becomes zero, we still need to be clear about how we define $0 / 0$ and about how many actual contributions there are in our final sum. The process is then standardized. Standarizing at the end, rather than as we go along, leads to the partial likelihood score statistic and we consider this in a sub-section of Section 8.5. In the same way that the integral Equation 8.1 could be written in a more familiar way as in Equation 8.2, we can also write;
$U^{*}\left(\alpha, \beta, \frac{j}{k}\right)=\sum_{i} k^{-1 / 2}\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)\right\} \mathcal{V}_{\alpha}\left(Z \mid X_{i}\right)^{-1 / 2} I\left(X_{i} \leq t\right)$.

The fact that no further information can be obtained from the increments once the risk sets only contain individuals with the same covariate value is true of course even without sequential standardization. Each increment minus the risk set mean necessarily has value zero. Since we do not, at each time point, divide by the square root of the variance, we typically pay no attention to this fact. Here, using sequential standardization, we need take care to ensure that zero divided by zero is assigned a suitable value. The only coherent value is of course zero itself.

## Large sample theory

As $n$ goes to infinity, under the usual Breslow and Crowley conditions in which $j$ and $k$ increase at the same rate, i.e., $j \approx k t$ where $0<t<1$ and by $\approx$ we mean that we round up to the nearest integer. Although only a minor technical detail, we can be even less restrictive, only requiring that the ratio $j / k$ approaches some constant $t$ strictly between 0 and 1 . We then have that, for each $j(j=1, \ldots, k-1), U^{*}(\alpha, \beta, j / k)$ converges in distribution to a Gaussian process with mean zero and variance equal to $t$. This follows directly from Donsker's theorem. Replacing $\beta$ by a consistent estimate leaves asymptotic properties unaltered for all finite dimensional distributions. This follows as an immediate application of Slutsky's theorem. The only part that can be involved mathematically is when we wish to extend the result to the whole continuous process. For this we need the tightness of the process (Billingsley 1968) and this follows here when the variance of the process is estimated consistently and independently of the process itself. This result we can claim to hold as a direct consequence of Tsiatis (1978). There are cases, the goodness-of-fit question being an example, where the numerator and the denominator both involve the same samplebased estimate $\hat{\beta}$ implying a certain degree of dependence. The same arguments nonetheless hold although, in order to keep track of the details, a little more effort is needed (O'Quigley 2003).

Some remarks on the notation $U^{*}(\alpha, \beta, u)$
Various aspects of the statistic $U^{*}(\alpha, \beta, u)$ will be used to construct different tests. We choose the * symbol to indicate some kind of standardization as opposed to the non-standardized $U$. The variance and the number of distinct failure time contributions to the sum are used to carry out the standardization. Added flexibility in test construction is achieved by using the two parameters, $\alpha$ and $\beta$, rather than a single parameter $\beta$. In practice these are replaced by quantities which are either fixed or estimated under some hypothesis. For goodness-of-fit procedures, which we consider later, we will only use a single parameter, typically $\hat{\beta}$. Goodness-of-fit tests are most usefully viewed as tests of data driven hypotheses of the form $H_{0}: \beta=\hat{\beta}$. A test then of a hypothesis $H_{0}: \beta=0$ may not seem very different. This is true in principle. However, for a test of $H_{0}: \beta=0$, we need keep in mind not only behavior under the null but also under the alternative. Because of this it is often advantageous, under a null hypothesis of $\beta=0$, to
work with $\alpha=\hat{\beta}$ and $\beta=0$ in the expression $U^{*}(\alpha, \beta, u)$. Under the null, $\hat{\beta}$ remains consistent for the value 0 and, in the light of Slutsky's theorem, the large sample distribution of the test statistics will not be affected. Under the alternative, however, things look different. The increments of the process $\int_{0}^{t} \mathcal{Z}(s) d \bar{N}(s)$ at $t=X_{i}$ no longer have mean $E\left(Z \mid X_{i}\right)$ and adding them up will indicate departures from the null. But the denominator is also affected and, in order to keep the variance estimate not only correct but also as small as we can, it is preferable to use the value $\hat{\beta}$ rather than zero. Nonetheless, even if less powerful, to use $\alpha=0$ is not incorrect and corresponds to what is commonly done in current practice.

Some properties of $U^{*}(\alpha, \beta, u)$
A very wide range of possible tests can be based upon the statistic $U^{*}(\alpha, \beta, u)$ and we consider a number of these below. Well-known tests such as the so-called partial likelihood score test obtains as a special case. First, we need to make some observations on the properties of $U^{*}(\alpha, \beta, u)$ under different values of $\alpha, \beta$ and $u$.

Lemma 8.1 The process $U^{*}(\alpha, \beta, u)$, for all finite $\alpha$ and $\beta$ is continuous on $[0,1]$. Also $E U^{*}(\beta, \beta, 0)=0$.

Lemma 8.2 Under model 6.3 $E U^{*}(\hat{\beta}, \beta, u)$ converges in probability to zero.

Lemma 8.3 Suppose that $v<u$, then $\operatorname{Cov}\left\{U^{*}(\hat{\beta}, \beta, v) ; U^{*}(\hat{\beta}, \beta, u)\right\}$ converges in probability to $v$.

Since the increments of the process are asymptotically independent we can treat $U^{*}(\hat{\beta}, \beta, u)$ (as well as $U^{*}(\beta, \beta, u)$ under some hypothesized $\beta$ ) as though it were Brownian motion.

## Brownian motion in reversed time

The process $U_{-}^{*}(\alpha, \beta, u),(0<u<1)$, derived from $U^{*}(\alpha, \beta, u)$ in which

$$
U_{-}^{*}\left(\alpha, \beta, \frac{j}{k}\right)=\frac{1}{\sqrt{k-j}} \int_{1}^{1-t_{j}} \mathcal{V}_{\alpha}(Z \mid s)^{-1 / 2} d U(\beta, s), j=1, \ldots, k,(8.4)
$$

and where, as at the beginning of this section, $t_{j}=\bar{N}^{-1}(j)$ and the linear interpolation is the same, will also approximate Brownian motion under the model. It helps to imagine the process rotated through 180 degrees, the axes held fixed, and then the origin shifted to the last point $U^{*}(\alpha, \beta, 1)$. We can use such a process to construct a simple test in which effects may be delayed during an initial period.

### 8.4 Non and partially proportional hazards models

The Brownian motion approximations of the above section extend immediately to the case of non proportional hazards and partially proportional hazards models. The generalization of Equation 8.1 is natural and leads to an unstandardized score;

$$
\begin{equation*}
U(\beta(t), t)=\int_{0}^{t}\left\{\mathcal{Z}(s)-\mathcal{E}_{\beta(t)}(Z \mid s)\right\} d \bar{N}(s) \tag{8.5}
\end{equation*}
$$

and, as before, under the null hypothesis that $\beta(t)$ is correctly specified the function $U(\beta(t), t)$ will be a sum of zero mean random variables. The range of possible alternative hypotheses is large and, mostly, we will not wish to consider anything too complex. Often the alternative hypothesis will specify an ordering, or a nonzero value, for just one of the components of a vector $\beta(t)$. In the exact same way as in the previous section, all of the calculations lean on the main theorem and its corollaries. The increments of the process $\int_{0}^{t} \mathcal{Z}(s) d \bar{N}(s)$ at $t=X_{i}$ have mean $E\left(Z \mid X_{i}\right)$ and variance $V\left(Z \mid X_{i}\right)$. A little bit of extra care is needed, in practice, in order to maintain the view of the independence of these increments. When $\beta(t)$ is known there is no problem but if, as usually happens, we wish to use estimates, then, for asymptotic theory to still hold, we require the sample size (number of failures) to become infinite relative to the dimension of $\beta(t)$. Thus, if we wish to estimate the whole function $\beta(t)$, then some restrictions will be needed because, full generality implies an infinite dimensional parameter $\beta(t)$. For the stratified model and, generally, partially proportional hazards models, the problem does not arise because we do not estimate $\beta(t)$.

The sequentially standardized process will now be written $U^{*}(\alpha(t)$, $\beta(t), u),(0<u<1)$, in which
$U^{*}\left(\alpha(t), \beta(t), \frac{j}{k}\right)=\frac{1}{\sqrt{k}} \int_{0}^{t_{j}} \mathcal{V}_{\alpha(t)}(Z \mid s)^{-1 / 2} d U(\beta(t), s), j=1, \ldots, k$.
where $t_{j}=\bar{N}^{-1}(j)$. This process can be made to cover the whole interval $(0,1]$ continuously by interpolating in the same way as in the above section. For this process we reach the same conclusion, i.e., that as $n$ goes to infinity, under the usual Breslow and Crowley conditions, we have that, for each $j(j=1, \ldots, k-1), U^{*}(\alpha(t), \beta(t), j / k)$ converges in distribution to a Gaussian process with mean zero and variance equal to $t$ where $t \approx j / k$. The only potential difficulty is making use of Slutsky's theorem whereby, if we replace $\alpha(t)$ and $\beta(t)$ by consistent estimates the result still holds. The issue is that of having consistent estimates, which for an infinite dimensional unrestricted parameter we cannot achieve. The solution is simply to either restrict these functions or to work with the stratified models in which we do not need to estimate them. The above subsection headed "Some remarks on the notation" applies equally well here if we replace $\alpha$ and $\beta$ by $\alpha(t)$ and $\beta(t)$. The lemmas of the above section describing the properties of $U^{*}(\alpha, \beta, t)$ apply, once again, when working with $U^{*}(\alpha(t), \beta(t), t)$. Specifically, the process $U^{*}(\alpha(t), \beta(t), t)$, for all finite $\alpha(t)$ and $\beta(t)$ is continuous on $[0,1]$ and $E U^{*}(\beta(t), \beta(t), 0)=0$, under model $6.3 E U^{*}(\hat{\beta}(t), \beta, u)$ converges in probability to zero and for $v<u, \operatorname{Cov}\left\{U^{*}(\hat{\beta}(t), \beta(t), v) ; U^{*}(\hat{\beta}(t), \beta(t), u)\right\}$ converges in probability to $v$. Since the increments of the process are asymptotically independent we will treat $U^{*}(\hat{\beta}(t), \beta(t), t)$ (as well as $U^{*}(\beta(t), \beta(t), t)$ under some hypothesized $\beta(t)$ ) as though it were Brownian motion.

### 8.5 Tests based on functions of Brownian motion

Several tests of point hypotheses can be constructed based on the theory of the previous section. These tests can also be used to construct test-based confidence intervals of parameter estimates, obtained as solutions to an estimating equation. Among these tests are the following;

## Distance from origin at time $t$

At time $t$, under the null hypothesis that $\beta=\beta_{0}$, often a hypothesis of absence of effect in which case $\beta_{0}=0$, we have that $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ can be approximated by a normal distribution with mean zero and variance $t$. A $p$-value corresponding to the null hypothesis is then obtained from

$$
\operatorname{Pr}\left\{U^{*}\left(\hat{\beta}, \beta_{0}, t\right) / \sqrt{t}>z\right\}=1-\Phi(z) .
$$

This $p$-value is for a one-sided test in the direction of the alternative $\beta<\beta_{0}$. For a one-sided alternative in the opposite direction we would use

$$
\operatorname{Pr}\left\{U^{*}\left(\hat{\beta}, \beta_{0}, t\right) / \sqrt{t}<z\right\}=\Phi(z)
$$

and, for a two-sided alternative, we would, as usual, consider the absolute value of the test statistic and multiply $1-\Phi(z)$ by two. Under the alternative, say $\beta>\beta_{0}$, if we take the first two terms of a Taylor series expansion of $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ about $\beta$, we can deduce that a good approximation for this would be Brownian motion with drift. At time $t$ this is then a good test for absence of effect (Brownian motion) against a proportional hazards alternative (Brownian motion with drift); good in the sense that type I error is controlled for and, under these alternatives, the test has good power properties.

Under a proportional hazards alternative to the null hypothesis, $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ increases in expectation in a way that is very close to linear so that the further out in time $t$ the more powerful our test will be. Specifically the ratio $U^{*}\left(\hat{\beta}, \beta_{0}, t\right) / \sqrt{t}$ will be approximately increasing linearly in $t$ in the numerator and as $\sqrt{t}$ in the denominator. Power, therefore, will be maximized by using the whole time interval, i.e., taking $t=1$. Nonetheless, there may be situations in which we may opt to take a value of $t$ less than one. If we know, for instance, that under both the null and the alternative we can exclude the possibility of effects being persistent beyond some time $\tau$ say, i.e., the hazard ratios beyond that point should be one or very close to that, then we will achieve greater power by taking $t$ to be less than one, specifically some value around $\tau$. A confidence interval for $\beta_{0}$ can be obtained using normal approximations or by constructing the interval $\left\{\hat{\beta}^{-}, \hat{\beta}^{+}\right\}$ such that for any point $b$ contained in the interval a test of the null hypothesis is not rejected.

Figure 8.2 illustrates behavior under the alternative for a relatively large sample. In the first case the situation is that of proportional hazards, whereas in the second case the regression effect disappears at some point beyond which the process is approximately parallel to the time axis. After $\tau$ there are no expected gains in the numerator and so the test based on the distance from origin at time $\tau$ will be more powerful than that at $t=1$ since, in this case, $t>\tau$. Usually, $\tau$ would not be known in advance in which case the following test might be a candidate.


Figure 8.2: Example of processes under proportional and nonproportional hazards and very large samples indicating anticipated large sample behavior.

## Maximum distance from origin at time $t$

In cases where we wish to consider values of $t$ less than one, we may have knowledge of some $\tau$ of interest. Otherwise, we may want to consider several possible values of $\tau$. Control on type I error will be lost unless specific account is made of the multiplicity of tests. One simple way to address this issue is to consider the maximum value achieved by the process during the interval $(0, \tau)$. Again, we can appeal to known results for some well known functions of Brownian motion. In particular, approximating $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ by Brownian motion, we have

$$
\operatorname{Pr}\left\{\max _{t \in(0, \tau)} U^{*}\left(\hat{\beta}, \beta_{0}, t\right) / \sqrt{t}>z\right\}=2 \operatorname{Pr}\left\{U^{*}\left(\hat{\beta}, \beta_{0}, \tau\right) / \sqrt{\tau}>z\right\}
$$

Under the null and proportional hazards alternatives this test, as opposed to the usual score test, would lose power comparable to carrying out a two-sided rather than a one-sided test. Under non-proportional hazards alternatives this test can be of use, an extreme example being crossing hazards where the usual score test may have power close to zero. As the absolute value of the hazard ratio increases so would the maximum distance from the origin. This test would be worth considering if we suspect that any potential effects are unlikely to be persistent although we may have little idea as to just how long the effect may last.

Distance from origin with delayed effect
If there is an initial period during which we anticipate, both under the null and the alternative, there to be no regression effect, then following the idea above where we take the upper limit of $t$ to be less than one, we can construct a useful test. We use a Brownian motion in reversed time, starting at $t=1$ and, rather than go all the way backwards to $t=0$ we stop short of that at time $1-\tau$, having chosen $\tau$ such that on the interval $(0, \tau)$ we believe that effects have yet to manifest themselves. In practice, rather than actually reverse time, we would simply move the origin to $\tau$ and take our process to be $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)-U^{*}\left(\hat{\beta}, \beta_{0}, \tau\right)$. Again we would anticipate a gain in power since, effectively, in the same way as above, the expected size of the numerator of the test statistic is not increasing beyond some point. Rather than divide by a larger value of $t$, using the value $1-\tau$ results in a larger test statistic.

## Arcsine test

Another possibility is to consider the amount of time the whole process is positive (or negative). Under the null hypothesis of no effect we expect, on average, that the process $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ will be positive for half of the interval $(0, t)$. Calling $\Delta(t)$ the percentage of time the process is positive on the interval $(0, t)$ we have (see Section 2.11 on Brownian motion):

$$
\operatorname{Pr}\left\{\left[\Delta(u): U^{*}\left(\hat{\beta}, \beta_{0}, u\right)>0\right]>w\right\}=2 \pi^{-1} \sin ^{-1} \sqrt{w} .
$$

This test is particularly easy to carry out but does not appear to be very powerful. We have not really studied it in any depth and it may be worthy of further investigation. One reason that may explain a lack of power is that no distinction is made between situations where the process is close to the origin or far from the origin. This extra information, contained in the distance and that is clearly informative concerning effects, is then ignored.

## Area under the curve at time $t$

The area under the curve of the process $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ is given by

$$
J\left(\hat{\beta}, \beta_{0}, t\right)=\int_{0}^{t} U^{*}\left(\hat{\beta}, \beta_{0}, u\right) d u
$$

and is itself a stochastic process. Referring back to the chapter describing the properties of Brownian motion we can conclude immediately that $J\left(\hat{\beta}, \beta_{0}, t\right)$ converges in distribution to integrated Brownian motion, i.e., a Gaussian process with mean zero and covariance process

$$
\begin{equation*}
\operatorname{Cov}\left\{J\left(\hat{\beta}, \beta_{0}, s\right), J\left(\hat{\beta}, \beta_{0}, t\right)\right\}=s^{2}\left(\frac{t}{2}-\frac{s}{6}\right) \quad(s<t) \tag{8.6}
\end{equation*}
$$

At time $t=1$, rather than base a test on the distance covered by the process $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ we can base a test on the area under the curve. The two are correlated and, if a large distance is covered, we also know that there will be a large area under the curve. A one sided $p$-value corresponding to the null hypothesis is then obtained from

$$
\operatorname{Pr}\left\{\sqrt{3} J\left(\hat{\beta}, \beta_{0}, t\right) / \sqrt{t}>z\right\}=1-\Phi(z)
$$

For the other one-sided alternative and for two sided alternatives we proceed as described just above under the heading "Distance from origin at time $t$."

Under departures from the null which can be exactly described as proportional hazards alternatives the distance from origin test has very slightly greater power than the area under the curve test. This is no longer true when effects decline with time and in many, possibly the majority of practical situations, the area under the curve test has greater power than the distance from the origin test. This can be understood intuitively by considering an exaggerated case of declining effects, a situation in which the effect drops to zero at some time point, $t_{0}$. Until that point the process $U^{*}(\hat{\beta}, 0, u)$ will approximately increase as a straight line with fluctuations (Brownian motion with drift) but, beyond $t_{0}$, the line will proceed, on average, as though parallel to the time axis. A test based on the distance from the origin will be impacted rather more strongly than a test based on the area under the curve and will therefore show less power. This follows since, for a distance from the origin test, the numerator, on average, is not increasing, whereas the denominator is.

For an area under the curve test both the numerator and denominator continue to increase, although, of course, the rate of increase of the numerator is slower than it would otherwise be if effects were to be maintained. In both cases the effect, as mirrored by the test, is being diluted and the gain for the area under the curve test stems from the fact that this diluting phenomenon is weaker for the area
under the curve test than for a distance from origin test using $t=1$. An extreme case of non-proportional hazards is one where the effects change direction at some point such that $U^{*}(\hat{\beta}, 0,1)$ is very close to zero. A test based on distance from the origin will consequently have no power against such an alternative, whereas an area under the curve test can still detect that the null is contradicted by the observations. This said, for such situations, there are other tests that are mostly to be preferred to the area under the curve test.

Linear combinations of distance from origin and area under curve
It is also useful to note:
Lemma 8.4 The covariance function of $J\left(\hat{\beta}, \beta_{0}, t\right)$ and $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$, converges in probability to $t^{2} / 2$.

This simple result (see also Section 2.11) enables the construction of a linear combination test. Consider then a class of statistics $D(\theta, t)$ where

$$
D(\theta, t)=\theta U^{*}\left(\hat{\beta}, \beta_{0}, t\right)+(1-\theta) J\left(\hat{\beta}, \beta_{0}, t\right), \quad 0 \leq \theta \leq 1
$$

and the following simple lemma which applied under $H_{0}: \beta=\beta_{0}$ :
Lemma 8.5 Under $H_{0}, D(\theta, t)$ converges in distribution to a normal law with

$$
E\{D(\theta, t)=0\} ; \quad \operatorname{Var} D(\theta, t)=t \theta^{2}+\frac{t^{3}}{3}(1-\theta)^{2}+\frac{t^{2}}{2} \theta(1-\theta)
$$

The linear combination test will have power against both types of alternative, proportional hazards and non-proportional hazards in which effects decline in time. It can be considered a compromise test between these other two, each one arising as special cases when $\theta=0$ or $\theta=1$. The cost of this greater generality is a reduction in power when the true alternative is a clear one of proportional hazards or one of strong non-proportional hazards such as an inversion of the regression effect. The parameter $\theta$ would have to be chosen in advance to reflect the kind of alternative we have in mind. It is also possible to allow ourselves to be guided by the observations themselves, in which case we could consider $\sup _{\theta} D(\theta, t)$, most commonly $\sup _{\theta} D(\theta, 1)$. For this, unfortunately, the above lemma is no longer applicable and we need to appeal to other notions to obtain the correct null distribution.

## Brownian bridge test

Since we are viewing the process $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ as though it were a realization of a Brownian motion, we can consider some other well-known functions of Brownian motion. Consider then the bridged process $U_{0}^{*}\left(\hat{\beta}, \beta_{0}, t\right) ;$

Definition 8.1 The bridged process is defined by the transformation

$$
U_{0}^{*}\left(\hat{\beta}, \beta_{0}, t\right)=U^{*}\left(\hat{\beta}, \beta_{0}, t\right)-t U^{*}\left(\hat{\beta}, \beta_{0}, 1\right)
$$

Lemma 8.6 The process $U_{0}^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ converges in distribution to the Brownian bridge, in particular, for large samples, $E U_{0}^{*}\left(\hat{\beta}, \beta_{0}, t\right)=0$ and $\operatorname{Cov}\left\{U_{0}^{*}\left(\hat{\beta}, \beta_{0}, s\right), U_{0}^{*}\left(\hat{\beta}, \beta_{0}, t\right)\right\}=s(1-t)$.

The Brownian bridge is also called tied-down Brownian motion for the obvious reason that at $t=0$ and $t=1$ the process takes the value 0 . Carrying out a test at $t=1$ will not then be particularly useful and it is more useful to consider, as a test statistic, the greatest distance of the bridged process from the time axis. We can then appeal to:

## Lemma 8.7

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{u}\left|U_{0}^{*}\left(\hat{\beta}, \beta_{0}, u\right)\right| \geq a\right\} \approx 2 \exp \left(-2 a^{2}\right) \tag{8.7}
\end{equation*}
$$

which follows as a large sample result since
$\operatorname{Pr}\left\{\sup _{u}\left|U_{0}^{*}\left(\hat{\beta}, \beta_{0}, u\right)\right| \leq a\right\} \rightarrow 1-2 \sum_{k=1}^{\infty}(-1)^{k+1} \exp \left(-2 k^{2} a^{2}\right), a \geq 0$.
This is an alternating sign series and therefore, if we stop the series at $k=2$ then the error is bounded by $2 \exp \left(-8 a^{2}\right)$ which for most values of $a$ that we will be interested in will be small enough to ignore. For alternatives to the null hypothesis $(\beta=0)$ belonging to the proportional hazards class, the Brownian bridge test will be less powerful than the distance from origin test. It is more useful under alternatives of a non-proportional hazards nature, in particular an alternative in which $U^{*}\left(\hat{\beta}, \beta_{0}, 1\right)$ is close to zero, a situation we might anticipate when the hazard functions cross over. Its main use, in our view, is in testing goodness-of-fit, i.e., a hypothesis test of the form $H_{0}: \beta=\hat{\beta}$.

## Reflected Brownian motion

An interesting property of Brownian motion described in Chapter 2 was the following. Let $W(t)$ be Brownian motion, choose some positive value $r$ and define the process $W_{r}(t)$ in the following way: If $W(t)<r$ then $W_{r}(t)=W(t)$. If $W(t) \geq r$ then $W_{r}(t)=2 r-W(t)$. It was shown in Chapter 2 that the reflected process $W_{r}(t)$ is also Brownian motion. Choosing $r$ to be negative and defining $W_{r}(t)$ accordingly we have the same result. The process $W_{r}(t)$ coincides exactly with $W(t)$ until such a time as a barrier is reached. We can imagine this barrier as a mirror and beyond the barrier the process $W_{r}(t)$ is a simple reflection of $W(t)$. So, consider the process $U^{r}\left(\hat{\beta}, \beta_{0}, t\right)$ defined to be $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ if $\left|U^{*}\left(\hat{\beta}, \beta_{0}, t\right)\right|<r$ and to be equal to $2 r-U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$ if $\left|U^{*}\left(\hat{\beta}, \beta_{0}, t\right)\right| \geq r$.

Lemma 8.8 The process $U^{r}\left(\hat{\beta}, \beta_{0}, t\right)$ converges in distribution to Brownian motion, in particular, for large samples, $E U^{r}\left(\hat{\beta}, \beta_{0}, t\right)=0$ and $\operatorname{Cov}\left\{U^{r}\left(\hat{\beta}, \beta_{0}, s\right), U^{r}\left(\hat{\beta}, \beta_{0}, t\right)\right\}=s$.

Under proportional hazards there is no obvious role to be played by $U^{r}$. However, imagine a non-proportional hazards alternative where the direction of the effect reverses at some point, the so-called crossing hazards problem. The statistic $U^{*}(\hat{\beta}, 0, t)$ would increase up to some point and then decrease back to a value close to zero. If we knew this point, or had some reasons for guessing it in advance, then we could work with $U^{r}\left(\hat{\beta}, \beta_{0}, t\right)$ instead of $U^{*}\left(\hat{\beta}, \beta_{0}, t\right)$. A judicious choice of the point of reflection would result in a test statistic that continues to increase under such an alternative so that a distance from the origin test might have reasonable power. In practice we may not have any ideas on a potential point of reflection. We could then consider trying a whole class of points of reflection and choosing that point which results in the greatest test statistic. We require different inferential procedures for this.

A bound for a supremum type test can be derived by applying the results of Davies (1977, 1987). Under the alternative hypothesis we could imagine increments of the same sign being added together until the value $r$ is reached, at which point the sign of the increments changes. Under the alternative hypothesis the absolute value of the increments is strictly greater than zero. Under the null, $r$ is not defined and, following the usual standardization, this set-up fits in with that of Davies (1977, 1987). We can define $\gamma_{r}$ to be the time point satisfying
$U^{*}\left(\hat{\beta}, \beta_{0}, \gamma_{r}\right)=r$. A two-sided test can then be based on the statistic $M=\sup _{r}\left\{\left|U^{r}\left(\beta, \beta_{0}, 1\right)\right|: 0 \leq \gamma_{r} \leq 1\right\}$. Inference can then be based on

$$
\begin{array}{r}
\operatorname{Pr}\left\{\sup \left|U^{r}\left(\hat{\beta}, \beta_{0}, 1\right)\right|>c: 0 \leq \gamma_{r} \leq 1\right\} \leq \Phi(-c) \\
+\frac{\exp \left(-c^{2} / 2\right)}{2 \pi} \int_{0}^{1}\left\{-\rho_{11}(\gamma)\right\}^{\frac{1}{2}} d \gamma
\end{array}
$$

where $\Phi$ denotes the cumulative normal distribution function,

$$
\rho_{11}(\gamma)=\left\{\partial^{2} \rho(\phi, \gamma) / \partial \phi^{2}\right\}_{\phi=\gamma}
$$

and where $\rho\left(\gamma_{r}, \gamma_{s}\right)$ is the autocorrelation function between the processes $U^{r}\left(\hat{\beta}, \beta_{0}, 1\right)$ and $U^{s}\left(\hat{\beta}, \beta_{0}, 1\right)$. In general, the autocorrelation function $\rho(\phi, \gamma)$, needed to evaluate the test statistic is unknown. However, it can be consistently estimated using bootstrap resampling methods (O'Quigley and Pessione 1991). For $\gamma_{r}$ and $\gamma_{s}$ taken as fixed, we can take bootstrap samples from which several pairs of $U^{r}\left(\hat{\beta}, \beta_{0}, 1\right)$ and $U^{s}\left(\hat{\beta}, \beta_{0}, 1\right)$ can be obtained. Using these pairs, an empirical, i.e., product moment, correlation coefficient can be calculated. Under the usual conditions (Efron 1981a,b), the empirical estimate provides a consistent estimate of the true value. This sampling strategy is further investigated in related work by O'Quigley and Natarajan (2004). A simpler approximation is available by using the results of Davies (1987) and this has the advantage that the autocorrelation is not needed. This may be written down as

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup \left|U^{r}\left(\hat{\beta}, \beta_{0}, 1\right)\right|>M\right\} \approx \Phi(-M)+\frac{V_{\rho} \exp \left(-M^{2} / 2\right)}{\sqrt{8 \pi}} \tag{8.8}
\end{equation*}
$$

where $V_{\rho}=\sum_{i}\left|U^{r}\left(\hat{\beta}, \beta_{0}, 1\right)-U^{s}\left(\hat{\beta}, \beta_{0}, 1\right)\right|$, the $\gamma_{i}$, ranging over $(\mathcal{L}, \mathcal{U})$, are the turning points of $T(0, \widehat{\beta} ; \cdot)$ and $M$ is the observed maximum of $T(0, \widehat{\beta} ; \cdot)$. Turning points only occur at the $k$ distinct failure times and, to keep the notation consistent with that of the next section, it suffices to take $\gamma_{i}(i=2, \ldots, k)$ as being located half way between adjacent failures, $\gamma_{1}=0$ and $\gamma_{k+1}$ any value greater than the largest failure time.

## Partial likelihood score test

Some discussion of the concept of partial likelihood is given in the following chapter. It turns out that the score test using that concept
coincides with one of those given here if we make the following approximation. Suppose that we wish to test $H_{0}: \beta=0$ and instead of $U^{*}(\hat{\beta}, 0, t)$ we choose to work with $U^{*}(0,0, t)$. In the light of Slutsky's theorem it is readily seen that, for all finite divisions of the interval $(0,1)$, the large sample null distributions of the two test statistics are the same. In order to maintain our results for the whole process (filling out the interval) we need tightness (see Section 8.3) which follows here when the denominator is estimated consistently and independently of the numerator. For this we appeal to the main theorem of Tsiatis (1978). Next, instead of standardizing by $\mathcal{V}_{0}\left(Z \mid X_{i}\right)$ at each $X_{i}$ we take a simple average of such quantities, over the observed failures. To see this, first recall Corollary 7.4 indicating that $\int \mathcal{V}_{\hat{\beta}}(Z \mid t) d \hat{F}(t)$ is consistent for $E \operatorname{Var}(Z \mid t)$. Rather than integrate with respect to $\hat{F}(t)$ it is more commonly accepted to integrate with respect to $\bar{N}(t)$. It is also more common to fix $\hat{\beta}$ in $\mathcal{V}_{\hat{\beta}}(Z \mid t)$ at its null value zero. This gives us;

Definition 8.2 The empirical average conditional variance, $\overline{\mathcal{V}}_{0}$ is defined as

$$
\overline{\mathcal{V}}_{0}=\int_{0}^{1} \mathcal{V}_{0}(Z \mid t) d \bar{N}(t)
$$

We can choose to include in our test statistics the quantity $\overline{\mathcal{V}}_{0}$ in place of $\mathcal{V}_{0}\left(Z \mid X_{i}\right)$. In this case the distance from origin test described above, at $t=1$, coincides exactly with the partial likelihood score test. It may even be used to justify the partial likelihood score test since the inferential basis for it stands on an arguably more transparent footing than partial likelihood itself which, to this day, has never really been given a very clear theoretical setting.

## Linearly weighted test statistics

A broad class of test statistics based on the first derivative of the logarithm of the partial likelihood consists in linearly weighting the contributions at different time points. Such tests coincide with weighted log-rank statistics. Before considering those tests it is worth pointing out that similar classes, and even the exact same tests can be obtained under the heading of Brownian motion tests. The details follow through in the same way as above and we only consider the basic ideas. Suppose that instead of $U(\beta, t)$ given in equation (8.1) we introduce some time-dependent positive weights, $K(t)$ into the definition and write

$$
\begin{equation*}
U(\beta, t)=\int_{0}^{t} K(s)\left\{\mathcal{Z}(s)-\mathcal{E}_{\beta}(Z \mid s)\right\} d \bar{N}(s) \tag{8.9}
\end{equation*}
$$

As before we can see that, under the hypothesis, this will be a sum of zero mean random variables. Under the alternative of some, let's say positive value for $\beta$, we will be summing random variables with negative means, the means being now weighted by $K$. Different choices of $K$ will produce different operating characteristics under the alternative. It is still the case that the increments of the process $\int_{0}^{t} \mathcal{Z}(s) d \bar{N}(s)$ at $t=X_{i}$ have mean $E\left(Z \mid X_{i}\right)$ and variance $V\left(Z \mid X_{i}\right)$ and so, as before, we will be able to treat the observed process, after transformation, as though arising from a Brownian motion process. All of the tests based on simple Brownian motion, the Brownian bridge, integrated Brownian motion and reflected Brownian motion will still apply. For this to work we now base calculations on the process $U^{*}(\alpha, \beta, u),(0<u<1)$, in which

$$
U^{*}\left(\alpha, \beta, \frac{j}{k}\right)=\frac{1}{\sqrt{k}} \int_{0}^{t_{j}} K^{-1 / 2}(s) \mathcal{V}_{\alpha}(Z \mid s)^{-1 / 2} d U(\beta, s), j=1, \ldots, k
$$

where $t_{j}=\bar{N}^{-1}(j)$. We extend this definition on the $k$ equispaced points of the interval $(0,1]$ to the whole interval as before, via linear interpolation. The same formula still applies. The function $K(s)$ can be either deterministic or itself a stochastic process. As long as its variance at time $s$ exists and can be evaluated, or consistently estimated, then this modification introduces no particular additional complexity. Choosing $K(t)$ to be the number of subjects at risk at time $t$ produces a test analogous to the test described by Gehan (1965), whereas the choice of $K(t)=\hat{S}(t)$ produces weights analogous to those of Prentice (1978).

### 8.6 Multivariate model

In practice it is the multivariate setting that we are most interested in; testing for the existence of effects in the presence of related covariates, or possibly testing the combined effects of several covariates. In this work we give very little specific attention to the multivariate setting, not because we do not feel it to be important but because the univariate extensions are almost always rather obvious and the main concepts come through more clearly in the relatively notationally uncluttered univariate case. Nonetheless, some thought is on occasion required.

The main theorem giving a consistent estimate of the distribution of the covariate at each time point $t$ applies equally well when the covariate $Z(t)$ is multi-dimensional. Everything follows through in the same way and there is no need for additional theorems. Let us recall definition 7.2

Definition 8.3 The discrete probabilities $\pi_{i}(\beta(t), t)$ are given by

$$
\pi_{i}(\beta(t), t)=\frac{Y_{i}(t) \exp \left\{\beta(t) Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta(t) Z_{j}(t)\right\}}
$$

In the multivariate case the product $\beta(t) Z_{i}(t)$ becomes a vector or inner product, a simple linear sum of the components of $Z_{i}(t)$ and the corresponding components of $\beta(t)$. Suppose, for simplicity, that $Z_{i}(t)$ is two dimensional so that $Z_{i}(t)^{T}=\left\{Z_{1 i}(t), Z_{2 i}(t)\right\}$. Then the $\pi_{i}(\beta(t), t)$ give our estimate for the joint distribution of $\left\{Z_{1 i}(t), Z_{2 i}(t)\right\}$ at time $t$. As for any multi-dimensional distribution if we wish to consider only the marginal distribution of, say, $Z_{1}(t)$ then we simply sum the $\pi_{i}(\beta(t), t)$ over the variable $Z_{2}(t)$. In practice we work with the $\pi_{i}(\beta(t), t)$, defined to be of the highest dimension that we are interested in, for the problem in hand, and simply sum over the subsets of vector $Z$ needed. To be completely concrete let us return to the partial scores,

$$
\begin{equation*}
U(\beta, t)=\int_{0}^{t}\left\{\mathcal{Z}(s)-\mathcal{E}_{\beta}(Z \mid s)\right\} d \bar{N}(s) \tag{8.10}
\end{equation*}
$$

defined previously for the univariate case. Both $\mathcal{Z}(s)$ and $\mathcal{E}_{\beta}(Z \mid s)$ are vectors of the same dimension. So also is $U(\beta, t)$. The vector $U(\beta, t)$ is made up of the component marginal processes any of which we may be interested in. For each marginal covariate, let's say $Z_{1}$, for instance, we also calculate $\mathcal{E}_{\beta}\left(Z_{1} \mid s\right)$ and we can do this either by first working out the marginal distribution of $Z_{1}$ or just by summing over the joint probabilities. The result is the same and it is no doubt easier to work out all expectations with the respect to the joint distribution. Let us then write

$$
\begin{equation*}
U\left(\beta, Z_{1}, t\right)=\int_{0}^{t}\left\{\mathcal{Z}_{1}(s)-\mathcal{E}_{\beta}\left(Z_{1} \mid s\right)\right\} d \bar{N}(s) \tag{8.11}
\end{equation*}
$$

where the subscript " 1 " denotes the first component of the vector. The interesting thing is that $\mathcal{E}_{\beta}$ does not require any such additional
notation, depending only on the joint $\pi_{i}(\beta(t), t)$. As for the univariate case we can work with any function of the random vector $Z$, the expectation of the function being readily estimated by an application of an immediate generalization of Corollary 7.3. Note that the process we are constructing is not the same one that we would obtain were we to simply work with only $Z_{1}$. This is because the $\pi_{i}(\beta(t), t)$ involve a univariate $Z$ in the former case and a multivariate $Z$ in the latter. The increments of the process $\int_{0}^{t} \mathcal{Z}_{1}(s) d \bar{N}(s)$ at $t=X_{i}$ have mean $E\left(Z_{1} \mid X_{i}\right)$ and variance $V\left(Z_{1} \mid X_{i}\right)$. As before, these increments can be taken to be independent (Cox 1975, Andersen and Gill 1982) so that only the existence of the variance is necessary to be able to appeal to the functional central limit theorem.

This observed process will also be treated as though arising from a Brownian motion process. The same calculations as above allow us to also work with the Brownian bridge, integrated Brownian motion and reflected Brownian motion. Our development is entirely analogous to that for the univariate case and we consider now the process $U^{*}\left(\alpha, \beta, Z_{1}, u\right),(0<u<1)$, in which

$$
U^{*}\left(\alpha, \beta, Z_{1}, \frac{j}{k}\right)=\frac{1}{\sqrt{k}} \int_{0}^{t_{j}} \mathcal{V}_{\alpha}(Z \mid s)^{-1 / 2} d U\left(\beta, Z_{1}, s\right), j=1, \ldots, k,
$$

where $t_{j}=\bar{N}^{-1}(j)$. This process is only defined on $k$ equispaced points of the interval $(0,1]$ and, again, we extend our definition to the whole interval so that, for $u \in[j / k,(j+1) / k]$ we can write $U^{*}\left(\alpha, \beta, Z_{1}, u\right)$ as

$$
\begin{aligned}
U^{*}\left(\alpha, \beta, Z_{1}, \frac{j}{k}\right)+\{u k-j\}\{ & U^{*}\left(\alpha, \beta, Z_{1}, \frac{j+1}{k}\right) \\
& \left.-U^{*}\left(\alpha, \beta, Z_{1}, \frac{j}{k}\right)\right\} .
\end{aligned}
$$

As $n$ goes to infinity, under the usual Breslow and Crowley conditions, in which $j$ and $k$ increase at the same rate, i.e., $j \approx k t$ where $0<$ $t<1$ and by the symbol " $\approx$ " we mean that we round up to the closest integer. In the same way as for the univariate case we can be even less restrictive only requiring that the ratio $j / k$ approaches some constant $t$ strictly between 0 and 1 . We then have that, for each $j(j=1, \ldots, k-1), U^{*}\left(\alpha, \beta, Z_{1}, j / k\right)$ converges in distribution to a Gaussian process with mean zero and variance equal to $t$.

## Some further remarks on the notation

The notation $U^{*}\left(\alpha, \beta, Z_{1}, u\right)$ is a little heavy but becomes even heavier if we wish to treat the situation in great generality. The first component of $Z$ is $Z_{1}$ but of course this can be any component. Indeed $Z_{1}$ can itself be a vector, some collection of components of $Z$ and, once we see the basic idea, it is clear what to do even though the notation starts to become slightly cumbersome. We prefer to leave those difficulties to the programming stage. Here we are essentially interested in concepts. As for the notation, $U^{*}(\alpha, \beta, u)$, in which there is only one $Z$ and no need to specify it, the * symbol continues to indicate standardization by the variance and number of failure points. For the multivariate situation the two parameters, $\alpha$ and $\beta$, are themselves, both vectors. The parameter $\alpha$ which indexes the variance will be, in practice, the estimated full vector $\beta$, i.e., $\hat{\beta}$. Note that, as for the process $U^{*}(\hat{\beta}, \beta, u)$ we use, for the first argument to this function, the unrestricted estimate. Exactly the same applies here. In the numerator however, under some hypothesis for $\beta_{1}$, say $\beta_{1}=\beta_{10}$ then, for the increments $d U\left(\beta, Z_{1}, s\right)$, we would have $\beta_{1}$ fixed at $\beta_{10}$ and the other components of the vector $\beta$ replaced by their restricted estimates, i.e., zeros of the estimating equations in which $\beta_{1}=\beta_{10}$.

Some properties of $U^{*}\left(\alpha, \beta, Z_{1}, u\right)$
The same range of possible tests as before can be based on $U^{*}\left(\alpha, \beta, Z_{1}, u\right)$. To support this it is worth noting three lemmas analogous to those of our initial development on the univariate case.

Lemma 8.9 The process $U^{*}\left(\alpha, \beta, Z_{1}, u\right)$, for all finite $\alpha$ and $\beta$ is continuous on $[0,1]$. Also $E U^{*}\left(\beta, \beta, Z_{1}, 0\right)=0$.

Lemma 8.10 Under model 6.3 $E U^{*}\left(\hat{\beta}, \beta, Z_{1}, u\right)$ converges in probability to zero.

Lemma 8.11 Suppose that $v<u$, then $\operatorname{Cov}\left\{U^{*}\left(\hat{\beta}, \beta, Z_{1}, v\right) ; U^{*}(\hat{\beta}, \beta\right.$, $\left.\left.Z_{1}, u\right)\right\}$ converges in probability to $v$.

Since the increments of the process are asymptotically independent we can treat $U^{*}\left(\hat{\beta}, \beta, Z_{1}, u\right)$ (as well as $U^{*}\left(\beta, \beta, Z_{1}, u\right)$ under some hypothesized $\beta$ ) as though it were Brownian motion.

Tests in the multivariate setting
When we carry out a test of $H_{0}: \beta_{1}=\beta_{10}$ it is important to keep in mind the alternative hypothesis which is usually $H_{1}: \beta_{1} \neq \beta_{10}$ together with $\beta_{j}, j \neq 1$ unspecified. Such a test can be carried out using $U^{*}\left(\hat{\beta}, \beta, Z_{1}, u\right)$ where, for the second argument $\beta$, the component $\beta_{1}$ is replaced by $\beta_{10}$ and the other components by estimates with the constraint that $\beta_{1}$ is fixed at $\beta_{10}$. Assuming our model is correct, or a good enough approximation, then we are testing for the effects of $Z_{1}$ having "accounted for" the effects of the other covariates. The somewhat imprecise notion "having accounted for" is made precise in the context of a model. It is not, of course, the same test as that based on a model with only $Z_{1}$ included as a covariate.

Another situation of interest in the multivariate setting is one where we wish to test simultaneously for more than one effect. This situation can come under one of two headings. The first, analogous to an analysis of variance, is where we wish to see if there exists any effect without being particularly concerned about which component or components of the vector $Z$ may be causing the effect. As for an analysis of variance if we reject the global null we would probably wish to investigate further to determine which of the components appears to be the cause. The second is where we use, for the sake of argument, two covariates to represent a single entity, for instance three levels of treatment. Testing for whether or not treatment has an impact would require us to simultaneously consider the two covariates defining the groups. We would then consider, for a two-variable model, $\mathcal{Z}(t)$ as a vector with components $\mathcal{Z}_{1}(t)$ and $\mathcal{Z}_{2}(t)$, step functions with discontinuities at the points $X_{i}, i=1, \ldots, n$, where they take the values $Z_{1 i}\left(X_{i}\right)$ and $Z_{2 i}\left(X_{i}\right)$ respectively. For this two dimensional case we consider the increments in the one-dimensional process $U(\beta, s)$ where $\beta^{\prime}=\left(\beta_{1}^{\prime}, \beta_{2}^{\prime}\right)$ and

$$
U(\beta, t)=\int_{0}^{t}\left\{\beta_{1} \mathcal{Z}_{1}(s)+\beta_{2} \mathcal{Z}_{2}(s)\right\} d \bar{N}(s)
$$

at $t=X_{i}$, having mean $\beta_{1} E\left(Z_{1} \mid X_{i}\right)+\beta_{2} E\left(Z_{2} \mid X_{i}\right)$ and variance, $\beta_{1}^{2} V\left(Z_{1} \mid X_{i}\right)+\beta_{2}^{2} V\left(Z_{2} \mid X_{i}\right)+2 \beta_{1} \beta_{2} \operatorname{Cov}\left(Z_{1}, Z_{2} \mid X_{i}\right)$. The remaining steps now follow through just as in the single variable case, $\beta_{1}$ and $\beta_{2}$ being replaced by $\hat{\beta}_{1}$ and $\hat{\beta}_{2}$, respectively, and the conditional expectations, variances and covariances being replaced using analogous results to those that we obtained for the single variable case. We can
then consider a standardized process, analogous to the single variable case and where $U^{*}(\alpha, \beta, u),(0<u<1)$ is defined as in 8.2 but, instead of 2.13 we have;
$U^{*}\left(\alpha, \beta, \frac{j}{k}\right)=\frac{1}{\sqrt{k}} \int_{0}^{t_{j}} \mathcal{V}_{\alpha}\left(\beta_{1} Z_{1}+\beta_{2} Z_{2} \mid s\right)^{-1 / 2} d U(\beta, s), j=1, \ldots, k$.

In practice, $\beta=\left(\beta_{1}, \beta_{2}\right)$ is replaced by consistent estimates or values under some hypothesis. It should now be clear how to deal with yet higher dimensions. It would also be possible to consider functions other than simple ones of the covariate $Z$. The linear combination $\beta_{1} Z_{1}+$ $\beta_{2} Z_{2}$, corresponding to the prognostic index (in practice the $\beta$ s are replaced by estimates), appears to be the most appropriate for testing the combined prognostic effect. However, any other combination would also be valid, implying, according to the combination that is chosen, a slightly different direction in the two dimensional space $\left(Z_{1}, Z_{2}\right)$ in which we look. If we are more interested in partial effects, testing for instance the effect of $Z_{1}$, after having accounted for the effects of $Z_{2}$, then we should consider the standardized process of $\mathcal{Z}_{1}(t)$ and any of the various tests (distance from origin test, area under the curve test and so on) that we can associate with it.

### 8.7 Graphical representation of regression effects

In linear regression, before we carry out any formal analyses, we will routinely obtain a rough visual idea of the plausibility of there being nonzero effects, as well as to the possible nature of any nonzero effects. This is via the usual scattergram. Such graphical information provides a useful support to our intuition. Although the case of linear regression is possibly the most transparent, graphical support can also be valuable for more complex models, notably the proportional and non-proportional hazards models. We can use the standardized score process to provide some pointers as to the nature of regression effects. The impression gained from the "eyeball factor," although not enough on its own, can provide a lot of insight. In the most straightforward case, we would have a binary $Z$ representing two groups and the Kaplan-Meier plot, perhaps also including rough standard errors, is as good a graphical guide as we have. It can nonetheless be given


Figure 8.3: Kaplan-Meier plot of a 2-group comparison alongside standardized cumulative score plot suggesting a possibility of a delayed effect.
a supplement. Also, for more general situations, Kaplan-Meier plots may not be available or sufficiently reliable, either because of too few events in some of the subgroups or because of continuous covariates that we would need make discrete, or some combination of the two. We examine survival plots on the basis of covariate information in a later chapter and, for now, we limit attention to plots which tell us something about the test statistics.

Figure 8.3 illustrates part of an analysis stemming from a study in leukemia in which two groups were created on the basis of a tumor marker. There is a suggestion from the Kaplan-Meier plot alone that the survival probabilities may differ between the groups. The difference does not achieve statistical significance on the basis of a partial likelihood score test (which all but coincides with a distance from origin Brownian motion test) and so we would most likely conclude that the observed differences are explicable in terms of random variation. This may be the case. Even so, it is worth plotting the standardized score process shown in the same figure. A glance at this indicates at least one other potential explanation.

Until just beyond the halfway point in the study there appears to be no effect at all. Beyond this the effect may be quite strong, the process climbing close to linearly (looking like Brownian motion with drift) for the remainder of the study. Now, a model with a delayed effect, stipulating that for the first half of the study there is no effect, does in fact achieve statistical significance at the $5 \%$ level. The corresponding Kaplan-Meier estimates tell the same story although closer scrutiny of the figure is called for. The observations appear to be compatible with a population model for the survival curves where, for up until close to the marginal median, the curves coincide. Beyond this point the curves may diverge.

As for any regression situation, or indeed any statistical analysis, great caution is called for when we retrospectively attempt to explain the observations. This is the reason we would usually prefer our group of hypotheses to be well identified in advance. The explanation of the above data is plausible but can also easily represent some particular outcome from the set of outcomes that arise when effects are entirely absent. Usually, any such data driven hypothesis lacks enough weight on its own to be convincing. Its weight increases whenever backed up by other external arguments. If, as an example, it is very likely, for clinical reasons, that the two groups identified by the tumor marker, would either show no difference at all or, if there should be any differences, then these would not manifest themselves for some time after the beginning of observation, then this, in conjunction with the statistical results, would be more compelling. Whatever our final conclusion it is clear that the graphical representation adds a helpful angle to the analysis.

In a similar study in leukemia, using a different tumor marker, survival experience is shown in Figure 8.4. As for the above example, the usual partial likelihood score test, and the distance from origin test failed to achieve statistical significance. The two tests gave near identical results. In contrast to the above example there is some evidence that there may be early effects, the Kaplan-Meier plots diverging very noticeably initially, but later coming together and, finally, crossing. Although there is much less data later on, and more noise in the observations, it does not seem unreasonable to suspect that there may be differences between the groups but that these differences are of a non-proportional hazards nature. If that were so then we anticipate


Figure 8.4: Kaplan-Meier plot of a two-group comparison together with standardized cumulative score plot suggesting a possibility of an effect which fails to maintain its presence throughout the study.
that an area under the curve test would be more sensitive than a distance from origin test. However, it turns out that this test also fails to achieve statistical significance. Other tests could of course be attempted but the cautionary note to the first example here becomes even more relevant if we continue to try different tests. In practice, in as much as is possible, we should try to determine in advance the most appropriate test to use.

## Estimating the regression function $\beta(t)$

The plots of the standardized score process with time can provide insight into the nature of the regression function $\beta(t)$. If $\beta(t)=0$ at all time points $t$ then, as argued in the previous sections, the standardized score process will look like a sample of Brownian motion. If we are under the proportional hazards model and $\beta(t)=\beta_{0}$ then the process will tend to look like Brownian motion with drift, i.e., Brownian motion but, instead of being centered around zero, it is centered around $\alpha t$ where $\alpha$ would relate linearly to $\beta_{0}$. The constant relating $\alpha$ to $\beta_{0}$ would depend mostly on sample size. In any event, for given data, we can approximate this dependence parameter by a constant for that data set. The process, under the proportional hazards alternative, would look approximately linear with some slope.

Next, imagine the following situation. For $t<\tau$, the model coefficient is given by $\beta_{0}^{-}$and, for $t \geq \tau$, the model coefficient becomes $\beta_{0}^{+}$. The model is a particularly simple non-proportional hazards model. Suppose that $\beta_{0}^{+}=\beta_{0}^{-} / 2$. Then, the slope of the standardized score process for $t \geq \tau$ will be approximately one half that of the slope for the process when $t<\tau$. The observed process will manifest this and, having observed two distinct slopes for the standardized score process we could reparameterize the model whereby we write $\beta_{0}^{-}=2 \beta_{0}^{+}=\beta_{0}$. This is even readily achieved using standard software provided the inclusion of time dependent covariates is allowed. In this case we would write a model with time-dependent effects in an equivalent form of a model with time-dependent covariates so that

$$
\begin{aligned}
\lambda(t \mid Z) & =\lambda_{0}(t) \exp [\beta(t) Z]=\lambda_{0}(t) \exp \left[\beta_{0}^{-} I(t<\tau) Z+\beta_{0}^{+} I(t \geq \tau) Z\right] \\
& \equiv \lambda_{0}(t) \exp \left[\beta_{0} Z(t)\right]=\lambda_{0}(t) \exp \left[\beta_{0}\{I(t<\tau) Z+I(t \geq \tau) Z / 2\}\right] .
\end{aligned}
$$

In practical examples the ratio of $\beta_{0}^{+}$to $\beta_{0}^{-}$can of course take on any other value. Using a plot as a visual guide we can map out, at least as a first approximation, the function $\beta(t)$ in the simple case just
described. However, it is clear that the argument extends immediately to any number of slopes, and not only two, so that an analysis of the standardized score process can give us a lot of information on the unknown function $\beta(t)$. Once we have this function we can consider the standardized score function for the model $\beta(t)=\hat{\beta}(t)$ where $\hat{\beta}(t)$ has been obtained in the above way. A visual inspection of a Brownian bridge process of the transformed standardized score function under $\beta(t)=\hat{\beta}(t)$ can indicate if the fit is adequate.

### 8.8 Operating characteristics of tests

A thorough study of the size of the tests and how well the large sample approximations work, at the finite samples we commonly work with, remains to be carried out. For large samples we know that we will control correctly for size since the tests all arise as functions of the same process. This process converges in distribution to Brownian motion and the probability model for this is known.

Detailed power studies also remain to be carried out. The number of potential situations is infinitely large and, unlike say the comparison of proportions where we can do our calculations at some values and interpolate for those remaining, only broadly categorized cases can be considered. Nonetheless, it is possible to draw up some general guidelines indicating which tests make the best choice given the kind of situation we believe we may be dealing with.

Under a proportional hazards departure to the null hypothesis of absence of effect the process $U^{*}(\hat{\beta}, 0, t)$ will look like Brownian motion with drift. A distance from origin test, at time $t=1$, will have good power. Any other value of $t$ would make a potential test but, since the distance from the origin is increasing at a rate of order $t$ and the standard deviation of $U^{*}(\hat{\beta}, 0, t)$ is of order $\sqrt{t}$, we maximize power by taking the largest possible value of $t$. Other contending tests are the partial likelihood score test and $U^{*}(0,0, t)$ both of which, on average, will be very slightly less powerful.

There are situations in which we might anticipate an advantage for one group in the early part of the study and a long-term advantage for the other group later in the study. This corresponds to the so-called crossing hazards problem. Two examples come to mind. The first is where surgery may be curative but will have an initial greatly increased hazard associated with the risks of the procedure. Some selection mech-
anism takes place and those patients who overcome this increased early hazard can then go on to benefit from the curative properties of the procedure. Standard tests such as the partial likelihood score test or the distance from origin test may fail to detect the presence of effects. It can happen that the process $U^{*}(\hat{\beta}, 0, t)$ increases up to a maximum and then, as the regression effect changes direction, the process declines and may end up very close to zero. A second, more complex, example occurs in marrow transplantation studies. The prognostic factor "graft versus host disease" indicates additional early risk for those patients suffering from this condition. Later on, however, conditionally upon having survived that added risk, the graft versus host effect can be indicating a graft versus leukemia effect, so that those patients have a better chance of aggressively opposing any residual disease.

For the crossing hazards problem the distance test at time $t=1$ will typically have little or no power. A test based on the maximum of the process $U^{*}(\hat{\beta}, 0,1)$, i.e., $\sup _{u \in(0,1)} U^{*}(\hat{\beta}, 0, u)$ will have good power against this alternative. Also the maximum of the Brownian bridge, which will look much the same if $U^{*}(\hat{\beta}, 0,1)$ is close to zero, can be used to test for this specific alternative. Reflected Brownian motion, reflected at a point somewhere in the neighborhood of the maximum will maintain good power against a crossing hazard alternative. Here, the reversal of the sign, at that point, means that the process continues to grow. Under the null hypothesis of no effect, reflected Brownian motion will be the same as Brownian motion and, under the alternative, if the point of reflection corresponds to a change point in the direction of regression effect, then it will look like Brownian motion with drift. In this case then, a test based on distance from the origin at time $t=1$ will have good power.

A common, possibly the most commonly encountered, alternative to the null hypothesis of no effect is that of an effect which declines with time. If, at some time $\tau$ we have reason to believe that the effect has mostly faded, then it might pay to use a distance from origin test at time $t=\tau$ rather than at $t=1$. If we anticipate that effects, whenever present, are likely to be of the form where they decline through time, then an area under the curve test at time $t=1$ is likely to be more powerful than a distance from origin test at $t=1$. For alternatives that may be of a proportional hazards nature or may be of a declining regression effect nature the area under the curve test is still likely to be the most powerful. Indeed, when the alternative is of a proportional hazards nature, the area under the curve test loses relatively little
power when compared with the distance from origin test. The area under the curve test is the recommended test in general situations, i.e., those where the alternative can be one with a constant regression effect, a declining regression effect or even an inversion of the regression effect. It is likely to not perform well when regression effect is delayed or increases with time. Such cases are quite rare.

### 8.9 Goodness-of-fit tests

In this book we take the view that there is nothing very special about goodness-of-fit tests. It is for this reason that the topic is relegated to the status of a section, following the presentation of tests, rather than being given the status of a chapter. We place these kind of tests under the same heading as all of the tests described above. The only real difference is that, instead of testing a hypothesis of the type $H_{0}$ : $\beta=\beta_{0}$, for some $\beta_{0}$ given in advance, we test a data driven hypothesis of the type $H_{0}: \beta=\hat{\beta}$. We could also view this as studying some random aspect of the data while conditioning upon the observation $\hat{\beta}$. In this case $\hat{\beta}$ would not be known in advance and so, logically, the goodness-of-fit test follows the usual estimation and testing. This is what is done routinely.

Recall from the above discussion on operating characteristics that we do not expect all tests to perform comparably. Performance will depend on the reality of the situation being faced and, in some cases, certain tests will have high power while others may have power close to zero. The same, of course, then holds for a goodness-of-fit test. Since our estimating techniques will either obtain $\hat{\beta}$ as the solution to $U^{*}\left(\hat{\beta}, \beta_{0}, 1\right)=0$, or, depending on how we standardize, to something very close to zero, then a goodness of fit test of the hypothesis $H_{0}: \beta=\hat{\beta}$ could be expected to have power zero or power close to zero if based on the distance from the origin test at time $t=1$. We must look for something else. A good candidate is the Brownian bridge test. A maximum distance from the origin test would also be worthy of study. This is because of the type of behavior we might anticipate under departures from the proportional hazards assumption. The most common departure we would expect to see would be one where effects decline through time, in an extreme case perhaps even changing direction (see example of Stablein et al. below). In such cases we would still expect, at least for an initial part of the study, the standardized cumu-
lative score to behave as under a simple departure from the null of no effects, increasing (or decreasing) steadily. At some point this increase (or decrease) would either halt or, if effects change direction) make its way back toward the origin. A test based on the maximum would have the ability to pick up this kind of behavior. Also, of course, since it is helpful to make use of the cumulative standardized score process, as a visual aid, such behavior would be suggested by the graphs.

A first example is given by the well-known Freireich data, presented in Cox's famous 1972 paper. These data have been examined in detail by many authors and the evidence suggests the proportional hazards approximation to be a very good one. The bridged process is shown in Figure 8.5 and it can be seen to remain well within the $95 \%$ bounds shown in the same figure. Given this, alongside an absence of behavior suggesting the presence of any long-term effects which change direction, i.e., any gradual increase or decrease followed by a plateau or a reversal in direction (which under the bridge transformation would look like an increase or decrease followed by a return to the origin), we can conclude that our chosen model is not unreasonable. A larger study in breast cancer, carried out at the Curie Institute, indicated, among other effects, the strong prognostic impact of the variables stage and grade. For a model with both variables included, a bridged process, shown in Figure 8.6, tells us that a two-dimensional proportional hazards model for these data does not provide a good fit. However, if we relax assumptions a little and build a two dimensional model whereby only the stage is included as a proportional hazards effect, the grade


Figure 8.5: A bridged standardized cumulative processes for the Freireich data.


Figure 8.6: A bridged standardized cumulative processes for the Curie breast cancer data. Full PH model (left) and partial PH model (right).


Figure 8.7: A bridged standardized cumulative processes for the Stablein data.
being allowed to exhibit non-proportional hazards behavior, then the fit is very much improved. In both cases the departure can be judged significantly different from that we anticipate for data generated under the fitted model. Even so, given the large sample size, and that the test statistic is only marginally significant, we may judge the fit good enough in practice.

We can still work further to improving fit if we wish. Other quantities, described later, will help us here. These are the goodness-of-fit coefficient and the predictability of the model. A further example is presented in Figure 8.7. The bridged cumulative process corresponds to the data of Stablein et al. (1981). The example is interesting since, in advance of analysis, we might suspect a proportional hazards assumption to fail. There are two groups, surgery and chemotherapy. Whereas the first presents a greater possibility of cure, it is associated
with an earlier, higher, hazard rate due to the procedure itself. This example has been studied by a number of authors and comes under the classic heading of the crossing hazards problem. The evidence of a poor fit of a proportional hazards model can be seen almost right away by an inspection of the figure. A test of the null hypothesis of absence of effect fails to achieve significance when we assume a proportional hazards model. Yet there is clear evidence of effects, although the effects are not of a proportional hazards nature.

Finally, the rather limited nature of a goodness-of-fit test should be underlined. For modest and small samples it is often the case that even quite severe departures from model assumptions are not easily detected. For large samples the opposite can occur whereby we are able to detect departures of an arguably inconsequential nature. This alone can argue in favor of a graphical type test where we may pay less attention to, for example, the greatest distance achieved by a process approximating a Brownian bridge than to the overall impression given by the curve. Aside from the greatest distance reached, a curve which crosses several times the time axis indicates a more satisfactory overall fit than one which drifts away from the origin to only return at the end of the observation period. In later chapters (those dealing with explained variation and explained randomness) we consider an approach to getting around the sample size dependence of goodness-of-fit tests. The idea is to deal with population quantities that can be estimated. These provide an index lying between zero and one, a large value indicating a satisfactory fit, a small value an inadequate fit. For small observed values we may judge it worthwhile to investigate some relaxation of the proportional hazards assumption in such a way that a re-calculated index would be much larger.

### 8.10 Exercises and class projects

1. Carry out integration in Equation 8.1 and express $U(\beta, t)$ as a discrete sum. Also write down $U^{*}(\alpha, \beta, j / k)$ as a discrete sum.
2. Show that $U^{*}(\alpha, \beta, u)$, viewed as a function of $u$, is continuous in $u$.
3. Describe the reasons for the construction $U^{*}(\alpha, \beta, u)$ having two parameters, $\alpha$ and $\beta$, rather than a construction in which the parametric dependence is expressed through a single parameter, i.e., $\alpha=\beta$.
4. Using a data set of your own, obtain a $95 \%$ confidence interval for $\beta,\left(\hat{\beta}^{-}, \hat{\beta}^{+}\right)$on the basis of distance from origin tests at time $t=1$.
5. For the same data set as in the previous question, calculate $95 \%$ confidence intervals using (i) the arcsine test and (ii) the area under the curve test.
6. Show how a linearly weighted test can be used to categorize an area under the curve test. Determine the correct weights for the categorization to be valid.
7. Plot $\operatorname{Var} D(\theta, t)$ as a function of $\theta$ and show that at $\theta=0$ and $\theta=1$ the variance expression is in agreement with those for Brownian motion and integrated Brownian motion.
8. For the Freireich data calculate the p-values for all of the different tests. For the linear combination test use the values; $\theta=0.3, \theta=0.5$, and $\theta=0.7$. For reflected Brownian motion use the values $r=0.2$, $r=0.8$, and $r=1.4$. Comment on the results.
9. Using several data sets compare the results for the distance from origin test at $t=1$ and the partial likelihood score test. Compare the findings. Construct independent or conditionally independent censoring mechanisms that you expect should impact the two tests differently. On the basis of these findings suggest situations in which it is preferable to use one test over the other.
10. Under which circumstances would you anticipate that there may be non-negligible observed differences between the distance from origin test at time $t=1$ and the partial likelihood score test. Under which circumstances would you anticipate that the two tests would coincide?
11. As a corollary to the previous question, can you construct a situation in which you would expect the distance from origin at time $t=1$ to have greater power than the partial likelihood score test?
12. In the case of two explanatory variables, $Z_{1}$ and $Z_{2}$, describe how you would set up a test to test for (i) an overall effect, (ii) the effect of $Z_{1}$ given some specific value of $Z_{2}$, and (iii) the effect of $Z_{1}$ given $Z_{2}$ but without specifying the value of $Z_{2}$.
13. Describe two group situations in which you would anticipate certain tests performing well and others performing poorly.
14. For the linearly weighted test statistic the choice $K(t)$ being the number at risk at time $t$ (analogous to Gehan 1965) and the choice $K(t)=\hat{S}(t)$, the marginal survival at time $t$, lead to tests with different operating characteristics. How do you anticipate different censoring mechanism affecting these two tests? If one of the goals in selecting a suitable test is that any dependence on censoring should diminish with increasing sample size, then which test would you choose?
15. Simulate survival data for the two-group problem. For one group the hazard rate is constant and equal to 1 . For the other group the hazard rate is equal to 1.7 and changes to the value 0.3 at time $\tau$ in the study. Take the total sample size to be 100 , and for the censoring to be governed by the same mechanism as survival, so that approximately there will be $50 \%$ censoring. Estimate the power of the various tests when $\tau=0.3, \tau=1.0$, and $\tau=1.4$.
16. Repeat the calculations of the above question with same sizes equal to 50,200 , and 300 . Study also the case when the hazard rate changes from 1.4 to 0 .
17. Simulate survival data for the two-group problem. Again, for one group, the hazard rate is constant and equal to 1 . For the other group, consider the following situations: (i) the hazard rate is equal to 2.0 , (ii) the hazard rate is equal to 2.0 for $t<\tau$, after which time the hazard rate drops in value to 1.0. Take $\tau$ to be $0.25,0.75$ and 1.0 , and sample size to be 1000 with no censoring. Use graphics to provide a graphical representation of regression effects.
18. For the simulation of the previous question, estimate $\beta$ and use a Brownian bridge process to carry out a test of the null hypothesis $H_{0} \beta=\hat{\beta}$, i.e., a goodness-of-fit test. Comment on your findings under the different situations.
19. For the case of two groups with covariates $Z_{1}$ and $Z_{2}$ we could study a process of $Z_{1}$ arising from a model in which $Z_{1}$ occurs on its own or from a process in which the two variables are included and we study the marginal process based on $Z_{1}$. Consider the various tests
outlined in this chapter and, when applied to the two situations just described, explain how the interpretation differs.
20. Consider once more the case of two covariates $Z_{1}$ and $Z_{2}$ included in a two-dimensional model. Find an example (either practical or theoretical) in which the process for the prognostic score $\hat{\beta}_{1} Z_{1}+\hat{\beta}_{2} Z_{2}$ increases linearly with time indicative of a good model fit but that both of the marginal processes for $Z_{1}$ and $Z_{2}$ fail tests of fit. How do you explain this phenomenon?
21. As above, simulate survival data for the two-group problem. For the first group, the hazard rate is constant and equal to 1 . For the other group, the hazard rate is equal to 2.0 for $t<\tau$, after which time the hazard rate drops in value to 1.0. Take $\tau$ to be $0.25,0.75$ and 1.0 , and sample size to be 1000 with no censoring. Fit a proportional hazards model and use graphics to provide a graphical representation of regression effects. Show a bridge plot indicating a poor fit. Next, using the observed process, and the observed relationships between the slopes describing the effect, redefine a time-dependent $\beta(t)$. Rework a bridged process and note the improvement in fit.

## Chapter 9

## Inference: Likelihood

### 9.1 Summary

Likelihood solutions for parametric survival models are described. These are relatively straightforward. The usual likelihood procedures for inference based on large samples can be applied. It is also possible to construct inference based on the derivative of the log-likelihood together with functions of Brownian motion. This approach is then close to that of the previous chapter. For the fully parametric approach the exponential model is particularly simple. The partial likelihood can be viewed in various ways: (1) as one term of a product, the other term containing little information on the unknown parameter, (2) as an approximation arising from use of the main theorem (Section 7.4), (3) as a marginal likelihood of the ranks, and (4) as a profile likelihood. Other techniques leaning on likelihood, such as conditioning on ancillary statistics as well as Bayesian inference, are highlighted.

### 9.2 Motivation

For almost any statistical model, use of the likelihood is usually the chosen method for dealing with inference on unknown parameters. Bayesian inference, in which prior information is available, can be viewed as a broadening of the approach and, aside from the prior, it is again the likelihood function that will be used to estimate parameters and carry out tests. Maximum likelihood estimates, broadly speaking, have good properties and, for exponential families, a class to which our models either belong or are close, we can even claim
some optimality. A useful property of maximum likelihood estimators of some parameter is that the maximum likelihood estimator of some monotonic function of the parameter is the same monotonic function of the maximum likelihood estimator of the parameter itself. Survival functions themselves come under this heading and so, once we have estimated parameters that provide the hazard rate, then we immediately have estimates of survival. Variance expressions are also obtained quite easily, either directly or by the approximation techniques commonly applied. Keeping in mind that our purpose is to make inference on the unknown regression coefficients, invariant to monotonic increasing transformations on $T$, we might also consider lesser used likelihood approaches such as marginal likelihood and conditional likelihood. It can be seen that these kind of approaches lead to the so-called partial likelihood. In practice we will treat the partial likelihood as though it were any regular likelihood, the justification for this being possible through several different arguments.

### 9.3 Likelihood solution for parametric models

For fixed covariates and, in the presence of parametric assumptions concerning $\lambda_{0}(t)$, inference can be carried out on the basis of the following theorem that simply extends that of Theorem 5.1. We suppose that the survival distribution is completely specified via some parametric model, the parameter vector being say $\theta$. A subset of $\theta$ is a vector of regression coefficients, $\beta$, to the covariates in the model. The usual working assumption is that of a conditionally independent censoring mechanism, i.e., the pair $(T, C)$ are independent given $Z$. This would mean, for instance, that within any covariate grouping, $T$ and $C$ are independent but that $C$ itself can depend on the covariate. Such dependence would generally induce a marginal dependency between $C$ and $T$.

Theorem 9.1 Under a conditionally independent censoring mechanism the log-likelihood $\log L(\theta)$ can be written $\log L(\theta)=\sum_{i=1}^{n} \log L_{i}(\theta)$ where

$$
\begin{equation*}
\log L_{i}(\theta)=I\left(\delta_{i}=1\right) \log f\left(x_{i} \mid z_{i} ; \theta\right)+I\left(\delta_{i}=0\right) \log S\left(x_{i} \mid z_{i} ; \theta\right) . \tag{9.1}
\end{equation*}
$$

The maximum likelihood estimates obtain as the values of $\theta$, denoted $\hat{\theta}$, that maximize $\log L(\theta)$ over the parameter space. For $\log L(\theta)$ a differentiable function of $\theta$, this value is then the solution to the estimating
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equation $U(\theta)=0$ where; $U(\theta)=\sum_{i} \partial \log L_{i}(\theta) / \partial \theta$. Next notice that, at the true value of $\theta$, i.e., the value which supposedly generates the observations, denoted $\theta_{0}$, we have $\operatorname{Var}\left(U\left(\theta_{0}\right)\right)=E U^{2}\left(\theta_{0}\right)=E I\left(\theta_{0}\right)$ where

$$
I(\theta)=\sum_{i=1}^{n} I_{i}(\theta)=-\partial^{2} \log L(\theta) / \partial \theta^{2}=-\sum_{i=1}^{n} \partial^{2} \log L_{i}(\theta) / \partial \theta^{2} .
$$

As for likelihood in general, some care is needed in thinking about the meaning of these expressions and the fact that the operators $E(\cdot)$ and $\operatorname{Var}(\cdot)$ are taken with respect to the distribution of the pairs $\left(x_{i}, \delta_{i}\right)$ but with $\theta_{0}$ fixed. The score equation is $U(\hat{\theta})=0$ and the large sample variance is approximated by $\operatorname{Var}(\hat{\theta}) \approx 1 / I(\hat{\theta})$. Newton-Raphson iteration is set up by a simple application of the mean value theorem so that

$$
\begin{equation*}
\theta_{j+1}=\theta_{j}+I\left(\theta_{j}\right)^{-1} U\left(\theta_{j}\right), \quad j \geq 1, \tag{9.2}
\end{equation*}
$$

where $\theta_{1}$ is some starting value, often zero, to the iterative cycle. The iteration is brought to a halt once we achieve some desired level of precision. Note that likelihood theory would imply that we work with the expected information (called Fisher information) $E\{I(\theta)\}$ but in view of Efron and Hinkley (1978) and the practical difficulty of specifying the censoring we usually prefer to work with a quantity allowing us to consistently estimate the expected information, in particular the observed information.

Large sample inference can be based on any one of the three tests described in Chapter 2. For the score test there is no need to carry out parameter estimation or to maximize some function. Many well established tests can be derived in this way. In exponential families, also the so-called curved exponential families (Efron 1975), such tests reduce to contrasting some observed value to its expected value under the model. Good confidence intervals (see Cox and Hinkley 1974, page 212) can be constructed from "good" tests. For the exponential family class of distributions the likelihood ratio forms a uniformly most powerful test and, as such, qualifies as a "good" test in the sense of Cox and Hinkley. The other tests are asymptotically equivalent so that confidence intervals based on the above test procedures will agree as sample size increases. Also, we can use such intervals for other quantities of interest such as the survivorship function since this function depends on these unknown parameters.

Estimating the survival function for parametric models
We can estimate the survival function as $S(t ; \hat{\theta})$. If $\Theta_{\alpha}$ provides a $100(1-\alpha) \%$ confidence region for the vector $\theta$, then we can obtain a $100(1-\alpha) \%$ confidence region for $S(t ; \theta)$ in the following way. For each $t$ let

$$
\begin{equation*}
S_{\alpha}^{+}(t ; \hat{\theta})=\sup _{\theta \in \Theta_{\alpha}} S(t ; \theta), \quad S_{\alpha}^{-}(t ; \hat{\theta})=\inf _{\theta \in \Theta_{\alpha}} S(t ; \theta), \tag{9.3}
\end{equation*}
$$

then $S_{\alpha}^{+}(t ; \hat{\theta})$ and $S_{\alpha}^{-}(t ; \hat{\theta})$ form the endpoints of the $100(1-\alpha) \%$ confidence interval for $S(t ; \theta)$. Such a quantity may not be so easy to calculate in general, simulating from $\Theta_{\alpha}$ or subdividing the space being an effective way to approximate the interval. Some situations nonetheless simplify. The most straightforward is where the survival function is a monotonic function of the one dimensional parameter $\theta$. As an illustration, the scalar location parameter, $\theta$, for the exponential model corresponds to the mean. We have that $S(t ; \theta)$ is monotonic in $\theta$. For such cases it is only necessary to invert any interval for $\theta$ to obtain an interval with the same coverage properties for $S(t ; \theta)$. Denoting the upper limit of the $100(1-\alpha) \%$ confidence interval for $\theta$ as $\theta_{\alpha}^{+}$and the lower limit of the $100(1-\alpha) \%$ confidence interval for $\theta$ as $\theta_{\alpha}^{-}$, we can then write; $S_{\alpha}^{+}(t ; \hat{\theta})=S\left(t ; \theta_{\alpha}^{-}\right)$and $S_{\alpha}^{-}(t ; \hat{\theta})=S\left(t ; \theta_{\alpha}^{+}\right)$. Note that these intervals are calculated under the assumption that $t$ is fixed. For the exponential model, since the whole distribution is defined by $\theta$, the confidence intervals calculated pointwise at each $t$ also provide confidence bands for the whole distribution. If we wish to obtain confidence bands, valid for a range of values of $t$, then more work is needed.

### 9.4 Likelihood solution for exponential models

As for the case of a single group, an analysis based on the exponential model is particularly simple. For this reason alone it is of interest but also (see section below on the non-parametric exponential model) the results are much more general than is often supposed. We restrict attention to the two-group case in order to enhance readability. The two groups are defined by the binary covariate $Z$ taking the value either zero or one. The extension to higher dimensions is all but immediate. For the two-group case we will only need to concern ourselves with two parameters, $\lambda_{1}$ and $\lambda_{2}$, which, once we have them or consistent estimates of them, we have the whole survival experience (or estimates of this) for both groups.
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Expressing the model in proportional hazards form we can write; $\lambda_{1}=\lambda$ and $\lambda_{2}=\lambda \exp (\beta)$. Referring to Equation 9.1 then, if individual $i$ corresponds to group 1 , his or her contribution to the likelihood is $f\left(x_{i} ; \lambda\right)=\lambda \exp \left(-\lambda x_{i}\right)$ when $\delta_{i}=1$, whereas for $\delta_{i}=0$, the contribution is $S\left(x_{i} ; \lambda\right)=\exp \left(-\lambda x_{i}\right)$. If the individual belongs to group 2 the likelihood contribution would be either $\lambda \exp (\beta) \exp \left(-e^{\beta} \lambda x_{i}\right)$ or $\exp \left(-e^{\beta} \lambda x_{i}\right)$ according to whether $\delta_{i}$ is equal to one or zero. We use the variable $w_{i}=I\left(z_{i}=1\right)$ to indicate which group the subject is from. From this we have:
Lemma 9.1 For the 2-sample exponential model, the likelihood satisfies;

$$
\log L(\lambda, \beta)=k \log \lambda+\beta k_{2}-\lambda\left\{\sum_{j=1}^{n} x_{j}\left(1-w_{j}\right)+e^{\beta} \sum_{j=1}^{n} x_{j} w_{j}\right\},
$$

where there are $k_{1}$ distinct failures in group $1, k_{2}$ in group 2 , and $k=k_{1}+k_{2}$. Differentiating the log-likelihood with respect to both $\lambda$ and $\beta$ and equating both partial derivatives to zero we readily obtain an analytic solution to the pair of equations. From this we have:
Lemma 9.2 The maximum likelihood estimates $\hat{\beta}$ and $\hat{\lambda}$ for the twogroup exponential model are written
$\hat{\beta}=\log \frac{k_{2}}{\sum_{j=1}^{n} x_{j} w_{j}}-\log \frac{k_{1}}{\sum_{j=1}^{n} x_{j}\left(1-w_{j}\right)} ; \quad \hat{\lambda}=\frac{k_{1}}{\sum_{j=1}^{n} x_{j}\left(1-w_{j}\right)}$.
It follows immediately that; $\hat{\lambda}_{1}=\hat{\lambda}$ and that $\hat{\lambda}_{2}=\hat{\lambda} \exp (\hat{\beta})=$ $k_{2} / \sum_{j=1}^{n} x_{j} w_{j}$. In order to carry out tests and construct confidence intervals we construct the matrix of second derivatives of the loglikelihood, $I(\lambda, \beta)$, obtaining

$$
\left\{\begin{array}{ll}
-\partial^{2} \log L(\lambda, \beta) / \partial \lambda^{2} & -\partial^{2} \log L(\lambda, \beta) / \partial \lambda \partial \beta \\
-\partial^{2} \log L(\lambda, \beta) / \partial \lambda \partial \beta & -\partial^{2} \log L(\lambda, \beta) / \partial \beta^{2}
\end{array}=\left\{\begin{array}{ll}
k / \lambda^{2} & e^{\beta} \sum_{j} x_{j} w_{j} \\
e^{\beta} \sum_{j} x_{j} w_{j} & \lambda e^{\beta} \sum_{j} x_{j} w_{j}
\end{array} .\right.\right.
$$

The advantage of the two parameter case is that the matrix can be explicitly inverted. We then have:
Lemma 9.3 Let $D=\lambda^{-1} e^{\beta} \sum_{j} x_{j} w_{j}\left\{k-\lambda e^{\beta} \sum_{j} x_{j} w_{j}\right\}$. Then, for the two-group exponential model the inverse of the information matrix is given by

$$
I^{-1}(\lambda, \beta)=D^{-1}\left\{\begin{array}{cc}
\lambda e^{\beta} \sum_{j} x_{j} w_{j} & -e^{\beta} \sum_{j} x_{j} w_{j} \\
-e^{\beta} \sum_{j} x_{j} w_{j} & k / \lambda^{2}
\end{array}\right.
$$

The score test is given by $X_{S}^{2}=U^{\prime}(\hat{\lambda}, 0) I^{-1}(\hat{\lambda}, 0) U(\hat{\lambda})$. Following some simple calculations and recalling that $\exp (-\hat{\beta})=\sum_{j=1}^{n} x_{j} w_{j} / k_{2}$, we have:

Lemma 9.4 For the two-group exponential model the score test is given by

$$
X_{S}^{2}=k^{-1} k_{1} k_{2} \exp (-\hat{\beta})\{1-\exp (\hat{\beta})\}^{2} .
$$

At first glance the above expression, involving as it does $\hat{\beta}$, might appear to contradict our contention that the score statistic does not require estimation of the parameter. There is no contradiction although we consider in the above expression $\lambda$ to be a nuisance parameter not specified under the null hypothesis. This parameter value does require estimation, although still under the null. The regression parameter itself turns out to have a simple explicit form, and it is this same term that appears in the score statistic. Typically, for other models, the maximum likelihood estimate would not have an explicit analytic form. We do not need estimate it in order to evaluate the score statistic. On the other hand, both the Wald test and the likelihood ratio test do require estimation under the alternative. The calculations in this specific case can be carried out straightforwardly and we also have a relatively simple, and again explicit solution (i.e., not requiring the finding of an iterative solution to the likelihood equation) for the likelihood ratio test. We have then the following lemma:

Lemma 9.5 For the two-group exponential model the likelihood ratio test $X_{L}^{2}$ is given by;

$$
X_{L}^{2}=2\left(k_{2} \log \frac{k_{2}}{\sum_{j} x_{j} w_{j}}+k_{1} \log \frac{k_{1}}{\sum_{j} x_{j}\left(1-w_{j}\right)}-k \log \frac{k}{\sum_{j} x_{j}}\right) .
$$

The third of the tests based on the likelihood, the Wald test, is also straightforward to calculate and we have the corresponding lemma:

Lemma 9.6 For the two-group exponential model, the Wald test is given by;

$$
X_{W}^{2}=k^{-1} k_{1} k_{2} \hat{\beta}^{2} .
$$

For large samples we anticipate the three different tests to give very similar results. For smaller samples the Wald test, although the most commonly used, is generally considered to be the least robust. In particular, a monotonic transformation of the parameter will, typically, lead to a different value of the test statistic.
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## Exponential analysis of Freireich data

The maximum likelihood estimates of the hazard rates in each group are

$$
\begin{array}{ll}
\hat{\lambda}_{1}=9 / 359=0.025, & \operatorname{Var}\left(\hat{\lambda}_{1}\right)=9 /(359)^{2}=0.000070 \\
\hat{\lambda}_{2}=21 / 182=0.115, & \operatorname{Var}\left(\hat{\lambda}_{2}\right)=21 /(182)^{2}=0.00063
\end{array}
$$

We might note that the above results are those that we would have obtained had we used the exponential model separately in each of the groups. In this particular case then the model structure has not added anything or allowed us to achieve any greater precision in our analysis. The reason is simple. The exponential model only requires a single parameter. In the above model we have two groups and, allowing these to be parameterized by two parameters, the rate $\lambda$ and the multiplicative factor $\exp (\beta)$, we have a saturated model. The saturated model is entirely equivalent to using two parameters, $\lambda_{1}$ and $\lambda_{2}$, in each of the two groups separately. More generally, for exponential models with many groups or with continuous covariates, or for other models, we will not usually obtain the same results from separate analyzes than those we obtain via the model structure. The model structure will, as long as it is not seriously misspecified, usually lead to inferential gains in terms of precision of parameter estimates.

Since $\exp (\hat{\beta})=21 / 182 \times 359 / 9=4.60$ we have that the estimate of the $\log$ relative risk parameter, $\hat{\beta}$ is 1.53 . We also have that the score test, $X_{S}^{2}=17.8$, the Wald test $X_{W}^{2}=14.7$ and the likelihood ratio test $X_{L}^{2}=16.5$. The agreement between the test statistics is good and, in all cases, the significance level is sufficiently strong to enable us to conclude in favor of clear evidence of a difference between the groups.

Had there been no censoring then $k=n$, the sample size, and $\sum_{j=1}^{n} t_{j}$ corresponds to a sum of $n$ independent random variables each exponential with parameter $\lambda$. We could therefore treat $n / \hat{\lambda}$ as a gamma variate with parameters $(\lambda, n)$. In view of the consistency of $\hat{\lambda}$, when there is censoring, we can take $k / \hat{\lambda}$ as a gamma variate with parameters $(\lambda, k)$, when $k<n$. This is not an exact result, since it hinges on a large sample approximation, but it may provide greater accuracy than the large sample normal approximation.

As described earlier, we can make use of standard tables by multiplying each term of the sum by $2 \lambda$. The result of this product is a sum of $n$ exponential variates in which each component of the sum has variance equal to 2 . This corresponds to a gamma $(2, n)$ distribution which is also equivalent to a chi-square distribution with $2 n$ degrees of
freedom. Taking the range of values of $2 k \lambda / \hat{\lambda}$ to be between $\chi_{\alpha / 2}$ and $\chi_{1-\alpha / 2}$ gives a $100(1-\alpha) \%$ confidence interval for $\lambda$. For the Freireich data we obtained as a $95 \% C I=(0.0115,0.0439)$. On the basis of intervals for $\lambda$, we can obtain intervals for the survivorship function which is, in this particular case, a monotonic function of $\lambda$. The upper and lower limits of the $100(1-\alpha) \%$ confidence interval are denoted by $S_{\alpha}^{+}(t ; \hat{\lambda})$ and $S_{\alpha}^{-}(t ; \hat{\lambda})$ respectively. We write,

$$
\begin{equation*}
\left[S_{\alpha}^{+}(t ; \hat{\lambda}), S_{\alpha}^{-}(t ; \hat{\lambda})\right]=\left[\exp \left\{-\left(\frac{\hat{\lambda} \chi_{\alpha / 2}}{2 k}\right) t\right\}, \exp \left\{-\left(\frac{\hat{\lambda} \chi_{1-\alpha / 2}}{2 k}\right) t\right\}\right] \tag{9.4}
\end{equation*}
$$

A different approximation was described in Chapter 5 in which

$$
\begin{equation*}
S_{\alpha}^{+}(t ; \hat{\lambda}) \approx \exp \left\{-\left(\frac{\hat{\lambda}}{\sqrt{k}}\right)\left(\sqrt{k}-z_{1-\alpha / 2}\right) t\right\} \tag{9.5}
\end{equation*}
$$

where the corresponding expression for $S_{\alpha}^{-}(t ; \hat{\lambda})$ obtains from using the percentiles, $z_{1-\alpha / 2}$ by $z_{\alpha / 2}$ of the standard normal distribution. Agreement between these two approximations appears to be very close. It would be of interest to have a more detailed comparisons between the approaches.

## Non-parametric exponential analysis

For the one sample case we have already seen how, referring to Section 2.5 and Theorem 2.8, we are able to make use of the result that, for any continuous positive random variable $T$, with distribution function $F(t)$, the variate $\Lambda(T)=\int_{0}^{T} f(u) /[1-F(u)] d u$ has a standard exponential distribution. For the one sample case we can work with the empirical survival function, $\hat{S}(t)$ appealing to the result that the observations $-\log \hat{S}\left(X_{i}\right)$ can be taken to have been sampled from a standard exponential distribution.

In the two-group and, by extension, many group case it will be necessary to transform observations from a group other than that giving rise to the group estimate, say $\hat{S}_{G}(t)$. To facilitate this, as described in Chapter 5, we work with the continuous version of the Kaplan-Meier estimate, $\bar{S}(t)$. Note that a two-group proportional hazards model can be expressed as; $S_{2}(t)=S_{1}^{\alpha}(t)$ where $\alpha=\exp (\beta)$. Taking logarithms then enables an analytic expression for $\beta$ as;

$$
\begin{equation*}
\beta=\log \left\{-\log S_{2}(t)\right\}-\log \left\{-\log S_{1}(t)\right\} . \tag{9.6}
\end{equation*}
$$

For the case of three groups, defined by the pair of binary indicator variables, $Z_{1}$ and $Z_{2}$, the model states that $S\left(t \mid Z_{1}, Z_{2}\right)=S_{1}^{\alpha}(t)$ where, in this more complex set-up, $\log \alpha=\beta_{1} Z_{1}+\beta_{2} Z_{2}$. Here, in exactly the same way, we obtain analytic expressions for $\beta_{1}$ and $\beta_{2}$ as the arithmetic difference between the log-log transformations of the respective marginal survival curves.

For two independent groups $G_{1}$ and $G_{2}$ we can consider two separate estimators, $\hat{S}_{1}(t)$ and $\hat{S}_{2}(t)$. Since we are assuming a proportional hazards model, we will carry over this restriction to the sample based estimates whereby $\hat{S}_{2}(t)=\hat{S}_{1}^{\alpha}(t)$ and where, as before, $\alpha=\exp (\beta)$. In view of the above result we have:

Lemma 9.7 A consistent estimator of $\beta$ obtains from

$$
\begin{equation*}
\hat{\beta}=\frac{1}{n_{m}} \sum_{i=1}^{n_{m}}\left[\log \left\{-\log \bar{S}_{2}\left(X_{i}\right)\right\}-\log \left\{-\log \bar{S}_{1}\left(X_{i}\right)\right\}\right] \tag{9.7}
\end{equation*}
$$

where $n_{m}=\sum_{i} I\left(X_{i} \leq m\right), m_{\ell}=\max \left\{X_{i} \mid X_{i} \in G_{\ell}\right\}$, and $m=$ $\min \left(m_{1}, m_{2}\right)$.

All of the simple results that are available to us when data are generated by an exponential distribution can be used. In particular, if we wish to compare the means of two distributions, both subject to censoring, then we can transform one of them to standard exponential via its empirical survival function, then use this same transformation on the other group. The simple results for contrasting two censored exponential samples can then be applied even though, at least initially, the data arose from samples generated by some other mechanism.

### 9.5 Semi-parametric likelihood solution

Recalling that the observed data are the triplets $\left\{Z_{i}(t), Y_{i}(t), X_{i} ; i=\right.$ $1, \ldots, n\}$, we might view any problem of interest in survival analysis to be summarized by the joint density of $(T, Z)$, let's say $a_{\theta}(t, z)$. The marginal covariate distribution for $Z$ is typically fixed by design and all of our models express some relation for the conditional distribution of $T$ given $Z$. We are then able to write that $a_{\theta}(t, z)=f_{\theta}(t \mid z) g(z)$. This is straightforward in the parametric case and corresponds to what is described above. We limit our attention to $f_{\theta}(t \mid z)$ alone because we assume that $g(z)$ does not depend on any of the unknown parameters of interest to us.

In the $\log$-likelihood expression, $g(z)$ would then appear as a constant and disappear upon differentiation with respect to the model parameters. Instead of considering $f_{\theta}(t \mid z)$ though, we could also write $a_{\theta}(t, z)=h_{\theta}(z \mid t) f(t)$. The marginal quantity $f(t)$ will typically include some information on the unknown parameters. This follows as a consequence of our models postulating conditional dependence between the covariate and survival time, this dependence expressed via $f_{\theta}(t \mid z)$. Thus, applying the law of total probability, we will, in general, find some complicated form of dependence between $f(t)=\int f_{\theta}(t \mid z) g(z) d z$ and the unknown parameters. However, we might imagine, or even postulate, any such dependence to be either very weak or simply non existent. In place of a full likelihood based upon $a_{\theta}(t, z)$ we can work with just the conditional distributions based only on $h_{\theta}(z \mid t)$.

Constructing likelihoods based on $f_{\theta}(t \mid z)$ or $h_{\theta}(z \mid t)$, rather than the full density $a_{\theta}(t, z)$, can be described as leading to a semi-parametric solution. This is because any parametric dependence via $f(t)$ or $g(z)$ is either ignored or deemed not to exist. Furthermore, inference based on $f_{\theta}(t \mid z)$ is unaffected by monotonic increasing transformations of $Z$, and inference based on $h_{\theta}(z \mid t)$ is, in turn, unaffected by monotonic increasing transformations of $T$. The first is then considered to be rank invariant with respect to $Z$, wheras the second is rank invariant with respect to $T$. As long as the ranks remain the same, which is the case for arbitrary monotonic increasing transformations, then inference is unaffected. This is often felt to be something desirable in survival modeling where we have poor indicators concerning an appropriate choice for $f_{\theta}(t \mid z)$ and we believe that the essential information is contained in the observed ranks. Although, for the observations, we are not able to write down $h_{\theta}\left(Z_{i} \mid X_{i}\right)^{\delta_{i}}$ (because we do not know $h$ ) we can apply the main theorem (Section 7.4) leading to our best approximation of this likelihood.

Definition 9.1 The product, $L\{\beta(t)\}$, of the discrete probabilities $\pi_{i}\left(\beta(t), X_{i}\right)$,

$$
\pi_{i}(\beta(t), t)=\frac{Y_{i}(t) \exp \left\{\beta(t) Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta(t) Z_{j}(t)\right\}},
$$

over the observed failures is called the partial likelihood.

Conjecture 9.1 The product, $L\{\beta(t)\}$, of the discrete probabilities $\pi_{i}\left(\beta(t), X_{i}\right)$ over the observed failures has the same properties as usual likelihood.

The conjecture has been shown to hold in many particular cases (Cox 1975, Hill et al. 1990, Andersen et al 1993). Under (6.3), i.e. the constraint $\beta(t)=\beta$, the product of the $\pi$ 's over the observed failure times gives the likelihood described by Cox $(1972,1975)$. We return to the concept "partial likelihood" itself below, but note that in view of the main theorem (Section 7.4) and our estimating equations it is not in any sense crucial to the basic construction. The concept is difficult and, since it is not in any way essential to the development of estimating equations, we do not dwell upon it. For the purposes of this book, whenever we write the term "partial likelihood" we mean the above product without implying any deeper ideas relating to how the product arises. Strictly speaking the partial likelihood has only been motivated for time-independent $\beta(t)$, i.e., a constant, but the form is the same and, in the absence of a better name, it seems appropriate to refer to all such expressions as those of a partial likelihood.

The result is not of primary interest and we do not need it to justify our estimating equations. These arise naturally as moment estimators as a consequence of the main theorem (Section 7.4). The solutions to these estimating equations have good properties. It is of interest in as much as it is common to talk about partial likelihood and that we can take this to be defined as in the conjecture. The actual concept partial likelihood itself is discussed in the following paragraph. Taking the logarithm and the derivative with respect to $\beta$, we obtain the estimating function,

$$
\begin{equation*}
U(\beta)=\sum_{i=1}^{n} \delta_{i}\left\{Z_{i}-\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\} \tag{9.8}
\end{equation*}
$$

that we refer to as a score function in view of its connection to a likelihood. The equation, upon setting equal to zero, can generally be solved without difficulty using the Newton-Raphson method, to obtain the maximum partial likelihood estimate (MPLE) $\hat{\beta}$ of $\beta$. To make inference about $\beta$, the simplest and most common approach is to treat $\hat{\beta}$ as asymptotically normally distributed with mean $\beta$ and variance $I(\hat{\beta})^{-1}$, where $I(\beta)$, called the information in view of the analogy with classical likelihood, is minus the second derivative of $L(\beta)$ with respect to $\beta$, i.e., letting
$I_{i}(\beta)=\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j}^{2} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}-\left\{\frac{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j} \exp \left(\beta Z_{j}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\}^{2}$
then $I(\beta)=\sum_{i=1}^{n} \delta_{i} I_{i}(\beta)$. Inferences can also be based on likelihood ratio methods. A third possibility that is sometimes convenient, is to base tests on the score $U(\beta)$, which in large samples can be considered to be normally distributed with mean zero and variance $I(\beta)$. In the above expressions for $U(\beta)$ and $I(\beta)$ we have taken the covariable $Z$ to not depend upon time. This is simply in order to keep the presentation uncluttered and, if $Z$ depends on $t$, then, in all of the above expressions, we would have, for instance, $Z_{j}\left(X_{i}\right)$. Multivariate extensions are completely natural, with the score being a vector and $I$ an information matrix. In this setting, i.e., parametric or semi-parametric likelihood, less emphasis is given to the role played by time and more to the the individuals themselves, indexed by $i$. The connections are nonetheless strong and note for instance that $I_{i}(\beta)=\mathcal{V}_{\beta}\left(Z \mid X_{i}\right)$.

## Log-rank and associated test procedures

The usual univariate and multivariate likelihood testing procedures can be applied on the basis of $L(\beta), U(\beta)$ and $I(\beta)$, enabling the testing of complex hypotheses as well as the construction of interval estimates. For non-proportional hazards models we simply replace $\beta$ by $\beta(t)$. For stratified models, we calculate $L(\beta), U(\beta)$ and $I(\beta)$ within each stratum, calling these for the sake of argument; $L_{s}(\beta), U_{s}(\beta)$ and $I_{s}(\beta)$ for stratum $s$. We then sum across the strata.

One encouraging side to inference based on $U(\beta)$ is that a broad class of procedures, known as log-rank type tests, are recovered as special cases. These procedures were developed without any specific model in mind as a series of two by two tables, drawn up at each of the failure points. We can do this at each of the observations $X_{i}$, $i=1, \ldots, n$ since for $X_{i}$ where $C_{i}<T_{i}$, the contribution from the table will be zero. Table 9.1 summarizes the required information. In group 1 we observe a total of $m_{1}(i)$ failures. In the simplest cases, and

|  | Dead at time $X_{i}$ | Alive after $X_{i}$ | Totals |
| :---: | :---: | :---: | :---: |
| Group 1 | $m_{1}(i)$ | $n_{1}(i)-m_{1}(i)$ | $n_{1}(i)$ |
| Group 2 | $m_{2}(i)$ | $n_{2}(i)-m_{2}(i)$ | $n_{2}(i)$ |
| Totals | $m(i)$ | $n(i)-m(i)$ | $n(i)$ |

Table 9.1: Basic $2 \times 2$ survival table at time $X_{i}$.
where we split ties for the sake of clarity, $m_{1}(i)$ is a binary random variable $(0,1)$. The total number of subjects at risk at time $X_{i}$ is $n(i)$, this being divided into $n_{1}(i)$ for group 1 and $n_{2}(i)$ for group 2.

Lemma 9.8 Under the null hypothesis of independence between group indicator and survival status, and disallowing the possibility of ties, the random variable $m_{1}(i)$ is Bernoulli with mean $e_{1}(i)$ and variance $v(i)$, where

$$
e_{1}(i)=\frac{m(i) n_{1}(i)}{n(i)} ; \quad v(i)=m(i) \frac{n_{1}(i) n_{2}(i)}{n^{2}(i)} \frac{\{n(i)-m(i)\}}{\{n(i)-1\}}
$$

In the presence of ties, i.e., allowing for $m(i)$ to be greater than one, the result for the mean and variance still holds since $m_{1}(i)$ is then a hypergeometric variable.

Definition 9.2 The weighted log-rank test is based on approximating

$$
\left\{\sum_{i} K_{i}^{2} v(i)\right\}^{-1}\left\{\sum_{i} K_{i}\left\{m_{1}(i)-e_{1}(i)\right\}\right\}^{2}
$$

for some positive weights, $K_{i}$, by a chi-squared variate on one degree of freedom.

When there are no ties, the result is of interest in view of:
Lemma 9.9 When $K_{i}=1$ for all $i$, the log-rank test coincides with the score test based on $U(0)$ and $I(0)$.

The first obvious generalization of the score test is then weighted score tests involving the weights, $K_{i}$. The choice $K_{i}=1$ corresponds to the classic log-rank test. The choice $K_{i}=n(i)$ corresponds to the test proposed by Gehan (1965) and the choice $K_{i}=\hat{S}\left(X_{i}\right)$ corresponds to the choice proposed by Prentice (1978). Under the null hypothesis, regardless of choice of $K$, for large samples the test statistic will be closely approximated by a chi-square. Under an alternative closely approximated by proportional hazards, i.e., effects remain constant in time, then the choice $K_{i}=1$ will maximize power against local alternatives. If early effects are greater than later effects, then either of the choices of Prentice (1978) or Gehan (1965) will, generally, lead to increased power. The optimal test to choose regarding power depends on the nature of the particular alternative. Choosing the weights of Prentice will
maximize power when the decline in effect with $t$ mirrors the decline in $S(t)$ with $t$. Choosing the Gehan weights maximizes power for a decline in effect that depends on the censoring and so this is more difficult to make general recommendations for. Stratified log-rank tests are obtained by summing the $m_{1}(i)$, the $e_{1}(i)$ and $v(i)$ across strata. Before such summing all of the calculations are carried out within any given stratum.

More elaborate log-rank type tests can be written down in much the same way, enabling tests of homogeneity for several groups, tests of trends, as well as adjusted tests. Since these are all obtainable as special cases of a score test based on the model, little additional insight is to be found in detailing these various calculations. They are straightforward and can be found for example in Hill et al. (1990).

### 9.6 Other likelihood expressions

The Bayesian view of a multi-parameter likelihood is simply that of a joint density for the parameters given the observations (having standardized the function so that the area under the curve is equal to one). Unless a prior distribution is degenerate, conclusions based on the Bayesian view and those based on the classic view coincide for large samples and so, for our discussion here, we take the Bayesian view since it is more transparent. A full likelihood includes all the parameters and we can take the maximum likelihood estimates to be the modes of the multi-parameter density. Other estimators would be available, the means, medians, for instance, all coinciding for large samples. That, however, is not so much our concern as that of making inferences for some of the parameters while, in some sense, accounting for others.

## Conditional likelihood

A conditional likelihood, that we may like to view as a conditional density, simply fixes some parameters at certain values. An obvious example is that of a parameter that is a function of some variance, a quantity which indicates the precision in an estimate of other parameters but tells us nothing about where such parameters may be located. It has been often argued that it is appropriate to condition on such quantities. The variance parameter is then taken as fixed and known and the remaining likelihood is a conditional likelihood.

Cox (1962) gives an example of two instruments measuring the same quantity but having very different precision. His argument, which is entirely persuasive, says that we should use the conditional likelihood and not the full likelihood that involves the probabilities of having chosen one or the other instrument. The fact that we may have chosen the less precise instrument a given rate of the time is neither here nor there. All that matters are the observations and the particular instruments from which they arise. Another compelling example arises in binomial sampling. It is not at all uncommon that we would not know in advance the exact number $n$ of repetitions of the experiment. However, we rarely would think of working with a full likelihood in which the distribution of $n$ is explicitly expressed. Typically, we would simply use the actual value of $n$ that we observed. This amounts to working with a conditional likelihood.

Fisher (1934) derived an exact expression for the distribution of the maximum likelihood estimate for a location or scale parameter conditional on observed spread in the data. Fisher's expression is particularly simple and corresponds to the likelihood function itself standardized so that the integral with respect to the parameter over the whole of the parameter space is equal to one. It is quite an extraordinary result in its generality and the fact that it is exact. Mostly we are happy to use large sample approximations based on central limit theorems for the score statistic and Taylor series approximations applied to a development around the true value of an unknown parameter. Here we have an exact result regardless of how small our sample is as long as we are prepared to accept the argument that it is appropriate to condition on the observed spread, the so-called "configuration" of the sample. For a model in which the parameter of interest is a location parameter the configuration of the sample is simple the set of distances between the observations and the empirical mean. For a location-scale family this set consists of these same quantities standardized by the square root of the variance.

Fisher's results were extended by Hinkley (1988) to the very broad class of models coming under the heading of curved exponential family models (Efron 1984). This extension was carried out for more general situations by conditioning on the observed information in the sample (a quantity analogous to the information contained in the set of standardized residuals). Although no longer an exact result the result turns out to be very accurate and has been extensively studied by BandorffNielsen (1988). For the proportional hazards model we can use these


Figure 9.1: The standardized (i.e., area integrates to one) partial likelihood function for the proportional hazards model based on the Freireich data.
results to obtain $g(\beta)$ as the conditional distribution of the maximum likelihood estimator via the expression

$$
g(u)=\prod_{i} \pi\left(u, X_{i}\right) / \int_{u}\left\{\prod_{i} \pi\left(u, X_{i}\right)\right\} d u
$$

In Figure 9.1 we illustrate the function $g(u)$, i.e., the estimated conditional distribution of the maximum likelihood estimator for the proportional hazards model given the two sample data from Freireich et al. (1963). It is interesting to compare the findings with those availability via more standard procedures. Rather than base inference on the mode of this distribution (i.e., the maximum partial likelihood estimate) and the second derivative of the log-likelihood we can consider

$$
\tilde{\beta}=\int_{u} u g(u) d u, \quad v(\beta)=\int_{u} u^{2} g(u) d u-\left(\int_{u} u g(u) d u\right)^{2}
$$

and base tests, point, and interval estimation on these. Estimators of this kind have been studied extensively by Pitman (1948) and, generally, have smaller mean squared error than estimators based on the mode. Note also, in a way analogous to the calculation of bootstrap percentile intervals, that we can simply consider the curve $g(u)$ and tick off areas of size $\alpha / 2$ on the upper and lower halves of the function to obtain a $100(1-\alpha) \%$ confidence interval for $\beta$. Again,
analogous to bootstrap percentile intervals, these intervals can pick up asymmetries and provide more accurate confidence intervals for small samples than those based on the symmetric large sample normal approximation. For the Freireich data, agreement between the approaches is good and that is to be expected since, in this case, the normal curve is clearly able to give a good approximation to the likelihood function.

For higher dimensions the approach can be extended almost immediately, at least conceptually. A potential difficulty arises in the following way: suppose we are interested in $\beta_{1}$ and we have a second parameter, $\beta_{2}$, in the model. Logically we would just integrate the two-dimensional density with respect to $\beta_{2}$, leaving us with a single marginal density for $\beta_{1}$. This is straightforward since we have all that we need to do this, although of course there will usually be no analytical solution and it will be necessary to appeal to numerical techniques. The difficulty occurs since we could often parameterize a model differently, say incorporating $\beta_{2}^{2}$ instead of $\beta_{2}$ alone. The marginal distribution for $\beta_{1}$, after having integrated out $\beta_{2}$, will not generally be the same as before. Nonetheless, for the proportional hazards model at least, the parameterization is quite natural and it would suffice to work with the models as they are usually expressed.

## Partial likelihood

Again, starting from a full likelihood, or full density, we can focus interest on some subset, "integrating out" those parameters of indirect interest. Integrating the full density (likelihood) with respect to those parameters of secondary interest produces a marginal likelihood. Cox (1975) develops a particular expression for the full likelihood in which an important component term is called the partial likelihood. Careful choices lead to us back to conditional likelihood and marginal likelihood and Cox then describes these as special cases. For a given problem, Cox provides some guidelines for finding partial likelihoods: (1) the omitted factors should have distributions depending in an essential way on nuisance parameters and should contain no information about the parameters of interest and (2) incidental parameters, in particular the nuisance parameters, should not occur in the partial likelihood.

Lemma 9.10 For the proportional hazards model with constant effects,

$$
\begin{equation*}
L(\beta)=\prod_{i=1}^{n}\left\{\frac{\exp \left(\beta Z_{i}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right)}\right\}^{\delta_{i}} \tag{9.10}
\end{equation*}
$$

satisfies the two guidelines provided by Cox (1975).
For this particular case then the term "partial likelihood" applies. We use the term more generally for likelihoods of this form even though we may not be able to verify the extent to which the guidelines apply. Unfortunately, at least when compared to usual likelihood, marginal and conditional likelihood, or profile likelihood (maximizing out rather than integrating out nuisance parameters), partial likelihood is a very difficult concept. For general situations, it is not at all clear how to proceed. Furthermore, however obtained, such partial likelihoods are unlikely to be unique. Unlike the more commonly used likelihoods, great mathematical skill is required and even well steeled statistical modelers, able to obtain likelihood estimates in complex applied settings, will not generally be able to do the same should they wish to proceed on the basis of partial likelihood. For counting processes (Andersen et al. 1993), it requires some six pages (pages 103-109), in order to formulate an appropriate partial likelihood.

However, none of this impedes our development since the usual reason for seeking an expression for the likelihood is to be able to take its logarithm, differentiate it with respect to the unknown parameters and, equating this to zero, to enable the construction of an estimating equation. Here we already have, via the main theorem (Section 7.4), or stochastic integral considerations, appropriate estimating equations. Thus, and in light of the above mentioned difficulties, we do not put emphasis on partial likelihood as a concept or as a general statistical technique. Nonetheless, for the main models we consider here, the partial likelihood, when calculated, can be seen to coincide with other kinds of likelihood, derived in different ways, and that the estimating equation, arising from use of the partial likelihood, can be seen to be a reasonable estimating equation in its own right, however obtained. The above expression was first presented in Cox's (1972) original paper where it was described as a conditional likelihood.

Cox's conditional likelihood
At any time point $t$ there is a maximum of $n$ subjects under study. We can index the $j$ th subject as having hazard rate $\lambda_{j}\left(X_{i}\right)$ at time point $X_{i}$. In other words we let $Y_{j}(t)$ take the value 1 if an individual is available to make a transition, zero otherwise. Then, for the $j$ th subject we have an intensity function $\alpha_{j}(t)=Y_{j}(t) \lambda_{j}(t)$. The $n$ patients can be viewed as a system. At time point $t$ the system either remains the same (no failure), changes in a total of $n$ possible ways, in which a single patient fails or the system may change in a more complicated way in which there can be more than a single failure.

If we are prepared to assume that at any given point there can be no more than a single failure, then the system can change in a maximum of $n$ ways. This defines a simple stochastic process. Notice that, conditional upon there being a transition, then a straightforward application of Bayes formula (Chapter 15.6 Johnson and Johnson 1980) enables us to deduce the probability that the transition is of type $j$. This is simply

$$
\frac{\alpha_{j}\left(X_{i}\right)}{\sum_{\ell=1}^{n} \alpha_{\ell}\left(X_{i}\right)}=\frac{Y_{j}\left(X_{i}\right) \lambda_{j}\left(X_{i}\right)}{\sum_{\ell=1}^{n} Y_{\ell}\left(X_{i}\right) \lambda_{\ell}\left(X_{i}\right)}=\frac{\exp \left(\beta Z_{j}\right)}{\sum_{\ell=1}^{n} Y_{\ell}\left(X_{i}\right) \exp \left(\beta Z_{\ell}\right)} .
$$

For subjects having either failed or being lost to follow-up before time $t$ we can still carry out the sum over all $n$ subjects in our evaluation at time $t$. This is because of the indicator variable $Y_{j}(t)$ that takes the value zero for all such subjects, so that their transition probabilities become zero. The same idea can be expressed via the concept of risk sets, i.e., those subjects alive and available to make the transition under study. However, whenever possible, it is preferable to make use of the indicator variables $Y_{j}(t)$, thereby keeping the sums over $n$.

Multiplying all the above terms over the observed failure times produces $L(\beta)$. In his 1972 paper Cox described this as a conditional likelihood and suggested it be treated as a regular likelihood for the purposes of inference. In their contribution to the discussion of Cox's paper, Kalbfleisch and Prentice point out that the above likelihood does not have the usual probabilistic interpretation. If we take times to be fixed then $\exp \left(\beta Z_{j}\right) / \sum_{\ell} Y_{\ell}\left(X_{i}\right) \exp \left(\beta Z_{\ell}\right)$ is the probability of the subject indexed by $j$ failing at $X_{i}$ and that all other subjects, regardless of order, occur after $X_{i}$. Cox's deeper study (Cox 1975) into $L(\beta)$ led to recognition of $L(\beta)$ as a partial likelihood and not a conditional likelihood in the usual sense.

The flavor of $L(\beta)$ is nonetheless that of a conditional quantity, even if the conditioning is done sequentially and not all at once. Cox's discovery of $L(\beta)$, leading to a host of subsequent applications (timedependent effects, time-dependent covariates, random effects), represents one of the most important statistical advances of the twentieth century. Although it took years of subsequent research in order to identify the quantity introduced by Cox as the relevant quantity with which to carry out inference and, although it was argued that Cox's likelihood was not a conditional likelihood in the usual sense (where all of the conditioning is done at once), his likelihood was all the same the right quantity to work with.

## Marginal likelihood of ranks

Kalbfleisch and Prentice (1973) pointed out, that for fixed covariates $Z$ the partial likelihood coincides with the likelihood, or probability, of the rank vector occurring as observed, under the model. We then have an important result;

Theorem 9.2 Under an independent censoring mechanism the probability of observing the particular order of the failures is given by $L(\beta)$.

Alternatively we can express the likelihood as a function of the regression vector $\beta$ and the underlying failure rate $\lambda_{0}(t)$. Writing this down we have:

$$
L\left(\beta, \lambda_{0}(t)\right)=\prod_{i=1}^{n}\left[\lambda_{0}(t) e^{\beta Z_{i}} S_{0}\left(X_{i}\right)^{\exp \left(\beta Z_{i}\right)}\right]^{\delta_{i}}\left[S_{0}\left(X_{i}\right)^{\exp \left(\beta Z_{i}\right)}\right]^{1-\delta_{i}}
$$

From this we can break the likelihood into two components. We then have:

Theorem 9.3 $L\left(\lambda_{0}, \beta\right)$ can be written as the product $L_{\lambda}\left(\lambda_{0}, \beta\right) L(\beta)$.
This argument is also sometimes given to motivate the idea of partial likelihood, stating that the full likelihood can be decomposed into a product of two terms, one of which contains the nuisance parameters $\lambda_{0}(t)$ inextricably mixed in with the parameter of interest $\beta$ and a term that only depends upon $\beta$. This second term is then called the partial likelihood. Once again, however, any such decomposition is unlikely to be unique and it is not clear how to express in precise mathematical terms just what we mean by "inextricably mixed in"
since this is more of an intuitive notion suggesting that we do not know how to separate the parameters. Not knowing how to separate the parameters does not mean that no procedure exists that might be able to separate them. And, if we were to sharpen the definition by stating, for example, that within some large class there exists no transformation or re-parameterization that would separate out the parameters, then we would be left with the difficulty of verifying this in practice, a task that would not be feasible.

### 9.7 Goodness-of-fit of likelihood estimates

The question of goodness-of-fit addresses the appropriateness of the class of chosen models rather than the properties of estimates based on any particular technique. In organizing the material in this text an initial plan was to group together all material relating to goodness-of-fit in a single chapter. There is an extensive literature on goodness-of-fit for survival models (see O'Quigley and Xu 1998 for a non-exhaustive review) and, in this work, rather than bring together the various ideas in a single chapter, it is preferred to describe some techniques that sit well with the chosen inferential procedure. This is very clear for inference based on functions of Brownian motion processes where graphical illustrations tell us pretty much all we need to know, supplemented if desired by more formal tests, themselves based on properties of particular functions of Brownian motion. For inference based more directly on likelihood it is less clear to identify, in some sense, related goodness-of-fit techniques. That said, the techniques described here work well with parametric and semi-parametric models in which the estimating technique appeals to likelihood.

As already mentioned in the previous chapter we often take the view that a goodness-of-fit test is simply a test of a particular kind of hypothesis, notably a data driven hypothesis where certain parameters, under the original specification of the model, have been replaced by estimates. We then place these kind of tests under the same likelihood heading as the other tests appealing to likelihood. More formally, instead of testing a hypothesis of the type $H_{0}: \beta=\beta_{0}$, for some $\beta_{0}$ or set of $\beta_{0}$ given in advance, we test a hypothesis of the type $H_{0}: \beta=\hat{\beta}$. Referring to the discussion of the previous chapter on operating characteristics, note that we do not expect all tests to perform comparably and a good choice was that based on a process approximating a

Brownian bridge. The construction was based upon being able to estimate the first two moments of the covariate at each failure point $X_{i}$. For parametric models using likelihood the dependence is typically expressed via the conditional distributions of time given the covariate, i.e., $f(t \mid z)$, that is unlike the case based on the main theorem and the processes described in the previous chapter. However, by applying Bayes theorem successively we can obtain necessary expectations in terms of the conditional probabilities of $T$ given $Z$, i.e., via the use of $f(t \mid z)$. Specifically we have:
$E(Z \mid T=t)=\int_{\mathcal{Z}}\left\{z-\frac{\int_{\mathcal{Z}} z f(t \mid z) d G(z)}{\int_{\mathcal{Z}} f(t \mid z) d G(z)}\right\}\left\{\frac{f(t \mid z)}{\int_{\mathcal{Z}} f(t \mid z) d G(z)}\right\} d G(z)$.

Figure 9.2 shows a bridged process for the Freireich data where the fitted model is a parametric Weibull model. The very good fit is confirmed by inspection of the curve. The only difference between the likelihood approach in this chapter and the approach of the previous chapter is in the calculation of the expectations. In one case we lean upon the main theorem (Section 7.4) and the moments that follow from it, in the other we work with any parametric model and use it to obtain the necessary expectations, these expectations now coming via an application of Bayes theorem. In the two-group case with constant hazard rates and where there is no censoring the above expression can be simplified. Letting the proportion of the first group be given by $\pi_{1}$, the second by $\pi_{2}$ such that $\left(\pi_{1}+\pi_{2}=1\right)$ and writing $\psi(v)=a(v) /\left\{\pi_{1} e^{-v}+a(v)\right\}$ where $a(v)=\pi_{2} e^{\beta} \exp \left(-v e^{\beta}\right)$ then


Figure 9.2: A bridged standardized cumulative processes for the Freireich data using expectations based on a Weibull model.

$$
\begin{aligned}
E\left\{\left[Z-\mathcal{E}_{\beta}(Z \mid t)\right]^{p}\right\}= & \pi_{1} \int_{0}^{t}\{-\psi(v)\}^{p} e^{-v} d v \\
& +\pi_{2} \int_{0}^{t}\{1-\psi(v)\} e^{\beta} \exp \left(-v e^{\beta}\right) d v
\end{aligned}
$$

The most immediate departure from proportional hazards would be one where effects decline through time and, as mentioned before, perhaps even changing direction (Stablein et al. 1981). The standardized cumulative score, however the moments are calculated, would, under such departures, increase (or decrease) steadily until the increase (or decrease) dies away and the process would proceed on average horizontally or, if effects change direction) make its way back toward the origin. A test based on the maximum would have the ability to pick up this kind of behavior. Again, the visual impression given by the cumulative standardized score process can, of itself, suggest the nature of the departure from proportional hazards. This kind of test is not focused on parameters in the model other than the regression effect given by $\beta$ or possibly $\beta(t)$. The goal is to consider the proportionality or lack of such proportionality and, otherwise, how well the overall model may fit is secondary.

## Non-proportional hazards model with intercept

In the review of goodness-of-fit tests for survival models, O'Quigley and Xu (1998) gave particular consideration to the non proportional hazards model with intercept described in Chapter 6. Using this model and the usual likelihood procedures we can test for several specific departures from proportional hazards. For the sake of simplicity of exposition we continue to limit attention to the single variable case. Extension to higher dimensions is immediate. Also we will sometimes write $Z$, instead of $Z(t)$, in order for the notation to not become over cluttered. It can always be replaced by $Z(t)$ without additional concerns. We write

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{[\beta+\alpha Q(t)] Z(t)\} \tag{9.12}
\end{equation*}
$$

where $Q(t)$ is a function of time that does not depend on the parameters $\beta$ and $\alpha$. Under a null hypothesis that a proportional hazards model is adequate, i.e., $H_{0}: \alpha=0$ we recover a proportional hazards model. In the context of sequential group comparisons of survival data, the above model has been considered by Tsiatis (1982) and Harrington
et al. (1982). In keeping with the usual notation we denote $\mathcal{E}_{\beta, \alpha}(Z \mid t)$ to be the expectation taken with respect to the probability distribution $\pi_{i}(\beta, \alpha, t)$, where

$$
\begin{equation*}
\pi_{i}(\beta, \alpha, t)=\frac{Y_{i}(t) \exp \left\{[\beta+\alpha Q(t)] Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}(t) \exp \left\{[\beta+\alpha Q(t)] Z_{j}(t)\right\}} \tag{9.13}
\end{equation*}
$$

Lemma 9.11 The components of the score vector $U(\beta, \alpha)$ can be expressed as

$$
\begin{align*}
U_{\beta}(\beta, \alpha) & =\sum_{i=1}^{n} \delta_{i}\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta, \alpha}\left(Z \mid X_{i}\right)\right\}  \tag{9.14}\\
U_{\alpha}(\beta, \alpha) & =\sum_{i=1}^{n} \delta_{i} Q\left(X_{i}\right)\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta, \alpha}\left(Z \mid X_{i}\right)\right\} . \tag{9.15}
\end{align*}
$$

A test would be carried out using any one of the large sample tests arising from considerations of the likelihood. If we let $\hat{\beta}$ be the maximum partial likelihood estimate of $\beta$ under the null hypothesis of proportional hazards, i.e., $H_{0}: \alpha=0$, then $U_{\beta}(\hat{\beta}, 0)=0$. The score test statistic arising under $H_{0}$ is $B=U_{\alpha}(\hat{\beta}, 0) G^{-1} U_{\alpha}(\hat{\beta}, 0)$, where $G=I_{22}-I_{21} I_{11}^{-1} I_{12}$ and $G^{-1}$ is the lower right corner element of $I^{-1}$. The elements of the information matrix required to carry out the calculation are given below in Lemma 9.12. Under $H_{0}$, the hypothesis of proportional hazards, $B$ has asymptotically a $\chi^{2}$ distribution with one degree of freedom.

Lemma 9.12 Taking $k=1,2$ and $\ell=1,2$, the components of I are

$$
\begin{aligned}
I(\beta, \alpha) & =-\left(\begin{array}{ll}
U_{\beta \beta} & U_{\beta \alpha} \\
U_{\alpha \beta} & U_{\alpha \alpha}
\end{array}\right)=\left(\begin{array}{ll}
I_{11} & I_{12} \\
I_{21} & I_{22}
\end{array}\right) \text { where } \\
I_{k \ell}(\beta, \alpha) & =\sum_{i=1}^{n} \delta_{i} Q\left(X_{i}\right)^{k+\ell-2}\left\{\mathcal{E}_{\beta, \alpha}\left(Z^{2} \mid X_{i}\right)-\mathcal{E}_{\beta, \alpha}^{2}\left(Z \mid X_{i}\right)\right\} .
\end{aligned}
$$

The literature on the goodness-of-fit problem for the Cox model has considered many formulations that correspond to particular choices for $Q(t)$. The first of these was given in the founding paper of Cox (1972). Cox's suggestion was equivalent to taking $Q(t)=t$. Defining $Q(t)$ as a two dimensional vector, Stablein et al. (1981) considered $Q(t)=\left(t, t^{2}\right)^{\prime}$, and Brown (1975), Anderson and Senthiselvan (1982), O'Quigley and Moreau (1984), Moreau et al. (1985), and O'Quigley
and Pessione (1989) assumed $Q(t)$ to be constant on predetermined intervals of the time axis, i.e. $Q(t)$ is a step function.

Although in the latter cases there is more than one parameter associated with $Q(t)$, the computation of the test statistic is similar. Murphy (1993) studied the size and the power of the test of Moreau et al. (1985) and found that, although it is consistent against a wide class of alternatives to proportional hazards, the Moreau test is nonetheless an omnibus test that is used to greatest advantage when there is no specific alternative in mind.

We can choose $Q(t)$ to be an unknown function and use the available data to provide an estimate of this function. For instance, Breslow et al. (1984) chose $Q(t)=\Lambda(t)$ and replaced this unknown function by the Nelson estimator. Because the estimates at time $t$ depend only on the history of events up to that time, the development of Cox (1975) and Andersen and Gill (1982) and thus, the usual asymptotic theory, still applies. Breslow et al. (1984) showed that their choice $Q(t)=\Lambda(t)$ has good power against the alternative of crossing hazards. Tsiatis (1982), Harrington et al. (1982), and Harrington and Fleming (1982) used score processes based on the non-proportional hazards model with intercept to derive sequential tests. They showed that after $Q(t)$ has been replaced by its estimate, the score process at different time points converges in distribution to a multivariate normal. Harrington and Fleming focus particular interest on the $G^{\rho}$ family, where $Q(t)=S(t)^{\rho}$.

Another special case is described in O'Quigley and Pessione (1991), O'Quigley and Natarajan (2004) and O'Quigley (1994), where $Q(t)=$ $I(t \leq \gamma)-I(t>\gamma)$ with $\gamma$ an unknown change point. When $\gamma$ is known the test statistic can be evaluated with no particular difficulty. For $\gamma$ unknown, we would maximize over all possible values of $\gamma$ and special care is required for the resulting inference to remain valid. We consider this issue on its own in Chapter 12. O'Quigley and Pessione (1991) showed that tests using a changepoint model can be powerful for testing the equality of two survival distributions against the specific alternative of crossing hazards. Also, such tests suffer only moderate losses in power, when compared with their optimal counterparts, if the alternative is one of proportional hazards.

Lin (1991) and Gill and Schumacher (1987) have taken a slightly different approach to working with the function $Q(t)$ and introduce it directly into a weighted score. This can be written as

$$
\begin{equation*}
U_{Q}(\beta)=\sum_{i=1}^{n} \delta_{i} Q\left(X_{i}\right)\left\{Z_{i}\left(X_{i}\right)-E\left(Z \mid X_{i} ; \beta\right)\right\}, \tag{9.16}
\end{equation*}
$$

where the only key requirement is that $Q(\cdot)$ be a predictable process (see Section 3.6) that converges in probability to a non-negative bounded function uniformly in $t$. Let $\hat{\beta}_{Q}$ be the zero of (9.16) and $\hat{\beta}$ be the partial likelihood estimate. Under the assumption that the proportional hazards model holds and that $\left(X_{i}, \delta_{i}, Z_{i}\right)(i=1, \ldots, n)$ are i.i.d. replicates of $(X, \delta, Z), n^{1 / 2}\left(\hat{\beta}_{Q}-\hat{\beta}\right)$ is asymptotically normal with zero mean and covariance matrix that can be consistently estimated. It then follows that a simple test can be based on the standardized difference between the two estimates. Lin (1991) showed such a test to be consistent against any model misspecification under which $\beta_{Q} \neq \beta$, where $\beta_{Q}$ is the probability limit of $\hat{\beta}_{Q}$. In particular, it can be shown that choosing a monotone weight function for $Q(t)$ such as $\hat{F}(t)$, where $\hat{F}(\cdot)$ is the Kaplan-Meier estimate, is consistent against monotone departures (e.g., decreasing regression effect) from the proportional hazards assumption.

### 9.8 Exercises and class projects

1. Describe why the assumption of marginal independence is a stronger assumption than that of conditional independence. Describe situations in which each of these assumptions appears to be reasonable. How is the likelihood function impacted by the assumptions?
2. Suppose that the censoring mechanism is not independent of the survival mechanism, in particular suppose that

$$
\log \operatorname{Pr}(T>x+u \mid C=u, T>u)=2 \log \operatorname{Pr}(T>x+u \mid T>u) .
$$

Write down the likelihood for a parametric model for which the censoring mechanism is governed by this equation. Next, suppose that we can take the above equation to represent the general form for the censoring model but that, instead of the constant value 2 , it depends on an unknown parameter, i.e., the number 2 is replace by $\alpha$. What kind of data would enable us to estimate the parameter $\alpha$ ?
3. As a class project, simulate data with a dependent censoring mechanism as above with an unknown parameter $\alpha$. Investigate the distribution of $\hat{\alpha}$ via 1000 simulations.
4. Fit a Weibull proportional hazards model to data including at least two binary regressors; $Z_{1}$ and $Z_{2}$. Calculate a $90 \%$ confidence intervals for the probability that the most unfavorable prognosis among the 4 groups has a survival greater than the marginal median. Calculate a $90 \%$ confidence interval that a subject chosen randomly from either the most unfavorable, or the second most unfavorable, group has a survival greater than the marginal median.
5. As a generalization of the previous exercise, consider a parametric model with covariate vector $Z$ of dimension $p$. The $p$ dimensional model is considered to provide a good approximation to the underlying mechanism generating the observations. On the basis of the fitted $p$ dimensional model, write down an expression for a confidence interval for the probability of surviving longer than $t$ for a subject in which $Z_{1}$, the first component of $Z$, is equal to $z_{1}$.
6. For the two-sample exponential model, write down the likelihood and confirm the maximum likelihood estimates given in Section 9.4. Calculate the score test, the likelhood ratio test and Wald's test, and compare these with the expressions given in Section 9.4. For a data set with a single binary covariate calculate and compare the three test statistics.
7. On the basis of data, estimate the unknown regression coefficient, $\beta$, as the expected value of the conditional likelihood (see Section 9.6). Do this for both an exponential based likelihood and the partial likelihood. Next, consider the distribution of $\log \beta$ in this context and take an estimate as $\exp E(\log \beta)$. Do you anticipate these two estimators to agree? Note that the corresponding maximum likelihood estimators do agree exactly. Comment.
8. Try different weights in the weighted log-rank test and apply these to a data set. Suppose we decide to use the weight that leads to the most significant result. Would such an approach maintain control over Type I error under the null hypothesis of no association? Suggest at least two ways in which we might improve control over the Type I error rate.

## Chapter 10

## Inference: Stochastic integrals

### 10.1 Summary

Further to the background theory on counting processes, martingales and stochastic integrals, outlined in Sections 2.12 and 3.6, we note that the score statistic arising from the log partial likelihood can be seen to come under the heading of a stochastic integral. The terms of this integral are then equated with those elements composing a stochastic integral and for which we can appeal to known large sample results. In the case of the multiplicative model, replacing the unknown background cumulative hazard by the Nelson-Aalen estimate produces the same result as that obtained from use of the observed information matrix. This is not the case for the additive model. In this case the variance estimator using martingale theory is generally to be preferred over the information based estimator. Considerable flexibility results from the martingale concept of conditioning on the accumulated history. One example is that of multistate processes which are easily dealt with. A second is that of obtaining procedures which are non-parametric with respect to both time and the covariate (O'Brien 1978, O'Quigley and Prentice 1991).

### 10.2 Motivation

Aalen (1978), followed by Andersen and Gill (1982), pioneered the counting process approach to inference in the context of proportional hazard models. Writing the score statistic as a stochastic integral, they
showed how a framework for inference can be structured. This framework uses the results from martingale theory described in Sections 2.12 and 3.6. Asymptotic normality and an expression for the large sample variance are readily obtained. For the multiplicative model this variance expression is the same as that obtained by working with the second derivative of the partial likelihood (Cox, 1972). In this chapter we will see that this is not the case for the additive model and that, in this case, the variance expression derived from martingale theoretic considerations is, in general, more stable than that derived on the basis of the second derivative. Indeed, for a model with an additive risk, the estimated variance of the score statistic, when viewed as a stochastic integral, differs from that obtained from the inverse of the information matrix and has the advantage of always being positive, a property not shared by the information matrix estimate. They can be seen to be equivalent asymptotically.

The stochastic integral representation enables us to recover the great majority of those results we already have from exploiting likelihood theory, but it can take us further in different ways. First, the different kinds of weightings proposed by Prentice (1978), some fixed ahead in time, some evaluated dynamically, are readily accommodated within the martingale theory. Also, higher-order moments are easily derived and allow us to obtain corrected percentiles of the score distribution through the use of a Cornish-Fisher expansion. This simple procedure can yield more accurate inference for the score statistic in small samples. We return to this in the following chapter dealing with inference in small samples.

### 10.3 Counting process framework to the model

The reader may first wish to recall the background of counting processes, martingales and stochastic integrals from Sections 2.12 and 3.6. The greatest generality can be obtained by working with a multivariate counting process $N(t)$, the $n$ components of which are, typically, the independent individual counting processes. This is not always the case, though, and, in particular the individual processes need not be independent. Large sample theory follows by working with the multivariate martingale central limit theorem (Rebolledo 1980). This approach has now been widely adopted in making inferences for survival models. It is described in detail in Fleming and

Harrington (1991) and Andersen et al. (1993). Here, we take a less general approach working instead with collections of univariate counting processes and appealing to more classic central limit theorems for sums of independent but not identically distributed random variables. This leads to a very considerable gain in clarity and the cost of this gain is very small. For instance all of the main developments of the proportional hazards model (stratification, inclusion of random effects, multistate models, repeated events, cure models) can be handled by working with the usual central limit theorem for independent variables and verifying the Lindeburg condition rather than working with the multivariate martingale central limit theorem.

We take $N_{i}(t), i=1, \ldots, n$ to be $n$ univariate counting processes, starting off at zero, i.e., $N(0)=0$, and making a unit jump at the distinct failure time point $X_{i}$, if $I\left(C_{i}>X_{i}\right)=1$, so that $N(t)=1$ for $t \geq X_{i}$. The intensity process $\alpha_{i}(t)$ can be expressed in terms of the counting process and $\mathcal{F}_{t-}$, the total accumulated information on failures, censorings and covariate processes available an instant before time $t$, as

$$
\begin{equation*}
\alpha_{i}(t)=\lim _{\Delta t \rightarrow 0}(\Delta t)^{-1} \operatorname{Pr}\left\{N_{i}(t+\Delta t)-N_{i}(t)=1 \mid \mathcal{F}_{t-}\right\} \tag{10.1}
\end{equation*}
$$

Note that the set $\mathcal{F}_{t-}$ in the simplest case corresponds to the information that $T>t$. The form $\mathcal{F}_{t-}$ allows for great generality and enables us to easily deal with complex situations such as multistate models, repeated events when subjects move in and out of risk sets, and particular kinds of conditioning such as the use of covariate ranks. A proportional hazards model with more general risk for this intensity function can be written as

$$
\begin{equation*}
\alpha_{i}(t)=Y_{i}(t) \lambda_{0}(t) R\left\{\beta Z_{i}(t)\right\} \tag{10.2}
\end{equation*}
$$

where, as before, $Y_{i}(t)$ is an indicator function taking the value 1 if the $i$ th subject is at risk at time $t$ and 0 otherwise, $\lambda_{0}(t)$ is the fixed "baseline" hazard function and $\beta$, the parameter, or vector of parameters, to be estimated. $Z_{i}(t)$ is, as usual, the covariate for the $i$ th subject at time $t$ and $R(r)$ the relative risk function; equal to $\exp (r)$ for the multiplicative model and $1+r$ for the additive model.

### 10.4 Some nonparametric statistics

The inferential background described in Section 3.6 paid particular attention to Aalen's (1978) multiplicative intensity model. Recall that for the i.i.d. case, the compensator for $N_{i}(t)$ is $\alpha_{i}(t)=Y_{i}(t) \lambda(t)$, where $\lambda(t)$ is the hazard rate. The compensator, $\bar{A}(t)$, for $\bar{N}(t)=\sum_{i=1}^{n} N_{i}(t)$ is:

$$
\bar{A}(t)=\int_{0}^{t}\left\{\sum_{i=1}^{n} Y_{i}(s)\right\} \lambda(s) d s=\int_{0}^{t} \bar{Y}(s) \lambda(s) d s
$$

from which we see the intensity process for $\bar{N}(t)$ to be $\bar{Y}(t) \lambda(t)$. This simple structure can be used to underpin several nonparametric tests. Using a martingale as an estimating equation (see Sections 3.6 and 3.7) we can take $\bar{N}(t)$ as an estimator of its compensator $\bar{A}(t)$. Dividing by the risk set (assumed to be always greater than zero), we have that,

$$
\int_{0}^{t} \frac{d \bar{N}(t)}{\bar{Y}(t)}-\int_{0}^{t} \lambda(s) d s
$$

is a martingale and has, in consequence, zero expectation. An estimate of the cumulative risk $\hat{\Lambda}(t)$ is given by $\hat{\Lambda}(t)=\int_{0}^{t} \bar{Y}(t)^{-1} d \bar{N}(t)$ which is the estimator of Nelson-Aalen. Simple nonparametric statistics for the comparison of two groups can be obtained immediately from this. If we consider some predictable weighting process (for an explanation of what we mean by "predictable" see Sections 2.12 and 3.6), $W(s)$, then define

$$
\begin{equation*}
K(t)=\int_{0}^{t} W(s)\left\{\frac{d \bar{N}_{1}(s)}{\bar{Y}_{1}(s)}-\frac{d \bar{N}_{2}(s)}{\bar{Y}_{2}(s)}\right\} \tag{10.3}
\end{equation*}
$$

where a subscript 1 denotes subjects from group 1 and a 2 from group 2. The choice of the weighting function $W(s)$ can be made by the user and might be chosen when some particular alternative is in mind. The properties of different weights were investigated by Prentice (1978). Referring back to Section 3.6 , we can readily claim that $K(\infty)$ converges in probability to $\mathcal{N}\left(0, \sigma^{2}\right)$. We estimate $\sigma^{2}$ by $\langle K\rangle(\infty)$ where

$$
\begin{equation*}
\langle K\rangle(t)=\int_{0}^{t}\left\{\frac{W(s)}{\bar{Y}_{1}(s)}\right\}^{2} d \bar{N}_{1}(s)+\int_{0}^{t}\left\{\frac{W(s)}{\bar{Y}_{2}(s)}\right\}^{2} d \bar{N}_{2}(s) \tag{10.4}
\end{equation*}
$$

The choice $W(s)=\bar{Y}_{1}(s) \bar{Y}_{2}(s) /\left[\bar{Y}_{1}(s)+\bar{Y}_{1}(s)\right]$ leads to the log-rank test statistic and would maintain good power under a proportional
hazards alternative of a constant group difference as opposed to the null hypothesis of no group differences. The choice $W(s)=\bar{Y}_{1}(s) \bar{Y}_{2}(s)$ corresponds to the weighting suggested by Gehan (1965) in his generalization of the Wilcoxon statistic. This test may offer improved power over the log-rank test in situations where the group difference declines with time. These weights and therefore the properties of the test are impacted by the censoring and, in order to obtain a test free of the impact of censoring, Prentice (1978) suggested the weights, $W(s)=\hat{S}_{1}(s) \hat{S}_{2}(s)$. These weights would also offer the potential for improved power when the regression effect declines with time.

### 10.5 Stochastic integral representation of score statistic

The score statistic, based on Cox's (1975) partial likelihood, can be written as

$$
\begin{equation*}
U(\beta)=\sum_{i=1}^{n} N_{i}\left(X_{i}\right)\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)\right\} \tag{10.5}
\end{equation*}
$$

where the definition of $\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)$ is the same as in earlier chapters. Defining $H_{i}(t)=Z_{i}(t)-\mathcal{E}_{\beta}(Z \mid t)$, we see that Equation (10.5) can be rewritten as $U(\beta)=U(\beta, \infty)$ where

$$
\begin{equation*}
U(\beta, t)=\sum_{i=1}^{n} \int_{0}^{t} H_{i}(s) d N_{i}(s) \tag{10.6}
\end{equation*}
$$

The martingale approach to inference can be very briefly summarized as follows: The process $N_{i}(t)$ counts events on the $i$ th subject, in our case 0 or 1 and very clearly, for $u>0, E\left\{N_{i}(s+u) \mid \mathcal{F}_{s}\right\} \geq E\left\{N_{i}(s) \mid \mathcal{F}_{s}\right\}$. Recall that $\mathcal{F}_{s-}$ denotes the set containing the total information we have concerning $N_{i}(s)$ from all time points strictly less than $s$, so that $E\left\{d N_{i}(s) \mid \mathcal{F}_{s-}\right\}=Y_{i}(s) \lambda_{i}(s) d s$, the infinitesimal probability of the occurrence of an event for a Bernoulli variable at time point $s$. The Doob-Meyer decomposition theorem whereby we can express the submartingale $N_{i}(s)$ in terms of a compensator, $A_{i}(s)$ and a martingale, $M_{i}(s)$, enables us to write

$$
\begin{equation*}
N_{i}(t)=M_{i}(t)+\int_{0}^{t} Y_{i}(u) \lambda_{i}(u) d u \tag{10.7}
\end{equation*}
$$

Also recall that, if the function $H_{i}(s)$, at each time point $s$, contains no information that is not contained in $\mathcal{F}_{s-}$ and is left continuous (not a practical constraint), then it is predictable, in other words, at time points $s$ and beyond, a fixed constant. A stochastic integral of the above form can then be always made into a martingale via this decomposition since, if $M_{i}(t)$ is a martingale and $H_{i}(t)$ a predictable process, then the stochastic integral $\int_{0}^{t} H_{i}(s) d M_{i}(s)$ will also be a martingale. Using the known results concerning inference for martingales and submartingales (which can be turned into martingales via the Doob-Meyer theorem), for large samples, we have in particular that:

Theorem 10.1 The large sample distribution of $U(\beta, \infty)$ is normal, having first two moments given by

$$
\begin{align*}
& E\{U(\beta, \infty)\}=\int_{0}^{\infty} \sum_{i=1}^{n} E\left\{Y_{i}(s) H_{i}(s)\right\} \lambda_{i}(s) d s  \tag{10.8}\\
& E\left\{U^{2}(\beta, t)\right\}=\int_{0}^{t} \sum_{i=1}^{n} E\left\{Y_{i}(s) H_{i}^{2}(s)\right\} \lambda_{i}(s) d s . \tag{10.9}
\end{align*}
$$

The variance is then $\operatorname{Var}\{U(\beta, \infty)\}=E\left\{U^{2}(\beta, \infty)\right\}-E^{2}\{U(\beta, \infty)\}$. These results are very general and enable us to consider a wide range of situations. Below we examine the flexibility granted to us by different possible choices for $H$. The results can be used to test hypotheses, and thereby obtain interval estimates for parameters via inversion of tests, or for point estimation. In order to carry out these prescriptions we will need replace $\lambda_{i}(t)$ by estimates and we look at this below.

## Large sample approximations

Note that at the true value of $\beta, E\left\{Y_{i}(s) H_{i}(s)\right\}=0$. In order to estimate the variance, we replace $\lambda_{i}(s) d s$ by $d \hat{\Lambda}_{i}(s)$, for any consistent estimate $\hat{\Lambda}_{i}(t)$ of the cumulative hazard, in particular the one suggested by Breslow (1972), Aalen (1978), and Andersen and Gill (1982), expressed via the lemma:

Lemma 10.1 $\Lambda_{i}(t)$ is consistently estimated by $\hat{\Lambda}_{i}(t)=\hat{\Lambda}_{0}(t) R\left\{\hat{\beta} z_{i}(t)\right\}$ where
$\hat{\Lambda}_{0}(t)=\int_{0}^{t} \frac{d \bar{N}(s)}{\sum_{i=1}^{n} Y_{i}(s) R\left\{\hat{\beta} Z_{i}(s)\right\}}=\sum_{i=1}^{n} \frac{I\left(C_{i}>X_{i}\right)}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) R\left\{\hat{\beta} Z_{j}\left(X_{i}\right)\right\}}$,
the integral simplifying to the sum given on the right-hand side since $d \bar{N}(s)$ is always zero apart from at values where $s$ is equal to one of the failure points $X_{i}\left(C_{i}>X_{i}\right)$. Using this and defining $W_{i}(t)=Z_{i}(t)$ for the multiplicative model, $W_{i}(t)=Z_{i}(t) /\left(1+\beta Z_{i}(t)\right)$ for the additive model, we can write:

Lemma 10.2 $A$ consistent estimate of $E\left\{U^{2}(\beta, \infty)\right\}$ is given by
$\hat{E}\left\{U^{2}(\beta, \infty)\right\}=\sum_{i=1}^{n} \sum_{j=1}^{n} N_{i}\left(X_{i}\right) Y_{j}\left(X_{i}\right)\left\{W_{j}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(W \mid X_{i}\right)\right\}^{2} \pi_{j}\left(\beta, X_{i}\right)$,
where the weights obtain from $\pi_{j}(\beta, t)=Y_{j}(t) R\left\{\beta Z_{j}(t)\right\} / \sum_{\ell=1}^{n} Y_{\ell}(t)$ $R\left\{\beta Z_{\ell}(t)\right\}$.

Noting that $\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \pi_{j}\left(\beta, X_{i}\right)=1 \forall i$, developing the bracket and collecting terms, we obtain the more familiar term for this second moment:

## Corollary 10.1

$$
\begin{equation*}
\hat{E}\left\{U^{2}(\beta, \infty)\right\}=\sum_{i=1}^{n} \sum_{j=1}^{n} N_{i}\left(X_{i}\right) Y_{j}\left(X_{i}\right)\left\{W_{j}^{2}\left(X_{i}\right)-\mathcal{E}_{\beta}^{2}\left(W \mid X_{i}\right)\right\} \pi_{j}\left(\beta, X_{i}\right) . \tag{10.10}
\end{equation*}
$$

This estimate coincides with that based on the partial likelihood information matrix for the multiplicative model (Cox 1972) when we replace $\beta$ by $\hat{\beta}$. This is not so however for the additive model where minus the second derivative of the partial log-likelihood with respect to $\beta$ equals

$$
\sum_{i=1}^{n} N_{i}\left(X_{i}\right)\left\{\frac{Z_{i}^{2}\left(X_{i}\right)}{\left(1+\beta Z_{i}\left(X_{i}\right)\right)^{2}}-\frac{\left(\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) Z_{j}\left(X_{i}\right)\right)^{2}}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right)\left(1+\beta Z_{j}\left(X_{i}\right)\right)^{2}}\right\} .
$$

Some elementary algebra produces the following lemma;
Lemma 10.3 For the additive model, the information based estimate gives

$$
\begin{equation*}
\hat{E}\left\{U^{2}(\beta, \infty)\right\}=\sum_{i=1}^{n} N_{i}\left(X_{i}\right)\left\{W_{i}^{2}\left(X_{i}\right)-\mathcal{E}_{\beta}^{2}\left(W \mid X_{i}\right)\right\} . \tag{10.11}
\end{equation*}
$$

It is instructive to compare the estimates based on equations (10.10) and (10.11). Assuming the model generating the data is correctly specified then, under the usual conditions on the censoring, the law of large numbers indicates that the difference between them will tend to zero. While the estimate based on Equation 10.10 is always positive in view of the Cauchy-Schwartz inequality, it should be noted that an estimate based on (10.11) can be negative in finite samples.

## Logit-rank and associated test procedures

The log-rank and associated test procedures described under the heading of likelihood methods can all be also be obtained under the counting process heading as weighted stochastic integrals. The only restriction on the weightings is that they be predictable. The resulting weighted log-rank type tests are all linear combinations of the components to the score statistic. It is, however, possible to consider much more general classes of tests, as long as predictability is maintained. This idea motivated the class of tests described by O'Quigley and Prentice (1991). One of the main purposes was to derive tests both non-parametric, i.e., rank invariant, to the covariate scale as well as the time scale.

The tests of O'Quigley and Prentice (1991) derive from the transformed covariate models considered previously. In particular we consider functions $\psi_{j}\left(\mathcal{F}_{t}\right)$ for the $j$ th subject at time $t$, i.e., functions that depend upon all available information at time $t$ and assign thereby the value $\psi_{j}\left(\mathcal{F}_{t}\right)$ to the subject $j$ at time $t$. The score statistic at $\beta=0$ based on the partial likelihood can be written as

$$
\begin{equation*}
U(0)=\sum_{i=1}^{n} \delta_{i}\left\{\psi_{i}\left(\mathcal{F}_{X_{i}}\right)-\mathcal{E}_{0}\left(\psi \mid X_{i}\right)\right\} \tag{10.12}
\end{equation*}
$$

where

$$
\mathcal{E}_{0}\left(\psi \mid X_{i}\right)=\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \psi_{j}\left(\mathcal{F}_{X_{i}}\right) / \sum_{j=1}^{n} Y_{j}\left(X_{i}\right) .
$$

The corresponding observed information matrix at $\beta=0$ is

$$
\begin{equation*}
I(0)=\sum_{i=1}^{n} \delta_{i}\left(\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \psi_{j}^{2}\left(\mathcal{F}_{X_{i}}\right) / \sum_{j=1}^{n} Y_{j}\left(X_{i}\right)\right)-\mathcal{E}_{0}^{2}\left(\psi \mid X_{i}\right) . \tag{10.13}
\end{equation*}
$$

A broad class of tests can now be constructed on the basis of choices for $\psi_{j}\left(\mathcal{F}_{t}\right)$. O'Brien's logit-rank test (O'Brien 1978) arises from his definitions for $p_{i i}$ and $y_{i i}$ which we can re-express in terms of $\psi_{j}\left(\mathcal{F}_{t}\right)$.

Definition 10.1 Let $p_{i \ell}$ be the ranking of the lth subject at time $X_{i}$ if at risk, and is zero otherwise. Then

$$
p_{i \ell}=\psi_{\ell}\left(\mathcal{F}_{X_{i}}\right)=\sum_{j=1}^{n} I\left(Z_{j} \leq Z_{\ell}\right) Y_{j}\left(X_{i}\right)
$$

The specification $Z_{\ell}(t)=\psi_{\ell}\left(t, \mathcal{F}_{t}\right)=y_{i \ell}$ when $t_{(i-1)}<t \leq t_{(i)}$ for $i=1$ to $k$ and is equal to $y_{k \ell}$ when $t>t_{(k)}$ where $t_{(0)}=0$ and $y_{i \ell}=0$ at times at which the $\ell$ th subject is not at risk, leads exactly to O'Brien's logit-rank test. In particular, since $E\left(t_{i}\right)=0, i=1, \ldots, k$, it follows that this specification gives $U(0)=\sum_{i=1}^{k} y_{i i}$. Furthermore we have:

Lemma 10.4 Under the null hypothesis the information can be written as

$$
I(0)=\sum_{i=1}^{k} \sum_{j=1}^{n_{i}} n_{i}^{-1}\left\{\operatorname{logit}\left(j n_{i}^{-1}-\left(2 n_{i}\right)^{-1}\right)\right\}^{2}=\sum_{i=1}^{k} v_{i} .
$$

Thus, the standardized logit-rank test is a partial likelihood score test. An asymptotic standard normal distribution can then be asserted, under a broad range of censoring distributions, on the basis of martingale convergence results (e.g. Rebolledo 1980, Andersen and Gill 1982) upon noting that the processes defined in the above are predictable, as follows since the sample paths for each $\psi_{\ell}\left(t, \mathcal{F}_{t}\right)$ are left continuous with right-hand limits. Notice that O'Brien's initial suggestion of basing a test upon $\sum_{i=1}^{k} p_{i i}$ also obtains as a score test under the proportional hazards model upon defining $\psi_{\ell}\left(t, \mathcal{F}_{t}\right)=p_{i \ell}$ when $t_{(i-1)}<t \leq t_{(i)}$ for $i=1, \ldots, k$ and is given the value $p_{k \ell}$ when $t>t_{(k)}$ and where $p_{i \ell}=0$ at times at which the $\ell$ th subject is not at risk. In this case we can use the fact that $\sum_{j=1}^{m} j=m(m+1) / 2$ and that $\sum_{j=1}^{m} j^{2}=m(m+1)(2 m+1) / 6$ to obtain a simple expression for the variance of $\sum_{i=1}^{n} p_{i i}$ as a corollary to the above.

## Corollary 10.2

$$
\operatorname{Var}\left(\sum_{i=1}^{k} p_{i i}\right)=\sum_{i=1}^{k}\left(4 n_{i}+1\right)\left(n_{i}-1\right) / 12 n_{i}
$$

Note that the mean of $\sum_{i=1}^{k} p_{i i}$ under $H_{0}$ is $k / 2$ so that the following lemma provides an easily evaluable approximate test.

Lemma 10.5 Under the null hypothesis of absence of association,

$$
\frac{36\left(2 \sum_{i=1}^{k} p_{i i}-k\right)^{2}}{\sum_{i=1}^{k}\left(4 n_{i}+1\right)\left(n_{i}-1\right) / n_{i}}
$$

has a distribution converging to that of a chi-square on one degree of freedom.

The two definitions for $Z_{\ell}(t)$ given above correspond to O'Brien's original suggestions. Many other candidates or classes of candidates are possible. For instance, we may choose $\psi_{\ell}\left(t, \mathcal{F}_{t}\right)$ not to depend on information on subjects $i \neq \ell$, in which case scores chosen at the start of the study remain unchanged throughout the study. Tests analogous to the logit-rank tests would then obtain by simply transforming the marginal empirical distribution of the $Z_{i}$ to be uniform over $(0,1)$ or to have standardized logistic distributions. The use of normal order statistics in place of the original measurements amounts to a transformation to normality conditional on the risk sets or unconditionally if applied only once at the start of the study. Given this interpretation of the effect of different kinds of rankings, another approach, although not rank invariant, would be to replace the original $x_{i}$ measurements by $G^{-1}\left\{\tilde{F}\left(Z_{i}\right)\right\}$ where $\tilde{F}(\cdot)$ is some consistent estimate of the cumulative distribution function for $Z$ and $G(\cdot)$ is the cumulative distribution function we are transforming to, for example, the standard normal. In the case of stratification of certain covariates $Z^{c}$ and having defined $m$ classes the extension is straightforward. We would assume that, within a class, little further information on prognosis is obtainable from the actual values $Z_{i}^{c}$ i.e., each class is, in some sense, homogeneous with respect to survival. Then base tests on the model

$$
\lambda_{i j}(t)=Y_{i}(t) \lambda_{0 j}(t) \exp \left\{\beta \psi_{i}\left(t, \mathcal{F}_{t}\right)\right\} ; j=1, \ldots, m
$$

using the usual methods applied to the sum of the log-likelihoods over strata. In an obvious notation the two versions of the logit-rank test for stratified data $w_{s}$ and $w_{s}^{\prime}$ say become

$$
w_{s}=\sum_{j=1}^{m} \sum_{i=1}^{k_{j}} y_{i i j} /\left(\sum_{j=1}^{m} \sum_{i=1}^{k_{j}} v_{i j}\right)^{\frac{1}{2}}, \quad w_{s}^{\prime}=\frac{36\left(2 \sum_{j=1}^{m} \sum_{i=1}^{k_{j}} p_{i i j}-\sum_{j=1}^{m} k_{j}\right)^{2}}{\sum_{j=1}^{m} \sum_{i=1}^{k_{j}}\left(4 n_{i j}+1\right)\left(n_{i j}-1\right) / n_{i j}} .
$$

It is of interest to quantify the size of losses in efficiency when using a scoring system other than that generating the data. This also enables us to assess the utility of re-ranking the covariate values at each failure time, in analogy with O'Brien's original scheme, as opposed to the simpler procedure of ranking, or scoring, at the outset and then treating the covariates as one that is constant with time. Suppose that the model generating the observations is as above and we derive a score test for $\beta$ on the basis of the partial likelihood and the function $\psi_{i}^{*}\left(t, \mathcal{F}_{t}\right)$ instead of $\psi_{i}\left(t, \mathcal{F}_{t}\right)$. We can then use a result from O'Quigley and Prentice (1991) which extends a basic result of Lagakos and Schoenfeld (1984).

Theorem 10.2 An expression for asymptotic relative efficiency is given by
$e\left(\psi, \psi^{*}\right)=\frac{\left(\int \phi\left[g\{Z(t)\}, g^{*}\{Z(t)\}\right] \lambda_{0}(t) d t\right)^{2}}{\int \phi[g\{Z(t)\}, g\{Z(t)\}] \lambda_{0}(t) d t \int \phi\left[g^{*}\{Z(t)\}, g^{*}\{Z(t)\}\right] \lambda_{0}(t) d t}$.
In the above expression we assume that, $\lim _{n \rightarrow \infty} \psi\left(t, \mathcal{F}_{t}\right)=g\{Z(t)\}$ and that $\lim _{n \rightarrow \infty} \psi^{*}\left(t, \mathcal{F}_{t}\right)=g^{*}\{Z(t)\}$, where $g(\cdot)$ and $g^{*}(\cdot)$ are continuous monotonic functions. All of the integrals are over $(0, \infty)$ and
$\phi(a(t), b(t))=E\{Y(t) a(t) b(t)\}-E\{Y(t) a(t)\} E\{Y(t) b(t)\} / E\{Y(t)\}$,
the expectations being taken with respect to the distribution of $\mathcal{F}_{t}$ and $e\left(\psi, \psi^{*}\right)$ denotes asymptotic relative efficiency. Applying the above expression for $e\left(\psi, \psi^{*}\right)$, to time-independent covariates, we find that the asymptotic relative efficiency of the logit-rank procedure to the simplified logit-rank procedure equals one. The same applies to other pairs of procedures, the normal-rank and simplified normal rank for instance. To see this, denote by $\xi_{\ell m}(Z)$ the score, under some chosen system and at some time point, given to the $\ell$ th ranked subject out of a total of $m$ subjects. At a later time point during which time there have been a further $s$ combined failures and censorings, then, under re-ranking, the subject will be given a score between $\xi_{\ell, m-s}(Z)$ and $\xi_{\ell-s, m-s}(Z)$ (inclusive). However, providing $\ell / m \rightarrow \theta(Z)(0<$ $\theta(Z)<1)$ then $\xi_{\ell m}(Z) \rightarrow \tilde{g}(Z)$ say, the same limit as for $\xi_{\ell, m-s}(Z)$, $\xi_{\ell-s, m-s}(Z)$ and all intermediary values, so that this same limit is also the expected value of the score asymptotically (O'Quigley and Prentice 1991). Using normal scores instead of logit scores and vice versa leads to an asymptotic relative efficiency of 0.97 in the absence of censoring.

O'Quigley and Prentice (1991) used three different models in order to gain insight into the relative small sample power properties of the simplified versions of the logit-rank and normal rank procedures. Three models were used for values of $\beta$ not too far removed from the null, concretely for $\beta$ between 0.0 and 0.8 . The first model, described as model (a), stipulated that $\operatorname{Pr}(T>t)=\exp (-\lambda(Z) t)$, $\operatorname{Pr}(C>c)=\exp (-\gamma \lambda(Z) t), \lambda(Z)=\exp (\beta Z)$ where $\log Z \sim N(0,1)$ and $\gamma=0.3,1.2,2.0$. Model (b) was the same except that $\lambda(Z)=$ $\exp (\beta)$ when $Z<1$ and was equal to $\exp (\beta Z)$ otherwise. Model (c) was the same as model (a) except that $\lambda(Z)=\exp (\beta Z)$ when $Z<1$ and was equal to $\exp (\beta)$ otherwise. The motivation for considering model (a) was to see what happens when the explanatory variable is skewly distributed having relatively few high values but ones that strongly affect survival. Models (b) and (c) are plateau models. For model (b) the lower values of the covariable are not associated with survival. Some threshold value needs to be reached beyond which survival is more or less strongly associated with the explanatory variable according to the value of $\beta$. The threshold was taken to occur at the median of the explanatory variable. Model (c) is, in some sense, a mirror image of model (b) such that maximum effect occurs at the median, beyond which further increases in the explanatory variable have no additional effect. The probability of censoring, $\operatorname{Pr}(T>C)$, can be calculated as $\gamma /(1+\gamma)$. The total sample size was taken to be 50 , the same as in O'Brien's power comparisons. The maximum amount of censoring allowable ( $\gamma=2.0$ ) was $67 \%$ so that "effective sample size" varied between just over 16 and just under $39(\gamma=0.3)$.

O'Quigley and Prentice (1991) contrasted the logit-rank with the simplified logit-rank procedure for models (a) and (b). The respective power curves all but coincide. The same was done for model (c). Once again the curves are almost indistinguishable. The evidence then indicates that nothing is lost in using the simplified logit-rank procedure in preference to the one originally suggested by O'Brien. The same conclusion holds when comparing the normal-rank and the simplified normal-rank procedures.

Using the data of Example 1. from O'Brien's paper we obtain a value of 2.66 as the square root of the score statistic based on the logitrank procedure. Apart from the sign, O'Brien obtained a value of 2.68 , the difference being attributable to rounding errors. Our suggested simplified logit-rank procedure resulted in the value 2.69 , confirming, in this example at least, our conclusions from the previous section.

Tests based on the normal-rank and simplified normal-rank procedures produced the values 2.66 and 2.69 respectively, identical in fact, up to the fourth decimal place, to those obtained above. Given the sample size of 7 , this is not surprising as, for small samples, normal order statistics and uniform order statistics look very similar.

The second example concerns 335 patients, diagnosed as suffering from aplastic anemia and treated by allogeneic bone marrow transplantation in Seattle, Washington. At diagnosis the majority of patients were between 10 and 30 years of age; only six patients were aged over 49. One question concerned the possibility of a trend association between age at diagnosis and prognosis, but since, under the alternative hypothesis, it is not obvious what form any trend should take, it seemed appropriate to apply some of the approaches outlined here. Two strata were established: less than or equal to twenty years of age and greater than twenty years of age. Ignoring the strata, the overall logit-rank score test was equal to 12.48 (to be compared with a chisquared variate on one degree of freedom), the simplified logit-rank was equal to 10.15 . The corresponding normal-rank score tests gave 10.58 and 9.25 respectively. The stratified logit-rank and simplified version produced the values 15.49 and 14.10 , whilst for the normalrank analogues these figures became 13.46 and 12.96 respectively (all values again to be compared with a chi-squared variate on one degree of freedom).

The above examples and the results of the previous section would suggest little is, in general, to be gained (or lost) by re-ranking at each failure, whatever scores are to be given to the resulting ranks. To construct a counter example we would need a failure mechanism whose features were mirrored in the re-ranking process. This could arise for a certain class of time-dependent relative risk functions characterized by severe departures from the proportional hazards assumption. To see this, consider a finite sample where uniform scores are allocated at the outset and the data generated under a distant alternative with $\beta$ positive. The higher scores will tend to fail first leading, under proportional hazards and a non re-ranking scheme, to a progressive decrease in the mean score of the remaining survivors, a reduction in variance and an induced skewness. For non-proportional hazards, whereby log relativerisk functions increase or decrease throughout the study, providing there is no change in sign, the same situation prevails. Re-ranking the covariates then, such that the variance remains the same and skewness is redressed might give an advantage in some situations although,
apart from some small gains in controlling for size, it is not very clear which ones.

### 10.6 Exercises and class projects

1. Make plots of the intensity function $\alpha_{i}(t)$ for (i) $Z_{i}(t)$ a binary indicator and (ii) $Z_{i}(t)$ sampled from a uniform on ( 0,6 ). Do these for both the multiplicative and additive models. What is the rôle played by $Y_{i}(t)$ ? Take $\beta$ to be one.
2. Fill in the steps in deriving Equation 10.6 from Equation 10.5. In Equation 10.5 replace $N_{i}\left(X_{i}\right)$ by the jump in the Kaplan-Meier curve at time $X_{i}$. Now derive an analogous expression to Equation 10.6 involving the estimated marginal survival $\hat{F}(t)$.
3. Following from the previous question, suppose that $Z_{i}(t)$ is an indicator variable for groups $i ; i=1,2$. For each group we calculate a Kaplan-Meier curve $\hat{F}_{i}(t)$. In Equation 10.5 we now replace $N_{i}\left(X_{i}\right)$ by the jump in the Kaplan-Meier curve of the group from which the failure occurred. Derive an expression analogous to Equation 10.6.
4. Show that, if model assumptions are correct, then all of the estimators based on solving the above corresponding estimating equations converge to the same population quantity $\beta$. When $\beta$ is in truth a function of time, $\beta(t)$, and the model is only an approximation, discuss the relative merits of the different estimating equations and the populations quantities to which their solutions converge.
5. Suppose that $N_{i}(t)$ counts events on subject $i$ and take values greater than one but never greater than some upper limit, $n$ say. Show that the Doob-Meyer decomposition must always apply in this case. Next, let $n$ be allowed to increase without bound. Under which circumstances might the Doob-Meyer decomposition break down?
6. Using an actual data set involving two groups (for example the Freireich data) carry out an analysis finding estimates based on the three different estimating equations described in questions 2 to 4 . Simulate non-proportional hazards data using a piecewise exponential model increasing the amount of non-proportionality by increasing the change in the absolute value of the regression coefficients. Discuss the results.
7. Within the counting process framework it is common to allow $t$ in $U(\beta, t)$ to be unbounded. It is this feature, alongside a potentially unbounded covariate, which requires the imposition of conditions on $\mathcal{F}_{t}$ in order for the relevant probability spaces to be correctly specified, in particular to not fail Kolmogorov's axiom of additivity. In our other approaches to inference we have taken $t$ to have some upper bound, written, without loss of generality as 1 . Discuss the disadvantages, or advantages, of imposing similar restrictions in this context, i.e., working with $U(\beta, 1)$.
8. Using the technique of double expectation show that, when the model is correctly specified, $E\left\{Y_{i}(s) H_{i}(s)\right\}=0$.
9. Simulate censored and uncensored observations from the exponential model with a single continuous covariate. Obtain the covariate values from three simulated distributions: a uniform, an exponential, and a log-normal. For each simulation, carry out O'Brien's test for the presence of effect. Next, replace the continuous covariate values by their ranks at the outset. Comment on the similarity between the test statistics. How do these compare to a test based on the original covariate left untransformed? Finally, replace the ranks by the normal order statistics and, again, compare the test statistics. Do this for the three suggested covariate distributions.
10. Equation 10.10 would seem to be using more information than Equation 10.11. Is this so? Which of the two equations would seem to be the more dependable? If the model were seriously misspecified which of the two equations would be the more useful? Give reasons.
11. Rather than replace a continuous covariate by its ranks we could simply derive a new covariate being binary and created from the original covariate by means of a cut-off. How would you find any such cut-off? Under which circumstances would an approach based on a cut-off lead to a more powerful test than an approach based on ranking. Under which situations would the converse be true?

## Chapter 11

## Inference: Small samples

### 11.1 Summary

The finite sample distribution of the score statistic is considered more closely. Since the other test statistics are derived from this, and the regression coefficient itself a monotonic function of the score, it is enough to restrict attention to the score statistic alone. One direct approach leads to a simple convolution expression which can be evaluated by interated integrals. It is also possible to make improvements to the large sample normal approximation via the use of saddlepoint approximations or Cornish-Fisher expansions. For these we can use the results of Corollaries 7.3 and 7.4. Corrections to the distribution of the score statistic can be particularly useful when the distribution of the explanatory variable is asymmetric. Corrections to the distribution of the score equation have a rather small impact in the case of the fourth moment but can be of significance in the case of the third moment. The calculations themselves are uncomplicated and simplify further in the case of an exponential distribution. Since we can transform an arbitrary marginal distribution to one of the exponential form, while preserving the ranks, we can then consider the results for the exponential case to be of broader generality.

### 11.2 Motivation

The focus of our inferential efforts, regardless of the particular technique we choose, is mostly the score statistic. For this statistic, based on the properties of the estimating equation, we can claim large sample
normality. Recall that our underlying probability model is focused on the distribution of the covariate, or covariate vector, at each time $t$ given that the subject is still at risk at this time. From this the mean and the variance of the conditional distribution can be consistently estimated and this is typically the cornerstone for the basis of any tests or confidence interval construction. Implicitly we are summarizing these key distributions by their means and variances or, at least, our best estimates of these means and variances. The fact that it is the distributions themselves that are of key interest, and not just their first two moments, suggests that we may be able to improve the accuracy of any inference if we were to take into account higher order moments. As a consequence of the main theorem it turns out that this is particularly straightforward, at least for the third moment and relatively uncomplicated for the fourth moment. In fact, corrections based on the fourth moment seem to have little impact and so only the third moment might be considered in practice.

We can incorporate information on these higher moments via a Cornish-Fisher expansion or via the use of a saddlepoint approximation. Potential improvements over large sample results would need to be assessed on a case-by-case basis, often via the use of simulation. Some limited simulations are given in O'Quigley and Benichou (2007) and suggest that these small sample corrections can lead to more accurate inference, in particular for situations where there is strong group imbalance. A practical illustration is provided in the context of an actual study concerning the prognostic impact of certain tumor markers in gastric cancer. The corrections to the usual large sample theory appear to provide more accurate inference.

### 11.3 Additive and multiplicative models

The likelihood for the multiplicative model falls in naturally with those for exponential families and for this reason we might anticipate large sample approximations to work well. This is indeed the case although for small samples we may still be able to obtain improvements. The additive model does not fit naturally into the exponential family class (Moolgavkar and Venzon 1987) and large sample behavior approaching normality is attained much more slowly. Here then there is room for even greater improvements over large sample approximations when applied to small samples. Distinguishing between the additive
and the multiplicative models we write the intensity process, $\alpha_{i}(t)$, as $\alpha_{i}(t)=\lim _{\Delta t \rightarrow 0}(\Delta t)^{-1} \operatorname{Pr}\left\{N_{i}(t+\Delta t)-N_{i}(t)=1 \mid \mathcal{F}_{t-}\right\}$, and our models as, $\alpha_{i}(t)=Y_{i}(t) \lambda_{0}(t) R\left\{\beta Z_{i}(t)\right\}$, where $R(r)$, the relative risk function, is equal to $\exp (r)$ for the multiplicative model and $1+r$ for the additive model. Recall the expression for the score statistics as, $U(\beta)=U(\beta, \infty)$ where $\mathcal{Z}(t)=Z_{i}(t) I\left(t=X_{i}\right)$ and where
$U(\beta, t)=\int_{0}^{t}\left\{\mathcal{Z}(s)-\mathcal{E}_{\beta}(Z \mid s)\right\} d \bar{N}(s)=\sum_{i=1}^{n} N_{i}\left(X_{i}\right)\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)\right\}$.
The stochastic integral approach to inference comes from defining $H_{i}(t)=Z_{i}(t)-\mathcal{E}_{\beta}(Z \mid t)$, noting that the score equation can be rewritten as the stochastic integral $U(\beta)=U(\beta, \infty)$ where $U(\beta, t)=$ $\sum_{i=1}^{n} \int_{0}^{t} H_{i}(s) d N_{i}(s)$. Having claimed normality for the large sample distribution of $U(\beta, \infty)$ we will consequently limit attention to the first two moments, $E\{U(\beta)\}$ and $E\left\{U^{2}(\beta)\right\}$, given, respectively, by

$$
\int_{0}^{\infty} \sum_{i=1}^{n} E\left\{Y_{i}(s) H_{i}(s)\right\} \lambda_{i}(s) d s ; \int_{0}^{\infty} \sum_{i=1}^{n} E\left\{Y_{i}(s) H_{i}^{2}(s)\right\} \lambda_{i}(s) d s
$$

From this we obtain the variance as, $\operatorname{Var}\{U(\beta)\}=E\left\{U^{2}(\beta)\right\}-$ $E^{2}\{U(\beta)\}$. These results are very general and enable us to consider a wide range of situations. The results can be used for point estimation or to test hypotheses, and thereby obtain interval estimates for parameters via inversion of tests. In order to carry out these prescriptions we will need replace $\lambda_{i}(t)$ by estimates. We discuss these below. Before that, in the following section, we consider again the quantities $E\left\{Y_{i}(s) H_{i}(s)\right\}$ and $E\left\{Y_{i}(s) H_{i}^{2}(s)\right\}$. The above moments of $U$ require us to consider, for example, $E\left\{Y_{i}(s) H_{i}(s)\right\}$. By the use of double expectation we can see that this is equal to $E\left\{H_{i}(s) \mid Y_{i}(s)=1\right\} \operatorname{Pr}\left\{Y_{i}(s)=1\right\}$ and so, fixing $s$ according to the outer integral, our task becomes that of studying the conditional distribution of $Z(t)$ given $(T=t, C>t)$. This has already been studied in Chapter 7 in the case of the multiplicative model. For both models we need to study more closely the distribution $P(Z \leq z \mid T=t)$. The conditional distribution of $Z(t)$ given $T=t$ obtains in the general risk function case, in the same way as for the multiplicative model, using the definition:

Definition 11.1 The discrete probabilities $\pi_{i}(\beta, t)$ are given by

$$
\begin{equation*}
\pi_{i}(\beta, t)=\frac{Y_{i}(t) R\left\{\beta Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}(t) R\left\{\beta Z_{j}(t)\right\}} \tag{11.1}
\end{equation*}
$$

As before, based upon the $\pi_{i}(\beta, t)$ we have:
Definition 11.2 Moments of $Z$ with respect to $\pi_{i}(\beta, t)$ are given by

$$
\begin{equation*}
\mathcal{E}_{\beta}\left(Z^{k} \mid t\right)=\sum_{i=1}^{n} Z_{i}^{k}(t) \pi_{i}(\beta, t), k=1,2, \ldots, \tag{11.2}
\end{equation*}
$$

We also need the same definition that we gave in Equation 7.5 in order to distinguish conditionally independent censoring from independent censoring, and this was that: $\phi(z, t)=[\operatorname{Pr}(C \geq t \mid z)]^{-1} \int \operatorname{Pr}(C \geq t \mid z)$ $g(z) d z$ although, in none of the applications in this work, do we need either use or try to estimate $\phi(z, t)$. We manage to work our way around requiring full generality. The first way in which this can be accomplished, as already mentioned in Section 7.4, is under the provision that the censoring does not depend upon $z$. In this case, $\phi(z, t)$ will depend on neither $z$ nor $t$ and is, in fact, equal to one. Otherwise, under a conditionally independent censoring assumption, we can consistently estimate $\phi(z, t)$ and we call this $\hat{\phi}(z, t)$. The main theorem (Section 7.4), already applied in the case of the multiplicative model, carries over readily to the additive model.
Theorem 11.1 Under the model and assuming that $\beta$ is known, the conditional distribution function of $Z(t)$ given $T=t$ is consistently estimated by

$$
\begin{equation*}
\hat{P}\{Z(t) \leq z \mid T=t\}=\frac{\sum_{z_{i} \leq z} Y_{i}(t) R\left\{\beta z_{i}(t)\right\} \hat{\phi}\left(z_{i}, t\right)}{\sum_{j=1}^{n} Y_{j}(t) R\left\{\beta z_{j}(t)\right\} \hat{\phi}\left(z_{j}, t\right)} . \tag{11.3}
\end{equation*}
$$

Corollary 11.1 For a conditionally independent censoring mechanism we have

$$
\begin{equation*}
\hat{P}(Z(t) \leq z \mid T=t, C>t)=\sum_{j=1}^{n} \pi_{j}(\beta, t) I\left(Z_{j}(t) \leq z\right) \tag{11.4}
\end{equation*}
$$

Slutsky's theorem enables us to deduce that the result still holds for $\beta$ replaced by any consistent estimate. When the hypothesis of proportionality of risks is correct then the result holds for the estimate $\hat{\beta}$. We also have a further important corollary to Theorem 11.1 which holds when the model is correctly specified:
Corollary 11.2 For $k=1,2, \ldots, \quad \mathcal{E}_{\hat{\beta}}\left(Z^{k} \mid t\right)$ consistently estimates $E_{\beta}\left(Z^{k}(t) \mid t\right)$. In particular $\mathcal{E}_{\hat{\beta}}(Z \mid t)$ provides consistent estimates of $E_{\beta}(Z(t) \mid T=t)$ and, letting $\mathcal{V}_{\beta}(Z \mid t)=\mathcal{E}_{\beta}\left(Z^{2} \mid t\right)-\mathcal{E}_{\beta}^{2}(Z \mid t)$, then $\operatorname{Var}(Z \mid t)$ is consistently estimated by $\mathcal{V}_{\hat{\beta}}(Z \mid t)$.

As a consequence of Theorem 11.1 we can replace the distribution function $G(z \mid t)$ and the density $g(z \mid t)$ by consistent estimates, say $\hat{G}(z \mid t)$ and $\hat{g}(z \mid t)$ under an assumption of independent censoring. For a conditionally independent censoring mechanism these conditional distributions would also be conditioned by $C>t$ as well as $T=t$. Finally, it is convenient to subtract off the means, the zero mean distribution and density estimates denoted by $\hat{G}_{0}(z \mid t)$ and $\hat{g}_{0}(z \mid t)$.

### 11.4 Estimation: First two moments

Inference is based on $U(\hat{\beta}, t)$ which has been standardized to have mean zero. Our focus is then on:
$U(\beta, t)=\int_{0}^{t}\left\{\mathcal{Z}(s)-\mathcal{E}_{\beta}(Z \mid s)\right\} d \bar{N}(s)=\sum_{i=1}^{n} N_{i}\left(X_{i}\right)\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)\right\}$
and the approximating formulae we work with, either Cornish-Fisher expansions or saddlepoint approximations, will require estimation of the conditional moments of $Z$. In the case of approximations based on a constant baseline hazard, i.e., the exponential distribution, we calculate the third and fourth moments after having subtracted off the mean and the square root of the variance. In consequence, in order to use these theoretical results in practice, we multiply by this square root and add on the mean. Note that at the true value of $\beta, E\left\{Y_{i}(s) H_{i}(s)\right\}=0$. In order to estimate the variance, we replace $\lambda_{i}(s) d s$ by $d \hat{\Lambda}_{i}(s)$, for any consistent estimate $\hat{\Lambda}_{i}(t)$ of the cumulative hazard, in particular the one suggested by Breslow (1972), Aalen (1978) and Andersen and Gill (1982). For this we refer to Lemma 10.1 of the previous chapter. Referring again to the previous chapter we were able to use Lemma 10.1 is order to obtain a consistent estimate of $E\left\{U^{2}(\beta, \infty)\right\}$. Recall that this estimate coincides with that based on the partial likelihood information matrix for the multiplicative model (Cox 1972) when we replace $\beta$ by $\hat{\beta}$. For the additive model this was no longer the case where minus the second derivative of the partial $\log$-likelihood with respect to $\beta$ led to Equation 10.11. The estimates based on equations (10.10) and (10.11) converge to the same population counterpart when the model generating the data is correctly specified. As pointed out in the previous chapter though, while the estimate based on Equation 10.10 is always positive in view of the Cauchy-Schwartz inequality, in finite samples, negative estimate
based on (10.11) can occur. When the sample sizes are small we might anticipate this behaviour to be all the more acute and, in practice, it is often associated with difficulties in actually obtaining our estimates since the numerical algorithms themselves can begin to diverge once the routine hits any running estimate which is an inadmissible value according to the model. Transformations and approximations can be a way to alleviate these problems.

### 11.5 Edgeworth and saddlepoint approximations

For the proportional hazards model it is relatively easy to obtain Edgeworth corrections to the score statistic. For the particular case of the multiplicative link function the saddlepoint approximation is also straightforward. In either case we make progress by evaluating the cumulant generating function $K(\theta)$ which is defined as the expectation,

$$
K(\theta)=\log E\left(e^{\theta Z}\right)=\log E E\left(e^{\theta Z} \mid t\right)=\log \int E\left(e^{\theta Z} \mid t\right) d F(t)
$$

the trick of double expectation leading to quantities we can readily estimate in view of the results of Section 7.4. Furthermore, applying Corollary 7.3, we have that the difference between $E\left(e^{\theta Z} \mid t\right)$ and $\mathcal{E}_{\hat{\beta}}\left(e^{\theta Z} \mid t\right)$ or $\mathcal{E}_{\beta}\left(e^{\theta Z} \mid t\right)$ converges in probability to zero. For the multiplicative model we can then use the estimate $\hat{K}(\theta)$ where

$$
\exp \{\hat{K}(\theta)\}=\int\left\{\frac{\sum_{i} \sum_{j} Y_{j}\left(X_{i}\right) \exp \left[(\theta+\beta) Z_{j}\right]}{\sum_{i} \sum_{j} Y_{j}\left(X_{i}\right) \exp \left\{\beta Z_{j}\right\}}\right\} d \hat{F}(t)
$$

leading to the results, after some elementary manipulation, that

$$
\hat{K}^{\prime}(0)=\int \mathcal{E}_{\beta}(Z \mid t) d \hat{F}(t) ; \quad \hat{K}^{\prime \prime}(0)=\int \mathcal{V}_{\beta}(Z \mid t) d \hat{F}(t)
$$

The following results enable us to obtain the needed terms.
Lemma 11.1 Letting $A(\theta)=\exp \{K(\theta)\}$ then:

$$
\begin{equation*}
\left\{\frac{\partial^{p} A(\theta)}{\partial \theta^{p}}\right\}_{\theta=0}=\int \mathcal{E}_{\beta}\left(Z^{p}(t) \mid t\right) d \hat{F}(t) \tag{11.5}
\end{equation*}
$$

The first two derivatives of $A(\theta)$ are well known and widely available from any software which fits the proportional hazards model. The third and fourth derivatives are a little fastidious although, nonetheless straightforward to obtain. Pulling all of these together we have:

Lemma 11.2 The first four derivatives of $K(\theta)$ are obtained from:

$$
\begin{aligned}
A^{\prime}(\theta) / A(\theta) & =K^{\prime}(\theta) \\
A^{\prime \prime}(\theta) / A(\theta) & =\left[K^{\prime}(\theta)\right]^{2}+K^{\prime \prime}(\theta) \\
A^{\prime \prime \prime}(\theta) / A(\theta) & =\left[K^{\prime}(\theta)\right]^{3}+3 K^{\prime}(\theta) K^{\prime \prime}(\theta)+K^{\prime \prime \prime}(\theta) \\
A^{(4)} / A(\theta) & =\left[K^{\prime}(\theta)\right]^{4}+6\left[K^{\prime}(\theta)\right]^{2} K^{\prime \prime}(\theta)+4 K^{\prime}(\theta) K^{\prime \prime \prime}(\theta) \\
& +3\left[K^{\prime \prime}(\theta)\right]^{2}+K^{(4)}(\theta)
\end{aligned}
$$

We can use these results in either a saddlepoint approximation or an Edgeworth approximation allowing us to gain greater accuracy than that provided by the usual assumption of large sample normality. In the light of several comparative studies of the relative merits of the two kinds of approximation we cannot really anticipate obtaining any clear answer as to which is the best to use. It will depend on the particular case under study and, typically, there is very little to choose between the two. The above results can be used in both cases. Once the particular parameters of a study (total sample size, number of groups, group imbalance, approximate distribution of the covariates) are known, then simulations can help answer this question. Simulations show that real advantages, in particular for the additive model, can be obtained by making these adjustments. Some preliminary work can lead to further simplification and, subtracting off the mean allows us to ignore $K^{\prime}(\theta)$, which is equal then to zero at $\theta=0$. Instead of referring the test statistic to the percentage points $Z_{\alpha}$ of the normal distribution we use

$$
\begin{align*}
& L_{\alpha}=Z_{\alpha}+\left(Z_{\alpha}^{2}-1\right) E\left\{U^{3}(\hat{\beta}, \infty)\right\} / 6+\left(Z_{\alpha}^{3}-3 Z_{\alpha}\right)\left[E\left\{U^{4}(\hat{\beta}, \infty)\right\}\right. \\
&\left.-3 E^{2}\left\{U^{2}(\hat{\beta}, \infty)\right\}\right] / 24 \tag{11.6}
\end{align*}
$$

The adjustment can be used either when carrying out a test of a point hypothesis or when constructing test-based confidence intervals. In the simulations we can see that the correction, relatively straightforward to implement, leads to improved control on type I error in a number of situations.

### 11.6 Distribution of estimating equation

The parameter $\beta$ is estimated by equating to zero the score function, $U(\beta)$. Thus, $U(\hat{\beta})=0$ and the distribution of $\hat{\beta}$ can be investigated via the estimating equation, since

$$
\operatorname{Pr}(\hat{\beta}<b)=\operatorname{Pr}\{U(b)<0\}
$$

We can use what we know about $U$ to make statements about $\hat{\beta}$. This only works because $U(\beta)$ is monotonic in $\beta$ and the same will continue to hold in the multivariate setting when considering components of the vector $U$. Formulating the probability statement about $\hat{\beta}$ in terms of $U$ is particularly convenient. Two simple illustrations of this are: (1) Bayesian inference and (2) the exact distribution of a sum of independent, not necessarily identically distributed, random variables. If we have prior information on $\beta$, in the form of the density $q(\beta)$, then we can write

$$
\operatorname{Pr}(\hat{\beta}<b)=\int \operatorname{Pr}\{U(b)<0\} q(b) d b
$$

being an expression in terms of total probability rather than the usual Bayes formula since, instead of a data statistic depending on the model parameter, we have a direct expression for the parameter estimate. For the small sample exact distribution of the sum we use the following lemma:

Lemma 11.3 Let $U_{1}, \ldots, U_{n}$ be independent, not necessarily identically distributed, continuous random variables with densities $p_{1}(x)$ to $p_{n}(s)$ respectively. Let $S_{n}=\sum_{j=1}^{n} U_{j}$. Then the density, $q_{n}(s)=$ $d Q_{n}(s)$, of $S_{n}$ is given by

$$
d Q_{n}(s)=\int_{-\infty}^{\infty} d Q_{n-1}(s-u) d P_{n}(u) d u
$$

We use the above form $d Q_{n}(s)$ in order to accommodate the discrete and the continuous cases in a single expression. The lemma is proved by recurrence of an elementary convolution result (see for example Kendall and Stewart, 1977). Following Cox (1975) and Andersen and Gill (1982) we will take the contributions to the score statistic, $U\left(X_{i}\right)$ to be independent with different distributions given by Theorem 7.1. We can then apply the result by letting $U_{i}=H_{i}\left(X_{i}\right)$ where the $i$ indices now run over the $k$, rather than $n$ failure times. The distribution of $U_{1}$ is given by $G_{0}\left(X_{1}\right)$, of $U_{2}$ by $G_{0}\left(X_{2}\right)$ and we can then construct
a sequence of equations based on the above expression to finally obtain the distribution $Q_{k}(s)$ of the sum. Any prior information can be incorporated in this expression in the same way as before.

## Higher-order moments

It is possible, in a way similar to that leading to the variance of the score statistic, to obtain third and fourth moments. We can then use the estimated cumulative hazard (equation to derive data-based estimates. Since, under the model, we have that $E\{U(\beta, t)\}=0$ then

$$
\begin{equation*}
E\left\{U^{3}(\beta, \infty)\right\}=\int_{0}^{\infty} \sum_{i=1}^{n} E\left\{Y_{i}(s) H_{i}^{3}(s)\right\} \lambda_{i}(s) d s \tag{11.7}
\end{equation*}
$$

We can estimate $E\left\{U^{3}(\beta, \infty)\right\}$ consistently by replacing $\lambda_{i}(s) d s$ and $\lambda_{i}\left(s_{1}\right) \lambda_{j}\left(s_{2}\right) d s_{1} d s_{2}$ by $R\left\{\hat{\beta} Z_{i}(s)\right\} d \hat{\Lambda}_{0}(s)$ and $R\left\{\hat{\beta} Z_{i}\left(s_{1}\right)\right\} R\left\{\hat{\beta} Z_{j}\left(s_{2}\right)\right\}$ $d \hat{\Lambda}_{0}\left(s_{1}\right) d \hat{\Lambda}_{0}\left(s_{2}\right)$ respectively.

$$
\begin{align*}
E\left\{U^{4}(\beta, \infty)\right\}= & \int_{0}^{\infty} \sum_{i=1}^{n} E\left\{Y_{i}(s) H_{i}^{4}(s)\right\} \lambda_{i}(s) d s \\
& +6 \int_{0}^{\infty} \int_{0}^{\infty} \sum_{i=1}^{n} \sum_{j>i} E\left\{Y_{i}\left(s_{1}\right) H_{i}^{2}\left(s_{1}\right)\right\} E\left\{Y_{j}\left(s_{2}\right) H_{j}^{2}\left(s_{2}\right)\right\} \\
& \times \lambda_{i}\left(s_{1}\right) \lambda_{j}\left(s_{2}\right) d s_{1} d s_{2} \tag{11.8}
\end{align*}
$$

Again, we can estimate $E\left\{U^{4}(\beta, \infty)\right\}$ consistently by replacing $\lambda_{i}(s) d s$ and $\lambda_{i}\left(s_{1}\right) \quad \lambda_{j}\left(s_{2}\right) d s_{1} d s_{2} \quad$ by $R\left\{\hat{\beta} Z_{i}(s)\right\} d \hat{\Lambda}_{0}(s)$ and $R\left\{\hat{\beta} Z_{i}\left(s_{1}\right)\right\}$ $R\left\{\hat{\beta} Z_{j}\left(s_{2}\right)\right\} d \hat{\Lambda}_{0}\left(s_{1}\right) d \hat{\Lambda}_{0}\left(s_{2}\right)$ respectively. Note that we can replace $E\left\{Y_{i}(s) H_{i}^{2}(s)\right\}, E\left\{Y_{i}(s) H_{i}^{3}(s)\right\}, E\left\{Y_{i}(s) H_{i}^{4}(s)\right\}$ by observed values at time of failure or by an average taken over the risk set.

## Integral transform of the baseline hazard

Note that for an arbitrary distribution function, $F(t)$, the probability integral transform tells us that the variable $Y=-\log \{1-F(T)\}$ has a standard exponential distribution. In the case of two groups, and using $\hat{F}$ in place of $F$, we can transform a Kaplan-Meier curve into one approaching a standard exponential for one group and, using the same transformation, into one approaching an exponential distribution with parameter $\exp (\beta)$ in the other. For this reason a study of the moment adjustments for the special case of an exponential distribution can be
of value since our interest in the baseline hazard itself is only accessory. The necessary calculations simplify.

Being a special case of the proportional hazards model, an analysis based on the case of a constant hazard enables us to compare our estimates with fixed population values. Furthermore, the estimates can still be useful when the true model is different from the exponential one. Suppose that we have a binary covariate $(0,1)$ denoting group membership of which there are $\pi_{1}$ in the first group and $\pi_{2}$ in the second ( $\pi_{1}+\pi_{2}=1$ ), survival time is distributed exponentially with underlying hazard equal to 1 in the first group and $e^{\beta}$ in the second and there is no censoring. Then:

$$
\begin{aligned}
E\left\{\left[Z-\mathcal{E}_{\beta}^{p}(Z \mid t)\right]^{p}\right\}= & \pi_{1} \int_{0}^{t}\{-\psi(v)\}^{p} e^{-v} d v \\
& +\pi_{2} \int_{0}^{t}\{1-\psi(v)\} e^{\beta} \exp \left(-v e^{\beta}\right) d v
\end{aligned}
$$

where

$$
\psi(v)=\frac{\pi_{2} e^{\beta} \exp \left(-v e^{\beta}\right)}{\pi_{1} e^{-v}+\pi_{2} e^{\beta} \exp \left(-v e^{\beta}\right)} .
$$

Evaluating the above formula under $\beta=0$, we have:
Corollary 11.3 The second, third, and fourth moments of $U$ are given by the following where $U_{s}$ is $U$ standardized to have unit variance:
$E\left\{U^{2}(0, \infty)\right\}=n \pi_{1} \pi_{2} ; \quad E\left\{U_{s}^{3}(0, \infty)\right\}=n^{-1 / 2}\left(\pi_{1}-\pi_{2}\right)\left(\pi_{1} \pi_{2}\right)^{-1 / 2}$
$E\left\{U_{s}^{4}(0, \infty)\right\}=n^{-1}\left(\pi_{1}^{3}+\pi_{2}^{3}\right)\left(\pi_{1} \pi_{2}\right)^{-1}+3 n^{-1}(n-1)$.
More generally, consider the case of a continuous variable $Z$ with support $I$ and density $f$. Furthermore, suppose that survival time is distributed exponentially with underlying hazard equal to $\lambda_{0} R(\beta z)$ with $R(\beta z)=1$ for $\beta=0$, and that there is no censoring. Then, for $\beta=0$ and $p \geq 2$, we have:
$\int_{0}^{\infty} \sum_{i=1}^{n} E\left\{Y_{i}(s) H_{i}^{p}(s)\right\} \lambda_{i}(s) d s=\int_{I}\left[\int_{0}^{\infty}\{z-E(Z)\}^{p} \lambda_{0} e^{-\lambda_{0} t} d t\right] f(z) d z$
and this integral can be readily evaluated so that the right-hand term becomes:

$$
\begin{aligned}
\int_{I}\{z-E(Z)\}^{p}\left(\int_{0}^{\infty} \lambda_{0} e^{-\lambda_{0} t} d t\right) f(z) d z & =\int_{I}\{z-E(Z)\}^{p} f(z) d z \\
& =E\{Z-E(Z)\}^{p}
\end{aligned}
$$

Therefore, the required terms can easily be evaluated from the central moments of $Z$. Specifically, taking the subscript $s$ to refer to the standardized variable, we obtain:

Corollary 11.4 The second, third, and fourth moments of $U$ are given, respectively, by:
$E\left(U^{2}(0, \infty)\right)=n E\{Z-E(Z)\}^{2}$,
$E\left(U_{s}^{3}(0, \infty)\right)=n^{-1 / 2} E\{Z-E(Z)\}^{3}\left[E\{Z-E(Z)\}^{2}\right]^{-3 / 2}$,
$E\left(U_{s}^{4}(0, \infty)\right)=n^{-1} E\{Z-E(Z)\}^{4}\left[E\{Z-E(Z)\}^{2}\right]^{-2}+3 n^{-1}(n-1)$,
where the subscript $s$ refers to the standardized variable. Note that these results also hold for a discrete variable $Z$.

## Integral transform of the conditional covariate distribution

Consider the case of a continuous covariate $Z$. A more sure way, albeit a more onerous one, to correct for asymmetries in the conditional covariate distribution, is to, once again, lean on the probability integral transform. The need to evaluate higher order moments then disappears since, by construction, the odd order moments will be zero and the fourth very close to its normal counterpart. Denote by $\hat{G}(z \mid t)$ the estimated conditional distribution of $Z$ given that $T=t, C>t$, i.e.,

$$
\begin{equation*}
\hat{G}(z \mid t)=\hat{P}(Z(t) \leq z \mid T=t, C>t)=\sum_{j=1}^{n} \pi_{j}(\beta, t) I\left(Z_{j}(t) \leq z\right) \tag{11.9}
\end{equation*}
$$

Note that the definition of $\pi_{j}(\beta, t)$ restricts the subjects under consideration to those in the risk set at time $t$. The cumulative distribution $\hat{G}(z \mid t)$ is restricted by both $z$ and $t$. We will need to invert this function, at each point $X_{i}$ corresponding to a failure. Assuming no ties in the observations (we will randomly break them if there are any) then, at each time point $X_{i}$, we order the observations $Z$ in the risk set. We express the order statistics as $Z_{(1)}<Z_{(2)}<\ldots<Z_{\left(n_{i}\right)}$ where there are $n_{i}$ subjects in the risk set at time $X_{i}$. We define the estimator $\tilde{G}\left(z \mid X_{i}\right)$ at time $t=X_{i}$ and for $z \in\left(Z_{(m)}, Z_{(m+1)}\right)$ by
$\tilde{G}\left(z \mid X_{i}\right)=\hat{G}\left(Z_{(m)} \mid X_{i}\right)+\frac{z-Z_{(m)}}{Z_{(m+1)}-Z_{(m)}}\left\{\hat{G}\left(Z_{(m+1)} \mid X_{i}\right)-\hat{G}\left(Z_{(m)} \mid X_{i}\right)\right\}$, noting that, at the observed values $Z_{(m)}, m=1, \ldots, n_{i}$, the two estimators coincide so that $\tilde{G}\left(z \mid X_{i}\right)=\hat{G}\left(z \mid X_{i}\right)$ for all values of $z$ taken
in the risk set at time $X_{i}$. Otherwise, $\tilde{G}\left(z \mid X_{i}\right)$ linearly interpolates between adjacent values of the observed order statistics $Z_{(m)}, m=$ $1, \ldots, n_{i}$. Also, we are assuming no ties, in which case, the function $\tilde{G}\left(z \mid X_{i}\right)$, between the values $Z_{(1)}$ and $Z_{\left(n_{i}\right)}$, is a strictly increasing function and can thereby be inverted. We denote the inverse function by $\tilde{G}^{-1}(\alpha), 0<\alpha<1$.

Our purpose is achieved by using, instead of $\tilde{G}^{-1}(\alpha)$ which would take us back to where we began, the inverse of the cumulative normal distribution $\Phi^{-1}(\alpha)$. We define the transform

$$
\begin{equation*}
Z_{(m)}^{*}=\Phi^{-1} \tilde{G}\left(Z_{(m)} \mid X_{i}\right), \tag{11.10}
\end{equation*}
$$

noting that the transform is strictly increasing so that the order of the covariate observations in the risk set is respected. We are essentially transforming to normality via the observed empirical distribution of the covariate in the risk set. Under the null hypothesis that $\beta=0$ the cumulative distribution $\tilde{G}\left(Z_{(m)} \mid X_{i}\right)$ is discrete uniform where each atom of probability has mass $1 / n_{i}$. Thus, the $Z_{(m)}^{*}, m=1, \ldots, n_{i}$ will be close (the degree of closeness increasing with $n_{i}$ ) to the expectation of the $m$ th smallest order statistic from a normal sample of size $n_{i}$. The statistic $U(\beta)$ is then a linear sum of zero mean and symmetric variables that will be closer to normal than that for the untransformed sequence. At the same time any information in the covariate is captured via the ranks of the covariate values among those subjects at risk and so local power to departures from the null would be model dependent. Under the null the suggested transformation achieves our purpose, the mean of $U(0)$ is zero and the distribution of $U(0)$ is symmetric. Under the alternative, however, we would effectively have changed our model by the transformation and a choice of model which coincides with the mechanism generating the selection from the risk set would maximize power. The above choice would not necessarily be the most efficient. An expression for the statistical efficiency of using some particular covariate transformation model when another one generates the observations is given in O'Quigley and Prentice (1991).

The simplest way to maintain exact control over type I error using $Z_{(m)}^{*}=\Phi^{-1} \tilde{G}\left(Z_{(m)} \mid X_{i}\right)$ is to consider, at each observed failure time, alongside $Z_{(m)}^{*}$, its reflection in the origin $-Z_{(m)}^{*}$, such values, and any more extreme in absolute value, arising with the same probability under the null hypothesis of no effect. A non-parametric test considers the distribution of the test statistic under all possible configurations
of the vector of dimension equal to the number of the observed failures having entries $Z_{(m)}^{*}$ or $-Z_{(m)}^{*}$.

The number of possibilities grows exponentially so that it is possible, with even quite small samples, to achieve almost exact control over type I error. The significance level is simply the number of tests with more extreme values than those obtained by the configuration that corresponds to the observed data themselves. This approach would be very attractive apart from the drawback of the intensity of calculation. With as few as 10 observations per group, in a two-group case, the number of cases to evaluate is over one million. Finding, say, the most extreme five percent of these requires comparisons taking us into the thousands of billions. Approximations are therefore unavoidable.

Robinson (1982) developed a simple saddlepoint approximation to the densities corresponding to paired data. Relabelling the elements of this sum as $y_{i}, i=1, \ldots, 2^{k}$, and the null density as $\psi(u)$ then, following Robinson's development and regrouping terms, we obtain
$\psi(u)=\left\{\frac{k^{2}}{2 \pi \sum y_{j}^{2} \operatorname{sech}^{2}\left(\lambda_{u} y_{j}\right)}\right\}^{\frac{1}{2}} \exp \left(\sum \log \cosh \left(\lambda_{u} y_{j}\right)-\lambda_{u} u\right)$,
where $\sum y_{j} \tanh \left(\lambda_{u} y_{j}\right)=u k$. For any values of $u, \lambda_{u}$ is obtained as a solution to this second equation. In the above expressions all sums range from 1 to $2^{k}$. We can obtain the significance level by numerical integration, in particular via the use of orthogonal polynomials (Abramowitz and Stegun 1970, Ch. 25). Alternatively we can work directly with an approximation to the cumulative distribution itself (Daniels 1987). Both require numerical approximation and the results, and effort involved, are, for practical purposes, the same.

### 11.7 Simulation studies

O'Quigley and Benichou (2007) carried out extensive simulations on the various possible corrections to the score statistic. The conclusion is that the most effective way of correcting the score statistic is via the use of an adjustment based on the third conditional moment together with either a Cornish-Fisher expansion or a saddlepoint approximation. The impact of the fourth moment appears weak, at least in the cases we have investigated. An adjustment based on the integral transform of
the conditional covariate distribution produced essentially the same effect but involved slightly more work. We considered the distribution based on the large number of simulations to be the exact distribution. This was then contrasted with the uncorrected distribution based on large sample theory and, also, the distribution corrected in particular by the use of third and fourth moments although, in view of its weak impact, corrections involving the fourth moment are not reported. Two situations defined by the nature of the covariate $Z$ (binary or continuous) were investigated. Throughout this section, the focus is on the score statistic $U(\infty ; 0)$, often expressed simply as $U$.

## Binary Covariate

For a binary covariate $Z(0,1)$ defining group membership, data were generated from an exponential survival model with hazard given by $\exp \beta Z$, and there was no censoring. For each case, 10,000 replications were performed. Table 1 in O'Quigley and Benichou (2007) gives theoretical values and estimates of the second, third and fourth moments of the score statistic under $H_{0}$ (defined by $\beta=0$ ) and for several values of $n_{1}$ and $n_{2}$, the sample sizes in groups $1(Z=0)$ and $2(Z=1)$. From the tables we could conclude that the second moment tends to be underestimated for small sample sizes. For instance, the ratio of the mean variance estimate to the theoretical variance was 0.79 for $n_{1}=n_{2}=5$ and increased to 0.86 for $n_{1}=n_{2}=10,0.92$ for $n_{1}=n_{2}=20$ and 0.96 for $n_{1}=n_{2}=50$. This underestimation of the variance of the score statistic has also been observed by Latta (1981). As for the third and fourth moments however, results show very good agreement between theoretical values and estimates, even for very small sample sizes (e.g. $n_{1}=5$ and $n_{2}=10$ ). Moreover, values of the third moment show evidence of skewness for imbalanced groups and small sample sizes (e.g., $E\left(U_{s}^{3}\right)=-1.83$ for $n_{1}=5$ and $n_{2}=10$ ) and some evidence of positive or negative kurtosis for small sample sizes (e.g., $E\left(U_{s}^{4}\right)=2.90$ for $n_{1}=5$ and $n_{2}=10$ ). These findings suggest the possibility of making improvements over the normal approximation to the distribution of the score statistic for small sample sizes.

Table 2 from O'Quigley and Benichou (2007) studies the smallsample properties of the score test (or logrank test) under $H_{0}(\beta=0)$ and for several values of $n_{1}$ and $n_{2}$. For each case, the table gives the number of replications out of 10,000 for which the standardized score statistic $U /(\operatorname{Var} U)^{1 / 2}$ was greater than critical values, corresponding to the right half of the distribution, or lower than critical
values, corresponding to its left half. The first figure was obtained by making no correction to the critical value, that is, by using critical values for the normal distribution that $U$ is assumed to follow, as for the usual logrank test. The second figure was obtained by correcting the critical value with the third moment estimate via a Cornish-Fisher expansion. The table does not show the correction which takes simultaneously account of the third and fourth moment since this additional correction turned out to be small.

For balanced groups, i.e., $\left(n_{1}=n_{2}\right)$, the distribution of the standardized statistic is symmetric but the test with no correction (usual logrank test) has levels of significance that are too high. For instance, for $n_{1}=n_{2}=10$, we obtained $0.002,0.015,0.035,0.630,0.116,0.113$, $0.061,0.033,0.014$ and 0.002 instead of $0.001,0.010,0.025,0.050$, $0.100,0.100,0.050,0.025,0.010$ and 0.001 respectively. This feature of the logrank test was also observed by Latta (1981) who obtained very similar results with a uniform rather than exponential survival distribution. It is due to the underestimation of the variance of the score statistic. The correction based on the third moment improved matters to some extent, but not completely. For instance, for $n_{1}=n_{2}=10$, the significance levels were 0.030 and 0.030 as compared to 0.035 and 0.033 with no correction, for a theoretical value of 0.025 . Additionally, taking the fourth moment into account yielded almost no change at all.

For imbalanced groups, $\left(n_{2}>n_{1}\right)$, the distribution of the logrank statistic is skewed and biased toward the larger sample size. For instance for $n_{1}=10$ and $n_{2}=50$, the significance levels were 0.044 and 0.019 instead of 0.025 , and 0.073 and 0.039 instead of 0.050 . Again, similar results were observed by Latta (1981) for uniform survival distributions. As could be expected, given the skewness of the distribution, the correction based on the third moment substantially corrected the asymmetry. For instance, for $n_{1}=10$ and $n_{2}=50$, the significance levels were 0.033 , and 0.023 and 0.063 and 0.043 for respective theoretical values of 0.25 (former two) and 0.050 (latter two).

Table 3 from O'Quigley and Benichou (2007) showed results for data generated with $\beta=\log 1.5$. The power of the test of $\beta=0$ can be increased or decreased by the third moment correction depending on the direction of the imbalance in the sample sizes. Here $U$ was defined as the difference between observed and expected events in group 2 and the power was increased by the correction when $n_{2}>n_{1}$. As before, the additional fourth moment correction had very little impact on the results.

## Continuous Covariate

O'Quigley and Benichou (2007) considered a covariate $Z$ with a symmetric distribution, namely a uniform $(0,1)$ distribution. Results were very similar to those observed with a binary covariate and balanced groups. We calculated the theoretical values and estimates of the second, third, and fourth moments of the score statistic under $H_{0}(\beta=0)$ for several values of the sample size $n$. As shown above, the expectation of the $k$ th moment of the score statistic $E\left(U^{k}\right)$ is equal to $E(Z-E Z)^{k}$, the central moment of $Z$. The second moment was underestimated for small sample sizes. The ratios of the variance estimate to the theoretical variance were $0.71,0.82,0.91$ and 0.95 for $n=10,20,50$, and 100 , respectively. However, the third moment (equal to 0 ) and the fourth moment were estimated quite precisely.

Table 4 of O'Quigley and Benichou (2007) studies the small-sample properties of the score statistic under $H_{0}: \beta=0$, and $H_{1}: \exp (\beta)=1.5$. Results are analogous to those for a binary covariate with balanced groups. The distribution of the standardized score statistic is symmetric, but because of the underestimation of the variance of $U$, the test with no correction has significance levels that are too high. For instance, for $n=10$, we obtained $0.002,0.014,0.030,0.062,0.114,0.120$, $0.064,0.033,0.015$ and 0.002 instead of $0.001,0.010,0.025,0.050$, $0.100,0.100,0.05,0.025,0.010$ and 0.001 , respectively. The problem was partially corrected by taking into account the third moment. For instance, the significance levels were 0.027 and 0.030 as compared to 0.030 and 0.033 with no correction for a theoretical value of 0.025 . The additional fourth-moment correction had virtually no effect. Results under $H_{1}(\exp \beta=1.5)$ were parallel to results under $H_{0}$. There was a minor loss of power due to the third-moment correction and the fourth-moment correction had again virtually no effect at all.

For a covariate $Z$ with a skewed distribution, namely a standard exponential distribution, the main results were similar. Data were generated as before. Very similar results were obtained to the case of a binary covariate with imbalanced groups. Table 5 of O'Quigley and Benichou (2007) shows an underestimation of the variance of the score statistic, with ratios of the variance estimate to the theoretical variance respectively equal to $0.71,0.83,0.92$ and 0.95 for $n=10,20,50$ and 100 respectively. However, in contrast with the case of a binary covariate, the third and fourth moments were also underestimated, severely so for a small sample size. As for the case of an imbalanced covariate, there
was a marked asymmetry in the distribution of the score statistic under $H_{0}$ (Table 6 from O'Quigley and Benichou (2007)). For instance, for $n=20$, the significance levels were 0.019 and 0.050 instead of 0.025 , and 0.043 and 0.079 instead of 0.050 . The third moment correction made the distribution more symmetric and partially got rid of this problem despite the underestimation of the third moment. For instance, the significance levels for $n=20$ were 0.024 and 0.036 instead of 0.025 and 0.048 and 0.069 instead of 0.050 . Again, the fourth moment correction had virtually no impact which was partly due to the underestimation in the fourth moment.

In Table 6 of O'Quigley and Benichou it was possible to observe some loss of power for $\exp \beta=1.5$, particularly for a small sample size, when the third moments correction is applied. These studies indicate that when the covariate $Z$ has a symmetric distribution (whether discrete or continuous), the third moment correction, while being on average 0 , tends to bring the significance levels of the score test down, hence closer to the nominal value under $H_{0}$. When the covariate has a skewed distribution, the third moment correction reduces the asymmetry in the distribution of the score statistic under $H_{0}$. In both cases, the fourth moment correction has a much weaker impact and, for practical purposes, can be ignored.

### 11.8 Example

Rashid et al. (1982) investigated the prognostic influence of the levels of five different acute phase reactant proteins on survival in gastric cancer. The currently recognized most important prognostic factor in the disease is stage, determined at the time of operation. A staging classification simpler than the usual TNM one was developed by Rashid et al. and proved itself to be very predictive of survival. On the basis of this system, it was possible to strongly discriminate among different prognostic groups. However, since the staging information was only available at the time of surgical intervention, it could not be used to identify the patients with a poorer prognosis for whom intervention should possibly be avoided. The rationale for the use of the acute phase reactant protein is that any such information can be used preoperatively. A statistical difficulty, however, arises due to the highly non-normal, in particular highly skewed, distributional behavior exhibited by these protein measurements. It has been noted (Kalbfleisch
and Prentice, 1980) that outliers can have an unbounded effect on estimates and test statistics.

A first approach might be to dichotomize, whereby all the high values are grouped together, and indeed this is the usual way in which such data are handled, the notion of "normal" and "raised" levels being common in the medical literature. Such an approach, however, sacrifices information and, given that power may be lacking due to modest sample sizes, this may not be the best approach. A second approach (O'Brien 1978, O'Quigley and Prentice 1991) transforms the explanatory variables to some familiar scale (uniform or normal order statistics for example). A third approach, that suggested in this paper, leaves the covariate scale as observed and makes higher-order corrections to the score statistic to compensate for the induced lack of normality. This third approach has an advantage over the second in that the (arbitrary) choice of scaling, necessarily impacting the result, is avoided. The second approach has an advantage over the third in that inference is rank invariant, not only with respect to the time variable, but also with respect to the explanatory variable. The data are taken from Rashid et al. (1982) where the focus was on the continuously measured variable C-reactive protein and its impact on prognosis. In the original study of Rashid et al. (1982), in addition to the well-known prognostic indicators such as stage and tumor histology, there was interest in the degree to which the pre-operative biological measurements might on their own indicate prognostic effects. In such studies it is common to define some kind of cut-off for such measures below which the patients are considered to be within the normal range, and beyond which the tumor is suspected of being particularly aggressive. The reason to consider the original measurements rather than a new variable defined on the basis of a cut-off is that there may be a gradual worsening of prognosis rather than any sudden phenomenon in effect.

A two-sided test based on the score statistic produces the value $p=0.034$, in reasonably close agreement with the Wald test ( $p=$ 0.042 ), although sufficiently removed from the likelihood ratio test ( $p=0.066$ ) to suggest that the large sample approximations may be slightly suspect. Carrying out a third moment correction to the score statistic, the value $p=0.060$ was obtained and increases to $p=0.063$ when we apply a fourth moment correction. This is in closer agreement with the likelihood ratio test and indicates that the uncorrected score statistic may be slightly underconservative. The values $p=0.06$ or 0.07 appear then to more accurately reflect the percentile under the
null. Whether making a test based decision or using a test as a means to construct confidence intervals, inference will be more accurate when the p-value is more accurately obtained. It could be argued of course that, in this particular case, it would have been more straightforward to just calculate the likelihood ratio test which seems to be more accurate. However, in other cases, in which there is lack of agreement between the likelihood ratio test and the score test, we have no way of knowing which is the more reliable. Indeed all of the corrections outlined here could be equally well applied to the likelihood ratio test (via a Taylor expansion) instead of the score statistic.

### 11.9 Further points

The most useful tool in assessing which of the several approaches is likely to deliver the best rewards is that of simulation. It is difficult otherwise because, even when we can show that taking into account higher moments will reduce the order of error in an estimate, the exact value of these moments is not typically known. The further error involved in replacing them by estimates involving error can often lead us back to an overall order of error no less than we had in the first place. In some cases we can carry out exact calculation. Even here though caution is needed since if we need to evaluate integrals numerically, although there is no statistical error involved, there is a risk of approximation error. Among the three available tests based on the likelihood; the score test, likelihood ratio, and the Wald test, the score test is arguably the most satisfactory. Although all three are asymptotically equivalent, the Wald test's sensitivity to parameterization has raised questions as to its value in general situations. For the remaining two, the score test (log-rank test) has the advantage of not requiring estimation under the alternative hypothesis and has nice interpretability in terms of simple comparisons between observed and expected quantities. Indeed it is this test, the log-rank test in the case of a discrete covariate, that is by far the most used. The higher moments are also evaluated very easily, again not requiring estimation under the alternative hypothesis, and therefore it is possible to improve the accuracy of inference based on the score test at little cost. Only tests of the hypothesis $H_{0}: \beta=0$ have been discusssed. More generally, we may wish to consider testing $H_{0}: \beta=\beta_{0} ; \beta_{0} \neq 0$, such a formulation enabling us to construct confidence intervals about non-null values of $\beta$. The same arguments apply
to this case also and, by extension, will lead to intervals with more accurate coverage properties. This contention has yet to be investigated in simulations which, necessarily, would be rather more involved than those discussed here.

### 11.10 Exercises and class projects

1. Use a two-sample data set such as the Freireich data and carry out a one-sided test at the $5 \%$ level. How does the p-value change if we make the Edgeworth correction given in Equation 11.6.
2. Repeat the above question but this time using a saddlepoint approximation.
3. Using bootstrap resampling, calculate a $95 \%$ confidence interval for the estimated regression coefficient for the above data by the percentile method on $\hat{\beta}$. Compare this to a $95 \%$ confidence interval obtained by inverting the monotone function $U(b)$ and by determining values of $b$ for which the estimated $\operatorname{Pr}\{U(b)<0\} \leq 0.025$ and $\operatorname{Pr}\{U(b)>$ $0\} \leq 0.025$.
4. Consider the following two priors on $\beta:(1) \operatorname{Pr}(\beta<-1)=0.1$; $\operatorname{Pr}(\beta>2)=0.1 ; \operatorname{Pr}(-1<\beta<2)=0.8,(2) \operatorname{Pr}(\beta<0)=0 ;$ $\operatorname{Pr}(\beta>1)=0.2 ; \operatorname{Pr}(0<\beta<1)=0.8$. Using these priors repeat the above confidence interval calculations and comment on the impact of the priors.
5. In clinical trials and many epidemiological investigations we are often in a position to know ranges of implausible values of the regression coefficient. Should we incorporate this knowledge into our inferential calculations, and if so, how?
6. Either use an existing data set or generate censored data with a single continuous covariate. Evaluate the empirical distribution of the covariate at each failure time in the risk set. Use several transformations of this distribution, e.g., to approximately normal, exponential or uniform, and take as a test statistic the maximum across all considered transformations. How would you ensure correct control of type I error for this test? What are the advantages and drawbacks to this test?

## Chapter 12

## Inference: Changepoint models

### 12.1 Summary

Changepoint models are considered for three situations in which the models allow departures from proportional hazards to be approximated in a simple way. The first situation is a so-called time-covariate qualitative interaction (O'Quigley and Pessione 1991) or crossing hazards problem. The second situation considers a decline in regression effect that is modeled by a sudden change in effect at some unknown time point (O'Quigley and Natarajan 2004). The third situation, common in prognostic modeling, deals with inference when we wish to simplify a continuous covariate into two classes, above and below some threshold. The results of Davies $(1977,1987)$ are particularly useful and the conditions under which these results can be applied are described.

### 12.2 Motivation

We can lean on the non-proportional hazards model with intercept (see Section 6.8) in order to express the simplest departure from proportional hazards in a direction of a monotone effect. We choose, for the function $Q(t)$ in

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{[\beta+\alpha Q(t)] Z(t)\} \tag{12.1}
\end{equation*}
$$

the particularly simple form, $Q(t)=I(t \leq \gamma)-I(t>\gamma)$ for some value of time $\gamma$ lying strictly on the interior of an interval $(\mathcal{L}, \mathcal{U})$. Such
a simple structure can be of interest in a number of clinical applications. It can help us to investigate whether or not the effect of some treatment is only transitory or to what extent an initially measured prognostic variable maintains its effect throughout the study period. In studies in childhood acute lymphoblastic leukemia, Sather et al. (1981) showed the importance of re-evaluation. They demonstrated the very strong prognostic effect of leukocyte count at diagnosis and how, reevaluating 12,18 and 24 months after achievement of remission, this effect gradually disappeared. Indeed the Kaplan-Meier survival curves, conditional upon having survived at least 24 months, were almost indistinguishable. These same curves, initially, indicated differences so strong as to give the lower count group an estimated 70 th percentile survival beyond 5 years, to be contrasted with the higher count group of about 18 months. Gore, Pocock and Kerr (1984), in a detailed study on survival in breast cancer, give a convincing demonstration of the need, when modeling or establishing prognostic indices, to give consideration as to how strength of effect might depend on time. The studies of Gore et al. and of Sather et al. have in common substantial data bases ( 936 children in the leukemia study and 3922 patients in the breast cancer study) and very thorough follow-up. In such studies, complex modeling is not only warranted and useful, it is also feasible. Many prognostic studies will be much smaller, usually with samples of 100 or fewer patients, and the power needed to fit complex nonproportional hazards models may be lacking. In these situations, all that may reasonably be asked of the data are simpler questions such as are effects persistent and, if not, then is it possible to have some idea as to how long effects are maintained.

The simple changepoint model, although only ever a first approximation to an inevitably more complex reality, can then be used effectively to obtain broad and useful inferences. Effects can even change direction in certain situations and a change point model allows us to say for how long, on average, the effects are in one direction, how long in the opposite direction and at which point in time does the change in direction take place. Other non-proportional hazards models could address such questions but would be more involved from the construction and interpretation point of view. From these angles the changepoint model is much simpler. The price, however, for such simplicity is somewhat added complexity concerning the question of inference.

### 12.3 Some changepoint models

Anderson and Senthilselvan (1982) studied a non-proportional hazards model in which, $\lambda(t \mid Z(t))=\lambda_{0}(t) \exp (\beta(t) Z(t))$ and where $\beta(t)=$ $\beta_{(1)} I(t \leq \gamma)+\beta_{(2)} I(t>\gamma)$. Thus $\beta_{(1)}$ and $\beta_{(2)}$, the regression coefficients, quantify the risk before and after the changepoint $\gamma$. In their work they estimated $\gamma$ from the data and then proceeded as though $\gamma$ were fixed and known. This is then relatively straightforward, not requiring any special inferential considerations, but leads clearly to procedures that do not adequately control for type 1 error as well as estimation procedures that underestimate the true error of estimates. This is because the estimates for $\beta_{(1)}$ and $\beta_{(2)}$ depend upon the estimate for the changepoint $\gamma$, and no allowance for this variability in estimation is being catered for. O'Quigley and Pessione (1991), O'Quigley (1994), and O'Quigley and Natarajan (2004) took $\gamma$ as being unknown and requiring estimation. We can see that under the definition $Q(t)=I(t \leq \gamma)-I(t>\gamma)$, we can re-express the model of Anderson and Senthilselven so that $\beta_{(1)}=\beta+\alpha$ and $\beta_{(2)}=\beta-\alpha$. The model then comes under the heading of a non-proportional hazards model with intercept.

The particular problem of crossing hazards can be investigated using this model. In this case however, it can be advantageous to impose further restrictions on the parameterization (O'Quigley and Pessione 1991) and fix, in advance, $\beta=0$. Such a parameterization, imposing an effect, before and after the changepoint, to be of the same magnitude appears very inflexible. Such inflexibility, though, can lead to a test with good power properties when specifically targeted to detect departures from the null of no effects in the direction of an alternative where effects change direction at some point but may be comparable in size before and after the changepoint.

The case of linear regression in which a continuous independent (explanatory) variable is dichotomized into two groups has been well studied. For this situation the null hypothesis is written: $H_{0}: \operatorname{Pr}(Y \leq$ $y \mid Z \leq \gamma)=\operatorname{Pr}(Y \leq y \mid Z>\gamma)$ for all $y$ and $\gamma$ in the domains of $Y$ and $Z$ respectively. An alternative hypothesis is structured around a shift effect so that we write $\operatorname{Pr}(Y \leq y \mid Z \leq \gamma)=\operatorname{Pr}(Y-\mu \leq y \mid Z>\gamma)$ for all $y$ and $\gamma$ in the domains of $Y$ and $Z$ respectively. Inferential techniques for changepoint models can be used to carry out tests or to calculate confidence intervals for $\mu$ and $\gamma$. For proportional hazards models the closest analogue to a shift model arises from the log - log
transformation. Consider then some continuous covariate $z$ and the model,

$$
\begin{equation*}
\log \lambda(t \mid Z>\mu)=\log \lambda(t \mid Z \leq \mu)+\beta \tag{12.2}
\end{equation*}
$$

that essentially regroups all the survival probabilities for those subjects having a value of $z$ below some threshold $\gamma$ and relates it to the marginal survival probability of all other subjects. It is straightforward to add confounding covariates to the above threshold model.

### 12.4 Inference when $\gamma$ is known

For $\gamma$ fixed and known, the model of Equation 12.1 can be fit in with the framework of Harrington et al. (1982). We fix $\beta$ at the value $\hat{\beta}$, the maximum likelihood estimate of $\beta$ under a proportional hazards assumption and $Q(t)=I(t \leq \gamma)-I(t>\gamma)=Q_{\gamma}$. As before, we have the score $U_{\alpha}\left(0, \hat{\beta}: Q_{\gamma}\right)$ and the information, $\operatorname{Var}\left\{U_{\alpha}\left(0, \hat{\beta}: Q_{\gamma}\right)\right\}$, which in practice is replaced by the estimate $\widehat{\operatorname{Var}}\left\{U_{\alpha}\left(0, \hat{\beta}: Q_{\gamma}\right)\right\}$, obtained by using observed values in the place of expected ones and where $\lambda_{0}(s) d s$ is replaced by the Nelson-Aalen estimate of $d \hat{\Lambda}_{0}(t)$. Tests can then be carried out by referring the statistic

$$
\begin{equation*}
T\left(0, \hat{\beta}: Q_{\gamma}\right)=U_{\alpha}\left(0, \hat{\beta}: Q_{\gamma}\right) / \sqrt{\widehat{\operatorname{Var}}\left\{U_{\alpha}\left(0, \hat{\beta}: Q_{\gamma}\right)\right\}} \tag{12.3}
\end{equation*}
$$

to standard normal tables. In the case of a single binary variable taking the values 0 or 1 to indicate group membership, the calculations take on a particularly simple form. At the distinct failure times indexed by $i$, define $n_{1 i}, n_{2 i}$ to be the risk set sizes for groups 1 and 2 respectively. Letting $\psi_{i}=n_{2 i} \exp (\hat{\beta}) /\left\{n_{1 i}+n_{2 i} \exp (\hat{\beta})\right\}$ and $v_{i}=\delta_{i} n_{1 i} \psi_{i}^{2} \exp (-\hat{\beta}) / n_{2 i}$ we have:
Lemma 12.1 The variance of $U_{\alpha}\left(0, \hat{\beta}: Q_{\gamma}\right)$ is $\sum_{i} v_{i}$ and we can write,
$U_{\alpha}\left(0, \hat{\beta}: Q_{\gamma}\right)=\sum_{X_{i} \leq \gamma} \delta_{i}\left\{I\left(Z_{i}=1\right)-\psi_{i}\right\}-\sum_{X_{i}>\gamma} \delta_{i}\left\{I\left(Z_{i}=1\right)-\psi_{i}\right\}$.
The test is then quite straightforward and does not bring into play any non standard techniques. We will in fact rely on the result for when $\gamma$ is known to construct a rather more involved, but correct, expression for the probabilities for the distribution of the test statistic when we do not specify in advance any particular value for $\gamma$. In some sense we integrate over, or sum out, the possible values that $\gamma$ can take.

### 12.5 Inference when $\gamma$ is unknown

In real applications the time point, $\gamma$, at which the risk coefficients change in sign and/or magnitude, will not be known. Procedures that take into account all the possible values that $\gamma$ might take need to be considered. A Bayesian approach could put different weights on these values. The unusual feature of the problem is that, for the specific value of $\alpha$ studied under the null hypothesis, i.e. $\alpha=0$, the parameter $\gamma$ is undefined. Davies $(1977,1987)$ considers hypothesis testing in just such situations, (namely, where there is a parameter, $\gamma$, that enters the model only under the alternative hypothesis) and studies tests of the other parameters with $\gamma$ fixed. A class of tests then exists, each member of which corresponds to some particular fixed value of $\gamma$.

Under the null hypothesis, Davies (1977) shows how the overall probability we can associate with given outcomes can be evaluated by considering the limit of Bonferroni type combinations of tests. The distribution of the maximum of these can then be obtained and this was the focus of Davies' attention. He obtained a precise expression for the asymptotic formula for this distribution under the following three conditions: (1) for fixed $\gamma$, increasing values of the test statistic, $T(\gamma)$ imply increasing evidence against the null and in favor of the alternative, (2) for fixed $\gamma$ and for large samples the distribution of the test statistic tends to normality, and (3) the test statistic is a continuous function of $\gamma$ with a continuous derivative almost everywhere.

For the problem of concern here, we view $\gamma$ as being neither known nor estimable under the null, nor can an appeal be made to large sample theory. The simplest way to proceed is to make an appeal to the results of Davies, verifying the three conditions needed for his results to apply. Firstly, note that for known $\gamma$ it is easy to formulate the appropriate test based on standard theory using the above results. For a fixed value of $\gamma$ lying in the interval between two successive failures, we are able to calculate this statistic $T(\gamma)$. The partial likelihood remains unchanged for values of $\gamma$ lying between two successive distinct failures and hence it is sufficient to consider any fixed value of $\gamma$ in this interval and in practice we will take the midpoint between adjacent failures. We will then base our test on the distribution of the statistic $M$ where $M=\sup \{T(\gamma): \mathcal{L} \leq \gamma \leq \mathcal{U}\}$ and where $T(\gamma)$ is the appropriate test statistic when $\gamma$ is known and $[\mathcal{L}, \mathcal{U}]$ is the range of plausible values for $\gamma$ over which we wish to focus our attention.

Lemma 12.2 The test statistic $T\left(0, \hat{\beta}: Q_{\gamma}\right)$, defined in Equation 12.3, can be taken to satisfy the three conditions of Davies.

As stated the lemma cannot be exactly correct since the third condition of Davies requires continuity of $T\left(0, \hat{\beta}: Q_{\gamma}\right)$, as a function of $\gamma$, with a continuous derivative everywhere. This is not immediate. However, note the following. The function $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ is constant between failures and so we can fix a finite set of $\gamma_{i}$ of interest: these are such that $\gamma_{i}$ is located exactly mid-way between the $(i-1)$ th and the $i$ th distinct failure time, $i=1, \ldots, k-1$. We may view the function $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ as a stochastic process, indexed by $\gamma$. The first two conditions require no additional work. As for the third condition, we will first approximate the process $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ that is a step-function in $\gamma$ by considering $T_{1}\left(0, \hat{\beta}: Q_{\gamma}\right)$ for $\gamma \in\left[\gamma_{i}, \gamma_{i+1}\right]$ defined by

$$
\begin{aligned}
T_{1}\left(0, \hat{\beta}: Q_{\gamma}\right)=T\left(0, \hat{\beta}: Q_{\gamma_{i}}\right)+\left\{\frac{\gamma-\gamma_{i}}{\gamma_{i+1}-\gamma_{i}}\right\}\{ & T\left(0, \hat{\beta}: Q_{\gamma_{i+1}}\right) \\
& \left.-T\left(0, \hat{\beta}: Q_{\gamma_{i}}\right)\right\}
\end{aligned}
$$

It is readily verified that $T_{1}\left(0, \hat{\beta}: Q_{\gamma}\right)$ is continuous in $\gamma$ and is equal to $T\left(0, \hat{\beta}: Q_{\gamma_{\ell}}\right)$ when $\ell=i$ or $i+1$. By an application of the Weierstrauss approximation theorem (see for example Bartle 1976, Ch. 4), there exists a function $T_{c}\left(0, \hat{\beta}: Q_{\gamma}\right)$ that can be made arbitrarily close to $T_{1}\left(0, \hat{\beta}: Q_{\gamma}\right)$ and which is twice differentiable in $\gamma$. By arbitrarily close we mean, for any given $\epsilon>0, \sup _{\gamma}\left|T_{c}\left(0, \hat{\beta}: Q_{\gamma}\right)-T\left(0, \hat{\beta}: Q_{\gamma}\right)\right|<\epsilon$. Clearly, $T_{c}\left(0, \hat{\beta}: Q_{\gamma}\right)$ meets the third condition of Davies. Finally, we can choose $\epsilon$ to depend upon $k$ such that it converges to zero at a rate no slower than $\sqrt{k}$. It then follows that $T_{c}\left(0, \hat{\beta}: Q_{\gamma}\right)-T\left(0, \hat{\beta}: Q_{\gamma}\right)$ converges in probability to zero, at each $\gamma_{i}, 0<i<k+1$, from which (see for example Serfling 1980, Chapter 1) we can conclude that the large sample distribution of $T_{c}$ is the same as that for $T$. The required derivatives are approximated numerically using only $T\left(0, \hat{\beta}: Q_{\gamma_{i}}\right) i=$ $1, \ldots, k+1$ so that the function $T_{c}$ is only required in the conceptual construction and need not be obtained explicitly. Thus, as prescribed by Davies (1977, 1987), for $\gamma$ unknown, an appropriate two-sided test should be based on the statistic $M=\sup \left\{T\left(0, \hat{\beta}: Q_{\gamma}\right): \mathcal{L} \leq \gamma \leq \mathcal{U}\right\}$ where $(\mathcal{L}, \mathcal{U})$ is the range of possible values of $\gamma$. In order to calculate the relevant probabilities we use:

Lemma 12.3 Taking $\rho(\phi, \gamma)$ to be the auto-correlation function between $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ and $T\left(0, \hat{\beta}: I_{\phi}\right)$, the distribution of $M=$ $\sup T\left(0, \hat{\beta}: Q_{\gamma}\right)$ is approximated by,

$$
\begin{align*}
& \operatorname{Pr}\{M>c: \mathcal{L} \leq \gamma \leq \mathcal{U}\} \leq \Phi(-c) \\
& +\frac{\exp \left(-c^{2} / 2\right)}{2 \pi} \int_{\mathcal{L}}^{\mathcal{U}}\left\{-\rho_{11}(\gamma)\right\}^{-1 / 2} d \gamma, \tag{12.5}
\end{align*}
$$

where $\Phi$ denotes the cumulative normal distribution function and where

$$
\rho_{11}(\gamma)=\left\{\partial^{2} \rho(\phi, \gamma) / \partial \phi^{2}\right\}_{\phi=\gamma}
$$

For a two-sided test we would consider the distribution of $\left|T\left(0, \hat{\beta}: Q_{\gamma}\right)\right|$ rather than that of $T\left(0, \hat{\beta}: Q_{\gamma}\right)$. We can do this, once again, for each fixed value of $\gamma$ and note that, both $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ and $-T\left(0, \hat{\beta}: Q_{\gamma}\right)$, under a two-sided alternative, satisfy the first condition of Davies, the other two conditions being immediate. In practice we would work with $\left|T\left(0, \hat{\beta}: Q_{\gamma}\right)\right|$, positive values of $c$ in Equation 12.5 and simply multiply the one-sided $p$-value by 2 . This would be good enough although the issue of a limiting chi-square distribution and two-sided tests was explicitly addressed by Davies. We return to this question below. Davies suggests an approximation in which the auto-correlation function is not required. This approximation arises from:

Lemma 12.4 The distribution of the statistic $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ can be approximated by:
$\operatorname{Pr}\left\{\sup \left|T\left(0, \hat{\beta}: Q_{\gamma}\right)\right|>m\right\} \approx \Phi(-m)+(8 \pi)^{-1 / 2} V_{\rho} \exp \left(-m^{2} / 2\right)$,
where $V_{\rho}=\sum_{i}\left|T\left(0, \hat{\beta}: Q_{\gamma_{i}}\right)-T\left(0, \hat{\beta}: Q_{\gamma_{i-1}}\right)\right|$, the $\gamma_{i}$, ranging over $(\mathcal{L}, \mathcal{U})$, are the turning points of $T(0, \hat{\beta}: \cdot)$ and $m$ is the observed maximum of $T(0, \hat{\beta}: \cdot)$.

Turning points only occur at the $k$ distinct failure times and, to keep the notation consistent, it suffices to take $\gamma_{i}(i=1, \ldots, k+1)$ as being located halfway between adjacent failures, $\gamma_{1}=0$ and, to take care of the edge effect, we define $\gamma_{k+1}=2 t_{k}-\gamma_{k}$.

In general, the function $\rho(\phi, \gamma)$, needed to evaluate the test statistic is unknown and the auto-correlation, $\rho_{11}$, is not known. It can nonetheless be consistently estimated using bootstrap resampling methods. For
$\phi$ and $\gamma$, taken as fixed, we can take bootstrap samples from which several pairs of $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ and $T\left(0, \hat{\beta}: Q_{\phi}\right)$ can be obtained. Using these pairs, an empirical, i.e. product moment, correlation coefficient can be calculated. The bootstrap estimator of $\rho(\phi, \gamma)$ is denoted by $R(\phi, \gamma)$. Under the usual conditions for convergence of bootstrap estimates (Efron 1981), our empirical estimate provides a consistent estimate of the true value.

### 12.6 Maximum of log-rank type tests

As discussed in Section 9.5 one of the most commonly used and popular tests based on $U(\beta)$ is the log-rank test, a test that is in fact one of a broader family of tests that we call log-rank type tests. These procedures were developed without any specific model in mind as a series of two by two tables, drawn up at each of the failure points. For a changepoint problem we can write down a series of tables for all cutpoints located between adjacent values of the ordered covariate $Z$ as in Table 12.1. For every cutpoint $\gamma$ we can set up the series of tables, and, for simplicity of notation, we do this at each of the observations $X_{i}, i=1, \ldots, n$. The only non-zero contributions arise at the actual failures, i.e., values of $X_{i}$ for which $C_{i}>T_{i}$. We observe a total of $m_{\gamma}^{-}(i)$ failures for subjects having $Z \leq \gamma$ and $m_{\gamma}^{+}(i)$ failures for subjects having $Z>\gamma$. Following the reasoning of Section 9.5 we can consider $m_{\gamma}^{-}(i)$ to be a binary random variable $(0,1)$. The total number of subjects at risk at time $X_{i}$ is $n(i)$, this being divided into $n_{\gamma}^{-}(i)$ for those subjects with a covariate value less than $\gamma$ and $n_{\gamma}^{+}(i)$ for those with a covariate value greater than $\gamma$.

Lemma 12.5 Under the null hypothesis of independence between the covariate $Z$ and survival, and disallowing the possibility of ties, for every $\gamma$, the random variable $m_{\gamma}^{-}(i)$ is Bernoulli with mean $e_{\gamma}^{-}(i)$ and variance $v_{\gamma}(i)$ where:

|  | Dead at time $X_{i}$ | Alive after $X_{i}$ | Totals |
| :---: | :---: | :---: | :---: |
| $Z \leq \gamma$ | $m_{\gamma}^{-}(i)$ | $n_{\gamma}^{-}(i)-m_{\gamma}^{-}(i)$ | $n_{\gamma}^{-}(i)$ |
| $Z>\gamma$ | $m_{\gamma}^{+}(i)$ | $n_{\gamma}^{+}(i)-m_{\gamma}^{+}(i)$ | $n_{\gamma}^{+}(i)$ |
| Totals | $m(i)$ | $n(i)-m(i)$ | $n(i)$ |

Table 12.1: One member of a series of $2 \times 2$ tables arising from dichotomizing the explanatory variable $Z$ into two groups: $Z \leq \gamma$ and $Z>\gamma$.

$$
e_{\gamma}^{-}(i)=\frac{m(i) n_{\gamma}^{-}(i)}{n(i)}: \quad v_{\gamma}(i)=m(i) \frac{n_{\gamma}^{-}(i) n_{\gamma}^{+}(i)}{n_{\gamma}^{2}(i)} \frac{\{n(i)-m(i)\}}{\{n(i)-1\}}
$$

In the presence of ties, i.e., allowing for $m(i)$ to be greater than one, the result for the mean and variance still holds since $m_{\gamma}^{-}(i)$ is then a hypergeometric variable (see for example Hill et al. 1990). For some given set of positive weights, $K_{i}$, in particular the usual log-rank weights, $K_{i}=1$, the test at any given value of $\gamma$ (see Section 9.5) is:

$$
\begin{equation*}
T(\gamma)=\left\{\sum_{i} K_{i}^{2} v_{\gamma}(i)\right\}^{-1}\left\{\sum_{i} K_{i}\left\{m_{\gamma}^{-}(i)-e_{\gamma}^{-}(i)\right\}\right\}^{2} \tag{12.7}
\end{equation*}
$$

which, under the null hypothesis, would have a chi-square distribution on one degree of freedom. Not knowing which value of $\gamma$ to use we maximize over all possible values taking as a test statistic $M=\sup _{\gamma} T(\gamma)$. Note that in much informal statistical analysis it is very common practice to use some statistic that is of the form of a maximum, or a collection of maxima. Often, the investigator will consider several, possibly a large number of potential relationships, use some simple test such as the $t$-test and then eliminate from consideration all those relationships that fail to achieve some significance level.

More formally this amounts to working with the order statistics and, as we have already seen, the distribution of the order statistics can be very different from the parent distribution from which they come. In micro-array analyses and proteomic studies these questions have become more sharply focused since the number of tests we may wish to carry out can be large and the difference between the parent distribution and the distribution of the larger order statistics can be great. For maximum type tests then we should explicitly take account of the maximum order statistic and use the expression given in Lemma 12.3.

### 12.7 Computational aspects

Several computational issues are discussed in O'Quigley and Pessione (1991). In order to evaluate the expression given in Lemma 12.3 we need calculate the auto-correlation function. This can be estimated via the use of bootstrap techniques and will require the generation of $N$ bootstrap samples. For each such sample, the Cox parameter $\hat{\beta}$ is estimated and a family of test statistics, $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ (indexed by $\gamma$ ) using Equation 12.3 is computed. The empirical correlation coefficient
between $T\left(0, \hat{\beta}: Q_{\gamma}\right)$ and $T\left(0, \hat{\beta}: Q_{\phi}\right)$ can then be computed using the $N$ pairs generated by the bootstrap procedure. The $k+1$ ordered changepoints $\gamma_{i}(i=1, \ldots, k+1)$ are determined before carrying out bootstrap sampling and remain fixed and independent of any chosen bootstrap sample.

For a particular bootstrap sample, some of the distinct failures will most likely not be represented. Nevertheless, in estimating $\rho\left(\gamma_{i}, \gamma_{j}\right)$ by $\hat{\rho}\left(\gamma_{i}, \gamma_{j}\right)$, the $k+1$ positions are maintained, whether or not the distinct failure times with which they are associated are represented in a particular subsample. The term, $\rho_{11}(\cdot)$, the second derivative of the auto-correlation function needs to be evaluated and a convergent slope estimate of this derivative is given by $r_{11}\left(\gamma_{i}\right)=k^{2}\left\{\hat{\rho}\left(\gamma_{i+1}, \gamma_{i}\right)+\right.$ $\left.\hat{\rho}\left(\gamma_{i-1}, \gamma_{i}\right)-2\right\}$. Note that $\rho(\phi, \gamma)$ remains constant for different values of $\phi$ and $\gamma$ separated by the same failure points which means that we need only calculate $\widehat{\rho}\left(\gamma_{i}, \gamma_{j}\right)$ for $\gamma_{i}$, arbitrarily located between two failures. We then define $\hat{\rho}\left(\tilde{\gamma}, \gamma_{j}\right)=\hat{\rho}\left(\gamma_{i}, \gamma_{j}\right)$ for points $\tilde{\gamma}$ belonging to a real line segment containing $\gamma_{i}$ and such that the intervals $\left(\gamma_{i}, \tilde{\gamma}\right)\left(\gamma_{i}<\right.$ $\tilde{\gamma})$ or $\left(\tilde{\gamma}, \gamma_{i}\right)\left(\gamma_{i}>\tilde{\gamma}\right)$ contain no failures. The expression for the test then becomes
$\operatorname{Pr}\left\{M>m: \gamma \in\left(0, t^{*}\right)\right\} \leq \Phi(-m)+(2 \pi k)^{-1} \exp \left(-m^{2} / 2\right) \sum\left\{-r_{11}\left(\gamma_{i}\right)\right\}^{\frac{1}{2}}$,
where $M=\sup \left|T\left(0, \widehat{\beta}: I_{\gamma}\right)\right|$. In carrying out the bootstrap, we consider $\gamma_{i-1}, \gamma_{i}$ and $\gamma_{i+1}$, generate a new sample for which we can calculate the pairs $\left\{T\left(0, \hat{\beta}: Q_{\gamma_{i+1}}\right), T\left(0, \hat{\beta}: Q_{\gamma_{i}}\right)\right\}$ and $\left\{T\left(0, \hat{\beta}: Q_{\gamma_{i-1}}\right)\right.$, $\left.T\left(0, \hat{\beta}: Q_{\gamma_{i}}\right)\right\}$, repeat the process for the chosen number of bootstrap samples and, on the basis of this, calculate the relevant empirical correlation coefficients.

To make the derivation clearer, $k$ has been left in the above formulae. It does, in fact, cancel and does not enter into the calculation in practice. For the two sample problem, a formula similar to that of Equation 12.4 enables us to successively calculate the scores. Denoting the $j$ th bootstrapped score at point $\gamma_{i}$ by $T_{j}^{*}\left(0, \widehat{\beta}: Q_{\gamma_{i}}\right)$, this can be written $T_{j}^{*}\left(0, \widehat{\beta}: Q_{\gamma_{i}}\right)=T_{j}^{*}(0, \widehat{\beta}:$ $\left.Q_{\gamma_{i+1}}\right)-\left(\sum_{k} v_{k}\right)^{-1} 2 \delta_{i+1}^{*}\left\{I\left(Z_{i+1}=1\right)-\psi_{i+1}^{*}\right\}$, where $\delta_{i}^{*}$ and $\psi_{i}^{*}$ are the bootstrapped realizations of $\delta_{i}$ and $\psi_{i}$. If, in a particular bootstrap sample, the distinct failure point between $\gamma_{i}$ and $\gamma_{i+1}$ is not represented, then clearly $\delta_{i+1}^{*}=0$ and $T_{j}^{*}\left(0, \widehat{\beta}: Q_{\gamma_{i}}\right)=T_{j}^{*}\left(0, \widehat{\beta}: Q_{\gamma_{i+1}}\right)$.

For the approximation in which we require the turning points of $T\left(0, \hat{\beta}: Q_{\gamma}\right)$, taking again $\gamma_{i}$ as being located half way between adja-
cent failures and that $T\left(0, \hat{\beta}: Q_{\gamma_{1}}\right)$ gives the standard score test for a proportional hazards model, we can successively calculate $T(0, \hat{\beta}$ : $Q_{\gamma_{i}}$ ) via

$$
\begin{equation*}
T\left(0, \hat{\beta}: Q_{\gamma_{i+1}}\right)=T\left(0, \hat{\beta}: Q_{\gamma_{i}}\right)+2 \sum \delta_{i}\left(1-\psi_{i}\right), \tag{12.8}
\end{equation*}
$$

the sum being over the possibly tied failures at the distinct failure time indexed by $i$. If we call $P_{1}$ the upper bound for the estimated probability of the one sided test described just above then, once again following Davies (1987), we can write down the $p$-value of a two-sided test from:

$$
P_{2}=\operatorname{Pr}\left\{\sup _{\gamma} T(\gamma)>c^{2}: \mathcal{L} \leq \gamma \leq \mathcal{U}\right\} \approx \operatorname{Pr}\left(\chi_{p}^{2}>c^{2}\right)+\int_{\mathcal{L}}^{\mathcal{U}} \psi(\gamma) d \gamma
$$

where $T(\gamma)=\sum_{i=1}^{p} Z_{i}^{2}(\gamma)$, the $Z_{i}(\gamma)$ being standardized normal variates for each value of $\gamma$ and where $\psi(\gamma)=E(|\eta(\gamma)|) c^{(p-1)} \pi^{-\frac{1}{2}} 2^{-\frac{1}{2} p}$ $\exp \left(-c^{2} / 2\right) / \Gamma(p / 2+1 / 2)$, in which the parameter vector is of dimension $p$. The $\eta(\gamma)$ are independent normal variates with mean zero and variances given by the eigenvalues of $H(\gamma)-A(\gamma)^{\prime} A(\gamma)$ where

$$
\operatorname{Var}\binom{Z(\gamma)}{\partial Z(\gamma) / \partial \gamma}=\left(\begin{array}{cc}
I & A(\gamma) \\
A^{\prime}(\gamma) & H(\gamma)
\end{array}\right) .
$$

In the particular case of the crossing hazards problem there is only one covariate and the calculations simplify. In this case $p=1$ and the eigenvalues, $\lambda(\gamma)$, are therefore all equal (indeed there is only one of them) and we can write, $E(|\eta(\gamma)|)=(2 \lambda(\gamma))^{\frac{1}{2}} \Gamma(p / 2+1 / 2) / \Gamma(p / 2)=$ $(2 \lambda(\gamma) / \pi)^{\frac{1}{2}}$. Using this simplification in Davies formula we have that $\psi(\gamma)=\exp \left(-c^{2} / 2\right) \pi^{-1} \lambda^{\frac{1}{2}}(\gamma)$ so that
$P_{2}=\operatorname{Pr}\left\{\sup _{\gamma} T(\gamma)>c^{2}: \mathcal{L} \leq \gamma \leq \mathcal{U}\right\} \approx \operatorname{Pr}\left(\chi_{1}^{2}>c^{2}\right)+\Omega^{*} \exp \left(-c^{2} / 2\right)$,
where $\lambda\left(\gamma_{i}\right)=k^{2} R\left\{S\left(\gamma_{i+1}\right)-S\left(\gamma_{i}\right), S\left(\gamma_{i+1}\right)-S\left(\gamma_{i}\right)\right\}-R^{2}\left\{S\left(\gamma_{i+1}\right)\right.$, $\left.k\left(S\left(\gamma_{i+1}\right)-S\left(\gamma_{i}\right)\right)\right\}$ and $\Omega^{*}=(\pi)^{-1} k^{-1} \sum_{i} \lambda^{\frac{1}{2}}\left(\gamma_{i}\right)$. O'Quigley (1994) studied the approximation that consists in multiplying the one sided $p$-value by two with the $p$-value from the two sided test and concluded that the two results are so close as to be almost indistinguishable in practice. The direct two-sided test presents a gain in power but it can be considered to be negligible. Twice the one-sided $p$-value is easier to calculate.

### 12.8 Two groups with crossing hazards

For the two-group case we can let $n_{1 i}$ and $n_{2 i}$ indicate the numbers of subjects at risk, in groups 1 and 2 respectively, at the time point $X_{i}$. The variable $\delta_{i}$ is the usual indicator variable taking the value one should the $i$ th subject leave the study as a result of a failure, and is zero otherwise. We use the notation $r^{-}(\gamma)$ to denote the number of distinct failure times in group 2 taking place at times less than $\gamma$, $r^{+}(\gamma)$ the number of distinct failure times in this same group taking place at times greater than $\gamma$. Note that the partial log-likelihood, $L$, written as $L_{\gamma}(\beta)$, can be decomposed so that we have:

Lemma 12.6 We can express $L_{\gamma}(\beta)$ as the sum of $L_{\gamma}^{-}(\beta)$ and $L_{\gamma}^{+}(\beta)$ where

$$
\begin{aligned}
& L_{\gamma}^{-}(\beta)=r^{-}(\gamma) \beta-\sum_{\gamma}^{-} \delta_{i} \log \left(n_{1 i}+n_{2 i} e^{\beta}\right), \\
& L_{\gamma}^{+}(\beta)=\sum_{\gamma}^{+} \delta_{i} \log \left(n_{1 i}+n_{2 i} e^{-\beta}\right)-r^{+}(\gamma) \beta,
\end{aligned}
$$

and where $\sum_{\gamma}^{+}$denotes summation over subjects having a distinct failure time greater than $\gamma, \sum_{\gamma}^{-}$summation over subjects having a distinct failure time less than or equal to $\gamma$.

Furthermore if we define $\psi_{i}=n_{2 i} /\left(n_{1 i}+n_{2 i}\right)$ and $v=\sum_{i=1}^{n} \delta_{i} n_{1 i} \psi_{i}^{2} / n_{2 i}$ we have:

Lemma 12.7 The test statistic, $T(\gamma)$, can be written explicitly as

$$
T(\gamma)=v^{-\frac{1}{2}}\left(r^{-}(\gamma)-r^{+}(\gamma)-\sum_{\gamma}^{-} \delta_{i} \psi_{i}+\sum_{\gamma}^{+} \delta_{i} \psi_{i}\right) .
$$

For $\gamma$ unknown, we calculate, $M=\sup \{T(\gamma): \mathcal{L} \leq \gamma \leq \mathcal{U}\}$ where $(\mathcal{L}, \mathcal{U})$ is the range of possible values of $\gamma$. A one sided test can be based on $\operatorname{Pr}\{\sup T(\gamma)>c: \mathcal{L} \leq \gamma \leq \mathcal{U}\}$ using Equation 12.6.

Resampling strategies to evaluating p-values
For the two-sample problem it may seem natural to resample from the two estimated marginal distributions, $\hat{F}_{1}(t)$ and $\hat{F}_{2}(t)$, separately. Otherwise, we could work with the combined conditional distributions, $\hat{F}(t, z=0)$ and $\hat{F}(t, z=1)$, making up the overall marginal distribution. Either approach is valid from the viewpoint of large sample bootstrap theory. Following the investigation of Akritas (1986) the
most satisfactory approach to resampling from censored data is that outlined by Efron (1981). Here we consider the atoms of the parent bootstrap distribution to be the pairs of time and censoring indicator. Even in this case, though, we still need to decide whether to sample from the groups 1 and 2 separately or whether to use the combined sample together with a binary variable indicating group membership. For small sample sizes the higher-order inaccuracies consequent upon use of the bootstrap would best be handled by working with a single sample. For larger sample sizes power considerations would tend to suggest preserving the initial constitution of the groups, resampling separately. Either approach is valid.

For group 1 the data consists of the $n_{1}$ pairs of observations $\left(t_{1 i}, \delta_{1 i}\right)$ where $t_{1 i}$ is the observed, censored or uncensored, failure time for the $i$ th patient in this group, $\delta_{1 i}$ takes the value one for an uncensored failure time and is zero otherwise. An analogous definition holds for the $n_{2}$ pairs of observations $\left(t_{2 i}, \delta_{2 i}\right)$ for group 2 .

For the $m$ th bootstrap take a sample of size $n_{j}(j=1,2)$ from group $j$ with replacement $m=1, \cdots, N$. Denote the $i$ th observation by $\left(t_{j i m}^{*}, \delta_{j i m}^{*}\right), j=1,2: i=1, \cdots, n_{j}$. For the $m$ th bootstrap combine the two samples to obtain a single ranked sample, thereby respecting the initial proportions as observed. This corresponds to considering the sample sizes $n_{1}$ and $n_{2}$ as being ancillary, and the conditionality principle would then give us added grounds for the separate sampling approach. Rather than lean on the asymptotic normality of $\hat{\beta}$, an intermediary solution would consist in technically carrying out the joint estimating procedure of Anderson and Senthilselvan on bootstrap samples, replacing the true sampling distribution of the pair $(\hat{\beta}, \hat{\gamma})$ by its bootstrap distribution. This would be the most non parametric approach although, for smaller sample sizes, as for instance with non parametric estimates of cumulative distributions such as the KaplanMeier estimate, we may anticipate poor efficiency. The procedure is appealing though because of its simplicity. For the $m$ th bootstrap sample denote the estimates of $\beta$ and $\gamma$ by $\hat{\beta}_{m}^{*}$ and $\hat{\gamma}_{m}^{*}$. Over the $N$ bootstrap samples summary estimates could be obtained although, for our parameterisation, we can exploit an, at first sight, curious phenomenon (O'Quigley and Pessione 1991) whereby, under $H_{0}: \beta=0$, the limiting bootstrap distribution turns out to be bimodal and symmetrically distributed. This is not a phenomenon attenuated by large sample sizes and is reflective of the constraints of the particular parameterization chosen along with the estimation process.

An idealized representation of this phenomenon is shown in O'Quigley and Pessione (1991) in which $\gamma$ is fixed at the median survival time of the reference group, having baseline hazard from an exponential distribution. Moving away from the null hypothesis bimodality is maintained but not symmetry, mass being progressively transferred in the direction of the alternative hypothesis until such a point that all the mass is around the alternative, unimodality being thereby recovered. Since the total mass under the bimodal curve equals one, a simple test amounts to equating the $p$-value with the area under the smallest component of the bimodal pair.

Specifically denote the empirical bootstrap density of $\hat{\beta}$ by $b^{*}(\hat{\beta})$ and let $B^{*}(u)=\int_{-\infty}^{u} b^{*}(w) d w$. Then a test of $H_{0}$ can be based on $\alpha=$ $\min \left\{B^{*}(0), 1-B^{*}(0)\right\}$. In words, of our $n_{B}$ bootstrap repetitions, there will be $n_{B}^{-}$giving rise to values of $\hat{\beta}$ less than zero and $n_{B}^{+}$to values of $\hat{\beta}$ greater than zero. Assuming none actually give rise to the value zero itself, an event of zero probability unconditionally regardless of $H_{0}$ and asymptotically of zero probability conditional on the observed data, then:

$$
\begin{equation*}
\alpha=\min \left(n_{B}^{+}, n_{B}^{-}\right) / n_{B}: \quad n_{B}=n_{B}^{+}+n_{B}^{-} . \tag{12.9}
\end{equation*}
$$

For small values of $\alpha$ the null hypothesis is rejected and we see that for a two-sided test the significance level is simply $2 \alpha$. Simulations (O'Quigley and Pessione 1991) based on an underlying two-stage exponential model for total sample size of 25 and 50 subjects in each group, and for varying degrees of censoring, indicate the nominal significance level to be accurately approximated by $2 \alpha$. Furthermore, under $H_{0}$ the null distribution of $\alpha$, based on 200 simulations, looks to be very close to the uniform.

The direct bootstrap approach gains in simplicity, although following Efron's recommendations when estimating percentiles, the cost of this simplicity is to be paid in greatly increased bootstrap simulation. The same broad phenomenon is observed for changepoints other than the median, albeit with bimodality becoming less and less marked as we move away from the median.

## Comparison of different procedures

For the purposes of comparison, we call $T_{1}$ the test based on Lemma 12.3, $T_{2}$ the test based on Equation 12.6 and $T_{3}$ the test based on Equation 12.9. Additional potential competitors are to be found in the
tests of Fleming et al. (1980), referred to here as $T_{4}$ and the procedure of Breslow et al. (1984), referred here to as $T_{5}$. All tests are two-sided, i.e., we do not specify which of the two treatment groups will fare better initially. For $T_{1}$ and $T_{2}$ the two sided approximation obtains upon multiplying the one-sided value by two. As constructed, $T_{3}$ is naturally two-sided.

O'Quigley and Pessione (1991) carried out several simulations in order to compare the different approaches. Since the bootstrap procedure is consistent, then $r_{11}(\gamma)$ will converge to $\rho_{11}(\gamma)$. For large samples this enables us to appeal to the findings of Davies whereby $T_{2}$ will be strictly conservative compared with $T_{1}$. Davies found this loss of power to be rather small. As shown in O'Quigley and Pessione (1991), the distribution of the $p$-value for $T_{3}$, under the null, is well approximated by the uniform.

To obtain more idea as to the null behavior of the three procedures, $T_{1}, T_{2}$, and $T_{3}, 400$ simulations were carried out. Data were generated under a standard exponential distribution and, for the censored case, the same distribution was used for the censoring mechanism. This second set of values was generated independently of the first so that the probability of censoring was equal to 0.5 . The results are illustrated in Table 1 in O'Quigley and Pessione (1991). The main points to emerge are the following. All three tests appear to adequately control for type 1 error, $T_{3}$ being consistently closer to the nominal level than either $T_{1}$ or $T_{2}$. At times $T_{3}$ is slightly over conservative and, at small effective sample sizes, tends to be slightly lower than the nominal level. We might expect this to reflect itself in power and this is discussed in the next paragraph. The censored and uncensored cases appear to behave similarly when making a sample size adjustment for the degree of censoring.

Moving away from the null hypothesis, the question becomes one of power. Some alternative hypothesis needs to be borne in mind and again some general remarks are in order. The alternatives examined by Breslow et al. (1984), by Fleming et al. (1980) and by Stablein and Koutrouvelis (1985) lead to strong differences at different time points, so that even crossing hazards look like alternatives of the Lehmann type over large portions of the data. These tests can then be valuable since they can detect different kinds of departures from the null of no effects. $T_{1}, T_{2}$ and $T_{3}$ are well structured to detect possibly small departures from the null of a crossing hazards nature that may easily be confused with no effect. Note that the simulations of Breslow et al.
(1984) can only address the issue of early crossing hazards since the standard exponential model and Weibull models they use can only cross at values of $t$ less than 1 . There is a slight error in their statement at the bottom of page 1055 where, instead of $t=1$, should be written $t=0.25$. At this point the reference group only has a slightly greater than $20 \%$ chance of failing before this time.

Three broad situations were considered by O'Quigley and Pessione (1991): early crossing hazards (25th percentile for the reference group), median crossing hazards (50th percentile for the reference group) and late crossing hazards (75th percentile for the reference group). Data were then generated according to a piecewise exponential model having log-relative risks, before and after the change, equal to $(-0.2,0.4)$, $(0.3,-0.5)$ and $(0.6,-0.6)$, referred to as models 1,2 , and 3 respectively. The reason for choosing these three models is to examine the relative merits of the tests in the presence of relatively weak to moderate effects. Model 3 corresponds exactly to the chosen parameterization, whereas models 1 and 2 deal with not particularly strong interactions for which the chosen parameterization only represents a first approximation. The results are summarized in Table 2 of O'Quigley and Pessione (1991).

The main points that emerged were the following. Tests $T_{1}$ and $T_{2}$ are more powerful than $T_{4}$ and $T_{5}$. The tests $T_{1}, T_{2}$, and $T_{3}$ are particularly impressive for changes occurring around the median and here their power advantage is far from negligible. In most cases in which the changepoint is around the median, the simple direct bootstrap test $T_{3}$ is more powerful than all the other tests. For model 3 , though, its power does not exceed that of $T_{2}$ and is slightly less than that of $T_{1}$. In other situations $T_{3}$ performs less well, its power diminishing as the changepoint moves away from the median. In contrast, $T_{1}$ and $T_{2}$ retain comparable power regardless of the location of the changepoint. As predicted, $T_{2}$ is systematically, although not by very much, less powerful than $T_{1}$. The trade off will, nonetheless, often be worthwhile given the greater ease with which $T_{2}$ is calculated.

The sample sizes used and the alternatives chosen are such that none of the tests are very powerful. The numerical intensity of these procedures makes it not easy to carry out a thorough study at a large range of potential sample sizes. It nonetheless is reasonable to assume that the power advantage of $T_{1}, T_{2}$, and $T_{3}$ over $T_{4}$ and $T_{5}$ will be maintained. The context of this power advantage needs to be kept in mind, that of a weak to moderate effect that changes direction during
the course of the study. A very early or very late change in direction of effect may be missed without the help of large samples. Even so, an inference indicating a consistently positive (or negative) regression effect, failing to detect a change in direction of this effect, would remain broadly correct.

## Proportional hazards alternatives

For proportional hazards alternatives, the proposed procedures, $T_{1}$ and $T_{2}$, again perform very well, perhaps surprisingly at first glance in view of the specific parameterization. Clearly some power is lost, this loss stemming from the second term in Equation 12.5. For such alternatives, the estimated changepoint will be given by $\gamma_{1}$ or $\gamma_{k+1}$, or values close to these and the absolute value of the relative risk is estimated consistently.

In contrast the log-rank test, while being optimal in some sense for proportional hazards, has greatly reduced, if not close to zero, power for crossing hazard alternatives. In an analogous way, the power of $T_{3}$ is severely diminished in the presence of proportional hazards. This was highlighted in simulations of O'Quigley and Pessione (1991) on the basis of the exponential model described above, the "changepoint" being fixed at the origin and a log-relative risk after this changepoint of $0.3,0.5$ and 0.6 , respectively. The probability of censoring was $50 \%$ for the reference group leading to average overall censoring varying between $42 \%$ and $46 \%$. As before there were 40 subjects in each group. For the three cases the power of the log-rank test was $0.15,0.37$ and 0.53 respectively. For tests $\left(T_{1}, T_{2}\right.$, and $\left.T_{3}\right)$, the corresponding powers were $(0.12,0.10,0.06)$, $(0.31,0.28,0.05)$ and ( $0.47,0.44,0.05$ ), respectively, based on 400 simulations. Whereas $T_{1}$ and $T_{2}$ perform well, albeit less well than the log-rank test, $T_{3}$ behaves as it would under the null hypothesis.

### 12.9 Illustrations

Some examples of changepoint inference are illustrated for three different situations: (1) a null hypothesis of absence of effect against a specific alternative of crossing hazards, (2) a null hypothesis of no effect against a specific alternative of declining regression effect and (3) a null hypothesis of no effect against a cut-point alternative for the covariate.

## Examples involving alternatives of crossing hazards

Stablein et al. (1985) studied 90 patients in a trial comparing chemotherapy with combined chemotherapy and radiation therapy in the treatment of locally unresectable gastric cancer. Their test was significant at the 0.01 level. Here, we find that $T_{1}$, on the basis of 200 bootstrap repetitions, gave a one-sided significance level of 1.28 $\times 10^{-3}$. For $T_{2}$ the one-sided significance level was $1.68 \times 10^{-3}$. A two-sided test, obtained by multiplying these values by two, is thus highly significant in agreement with the findings of Stablein et al. (1985). A significance level of $2 \times 10^{-3}$ was obtained for $T_{3}$, but this required 2000 bootstraps. With only 200 bootstraps the value 0 was obtained indicating a one-sided significance less than 0.005 .

The second example, for which the two methods of Breslow et al. (1984) resulted in p-values 0.018 and 0.035 , concerned 35 patients with ovarian cancer, having either low or high grade tumors. For these data, the test of Fleming et al. led to a $p$-value equal to 0.002 . On the basis of $T_{1}$ and 200 bootstraps we found $p=7.7 \times 10^{-3}, T_{2}$ resulted in $p=9.5 \times 10^{-3}$ and for $T_{3}$ we found $p=1.45 \times 10^{-1}$. The third example, concerning bile-duct cancer is described by both Breslow et al. (1984) and by Fleming et al. (1980). There is a minor error in the data presented by Breslow et al., for the second group the observation 257 is missing. We found $p=0.031,0.038$ and 0.035 for $T_{1}, T_{2}$ and $T_{3}$, respectively. These values are very similar to the values obtained using their suggested approach.

Sanders et al. (1985) investigated factors associated with survival in 114 children with acute lymphoblastic leukemia. All patients were treated by allogeneic bone marrow transplant from HLA identical siblings. Associated with this therapy is the risk of developing acute graft versus host disease (AGVHD), a serious immunological complication initiated by T lymphocytes in the donor marrow. All patients routinely receive immunosuppresive therapy, in particular methotrexate, in an attempt to reduce the incidence of AGVHD. Nonetheless, some $30 \%$ will present moderate to severe symptoms of AGVHD after receiving marrow from an HLA identical sibling. A Kaplan-Meier plot of two groups, those developing AGVHD and those not (O'Quigley and Pessione 1989) shows no apparant survival differences, either in the short ( 1 year), medium ( 5 years), or long (beyond 8 years) terms.

Note that although AGVHD can be treated as a time-dependent covariate, since onset, if at all, is soon after transplant, a more straightforward analysis is appropriate. Even so, the visual impression from
the Kaplan-Meier plot is backed up by a test from the proportional hazards model ( $\chi^{2}=0.28$ ). It may well be, though, that things are somewhat more complicated than they first appear. Patients who develop AGVHD have an increased incidence of fatal cytomegalovirus pneumonia; some $36 \%$ of the children in the Sander's study suffered from this complication of which $80 \%$ subsequently died. It is hypothesized though that, conditional on surviving this early period, AGVHD may turn out to be a long-term negative risk factor, associated with increased survival probability, since we would anticipate it either being associated with or indicative of a graft-versus-leukemia effect. The null hypothesis of no effect is then worth testing against the very specific alternative of "inversion of the regression effect." In the context of testing against specific departures from proportional hazards, O'Quigley and Pessione (1989) have already considered this question for this same data set. It was necessary in that work to incorporate external information about the onset distribution of cytomegalovirus pneumonia. Specifically, the authors took the changepoint as being fixed and known at 80 days. In general, such information will not be available. In any event it is worth re-analying the data in the absence of any such assumption.

We find that $\sup T(\gamma)=3.7$ and that $\exp \left\{-(3.7)^{2} / 2\right\} \sum_{i}\left\{-r_{11}\right.$ $\left.\left(\gamma_{i}\right)\right\}^{\frac{1}{2}}=0.018$ after having estimated each $r_{11}\left(\gamma_{i}\right)$ on the basis of 200 bootstrap samples. The value of 3.7 for $T(\gamma)$ is attained when $\gamma=96$ days. The null hypothesis is thus rejected at $p<0.05$. The approximation suggested by Davies yields a $p$-value of 0.064 . The simpler approach using Equation 12.9 led to $\alpha \leq 0.005$, i.e., $p<0.01$, on the basis of the same number of bootstrap repetitions, of which all 200 produced estimates of $\hat{\beta}$ the same side of zero. We limited ourselves here to 200 repetitions. In practice, without the support of the other methods, and following Efron's (1987) guidelines when estimating a percentile, it is recommended to use a minimum of 1000 repetitions.

## An example involving an alternative of diminishing effect

Risk factors affecting survival in breast cancer were studied in a large clinical trial at the Institut Curie in Paris, France. Histology grade is known to be one of the major factors to affect survival rates and in the Curie study there were data on the histology grade of 3908 breast cancer patients. This information took the form of five categories of grade $0,1,2,3,4$ giving information on the cell differentiation of the tumor.

For an initial data analysis, the five categories were collapsed into two groups, defining a binary covariate $Z$ such that, $Z=0$ corresponds to histology grades 0,1 and 2 and $Z=1$ to the others. There were 2336 and 1572 patients in groups $Z=0$ and $Z=1$, respectively. As a first step, a proportional hazards model was fit to the data and the coefficient for $Z$ was significantly different from 0 , having a point estimate $\widehat{\beta}=0.763$. Such a value indicates an estimated relative risk for the group $Z=1$ more than double that for the group $Z=0$. The Kaplan-Meier curves and the survival curves from the proportional hazards model are superimposed in Figure 12.1. The goodness-of-fit using the bridged score process described in Chapter 8 is shown in Figure 12.2 and Figure 12.3 and we would conclude that a changepoint model provides a significant improvement on the fit over the simple proportional hazards model.

A formal test based on the Brownian bridge is highly statistically significant although this is of less interest than the visual impression of the curve and of the improvement provided by the more elaborate model. In terms of a test based on the expression given in Lemma 12.3 (leaning on the model $Q(t)=I(t \leq \gamma)-I(t>\gamma))$ it was possible to definitely reject the null hypothesis of proportional hazards ( $p<0.001$ ) in favor of the alternative of a changepoint model. The


Figure 12.1: Kaplan-Meier and changpoint model estimates of the marginal survival functions for breast cancer patients based on the risk factor grade.


Figure 12.2: Breast cancer data: Fit of the model without changepoint. Parallel lines indicate $95 \%$ confidence intervals for the corresponding Brownian bridge process.


Figure 12.3: Institut Curie breast cancer data: Fit of a PH model with changepoint. The improvement in fit when compared with Figures 12.2 is noticeable.
changepoint, $\gamma$, itself was estimated at around 70.5 months, whereas the total study time was over 180 months. Further, the maximum likelihood estimate of the coefficient $\alpha$ was $\hat{\alpha}=0.376$ indicating that the regression coefficient is 1.14 before the changepoint and 0.39 after. This
implies that the relative risk is much higher earlier on than would be concluded from a simple proportional hazards analysis and diminishes with time such that, after about 70 months, the relative risk is a little less than half of its value during the early months of the study.

## Examples involving a cut-point in a continuous covariate

We return to the data from the Curie Institute. Among the many questions concerning these data is one that has given rise to much discussion: how is prognosis impacted by the age of the patient at diagnosis? While some have argued that younger women tend to show a more aggressive form of the disease, others have claimed that differential effects are simply reflecting different patterns of incidence coupled with time-dependent regression effects. These issues are addressed to some extent by the previous example. In this example we address the simpler issue of whether or not we can consider the continuous variable age, once dichotomized into two groups, as a factor having prognostic importance. The cut-point of the continuous variable age that maximized the log-rank test was obtained at age 41 and corresponded to a $p$-value less than $10^{-6}$. The two groups defined by this cutpoint, i.e., those aged less than 41 versus those having an age at diagnosis greater than 41 years, are significantly different. The Kaplan-Meier estimates of the survival functions of the groups defined by the estimated cutpoint are represented in Figure 12.5. The estimated coefficient for age is $\hat{\beta}=-0.39$. Using the methods of explained variation (see Chapter 13) we can construct a plot of $R^{2}$ as a function of the cut-point. Note that were we to do this for a linear model the maximum of $R^{2}$ and the estimated cut-point based on maximizing the log-likelihood, would coincide. Here the residual sum of squares is not constant (as is the case in ordinary linear regression) and, as a result, the maximum of $R^{2}$ and the estimated cut-point do not coincide exactly. Nonetheless they are very close as can be seen from a visual inspection of Figure 12.4. Lausen and Schumacher (1996) study the prognostic value of the S-phase fraction for a sub-population of breast cancer patients treated at the Departement of Gynecology of the University of Freiburg. The study group is described in Pfisterer et al. (1995). The end point of interest is time from the operation to the first of the following events: recurrence, metastasis, second malignancy or death, i.e. observed recurrence-free survival. The variable S-phase fraction had an observed range of (13, 230 ), an empirical mean of 64 , and a standard deviation of 44.4.


Figure 12.4: $R^{2}$ plot as a function of changepoint in age for Institut Curie breast cancer data. Likelihood and $\max R^{2}$ estimates are very similar in this example.


Figure 12.5: Survival for breast cancer patients according to whether age at diagnosis is greater or less than age 41.

Using the standardized log-rank estimator, Lausen and Schumacher (1996) find a cutpoint in the S-phase fraction at 107. Their approach required that they ignore a small percentage of the observations, in this case $10 \%$ of possible cut-points corresponding to the highest or lowest values. They obtained a significance level of $p=0.123$. Contal
and O'Quigley (1999), using the methods described in this chapter, obtained a slightly different cut-point of 55 , although this result was also not significant ( $p=0.192$ ) and so the results from the two approaches are not inconsistent.

Contal and O'Quigley (1999) show that the approach of Lausen and Schumacher, when only $1 \%$ of the data are excluded, produces a result identical to theirs, also thereby underlining an observation from Lausen and Schumacher that the choice of the admissible interval can have an influence on the result. If no correction is made for the fact that the cut-point was not known and obtained via a maximization procedure we obtain a $p$-value of 0.007 which highlights the findings of Altman et al. (1994) that failure to statistically take account of the way in which a cut-point is identified can be very misleading.

### 12.10 Some guidelines in model and test selection

As a general recommendation, for simple changepoint models, the test based on the Davies approximation (referred to as $T_{2}$ and given by Equation 12.6), could be used. This test has the advantage of being easy to calculate and of only making light demands on computational power. Further power can be obtained if required, at the expense of heavier calculations, via the test $T_{2}$ obtained by using Lemma 12.3 .

The direct bootstrap method, based on Equation 12.9, has the advantage of great simplicity as well as apparent gains in power for situations in the changepoint is around the median. The direct bootstrap method also appears to give more accurate control over type 1 error. Unlike $T_{1}$ and $T_{2}$ the test $T_{3}$ is lacking in power when testing a null hypothesis of no effect against an alternative in which the effect is of a proportional hazards nature. O'Quigley and Pessione (1991) pointed out that $T_{3}$ makes no use of the observed magnitude of $\hat{\beta}$ and that, in a bid to gain further power, it may be possible to construct a modified version that would incorporate such information. To the author's knowledge no study of this has been carried out.

For the simple qualitative interaction, i.e., crossing hazards, and the parameterization that fixes $\beta=0$ and $Q(t)=I(t \leq \gamma)-I(t>\gamma)$, i.e.,

$$
\begin{equation*}
\lambda(t \mid Z)=\lambda_{0}(t) \exp \{\alpha Z(t)[I(t \leq \gamma)-I(t>\gamma)]\}, \tag{12.10}
\end{equation*}
$$

constraining the log-relative risk to be of the same magnitude but different sign, is a strong one. Some thought needs to be given as to the implications of this. We might consider to what extent the proposed procedures work when models other than that of Equation 12.10 hold. Suppose that the more general model of Anderson and Senthilselvan (1982) holds, i.e., $\beta(t)=\beta_{1} I(t \leq \gamma)+\beta_{2} I(t>\gamma)$. For local departures, still describing covariate-time qualitative interactions, although of different magnitude before and after the changepoint, the simulations of O'Quigley and Pessione (1991) indicate that the test procedure will continue to work well.

The issues involved in using one parameter to represent a model in which two parameters correctly describe the mechanism governing survival was the subject of an investigation by Gail et al. (1984), further developed by Struthers and Kalbfleisch (1986) and Xu and O'Quigley (2000). Within a wide class of possibilities, if $\beta_{1}$ and $\beta_{2}$ have the same sign, then the interaction is of a quantitative nature and despite some loss in power by using a proportional hazards model, testing procedures will be broadly correct, the single $\beta$ coefficient being expressible, to a first approximation, as a weighted sum of $\beta_{1}$ and $\beta_{2}$.

Xu and O'Quigley (2000) point out that this weighting will be influenced by the censoring even when the censoring mechanism is an independent one. Even so, the weights are positive and so it remains true that we have some kind of average, even if dependent on the censoring. For $\beta_{1}$ and $\beta_{2}$ having opposite signs we have a qualitative interaction and the same idea prevails when using the model suggested above in place of a proportional hazards one. Thus, we can give a sensible interpretation to a single $\beta$, at the very least for local alternatives.

For non-local alternatives the estimate of $\gamma$, under the constraint of a single $\beta$ will be inconsistent ( Xu and O'Quigley 2000). The idea here, though, is not so much one of modeling, in which consistency may be required, but more to provide a powerful test against a broad range of local alternative. Once the null hypothesis is rejected we may very well wish to explore further, and the number of parameters we would want to employ in this exploration, will depend largely on the available data.

## Type 1 error and power

O'Quigley and Pessione (1991) and O'Quigley and Natarajan (2004) carried out extensive simulations to study type 1 error and power.

From 1000 repetitions, each with 100 bootstraps and for a standard exponential model having 10 subjects in each group, the null hypothesis was rejected 53 times, i.e., $p=0.053$, using the direct two sided test. Multiplying the one sided $p$-value by one led to $p=0.052$. In order to get a handle on power we firstly define

$$
\mathcal{E}\left\{S\left(\gamma_{i}\right), S\left(\gamma_{j}\right)\right\}=E R\left\{S\left(\gamma_{i}\right), S\left(\gamma_{j}\right\}\right.
$$

and noting the following results:

$$
\begin{aligned}
\mathcal{E}\left\{S\left(\gamma_{i}\right)-S\left(\gamma_{j}\right), S\left(\gamma_{i}\right)-S\left(\gamma_{j}\right)\right\}= & \mathcal{E}\left\{S\left(\gamma_{i}\right), S\left(\gamma_{i}\right)\right\}+\mathcal{E}\left\{S\left(\gamma_{j}\right), S\left(\gamma_{j}\right)\right\} \\
& -2 \mathcal{E}\left\{S\left(\gamma_{i}\right), S\left(\gamma_{j}\right)\right\}
\end{aligned}
$$

$$
\mathcal{E}\left\{S\left(\gamma_{i}\right), k\left(S\left(\gamma_{i}\right)-S\left(\gamma_{j}\right)\right)\right\}=k\left(\mathcal{E}\left\{S\left(\gamma_{i}\right), S\left(\gamma_{i}\right)\right\}-\mathcal{E}\left\{S\left(\gamma_{i}\right), S\left(\gamma_{j}\right)\right\}\right)
$$

and that for local alternatives $\mathcal{E}\left\{S\left(\gamma_{j}\right), S\left(\gamma_{j}\right)\right\}=1, j=1, \ldots, k+1$.
We then have that $\lambda\left(\gamma_{i}\right)=k^{2}\left(1-\mathcal{E}^{2}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}\right)$. Noting that the difference between $-r_{11}\left(\gamma_{i}\right)$ and $k^{2}\left(2-\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}-\right.$ $\left.\mathcal{E}\left\{S\left(\gamma_{i-1}\right), S\left(\gamma_{i}\right)\right\}\right)$ converges in probability to zero and letting $A(c)=$ $\exp \left(-c^{2} / 2\right)(\pi k)^{-1}$ we have (O'Quigley 1994) that the difference between the $p$-values, $2 P_{1}-P_{2}$ equals the product $k A(c)$ and

$$
\begin{aligned}
& \sum_{i}\left(2-\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}-\mathcal{E}\left\{S\left(\gamma_{i-1}\right), S\left(\gamma_{i}\right)\right\}\right)^{\frac{1}{2}} \\
& \quad-\left(1-\mathcal{E}^{2}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}\right)^{\frac{1}{2}}
\end{aligned}
$$

a term that is strictly positive, plus a negligible term of order smaller than $1 / k^{2}$ whenever the following condition:

$$
\begin{equation*}
\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}\left(1-\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}\right)<1-\mathcal{E}\left\{S\left(\gamma_{i-1}\right), S\left(\gamma_{i}\right)\right\} \tag{12.11}
\end{equation*}
$$

holds for all values of $i$. The expression is a quadratic form in $\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}$ and can always seen to be verified whenever $\mathcal{E}\{S$ $\left.\left(\gamma_{i-1}\right), S\left(\gamma_{i}\right)\right\}<0.75$. It is very difficult to construct a situation in which this condition is not met and it could only possibly occur for very small values of $k$, certainly no more than ten. Otherwise, with increasing sample size, $\mathcal{E}\left\{S\left(\gamma_{i-1}\right), S\left(\gamma_{i}\right)\right\}$ will take increasingly larger values, quickly tending to one. Under the classic and simple heading, where we put an upper bound on observable survival time, we have that, for $i=k q$ and $0<q<1$, that $S\left(\gamma_{i+1}\right)$ and $S\left(\gamma_{i}\right)$ approach the same value. The same applies to $S\left(\gamma_{i-1}\right)$ and $S\left(\gamma_{i}\right)$. Moreover
since $\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}$ and $\mathcal{E}\left\{S\left(\gamma_{i-1}\right), S\left(\gamma_{i}\right)\right\}$ are close to one, then the equation approaches zero and in consequence $2 P_{1}-P_{2} \rightarrow 0$. The preceding results require that, as sample size $n$ increases, $k / n$ approaches some constant between 0 and 1 (i.e., the usual requirement needed to obtain asymptotic results with censored data: see for example Breslow and Crowley (1974)). However, even though in the limit $2 P_{1}=P_{2}$, we would still anticipate that for large samples $2 P_{1}-P_{2}>0$, since $\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}$ goes to $\mathcal{E}\left\{S\left(\gamma_{i-1}\right), S\left(\gamma_{i}\right)\right\}$ and since on the lefthand side of Equation 12.11 we have that $\mathcal{E}\left\{S\left(\gamma_{i+1}\right), S\left(\gamma_{i}\right)\right\}<1$, then the inequality will be maintained.

Table 12.2 is taken from O'Quigley and Natarajan (2004) and shows results from simulations studying type 1 error and power according to different types of decline of effect and sample size. The tests were based on 500 simulations where group 1 is standard exponential and various scenarios allowed for group 2.

It would be worth making a power comparison of the above results, obtained via the use of a simple changepoint model and those we would obtain had the exact relative risk form of model been used. Although this is pure speculation, not backed up by empirical or theoretical arguments, the author believes that the use of a "correct" model rather than an under-parameterized, over simplified model, would produce little in the way of power gains.

Table 12.2: Power estimates for different rates of decline of effect using simple changepoint model. First row uses test based on lemma 12.3, the second row the test based on Equation 12.6: $50 \%$ independent censoring: $\mathrm{RR}=$ relative risk.

| Distribution in second group | Number of subjects |  |  |
| :---: | :---: | :---: | :---: |
|  | $n=20$ | $n=40$ | $n=100$ |
| $H_{0}:$ Exponential with $\log \mathrm{RR}=0.7$ | 0.014 | 0.022 | 0.046 |
|  | 0.018 | 0.028 | 0.066 |
| $H_{0}:$ Exponential with $\log \mathrm{RR}=1.4$ | 0.016 | 0.014 | 0.008 |
|  | 0.024 | 0.016 | 0.012 |
| $H_{1}:$ Piecewise exponential: | 0.060 | 0.238 | 0.608 |
| piecewise $\log \mathrm{RR}=(1.1,0.9,0.7,0.4,0.0)$ | 0.086 | 0.252 | 0.614 |
| $H_{1}:$ Piecewise exponential: | 0.112 | 0.340 | 0.710 |
| piecewise $\log \mathrm{RR}=(1.6,1.4,1.1,0.7,0.0)$ | 0.128 | 0.370 | 0.722 |
| $H_{1}:$ Piecewise exponential: | 0.172 | 0.506 | 0.802 |
| piecewise $\log \mathrm{RR}=(2.2,1.9,1.6,1.1,0.0)$ | 0.204 | 0.512 | 0.810 |

### 12.11 Exercises and class projects

1. In the equation for the non-proportional hazards model with intercept fix $\beta=\lambda_{0}(t)=\alpha=1$ and take $Z(t)$ to be a binary indicator variable for two groups. For each group evaluate the survival function when: (i) $Q(t)=0$, (ii) $Q(t)=-t$, (iii) $Q(t)=I(t \leq \gamma)-I(t>\gamma)$ and where $\gamma$ is the marginal median. Discuss the similarity between (ii) and (iii).
2. Describe real situations in which you would anticipate the regression effect to: (i) remain constant in time, (ii) to decrease in time and (iii) to increase in time. How would you employ a changepoint model to address this third question? Using actual data in which regression effects decline in time, fit a changepoint model. Compare the fit of the changepoint model to a model imposing constant effects.
3. Explicitly derive the results given by Equation 12.4.
4. Referring to the data of Stablein et al. (1981) carry out a proportional hazards analysis for the two groups followed by a goodness of fit test. Next, carry out an analysis that allows for an unknown changepoint. Carry out the goodness-of-fit test for this situation. Discuss the implications of the results in particular taking account of the clinical context.
5. Explicitly derive the two lemmas given in Section 12.8 for the crossing hazards problem.
6. Simulate data with a continuous covariate and with $\beta=1.0$. Take the covariate distribution at $T>0$ to be: (i) exponential, (ii) lognormal and (iii) extreme value. Fit a proportional hazards model based on the assumption that the covariate distribution is uniform. Describe how the biases in the estimate of $\beta$ depend on the nature of the underlying distribution of the covariate. Next, use a simple changepoint model to recode the covariate into two groups. Estimate the corresponding $\beta$ in this case and investigate how the estimate is influenced by the underlying covariate distribution. Comment on the simulation results.

## Chapter 13

## Explained variation

### 13.1 Summary

Some suggestions on possible measures of explained variation which have appeared in the literature are considered. Following this an outline of the recommended approach is given. Leaning upon the theory of explained variation detailed in Chapter 2 and in particular 3.9 we show how a solid theory of explained variation for proportional and non-proportional hazards regression can be established. This contrasts with a substantial body of literature on this topic, almost entirely constructed around intuitive improvisations and ad-hoc modifications to sample based quantities gleaned from classical linear regression. The main reference here is the paper by O'Quigley and Flandre (1994) which showed how the Schoenfeld residuals provide the required ingredients for the task in hand. The properties of population quantities and sample based estimates have been studied thoroughly (O'Quigley and Xu 2001) and these provide the user with the necessary confidence for their practical use.

### 13.2 Motivation

Referring back to Chapter 2 and Section 3.9 it is clear that the concept explained variation is a fundamental one, directly quantifying the notion of predictive ability. This quantification is a consequence of the Chebyshev inequality. As an example of a practical setting in which we are motivated to look at this, consider a study of 2174 breast cancer patients, followed over a period of 15 years at the Institut Curie
in Paris, France. A large number of potential and known prognostic factors were recorded. Detailed analyses of these data have been the subject of a number of communications and we focus here on a limited analysis on a subset of prognostic factors, identified as having some prognostic importance. These factors were: (1) age at diagnosis, (2) histology grade, (3) stage, (4) progesterone receptor status, and (5) tumor size. In addition to the usual model fitting and diagnostic tools, it seems desirable to be able to present summary measures estimating the percentage of explained variation and the relative importance of the different prognostic factors. We would like to be able to say, for example, that stage explains some $20 \%$ of survival but that, once we have taken account of progesterone status, age, and grade, then this figures drops to $5 \%$. Or that adding tumor size to a model in which the main prognostic factors are already included then the explained variation increases, say, a negligible amount, specifically from $32 \%$ to $33 \%$. Or, given that a suitable variable indicates predictability, then to what extent do we lose (or gain), in terms of these percentages, by recoding the continuous prognostic variable, age at diagnosis, into discrete classes on the basis of cutpoints.

For our situation, in which inference is rank invariant with respect to monotonic transformations on time, then from Section 3.9, we can see that this implies evaluation of the explained variation in the covariate given time rather than, the apparently more natural, explained variation of time given the covariate. For normal models the two are the same anyway and, here, we would anticipate them as being very close. In addition, we have all that is needed if we prefer to consider the explained variation of time given the covariates.

It helps to keep in mind the implication of working with the conditional distribution of the covariate given time rather than the other way around. It means that explained variation, translated as predictability as a consequence of Chebyshev's inequality, refers to the predictability of the failure ranks. Absence of effect should then translate as $0 \%$ predictability; perfect prediction of the correct ordering of the survival ranks should translate as 100\%; and intermediate values are to be interpretable as providing an ordered scale, any point of which indicates precisely the amount of predictive strength in the model. These concepts are outlined below.

### 13.3 Finding a suitable measure of $\boldsymbol{R}^{2}$

## Some suggestions in the literature

The $R^{2}$ measure of explained variability, or predictive capability, is well known under a normal linear model. As pointed out by Korn and Simon (1990), and in contrast to what is oftentimes taught and written, such measures are only indirectly concerned with fit. They are directly concerned with predictability. For the proportional hazards model some correlation measures were first suggested by Harrell (1986) although it turned out that his measures depend heavily on independent censoring and can not be easily interpreted. Kent and O'Quigley (1988) developed a measure based on the Kullback-Leibler information gain and this could be interpreted as the proportion of randomness in the observed survival times explained by the covariates.

The principal difficulty in Kent and O'Quigley's measure was its complexity of calculation although a very simple approximation was suggested and appeared to work well. The Kent and O'Quigley measure was not able to accommodate time-dependent covariates. Xu and O'Quigley (1999) developed a similar measure based on information gain, using the conditional distribution of the covariates given the failure times. The measure accommodates time-dependent covariates, and is computable using standard softwares for fitting the Cox model. We consider this measure in the following chapter.

Korn and Simon (1990) suggested a class of potential functionals of interest, such as the conditional median, and evaluated the explained variation via an appropriate distance measuring the ratio of average dispersions with the model to those without a model. Their measures are not invariant to time transformation, nor could they accommodate time-dependent covariates. In this context these disadvantages are quite severe. Schemper $(1990,1994)$ introduced the concept of individual survival curves for each subject, with the model and without the model. Interpretation is very difficult. As with the Harrell measure, the Schemper measures depend on censoring, even when the censoring mechanism is completely independent of the failure mechanism. Schemper and Kaider (1997) proposed to estimate the correlation coefficient between failure rankings and the covariates via multiply imputing the censored failure times. Although numerically complex, and, again, not readily affording any clear interpretation, this latter coefficient of Schemper and Kaider shows promise and may be worthy of
further study. It is possible to remove the dependence on the censoring and this has been considered by O'Quigley, Flandre and Reiner (1999) and Schemper and Henderson (2000).

## Distance measures

Explained variation is clearly based on a measure of distance. Some authors have preferred to directly address the question of predictive ability of any model via classes of distance measures. This is the case for Harrell (1986), Korn and Simon (1990), Schemper (1990, 1992) and Graf and Schumacher (1995). Apart from the measure of Harrell, which relates to measures of information gain described in the following chapter, all of these measures relate to those described by Schemper.

In this description of the Schemper measures we keep to his notation (Schemper 1990) in order to facilitate any comparative study the reader may be interested in carrying out. Schemper defined $S_{i j}$, interpretable as an "empirical survivorship function" per individual, for subject $i$ at observed failure time point $t_{j}\left(j=1, \ldots, k_{i}\right)$. The quantity $k_{i}$ will be the total number of failures should individual $i$ correspond to a failure; otherwise $k_{i}$ is the number of failures occurring prior to the censoring time of the individual $i . S_{i j}=1$ for individual $i$ at all time points $t_{j}$ for which the individual is still alive, drops to 0.5 at the point at which the individual fails, and thereafter $S_{i j}=0$. Note that changing the definition of $S_{i j}$ so that it drops to zero rather than 0.5 at the observed failure time will have a negligible impact in practice and an impact approaching zero as sample size (number of failures) increases.

Denote further $\bar{S}_{j}$ to be the Kaplan-Meier estimate of survival at time $t_{j}$ and $\bar{S}_{i j}$ the estimate of survival for individual $i$ at time point $t_{j}$ derived from the proportional hazards model. Two different measures of the proportion of variability explained were suggested, $V_{1}$ and $V_{2}$ where, for $\ell=1,2$ :

Definition 13.1 Schemper's proportion of variability explained is

$$
\begin{equation*}
V_{\ell}=1-\frac{\sum k_{i}^{-1} \sum\left|S_{i j}-\bar{S}_{i j}\right|^{\ell}}{\sum k_{i}^{-1} \sum\left|S_{i j}-\bar{S}_{j}\right|^{\ell}} ; \quad \ell=1,2 . \tag{13.1}
\end{equation*}
$$

For an exponential model and different relative risks, values of $V_{1}$ and $V_{2}$ were tabulated on the basis of a single large simulation (Schemper 1990). The entries for $V_{2}$ turned out not to be based on a sum of
squares, as the above expression and Schemper's original paper indicate, but in fact on a rather less classical squared sum (Schemper 1994). Thus, the original definition for $V_{2}$ was considered to be in error by Schemper (1994) and replaced by an alternative one, say $V_{2}^{*}$, for when $\ell=2$, replacing $\sum\left|S_{i j}-\bar{S}_{i j}\right|^{\ell}$ by $\sum\left(k_{i}^{-1} \sum\left|S_{i j}-\bar{S}_{i j}\right|\right)^{2}$ in the numerator and $\sum k_{i}^{-1} \sum\left|S_{i j}-\bar{S}_{j}\right|^{\ell}$ by $\sum\left(k_{i}^{-1} \sum\left|S_{i j}-\bar{S}_{j}\right|\right)^{2}$ in the denominator. There is something unusual, requiring further justification it would seem, in working with distances defined in terms of squared sums rather than sums of squares. The merits of such a definition were not detailed by Schemper (1994) although subsequent work (O'Quigley, Flandre and Reiner 1999; Schemper and Henderson 2000) suggest the original definition should be retained as the correct one. In support of this is the interesting observation that, for an exponential model and no censoring, the population equivalents of $V_{1}$ and $V_{2}$ converge to the same quantity.

Schemper's coefficients can be seen to depend on the unknown independent censoring mechanism (O'Quigley, Flandre and Reiner 1999, Schemper and Henderson 2000). This can however be remedied and we look at this in a later section. The Schemper coefficients are generally bounded by a number strictly less than one. This is also true in the uncensored case and, for the cases studied by Schemper (1990), the population values of $V_{1}$ and $V_{2}$ are bounded by 0.5 .

## Relationship between distance measures

Discussion of the relationships between different coefficients based on some measure of distance is given in Graf and Schumacher (1995). A study of the Schemper proposal and its large sample properties is enough to deduce the properties we would anticipate from closely associated measures. We return to this in Section 13.10 and point out here the way in which these coefficients are connected. It is useful to consider the population equivalents of $V_{1}$ and $V_{2}$ and we do this by considering the probability limits of the numerator and denominator in definition 13.1. If, for $\ell=1,2$, the numerator converges in probability to $N_{\ell}$ and the denominator to $D_{\ell}$ then we can study the population parameter $\theta_{\ell}$ where $\theta_{\ell}=1-D_{\ell}^{-1} N_{\ell}$. We look at this in more detail in Section 13.10. For now we simply consider the form of $N_{\ell}$ as this brings out the relationship between the distance measures.

Korn and Simon (1990) considered squared error to be a particular kind of loss function and therefore other kinds of loss function, such
as absolute error, might also be considered. The main development is around integrated squared error loss. For the numerator in their expression, let's call it $N_{K S}$ here, we have

$$
\begin{equation*}
\tilde{N}_{K S}=\iint \tilde{S}(u \mid z)\{1-\tilde{S}(u \mid z)\} d u d H_{n}(z) \tag{13.2}
\end{equation*}
$$

In the absence of censoring, for the population equivalent of $V_{2}$, we can construct a theoretical numerator, $\tilde{N}_{2}$ given by

$$
\tilde{N}_{2}=\iiint\left\{Y_{t}(u)-\tilde{S}(u \mid z)\right\}^{2} d \tilde{F}(u) d \tilde{F}(t \mid z) d H_{n}(z)
$$

In the uncensored case then the distance measures are closely related. The differences arise as a result of the weightings. For the Schemper coefficients these are given in terms of increments in $\tilde{F}(t)$ rather than increments in $t$ itself. This we deduce from taking the above integral one step further where we see that:

$$
\begin{equation*}
\tilde{N}_{2}=\iint \tilde{S}(u \mid z)\{1-\tilde{S}(u \mid z)\} d \tilde{F}(u) d H_{n}(z) \tag{13.3}
\end{equation*}
$$

which we can then compare with Equation 13.2. The same conclusion has also been obtained by Graf and Schumacher (1995). Note that monotonic transformations of $t$ would typically impact the Korn and Simon measures, whereas the increments in $\tilde{F}(t)$, and thereby $V_{\ell}$ itself, remain unaffected. Given that inference under the proportional hazards model has this invariance property, it may be considered a desirable property of $V_{\ell}$. Furthermore, for the broad class proposed by Korn and Simon (1990), it would be straightforward to extend their measures by adopting such a modification, in order to accommodate such a property if deemed necessary.

## Recommended approach

The most transparent approach, interpretable in terms of explained variation, is that described by O'Quigley and Flandre (1994). This approach, in tune with the general theory of Section 3.9, studies the explained variation in $T$ given the covariate vector $Z$, or, in order to maintain rank invariance, the explained variation of the prognostic index ( $Z$ alone in the univariate case) given $T$. If we stray from this we lose interpretability and, although many of the other suggestions have merit, they can run into all sorts of problems such as unknown
bounds on the index, negative values, strong dependence on the censoring, even when independent of the failure mechanism and, simply, no way to interpret them. Thus, a value of 0.03 , under one set of circumstances, may indicate a stronger effect than a value of 0.5 , obtained under a different set of circumstances. A more solid approach can be constructed by keeping the basic theory in mind from Section 3.9. Leaning on that basic theory we can anticipate obtaining indices with meaningful properties. Even so, it is still important to investigate any properties deemed desirable, and not automatically inherited by virtue of Section 3.9.

Our recommended approach is essentially that outlined in O'Quigley and Flandre (1994). Their motivation came from linear regression where we denote $r_{i}(\hat{\beta})$ to be the fitted residual, i.e., the difference between the observation and its model based expectation evaluated under $\beta=\hat{\beta}$. The null residual $r_{i}(0)$ obtains by putting instead $\beta=0$ and this corresponds to replacing all expectations by the overall mean. Next we calculate the average squared deviation of the observations from their model based predictions, $\sum r_{i}^{2}(\beta) / n$, leading to the well known expression for $R^{2}$, written as $R^{2}(\beta)$ in order to make explicit the dependence on $\hat{\beta}$, from

$$
\begin{equation*}
R^{2}(\beta)=1-\frac{\sum r_{i}^{2}(\beta)}{\sum r_{i}^{2}(0)} \tag{13.4}
\end{equation*}
$$

Some additional work was needed in order for the $R^{2}$ measure of O'Quigley and Flandre to be consistent in general situations. This is achieved by weighting things correctly and this is described below. We discuss all the needed statistical properties for the measure including obtaining confidence intervals with coverage properties asymptotically the same as those for the regression coefficient estimate itself. A sum of squares decomposition, an expression for explained variation and the relationship between increasing values of the measure and predictability of the survival ranks all help form the basis for a more solid interpretation. Via simulations we compare this measure with some of the measures mentioned above. Those aspects particular to the multicovariate case are examined more closely and some general recommendations are given. The measure can also be easily extended to other relative risk models.

### 13.4 An $R^{2}$ measure based on Schoenfeld residuals

Recall the Schoenfeld residuals as the discrepancy between the observed value of the covariate, viewed of as having been sampled at time point $X_{i}$ and its expected value,

$$
\begin{equation*}
r_{i}(\beta)=Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right) \tag{13.5}
\end{equation*}
$$

for $\delta_{i}=1$ at each observed failure time $X_{i}$. The expectation $\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)$ is worked out with respect to an exponentially tilted distribution. The stronger the regression effects the greater the tilting, and the smaller we might expect, on average, the values $r_{i}^{2}(\beta)$ to be when compared with the residuals under the null model $\beta=0$. Based on these residuals, a measure of explained variation, analogous to the coefficient of determination for the linear model, can be defined (O'Quigley and Flandre 1994).

Since the semiparametric model leaves inference invariant under monotonic increasing transformations of the time axis, and being able to predict at each failure time which subject is to fail is equivalent to being able to predict failure rankings of all the failed subjects, it is sensible to measure the discrepancy between the observed covariate at a given failure time and its expected value under the model. In the absence of censoring the quantity $\sum_{i=1}^{n} r_{i}^{2}(\hat{\beta}) / n$ can be viewed as the average discrepancy between the observed covariate and its expected value under the model, whereas $\sum_{i=1}^{n} r_{i}^{2}(0) / n$ can be viewed as the average discrepancy without a model. This consideration led O'Quigley and Flandre (1994) to define

$$
\begin{equation*}
R^{2}(\beta)=1-\frac{\sum r_{i}^{2}(\beta)}{\sum r_{i}^{2}(0)} \tag{13.6}
\end{equation*}
$$

This is then a clear analogue to that of $R^{2}$ for linear regression. That of itself would not be enough since there may be other possible generalizations. We need study its properties and show that an interpretation for the population equivalent in terms of explained variation holds.

## Investigating the impact of censoring

The effect of censoring for large samples on $R^{2}(\beta)$ was studied by O'Quigley and Flandre (1994) and is so small that it can be ignored in practice, even for rates of censoring between ninety to ninety nine
percent. However, if we are to obtain exact asymptotic results, in which our estimator converges to a quantity unaffected by an independent censoring mechanism, then we need to do a little extra work. This work amounts to weighting the squared Schoenfeld residuals by the increments of any consistent estimate of the marginal failure time distribution function $F$. Therefore, let $\hat{F}$ be the left-continuous Kaplan-Meier estimate of $F$, and define $W(t)=\hat{S}(t) / \sum_{1}^{n} Y_{i}(t)$ where $\hat{S}=1-\hat{F}$. Then $W(t)$ is a non-negative predictable stochastic process and, assuming there are no ties, it is straightforward to verify that $W\left(X_{i}\right)=\hat{F}\left(X_{i}+\right)-\hat{F}\left(X_{i}\right)$ at each observed failure time $X_{i}$, i.e., the jump of the Kaplan-Meier curve. In practice, ties, if they exist, are split randomly. We then define the quantity $\mathcal{I}(b)$ for $b=0, \beta$ by

$$
\mathcal{I}(b)=\sum_{i=1}^{n} \int_{0}^{\infty}\left\{Z_{i}(t)-\mathcal{E}_{b}(Z \mid t)\right\}^{2} d \hat{F}(t)
$$

or, in the more familiar counting process notation by,
$\mathcal{I}(b)=\sum_{i=1}^{n} \int_{0}^{\infty} W(t)\left\{Z_{i}(t)-\mathcal{E}_{b}(Z \mid t)\right\}^{2} d N_{i}(t)=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(b)$.

These quantities are, as before, averages of squared residuals, under the null model and under the best fitting model, the only difference being that the average here is weighted with respect to the increments $d \hat{F}(t)$. For large samples we will be able to assert that $\hat{F}(t)$ will be close to $F(t)$ and so our average is taken over time. With this in mind we then appeal to a broadened definition for $R^{2}$ in which:

$$
\begin{equation*}
R^{2}(\beta)=1-\frac{\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(\beta)}{\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(0)}=1-\frac{\mathcal{I}(\beta)}{\mathcal{I}(0)} \tag{13.8}
\end{equation*}
$$

The definition given by O'Quigley and Flandre (1994) would be the same as above if we defined $W(t)$ to be constant and, of course, the two definitions coincide in the absence of censoring. The motivation for the introduction of the weight $W(t)$ is to obtain large sample properties of $R^{2}$ that are unaffected by an independent censoring mechanism. Viewing $R^{2}$ as a function of $\beta$ turns out to be useful. In practice, we are mostly interested in $R^{2}(\hat{\beta})$ where $\hat{\beta}$ is a consistent estimate of $\beta$ such as the partial likelihood estimate.

## Population parameter $\Omega^{2}$

The population parameter $\Omega^{2}(\beta)$ of $R^{2}(\hat{\beta})$ was given in O'Quigley \& Flandre (1994). $R^{2}(\hat{\beta})$ can be considered a semi-parametric estimate of $\Omega^{2}(\beta)$ in as much as it is unaffected by monotonic increasing transformations on time (see Section 3.9). We will see that $\Omega^{2}(\beta)$ is unaffected by an independent censorship mechanism. If in addition $Z$ is timeinvariant, we also see that

$$
\begin{equation*}
\Omega^{2}(\beta)=1-\frac{E\left\{E[Z-E(Z \mid \mathcal{A}(T))]^{2}\right\}}{E\left\{E\left[Z-E(Z \mid \mathcal{B}(T)]^{2}\right\}\right.} \tag{13.9}
\end{equation*}
$$

where $\mathcal{A}(t)=\{t\}$ and $\mathcal{B}(t)=\{u: u \geq t\}$ so that, in view of equation (3.32), $\Omega^{2}(\beta)$ has the interpretation of the proportion of explained variation. This of itself would not be interesting enough and we also show that this choice of $\mathcal{B}$ is a sensible one. In fact, the results for the above choice, chosen to accommodate sequential conditioning on the risk sets, are very close to those arising under the definition $\mathcal{B}(t)=\mathcal{T}$ (see Table 13.1). Indeed, for practical purposes of interpretability we can take $\Omega^{2}(\beta)$ to be defined as in the following equation where the approximation symbol is replaced by an equality symbol, i.e.,

$$
\Omega^{2}(\beta) \approx \frac{\operatorname{Var}\{E(Z \mid T)\}}{\operatorname{Var}(Z)}
$$

O'Quigley and Flandre showed that $\Omega^{2}(\beta)$ depends only relatively weakly on different covariate distributions, and values of $\Omega^{2}(\beta)$ give a good reflection of strength of association as measured by $\beta$, tending to 1 for high but plausible values of $\beta$. The numerical results support the conjecture that $\Omega^{2}$ increases with the strength of effect, thereby agreeing with the third stipulation of Kendall (1975, p. 4) for a measure of rank correlation. The first two stipulations were that perfect agreement or disagreement should reflect itself in a coefficient of absolute

Table 13.1: $\Omega^{2}$ as a function of $\beta$.

| covariate* | $c$ | $c$ | $d$ | $c$ | $c$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ | 0 | 0.7 | 0.7 | 1.4 | 2.8 | 4.2 | 4.2 |
| $\mathcal{B}(t)=\{u: u \geq t\}$ | 0.0002 | 0.0990 | 0.0979 | 0.2844 | 0.5887 | 0.7577 | 0.8728 |
| $\mathcal{B}(t)=\mathcal{T}$ | 0.0018 | 0.0998 | 0.0985 | 0.2848 | 0.5889 | 0.7578 | 0.8728 |

* Covariate distribution: $d$ - binary, $c$ - uniform. Data are simulated under the same mechanism as that described below.
value 1 ; the third stipulation that for other cases the coefficient should have absolute value less than 1, and in some acceptable sense increasing values of the coefficient should correspond to increasing agreement between the ranks. Here we have a squared coefficient, and Kendall's stipulations are considered in a broader sense because we are not restricted to the ranks of the covariates in the semiparametric context. In the next section we will show that $\Omega^{2}(\beta) \rightarrow 1$ as $|\beta| \rightarrow \infty$ and that it increases with the ability to explain survival rankings by the covariates. Before that, we look at a closely related quantity which turns out to be of use.


## Alternative measure $R_{\mathcal{E}}^{2}$

For mostly theoretical purposes we also consider an alternative definition to $R^{2}$, in which we use the expected (with respect to the $\pi$ 's) rather than the observed squared residuals. Consider then

$$
\begin{aligned}
\mathcal{J}(\beta, b) & =\int_{0}^{\infty} W(t) \sum_{j=1}^{n} \pi_{j}(\beta, t)\left\{Z_{j}(t)-\mathcal{E}_{b}(Z \mid t)\right\}^{2} d \bar{N}(t) \\
& =\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) \mathcal{E}_{\beta}\left\{r_{i}^{2}(b) \mid X_{i}\right\}
\end{aligned}
$$

and define

$$
\begin{equation*}
R_{\mathcal{E}}^{2}(\beta)=1-\frac{\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) \mathcal{E}_{\beta}\left\{r_{i}^{2}(\beta) \mid X_{i}\right\}}{\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) \mathcal{E}_{\beta}\left\{r_{i}^{2}(0) \mid X_{i}\right\}}=1-\frac{\mathcal{J}(\beta, \beta)}{\mathcal{J}(\beta, 0)} \tag{13.10}
\end{equation*}
$$

Our experience indicates that when the proportional hazards model correctly generates the data, $R_{\mathcal{E}}^{2}$ will be very close in value to $R^{2}$. Indeed we will show, under the model, that $\left|R^{2}(\hat{\beta})-R_{\mathcal{E}}^{2}(\hat{\beta})\right|$ converges to zero in probability. This coefficient is of interest in its own right although our main purpose here is to use it for developing properties of the next section. It can also be used to construct confidence intervals for the population quantity $\Omega^{2}(\beta)$, intervals which have, for increasing sample size, exactly the same coverage properties of those for $\hat{\beta}$ itself. Another angle to understand $\mathcal{J}(\beta, b)$ follows from taking the expectation of $\mathcal{I}(b)$ under the model, using the results for counting processes (see for example Fleming and Harrington 1991) we have
$E\{\mathcal{I}(b)\}=\sum_{i=1}^{n} \int_{0}^{\infty} E\left\{W(t)\left[Z_{i}(t)-\mathcal{E}_{b}(Z \mid t)\right]^{2} Y_{i}(t) \exp \left[\beta Z_{i}(t)\right]\right\} d \Lambda_{0}(t)$,
where $\Lambda_{0}(t)=\int_{0}^{t} \lambda_{0}(s) d s$. If we replace the unknown $\Lambda_{0}$ by the NelsonAalen estimate (Breslow 1972, 1974) and the expectations under the integral by the observed quantities, then we recover $\mathcal{J}(\beta, b)$ as an estimate of $E\{\mathcal{I}(b)\}$. It is also straightforward to verify that $\mathcal{J}(\beta, \beta)$ is the weighted information of the Cox model.

### 13.5 Finite sample properties of $R^{2}$ and $R_{\mathcal{E}}^{2}$

We have the following immediate lemmas:
Lemma 13.1 Viewing $R^{2}$ as a function of $\beta$ then: $R^{2}(0)=0$ and $R^{2}(\beta) \leq 1$.
Lemma 13.2 $R^{2}(\beta)$ is invariant under linear transformations of $Z$ and monotonically increasing transformations of $T$.

The following lemma is not a precise result, although we have a precise equivalent for large samples. It provides some insight into $R^{2}$, viewed as a function of $\beta$. It also indicates why, apart from theoretical interest, only $R^{2}(\hat{\beta})$ need concern us.
Lemma 13.3 $R^{2}(\beta)$ as a function of $\beta$, reaches its maximum around $\hat{\beta}$.
Proofs of the above are similar to those given by O'Quigley and Flandre (1994). More details are provided in the chapter on proofs. Note that $R^{2}$, unlike $R_{\mathcal{E}}^{2}$ and $\Omega^{2}$, cannot be guaranteed to be non-negative. A negative value for $R^{2}$ is nonetheless difficult to obtain in practice, corresponding to the unusual case where the best fitting model, in a least squares sense, provides a poorer fit than the null model. $R^{2}(\hat{\beta})$ will only be slightly negative in such cases if $\hat{\beta}$ is very close to zero.
Lemma 13.4 An approximate sums of squares decomposition holds for $r_{i}^{2}$ and holds exactly in the following expression:

$$
\begin{equation*}
\mathcal{E}_{\beta}\left\{r_{i}^{2}(0) \mid X_{i}\right\}=\mathcal{E}_{\beta}\left\{r_{i}^{2}(\beta) \mid X_{i}\right\}+\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}^{2} \tag{13.1}
\end{equation*}
$$

Both the approximate and the exact sum of squares decomposition, outlined in more detail below, are valuable in underlining the great similarity between proportional hazards models and linear models. Although we do not pursue the idea it would be quite possible to develop for the proportional hazards model a whole theory for testing and fit based on sums of squares and analysis of variance type decompositions. Even $F$-tests can be constructed, although, at the present time, there appears to be no obvious advantage to any such alternative approach. One consequence of the above breakdown is:

Lemma 13.5 The coefficient $R_{\mathcal{E}}^{2}(\beta)$ can be reexpressed as:

$$
R_{\mathcal{E}}^{2}(\beta)=\frac{\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}^{2}}{\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) \mathcal{E}_{\beta}\left\{r_{i}^{2}(0) \mid X_{i}\right\}}
$$

The re-expression of $R_{\mathcal{E}}^{2}(\beta)$ in the lemma is helpful in obtaining the further lemmas:

Lemma 13.6 As a function of $\beta, 0 \leq R_{\mathcal{E}}^{2}(\beta) \leq 1$, and $R_{\mathcal{E}}^{2}(0)=0$.
Whereas $R^{2}(\beta)$ depends on the observations directly, $R_{\mathcal{E}}^{2}(\beta)$ is a function of expectations across the observations and although, at least for correctly specified models, there will be close agreement between the $R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ (a result made more precise below), the two coefficients behave very differently when viewed as functions of $\beta$. In particular, in contrast to Lemma 13.3, we have:

Lemma 13.7 As $|\beta| \rightarrow \infty$ then $R_{\mathcal{E}}^{2}(\beta) \rightarrow 1$.
We also have:
Lemma $13.8 R_{\mathcal{E}}^{2}(\beta)$ is invariant under linear transformations of $Z$ and monotonically increasing transformations of $T$.

The proof of the linearity property follows in the same way as for $R^{2}$ (O'Quigley and Flandre 1994), and an outline of the proof of monotonicity is given in the chapter on proofs. The figure helps illustrate the contrasting behaviors of the two coefficients, seen as functions of $\beta$. It is clear that $R^{2}(\beta)$ as a function of $\beta$ does not increase to 1 as $|\beta| \rightarrow \infty$, but rather reaches its maximum near $\hat{\beta}$. The monotonicity property of $R_{\mathcal{E}}^{2}(\beta)$ also has an interesting connection to the literature on the efficiency of the Cox model, which has also noted that the information $\mathcal{J}(\beta, \beta) \rightarrow 0$ as $|\beta| \rightarrow \infty$ (Efron 1977, Oakes 1977, Kalbfleisch and Prentice 1980 Section 4.7).

### 13.6 Large sample properties

The most straightforward approach is to define the population parameter $\Omega^{2}(\beta)$ as the probability limit of $R_{\mathcal{E}}^{2}(\beta)$ as $n \rightarrow \infty$. We can then investigate separately how meaningful is $\Omega^{2}(\beta)$, in particular how it can be viewed as an index of explained variation. We then need to
show that $R^{2}(\hat{\beta})$ converges in probability to $\Omega^{2}\left(\beta_{0}\right)$ where $\beta_{0}$ is the "true" value under which the data are generated. Let

$$
S^{(r)}(\beta, t)=n^{-1} \sum_{i=1}^{n} Y_{i}(t) e^{\beta Z_{i}(t)} Z_{i}(t)^{r}, \quad s^{(r)}(\beta, t)=E S^{(r)}(\beta, t)
$$

for $r=0,1,2,3,4$. We assume that the Andersen-Gill conditions hold. First it is straightforward to establish that: $\mathcal{E}_{\beta}(Z \mid t)=S^{(1)}(\beta, t) / S^{(0)}$ $(\beta, t)$. Next we have:

Lemma 13.9 The coefficient $\mathcal{J}(\beta, b)$ can be reexpressed as:

$$
\mathcal{J}(\beta, b)=\int W(t)\left\{\frac{S^{(2)}(\beta, t)}{S^{(0)}(\beta, t)}-2 \frac{S^{(1)}(\beta, t) S^{(1)}(b, t)}{S^{(0)}(\beta, t) S^{(0)}(b, t)}+\frac{S^{(1)}(b, t)^{2}}{S^{(0)}(b, t)^{2}}\right\} d \bar{N}(t)
$$

Theorem 13.1 As $n \rightarrow \infty \mathcal{J}(\beta, b)$ converges in probability to $J(\beta, b)$ where

$$
\begin{aligned}
J(\beta, b)= & \int w(t)\left\{\frac{s^{(2)}(\beta, t)}{s^{(0)}(\beta, t)}-2 \frac{s^{(1)}(\beta, t) s^{(1)}(b, t)}{s^{(0)}(\beta, t) s^{(0)}(b, t)}+\frac{s^{(1)}(b, t)^{2}}{s^{(0)}(b, t)^{2}}\right\} \\
& s^{(0)}(\beta, t) \lambda_{0}(t) d t
\end{aligned}
$$

and where $w(t)=S(t) / s^{(0)}(0, t)$.
The value to which $R_{\mathcal{E}}^{2}(\beta)$ converges for large samples, i.e.,

$$
\begin{equation*}
R_{\mathcal{E}}^{2}(\beta) \xrightarrow{\mathrm{P}} 1-\frac{J(\beta, \beta)}{J(\beta, 0)}, \tag{13.2}
\end{equation*}
$$

leads to a natural definition for the relevant population parameter via:
Definition 13.2 Let us take

$$
\begin{equation*}
\Omega^{2}(\beta)=1-\frac{J(\beta, \beta)}{J(\beta, 0)} \tag{13.3}
\end{equation*}
$$

and, from this, we obtain the important convergence in probability result:

Theorem $13.2\left|R_{\mathcal{E}}^{2}(\beta)-\Omega^{2}(\beta)\right| \xrightarrow{P} 0$. In particular, $\mathcal{J}(\beta, \beta)$ and $\mathcal{J}(\beta, 0)$ converge in probability to $J(\beta, \beta)$ and $J(\beta, 0)$, respectively.

Corollary $13.10 \leq \Omega^{2}(\beta) \leq 1, \Omega^{2}(0)=0$, and as $|\beta| \rightarrow \infty$, $\Omega^{2}(\beta) \rightarrow 1$. Additionally $\Omega^{2}(\beta)$ is invariant under linear transformations of $Z$ and monotonically increasing transformations of $T$.
We now show that $R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ are asymptotically equivalent; therefore $R^{2}(\hat{\beta})$ is consistent for $\Omega^{2}\left(\beta_{0}\right)$.
Theorem 13.3 Under the Andersen-Gill conditions, $\mid R^{2}(\hat{\beta})-R_{\mathcal{E}}^{2}$ $(\hat{\beta}) \mid \xrightarrow{P} 0$.
In our own practical experience, when the proportional hazards model holds, there is very close agreement between the coefficients $R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ (see the examples below). When discrepancies arise, this is indicative of a failure in model assumptions. We also have that:
Corollary $13.2 R^{2}(\hat{\beta})$ consistently estimates $\Omega^{2}\left(\beta_{0}\right)$. In particular, $\mathcal{I}(\hat{\beta})$ and $\mathcal{I}(0)$ consistently estimate $J\left(\beta_{0}, \beta_{0}\right)$ and $J\left(\beta_{0}, 0\right)$, respectively.
Theorem $13.4 R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ are asymptotically normal.
Monotonicity of $\Omega^{2}$
As strength of association increases so should the measure of correlation or explained variation. We know, from the results of Section 3.9 that $\Omega^{2}$ is quantifying predictability. We can obtain further insights into this by considering additional properties of $\Omega^{2}$. For instance we have that increasing strength of association manifests itself via an increasing $\left|\beta_{0}\right|$, once the covariate scale has been fixed. We have

Theorem $13.5 \Omega^{2}\left(\beta_{0}\right)$ as a function of $\beta_{0}$, increases with $\left|\beta_{0}\right|$.
In fact, we will show below that $\Omega^{2}$ increases with the predictability of survival rankings, which corresponds to Kendall's third stipulation (in the context of the semiparametric Cox regression). Let $Z_{j}>Z_{i}$ be the covariates for two subjects in the study, and assume $\beta_{0}>0$ without loss of generality. We can transform all the survival times to exponentially distributed via the transformation $\Lambda_{0}(\cdot)$, where $\Lambda_{0}$ is the baseline cumulative hazard function. Such a transformation preserves the ranking of the failures so that $\Omega^{2}\left(\beta_{0}\right)$ is unchanged. Then conditional, on the covariates, a simple calculation shows that

$$
\operatorname{Pr}\left(T_{i}>T_{j}\right)=\frac{\exp \left(\beta_{0} Z_{j}\right)}{\exp \left(\beta_{0} Z_{i}\right)+\exp \left(\beta_{0} Z_{j}\right)}
$$

which increases strictly with $\beta_{0}$.

From the above we see that, given the covariates, as the predictability of the survival rankings increases, so does $\Omega^{2}$. Furthermore, as a result of Theorem 13.5, we can obtain confidence intervals of $\Omega^{2}\left(\beta_{0}\right)$ from those for $\beta_{0}$, since $\Omega^{2}\left(\beta_{0}\right)$ is an increasing function of $\left|\beta_{0}\right|$. Only the absolute value conveys information concerning strength of effect and we can then simply invert intervals for $\beta_{0}$, obtained by the usual methods, into intervals for $\Omega^{2}\left(\beta_{0}\right)$. The coverage properties will then be the same as those already established for the log relative-risk estimate. Since $R_{\mathcal{E}}^{2}(\beta)$ is consistent for $\Omega^{2}(\beta)$ for any $\beta$ then, in practice, we only need to "plug" the two endpoints of the $\beta$-confidence interval into $R_{\mathcal{E}}^{2}$. This gives an approximate confidence interval for $\Omega^{2}\left(\beta_{0}\right)$. We have not carried out detailed investigation of the coverage properties of such intervals, but in the examples below, we see that such "plug-in" method gives a confidence interval that agrees very well with inference based on bootstrap resampling.

## Independent censoring

Here, we assume that $C$ is independent of $T$ and $Z$. An important property is that the population parameter $\Omega^{2}(\beta)$ be not affected by the censorship. In order to show this, it helps to recall our earlier discussion on the two roles that time plays in the model. First, $Z(\cdot)$ in general is a stochastic process with respect to time, meaning that $Z(t)$ is a random variable at any fixed $t$ and may have different distributions at different times $t$. Secondly, the failure time variable $T$ is a non-negative random variable denoting time. While it is immediate to understand the distribution of $T$ given the covariates, we have at any fixed time $t$ two different conditional distributions of $Z(t)$ on $T$ that are of interest to us. One is conditioning on $T \geq t$ under the independent censoring assumption this can be interpreted as given all the subjects that have survived at least until time $t$ and can be estimated by the empirical distribution of $Z(t)$ in the risk set at time $t$.

Another kind of conditional distribution of interest is that of $Z(t)$ given $T=t$. Under the assumption that $T$ has a continuous distribution we usually observe only one failure at a time and it is difficult to estimate this latter conditional distribution based on a single observation, or a few in the case of ties. We can, however, obtain a consistent estimate by leaning on the model and the main theorem of proportional hazards regression of Section 7.4, one of whose corollaries is: under the model and an independent censorship, the conditional distribution function of $Z(t)$ given $T=t$ is consistently estimated by

$$
\hat{F}_{t}(z \mid t)=\hat{P}(Z(t) \leq z \mid T=t)=\sum_{\left\{j: Z_{j}(t) \leq z\right\}} \pi_{j}(\hat{\beta}, t)
$$

Note that the corollary also applies to multiple dimensional covariates. As a consequence, we also have that:

## Corollary 13.3

$$
\frac{s^{(1)}(\beta, t)}{s^{(0)}(\beta, t)}=E_{\beta}\{Z(t) \mid t\}, \quad \frac{s^{(2)}(\beta, t)}{s^{(0)}(\beta, t)}=E_{\beta}\left\{Z(t)^{2} \mid t\right\}, \quad \frac{s^{(1)}(0, t)}{s^{(0)}(0, t)}=E_{0}\{Z(t) \mid t\}
$$

Corollary 13.4 The cumulative distribution for $T$ can be expressed as

$$
F(t)=\int_{0}^{t} w(t) s^{(0)}(\beta, t) \lambda_{0}(t) d t
$$

Lemma 13.10 For $b$ in $J(\beta, b)$ taking the values $\beta, 0$ :

$$
J(\beta, b)=\int E_{\beta}\left\{\left[Z(t)-E_{b}(Z(t) \mid t)\right]^{2} \mid t\right\} d F(t)
$$

Corollary 13.5 We can now rewrite $\Omega^{2}(\beta)$ as:

$$
\begin{equation*}
\Omega^{2}(\beta)=1-\frac{\int E_{\beta}\left\{\left[Z(t)-E_{\beta}(Z(t) \mid t)\right]^{2} \mid t\right\} d F(t)}{\int E_{\beta}\left\{\left[Z(t)-E_{0}(Z(t) \mid t)\right]^{2} \mid t\right\} d F(t)} \tag{13.4}
\end{equation*}
$$

We can deduce from the corollary that $\Omega^{2}(\beta)$ does not involve the censoring distribution. It is therefore unaffected by changes in any independent censoring mechanism, in particular its removal as a mechanism impacting our ability to make observations on $T$.

### 13.7 Interpretation

In order to be completely assured before using $R^{2}$ in practice it is important to know that $R^{2}$ is consistent for $\Omega^{2}$, that $\Omega^{2}(0)=R^{2}(0)=$ $0, \Omega^{2}(\infty)=1$, that $\Omega^{2}$ increases as strength of effect increases, and that $\Omega^{2}$ is unaffected by an independent censoring mechanism. This enables us to state that an $\Omega^{2}$ of 0.4 translates greater predictability than an $\Omega^{2}$ of 0.3 . We do, however, need one more thing. We would like to be able to say precisely just what a value such as 0.4 corresponds to. That is the purpose of this section.

A sum of squares decomposition
In the definition of $R^{2}(\beta), \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(\beta)$ can be considered as a residual sum of squares analogous to the linear regression case, while $\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(0)$ is the total sum of squares. Notice that

$$
\begin{aligned}
& \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(0) \\
& \quad=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(\beta)+\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}^{2} \\
& \quad+2 \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)\right\} .
\end{aligned}
$$

The last term in the above is a weighted score and therefore converges asymptotically to zero. It is this result which will enable us to break down the total sum of squares into two components: a residual sum of squares and a regression sum of squares. To make this precise we introduce the following definition which, immediately, can be seen to be analogous to those with which we are familiar from ordinary linear regression.
Definition 13.3 The total, residual, and regression sum of squares are defined by:

$$
\begin{gathered}
S S_{\mathrm{reg}}=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{\hat{\beta}}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}^{2} \\
S S_{\mathrm{tot}}=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(0), \quad S S_{\mathrm{res}}=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(\hat{\beta}) .
\end{gathered}
$$

From this definition we obtain an asymptotic decomposition of the total sum of squares into the residual sum of squares and the regression sum of squares, i.e.
Lemma 13.11 Asymptotically, the above three quantities are related by:

$$
\begin{equation*}
S S_{\mathrm{tot}}=S S_{\mathrm{res}}+S S_{\mathrm{reg}} . \tag{13.5}
\end{equation*}
$$

We can then conclude that $R^{2}$ is asymptotically equivalent to the ratio of the regression sum of squares to the total sum of squares. Notice that for $R_{\mathcal{E}}^{2}(\beta)$, even with finite samples, we have an exact decomposition of the sum of the squares. Therefore $R_{\mathcal{\varepsilon}}^{2}$ can be expressed exactly as the ratio of a regression sum of squares to the total sum of squares.

## Explained variation

For time-invariant covariates and independent censoring, the coefficient $\Omega^{2}(\beta)$ has a simple interpretation in terms of explained variation. In this case, $Z(t) \equiv Z$ and, letting $\mathcal{A}(t)=\{t\}$ and $\mathcal{B}(t)=\{u: u \geq t\}$ then we have that:

$$
\begin{aligned}
J(\beta, \beta) & =E\left\{E[Z-E(Z \mid \mathcal{A}(T))]^{2}\right\} \\
J(\beta, 0) & =E\left\{E[Z-E(Z \mid \mathcal{B}(T))]^{2}\right\}
\end{aligned}
$$

The first equation is immediate and the second follows since $E_{0}(Z \mid t)=$ $E_{\beta}(Z \mid T>t)$. We can then claim that $\Omega^{2}$ is indeed a measure of explained variation, the above expressions fitting in precisely with equation (3.32). It is then clear, and backed up further by the simulations of Table 13.1, that

$$
\begin{equation*}
\Omega^{2}(\beta) \approx 1-\frac{E\{\operatorname{Var}(Z \mid T)\}}{\operatorname{Var}(Z)}=\frac{\operatorname{Var}\{E(Z \mid T)\}}{\operatorname{Var}(Z)} \tag{13.6}
\end{equation*}
$$

What is more, there is nothing to stop us defining explained variation as in the right-hand side of the equation since the marginal distribution of $Z$ and $T$ can be estimated by the empirical and the Kaplan-Meier estimator, while the conditional distribution of $Z$ given $T=t$ by the $\pi_{i}(\hat{\beta}, t)$. However, it is not clear that there is any advantage to this and we recommend that all calculations be done via the Schoenfeld residuals, evaluated at $\beta=\hat{\beta}$ and $\beta=0$.

The agreement shown in the table between the different ways of conditioning is rather remarkable. One almost suspects that there may be an actual equality and that the observed differences are simply due to rounding errors. But we have not been able to show as much. The important thing to conclude is that we have a very clear, and precise, interpretation in terms of explained variation.

## Explained variation in $T$ given $Z$

As just described we can interpret our coefficient as an estimate of the variation in $Z$ explained by $T$. In the context of proportional hazards regression where inference is not impacted by any arbitrary monotonic increasing transformation on $T$, then the variances and mean squared errors of $Z$ given $T$ are the correct quantities to use in order to quantify predictive strength. This is not immediately intuitive however and it is frequently argued that what is required is a coefficient built around the
variances and mean squared errors of $T$ given $Z$. In response to that viewpoint, it could be argued that this amounts to wanting to have your cake and eat it, since by making an appeal to the proportional hazards model we are implying that we wish to suppress or ignore the distributional properties of $T$ given $Z$ and that our model (especially in the light of the main theorem of Section 7.4) only describes the conditional distribution of $Z$ given $T$.

However, at very little cost and effort, we can, if we wish, base our construction on the same quantities we have worked with so far together with an appeal to Bayes rule. This results in a coefficient with an interpretation as the explained variation in $T$ given $Z$. Recall that for the case of a bivariate normal distribution the two different ways of defining explained variation result in identical population quantities $\Omega^{2}$. For other distributions (as is the case here) we nonetheless expect that agreement will be strong. This has been the case in our practical experience. We need two quantities: $\operatorname{Var}(T)$ and $E \operatorname{Var}(T \mid Z)$. The first is readily estimated and often we may wish to estimate it by restricting the time interval to have some upper limit. As for $E \operatorname{Var}(T \mid Z)$, note that:

$$
\begin{equation*}
E\{\operatorname{Var}(T \mid Z)\}=\int_{\mathcal{T}} \int_{\mathcal{Z}}\left\{t-\int_{\mathcal{T}} t d F(t \mid z)\right\}^{2} d F(t \mid z) d G(z) \tag{13.7}
\end{equation*}
$$

If there is no censoring then consistent estimates for $\Omega_{T}^{2}(Z)$ are found by replacing $F(t), G(z)$ and $F(t \mid z)$ by the empirical estimates $F_{n}(t)$, $G_{n}(z)$ and $F_{n}(t \mid z)$ to obtain an estimate, let's call it $R^{2}$. By virtue of the Helly-Bray theorem $R^{2}$ will provide a consistent estimate of $\Omega^{2}$. Two major problems arise. The first is that, if the dimension of $z$ is high or even continuous, then the estimates $F_{n}(t \mid z)$ may be too unreliable to be of practical use. If we wish to appeal to the proportional hazards model then any estimate of $F(t \mid z)$ will necessarily involve the unspecified $\lambda_{0}(t)$. Censoring simply adds to the difficulties. However all of these hurdles are readily overcome by a simple appeal to Bayes rule whereby we can write:

$$
\begin{equation*}
E\{\operatorname{Var}(T \mid Z)\}=\int_{\mathcal{T}} \int_{\mathcal{Z}}\left\{t-\frac{\int_{\mathcal{T}} u g(z \mid u) d F(u)}{\int_{\mathcal{T}} g(z \mid u) d F(u)}\right\}^{2} d G(z \mid t) d F(t) \tag{13.8}
\end{equation*}
$$

Consistent estimates for $\Omega_{T}^{2}(Z)$ follow if we can consistently estimate the conditional distribution $G(z \mid t)$ and the marginal distribution $F(t)$. For the marginal distribution of $F(t)$ we have of course the KaplanMeier estimate. This makes an assumption of independence between
the censoring and the failure mechanisms. If we wish to make the weaker assumption of conditional independence then, rather than use the Kaplan-Meier estimate, we appeal to the law of total probability and use a weighted combination of within group Kaplan-Meier estimates. In practice, making this relaxing assumption, has a negligible impact on the estimates of $\Omega^{2}$. It is simpler then to work with an independent censoring assumption. The main theorem of Section 7.4 enables us to replace $g(z \mid u)$, at each failure point $u=X_{i}$, by $\pi_{i}\left(\beta, X_{i}\right)$ as a result of the expression for $\hat{P}\left(Z(t) \leq z \mid T=X_{i}\right)$ given by Equation 7.6. All of the calculations involve the very same quantities used to construct the coefficient of explained variation in terms of $Z$ given $T$. The specificity of the model is made use of via the same appeal to the main theorem of Section 7.4. For estimation purposes, all of the integrals in Equation 13.8 reduce to simple sums beginning with the outer integral which, upon replacing $F(t)$ by the stepwise Kaplan-Meier estimate, means that we sum over the observed failure times. The weights will be the step size of the Kaplan-Meier decrement. The empirical cumulative distribution of the $\pi_{i}\left(\beta, X_{i}\right)$ is also a step function so that, within the outer sum, we also have an inner sum to approximate the integral. There is quite clearly more work to do in order to obtain the coefficient with a direct interpretation as the explained variation in $T$ given $Z$ and, since the results are anticipated to be very close, it is a matter for the user to decide just how important that precise interpretion is.

### 13.8 Simulation results

It is helpful to recall some simulations comparing the behavior of $R^{2}$ with some of the measures mentioned earlier. We make use of some of the results from Table II of Schemper and Stare (1996). In Table 13.2, data are generated with hazard function $\lambda(t)=\exp (-\beta Z)$, where $\beta=0, \log 2, \log 4, \log 16, \log 64$, and $Z$ distributed as either uniform $[0, \sqrt{3}]$ ("c") or dichotomous 0,1 with equal probabilities ("d"). These two covariate distributions have identical variances and thus allow comparison of the results for continuous and dichotomous covariates. Censoring mechanisms are uniform $[0, \tau]$, where $\tau$ is chosen to achieve a certain percentage of censoring.

As in Schemper and Stare (1996), there were 100 simulation for each entry of the results. In the table, $R^{2}$ is the measure proposed here, $\rho^{2}$ is the measure of dependence based on information gain ( Xu

Table 13.2: A simulated comparison of different measures $(n=5000)$.

| $\exp (\beta)$ | \% censored | Covariate | $R^{2}$ | $\rho^{2}$ | $\rho_{W}^{2}$ | $\rho_{W, A}^{2}$ | $r_{p r}^{2}$ | KS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $0 \%$ | c | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | $50 \%$ | c | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | $90 \%$ | c | 0.002 | 0.002 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | $0 \%$ | c | 0.098 | 0.102 | 0.096 | 0.119 | 0.092 | 0.101 |
|  | $50 \%$ | c | 0.101 | 0.108 | 0.089 | 0.122 | 0.093 | 0.088 |
|  | $90 \%$ | c | 0.104 | 0.105 | 0.103 | 0.099 | 0.074 | 0.015 |
|  |  | $0 \%$ | d | 0.099 | 0.102 | 0.113 | 0.118 | 0.096 |
|  | $50 \%$ | d | 0.105 | 0.110 | 0.114 | 0.121 | 0.096 | 0.089 |
|  | $90 \%$ | d | 0.112 | 0.106 | 0.125 | 0.100 | 0.076 | 0.016 |
| 4 | $0 \%$ | c | 0.281 | 0.295 | 0.304 | 0.338 | 0.272 | 0.231 |
|  | $50 \%$ | c | 0.303 | 0.334 | 0.298 | 0.344 | 0.274 | 0.267 |
|  | $90 \%$ | c | 0.325 | 0.340 | 0.279 | 0.342 | 0.278 | 0.063 |
| 6 | $0 \%$ | c | 0.586 | 0.598 | 0.623 | 0.664 | 0.584 | 0.354 |
|  | $50 \%$ | c | 0.623 | 0.690 | 0.622 | 0.668 | 0.584 | 0.564 |
|  | $90 \%$ | c | 0.703 | 0.723 | 0.605 | 0.670 | 0.585 | 0.188 |
| 64 | $0 \%$ | c | 0.757 | 0.758 | 0.785 | 0.815 | 0.754 | 0.397 |
|  | $50 \%$ | c | 0.790 | 0.848 | 0.790 | 0.815 | 0.730 | 0.717 |
|  | $90 \%$ | c | 0.863 | 0.876 | 0.763 | 0.816 | 0.694 | 0.321 |
|  | $0 \%$ | d | 0.870 | 0.681 | 0.777 | 0.814 | 0.707 | 0.319 |
|  | $50 \%$ | d | 0.873 | 0.860 | 0.776 | 0.815 | 0.718 | 0.861 |
|  | $90 \%$ | d | 0.941 | 0.756 | 0.795 | 0.792 | 0.701 | 0.135 |

and O'Quigley 1999). The last four columns are from Schemper and Stare (1996), where $\rho_{W}^{2}$ and $\rho_{W, A}^{2}$ are from Kent and O'Quigley (1988), the measure $r_{p r}^{2}$ is from Schemper and Kaider (1997) and 'KS' from Korn and Simon (1990) based on quadratic loss. From Table 13.2 we see that overall there is mostly good agreement among these particular coefficients except for KS.

Unlike all the other measures included, the KS measure does not remain invariant to monotone increasing transformation of time. This measure is most useful when the time variable provides more information than just an ordering. There is noticeably close agreement between $\rho^{2}$ and $R^{2}$ for the majority of the cases. This may have its root in the fact that both measures are semiparametric and calculated using the conditional probability $\pi$ 's. The numerical results for dichotomous covariates with high hazard ratio 64 reflects the fact that for discrete covariates $\rho^{2}$ is bounded away from one as $|\beta|$ increases. However, as
discussed in Xu and O'Quigley (1999) as well as Kent (1983), in practice $\rho^{2}$ can usually be interpreted without paying special attention to the discreteness of the distribution.

There are most likely theoretical grounds for anticipating some level of agreement among $R^{2}, \rho^{2}, \rho_{W}^{2}$ and $\rho_{W, A}^{2}$. Roughly speaking, $R^{2}$ has at it base something like a score statistic while the three versions of $\rho^{2}$ a likelihood ratio statistic. Large sample agreement for such statistics has been documented and further exploration may shed light on this. The values of $r_{p r}^{2}$ tend to be slightly lower than these four coefficients, although the strength of association reflected is similar. The measure $r_{p r}^{2}$ requires more computation than all the other ones in the table because of the multiple imputation technique employed. Some work has been done (Xu and O'Quigley 1999) on establishing the statistical and interpretative properties of $\rho^{2}$. Such work remains to be carried out on the other contenders before they could be proposed for routine implementation.

### 13.9 Extensions

## Multiple coefficients

Assume a multicovariate proportional hazards model with $\beta$ and $Z(t)$ being $p \times 1$ vectors. Under this model, the dependence of the survival time variable on the covariates is via the prognostic index (Andersen et al. 1983, Altman and Andersen 1986)

$$
\eta(t)=\beta^{\prime} Z(t) .
$$

So we can imagine that each subject in the study is now labelled by $\eta$. The value $R^{2}$ as a measure of explained variation or, predictive capability, should evaluate how well the model predicts which individual or equivalently, its label, is chosen to fail at each observed failure time. This is equivalent to predicting the failure rankings given the prognostic indices. When $p=1, Z$ is equivalent to $\eta$, therefore we can construct the $R^{2}$ using residuals of the $Z$ 's. But for $p>1$, the model does not distinguish between different vector $Z$ 's as long as the corresponding $\eta$ 's are the same. So instead of residuals of $Z$, we define the multiple coefficient using residuals of $\eta$. Recall that, in the multivariate setting, the main theorem of Section 7.4 provides us with the estimated joint distribution of the covariate vector $Z$ given time. The
most useful way of summarizing this vector is via the linear combination corresponding to the prognostic index. We then proceed very much as for the univariate setting, making the more general definitions of the coefficients.

Definition 13.4 For the multivariate case we define $\mathcal{I}(b)$ as

$$
\begin{equation*}
\mathcal{I}(b)=\sum_{i=1}^{n} \int_{0}^{\infty} W(t)\left\{\eta_{i}(t)-\beta^{\prime} \mathcal{E}_{b}(Z \mid t)\right\}^{2} d N_{i}(t) \tag{13.9}
\end{equation*}
$$

Definition 13.5 For the multivariate case we define $\mathcal{J}(\beta, b)$ as

$$
\begin{equation*}
\mathcal{J}(\beta, b)=\int_{0}^{\infty} W(t) \sum_{j=1}^{n} \pi_{j}(\beta, t)\left\{\eta_{j}(t)-\beta^{\prime} \mathcal{E}_{b}(Z \mid t)\right\}^{2} d \bar{N}(t) \tag{13.10}
\end{equation*}
$$

For the univariate case we recover the previous definitions apart from a constant multiple which will cancel. We then have:

Definition 13.6

$$
\begin{equation*}
R^{2}(\beta)=1-\frac{\mathcal{I}(\beta)}{\mathcal{I}(0)} ; \quad R_{\mathcal{E}}^{2}(\beta)=1-\frac{\mathcal{J}(\beta, \beta)}{\mathcal{J}(\beta, 0)} \tag{13.11}
\end{equation*}
$$

Definition 13.7 In order to describe probability limits we define $J(\beta, b)$ to equal

$$
\begin{aligned}
& \int w(t) \beta^{\prime}\left\{\frac{s^{(2)}(\beta, t)}{s^{(0)}(\beta, t)}-2 \frac{s^{(1)}(\beta, t) \otimes s^{(1)}(b, t)}{s^{(0)}(\beta, t) s^{(0)}(b, t)}+\frac{s^{(1)}(b, t)^{\otimes 2}}{s^{(0)}(b, t)^{2}}\right\} \\
& \beta s^{(0)}(\beta, t) \lambda_{0}(t) d t
\end{aligned}
$$

where $a^{\otimes 2}=a a^{\prime}$ and $a \otimes b=a b^{\prime}$ for vectors $a$ and $b$.
The definition leads to:
Lemma 13.12 Under the Andersen-Gill conditions; letting $n \rightarrow \infty$, we have

$$
\begin{equation*}
\Omega^{2}(\beta)=1-\frac{J(\beta, \beta)}{J(\beta, 0)}, \tag{13.12}
\end{equation*}
$$

Notice that although $R^{2}(\beta)$ and $R_{\mathcal{E}}^{2}(\beta)$ are not defined for $\beta=0$, the limits exist and are equal to zero as $\beta \rightarrow 0$. So we can define $R^{2}(0)=R_{\mathcal{E}}^{2}(0)=\Omega^{2}(0)=0$. As in the one-dimensional case, we have the following similar properties:

Theorem $13.6\left|R_{\mathcal{E}}^{2}(\beta)-\Omega^{2}(\beta)\right| \xrightarrow{P} 0$. In particular, $\mathcal{J}(\beta, \beta)$ and $\mathcal{J}(\beta, 0)$ converges in probability to $J(\beta, \beta)$ and $J(\beta, 0)$, respectively.

Corollary $13.60 \leq \Omega^{2}(\beta) \leq 1, \Omega^{2}(0)=0$, and as $|\beta| \rightarrow \infty$, $\Omega^{2}(\beta) \rightarrow 1$. Additionally $\Omega^{2}(\beta)$ is invariant under linear transformations of $Z$ and monotonically increasing transformations of $T$.

We have that $R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ are asymptotically equivalent, therefore $R^{2}(\hat{\beta})$ is consistent for $\Omega^{2}\left(\beta_{0}\right)$.

Theorem 13.7 Under the Andersen-Gill conditions, $\mid R^{2}(\hat{\beta})-R_{\mathcal{E}}^{2}$ $(\hat{\beta}) \mid \xrightarrow{P} 0$.

In our own practical experience, when the proportional hazards model holds, there is very close agreement between the coefficients $R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ (see the examples below). When discrepancies arise, this would seem to be indicative of a failure in model assumptions. We can also see that

Corollary $13.7 R^{2}(\hat{\beta})$ consistently estimates $\Omega^{2}\left(\beta_{0}\right)$. In particular, $\mathcal{I}(\hat{\beta})$ and $\mathcal{I}(0)$ consistently estimate $J\left(\beta_{0}, \beta_{0}\right)$ and $J\left(\beta_{0}, 0\right)$, respectively.

Theorem $13.8 R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ are asymptotically normal.
Lemma 13.13 All three quantities; $R^{2}(\beta), R_{\mathcal{E}}^{2}(\beta)$ and $\Omega^{2}(\beta)$ are invariant under linear transformations of $Z$ and monotonically increasing transformations of $T$.

Finally, a sum of squares decomposition can be obtained for both $R^{2}$ and $R_{\mathcal{E}}^{2}$, in the same way as in the one-dimensional case.

## Partial coefficients

The partial coefficient can be defined via a ratio of multiple coefficients of different orders. Specifically, and in an obvious change of notation just for the purposes of this subsection, let $R^{2}\left(Z_{1}, \ldots, Z_{p}\right)$ and $R^{2}\left(Z_{1}, \ldots, Z_{q}\right)(q<p)$ denote the multiple coefficients with covariates $Z_{1}$ to $Z_{p}$ and covariates $Z_{1}$ to $Z_{q}$, respectively. Note that $R^{2}\left(Z_{1}, \ldots, Z_{p}\right)$ is calculated using $\hat{\beta}_{1}, \ldots, \hat{\beta}_{p}$ estimated when $Z_{1}, \ldots, Z_{p}$ are included in the model, and $R^{2}\left(Z_{1}, \ldots, Z_{q}\right)$ using $\hat{\beta}_{10}, \ldots, \hat{\beta}_{q 0}$ estimated when only $Z_{1}, \ldots, Z_{q}$ are included. Define the
partial coefficient $R^{2}\left(Z_{q+1}, \ldots, Z_{p} \mid Z_{1}, \ldots, Z_{q}\right)$, the correlation after having accounted for the effects of $Z_{1}$ to $Z_{q}$ by
$1-R^{2}\left(Z_{1}, \ldots, Z_{p}\right)=\left[1-R^{2}\left(Z_{1}, \ldots, Z_{q}\right)\right]\left[1-R^{2}\left(Z_{q+1}, \ldots, Z_{p} \mid Z_{1}, \ldots, Z_{q}\right)\right]$.
The above coefficient, motivated by an analagous expression for the multivariate normal model, makes intuitive sense in that the value of the partial coefficient increases as the difference between the multiple coefficients increases, and takes the value zero should this difference be zero. Partial $R_{\mathcal{E}}^{2}$ and partial $\Omega^{2}$ can be defined in a similar way.

We can also derive the above definition directly. Following the discussion of multiple coefficients, we can use the prognostic indices obtained under the model with $Z_{1}, \ldots, Z_{p}$ and that with $Z_{1}, \ldots, Z_{q}$. This would be equivalent to defining $1-R^{2}\left(Z_{q+1}, \ldots, Z_{p} \mid Z_{1}, \ldots, Z_{q}\right)$ as $\mathcal{I}\left(Z_{1}, \ldots, Z_{p}\right) / \mathcal{I}\left(Z_{1}, \ldots, Z_{q}\right)$, the ratio of the numerators of $1-$ $R^{2}\left(Z_{1}, \ldots, Z_{p}\right)$ and $1-R^{2}\left(Z_{1}, \ldots, Z_{q}\right)$. However, since the two numerators are on different scales, being inner products of vectors of different dimemsions, their numerical value require standardization. One natural way to standardize is to divide these numerators by the denominators of $1-R^{2}\left(Z_{1}, \ldots, Z_{p}\right)$ and $1-R^{2}\left(Z_{1}, \ldots, Z_{q}\right)$, respectively. This gives the above definition.

## Stratified model

The partial coefficients of the previous section enable us to assess the impact of one or more covariates while adjusting for the effects of others. This is carried out in the context of the assumed model. It may sometimes be preferable to make weaker assumptions than the full model and adjust for the effects of other multilevel covariates by stratification. Indeed it can be interesting and informative to compare adjusted $R^{2}$ measures, the adjustments having been made either via the model or via stratification. For the stratified model the basic definitions follow through readily. To be precise, we define a stratum specific residual for stratum $s(s=1, \ldots, S)$, where, in the following, a subscript $i s$ in place of $i$ means the $i$ th subject in stratum $s$. Thus we have

$$
\begin{equation*}
r_{i}(b ; s)=Z_{i s}\left(X_{i s}\right)-\mathcal{E}_{b}\left(Z \mid X_{i s}\right) \tag{13.13}
\end{equation*}
$$

where $\mathcal{E}_{b}\left(Z \mid X_{i s}\right)$ is averaged within stratum $s$ over the risk set at time $X_{i s}$, and we write
$\mathcal{I}(b)=\sum_{i} \sum_{s} \int_{0}^{\infty} W(t)\left\{Z_{i s}(t)-\mathcal{E}_{b}(Z \mid t)\right\}^{2} d N_{i s}(t)=\sum_{i} \sum_{s} \delta_{i s} W\left(X_{i s}\right) r_{i}^{2}(b, s)$.

From this we can define

$$
\begin{equation*}
R^{2}(\beta)=1-\frac{\sum_{i} \sum_{s} \delta_{i s} W\left(X_{i s}\right) r_{i}^{2}(\beta, s)}{\sum_{i} \sum_{s} \delta_{i s} W\left(X_{i s}\right) r_{i}^{2}(0, s)}=1-\frac{\mathcal{I}(\beta)}{\mathcal{I}(0)} \tag{13.14}
\end{equation*}
$$

Note that we do not use a stratum specific $W(t)$ and, as before, we work with an assumption of a common underlying marginal survival distribution. The validity of this hinges on an independent, rather than a conditionally independent, censoring mechanism. Under a conditionally independent censoring mechanism, a weighted Kaplan-Meier estimate (Murray and Tsiatis, 1996) of the marginal survival distribution could be used instead. We would not anticipate this having a great impact on the calculated value of $R^{2}(\beta)$ but this has yet to be studied.

## Other relative risk models

It is straightforward to generalize the $R^{2}$ measure to other relative risk models, with the relative risk of forms such as $1+\beta z$ or $\exp \{\beta(t) z\}$. Denote $r(t ; z)$ a general form of the relative risk. Assume that the regression parameters involved have been estimated, and define $\pi_{i}(t)=$ $Y_{i}(t) \hat{r}\left(t ; Z_{i}\right) / \sum_{j=1}^{n} Y_{j}(t) \hat{r}\left(t ; Z_{j}\right)$. Then we can similarly define $\mathcal{E}_{\beta}(Z \mid t)$ and form the residuals, thereby defining an $R^{2}$ measure similar to (13.8). In addition, it can be shown that under an independent censorship, the conditional distribution of $Z(t)$ given $T=t$ is consistently estimated by $\left\{\pi_{i}(t)\right\}_{i}$, so properties such as being unaffected by an independent censorship are maintained.

It is particularly interesting to study the use of such an $R^{2}$ measure under the time-varying regression effects model, where the relative risk is $\exp \{\beta(t) z\}$. Different approaches have been proposed to estimate $\beta(t)$ (Sleeper and Harrington 1990, Zucker and Karr 1990, Murphy and Sen 1991, Gray 1992, Hastie and Tibshirani 1993, Verweij and Van Houwelingen 1995, Sargent 1997 and Gustafson 1998). In this case we can use $R^{2}$ to compare the predictability of different covariates as we do under the proportional hazards model; we can also use it to guide the choice of the amount of smoothness, or the "effective degrees of freedom" as it is called by the some of the aforementioned authors, in estimating $\beta(t)$. As a brief illustration, suppose that we use the sieves method which estimates $\beta(t)$ as a step function, and that we are to choose between two different partitions of the time axis, perhaps one finer than the other.

Denote the two estimates obtained under these two partitions by $\hat{\beta}_{1}(t)$ and $\hat{\beta}_{2}(t)$, the latter corresponding to the finer partition. We can measure the extra amount of variation explained by fitting $\hat{\beta}_{2}(t)$ versus fitting $\hat{\beta}_{1}(t)$, by

$$
R_{\mathrm{ex}}^{2}=1-\frac{\mathcal{I}\left(\hat{\beta}_{2}(\cdot)\right)}{\mathcal{I}\left(\hat{\beta}_{1}(\cdot)\right)}
$$

This can be thought of as a partial coefficient, if we look at the "dimension" of $\beta(t)$ through time. The use of $R_{\text {ex }}^{2}$ in estimating $\beta(t)$ has recently been explored in Xu and Adak (2000).

### 13.10 Theoretical construction for distance measures

The distance measures described in Section 13.3 were defined empirically with no population model in mind. However, it is quite straightforward to set up a theoretical structure enabling ready conclusions concerning large sample behavior (O'Quigley, Flandre and Reiner 1999; Schemper and Henderson 2000). The simulation results of Schemper (1990) are confirmed. Also we will see that the measures can be expected to have an upper bound less than 1 as hinted at by Schemper's empirical investigation and that, for example, in the uncensored case the measures $V_{1}$ and $V_{2}$ estimate the same population quantity. The theoretical setting makes it clear that, unless further modification is undertaken, the population equivalents of the distance measures are affected by censoring, whether or not independent of the failure mechanism.

## Uncensored case

As usual we define the empirical distribution function of survival by $F_{n}(t)$, the empirical survival distribution conditional on the covariate $z$ by $F_{n}(t \mid z)$ and the empirical distribution of the covariate $z$ by $H_{n}(z)$. Also, we have $S_{n}(t)=1-F_{n}(t)$ and $S_{n}(t \mid z)=1-F_{n}(t \mid z)$. Finally the individual observations can be re-expressed via the function $Y_{t}(u)$ where $Y_{t}(u)$ takes the value 1 when $0<u<t$, the value 0.5 when $u=t$ and the value 0 otherwise. We keep the definition $Y_{t}(u)=0.5$ at the value $u=t$ in order to facilitate comparison with Schemper's work (1990, 1992, 2000). However, as far as large sample theory is concerned,
we could define this to be either zero or one at $u=t$ without impacting population quantities.

Referring to Section 13.3, observe that for an observed survival time $t$, the function $Y_{t}(u)$ corresponds to the empirical survival function $S_{i j}$ in which the $i$ th subject fails at time $t$ and the argument $u$ is given values corresponding to the observed failure times.

Note that the inner and outer sums contain $n$ elements where $n$ is the number of independently observed survival times. We have $k_{i}=n, \forall i$. Things become more transparent when we multiply the outer sum by $n^{-1}$ in both numerator and denominator. The weak law of large numbers then indicates that these quantities converge in probability to expectations. For the inner sum for example $k_{i}^{-1} \sum \mid S_{i j}-$ $\left.\bar{S}_{j}\right|^{\ell}, \ell=1,2$ converges in probability, as $k_{i}(=n) \rightarrow \infty$, to the mean absolute $(\ell=1)$ or quadratic $(\ell=2)$ distance between the marginal survival curve at point $u$ and a randomly chosen subject's empirical curve $Y_{t}(u)$. This mean is calculated over all possible values of $u$ i.e., with respect to the marginal density of survival. Analogously $k_{i}^{-1} \sum\left|S_{i j}-\bar{S}_{i j}\right|^{\ell}, \ell=1,2$ converges in probability to a distance between the conditional survival curves (given the covariate) and $Y_{t}(u)$, once again over all values of $u$. The outer sums, multiplied by $n^{-1}$ also converge to expectations. In the uncensored case inner and outer expectations are with respect to the same density, that governing survival. It is then natural to have:

Definition 13.8 The population quantity $\theta_{\ell}$ is expressed via the ratio of a denominator $D_{\ell}$ and a numerator $N_{\ell}$ so that $\theta_{\ell}=1-D_{\ell}^{-1} N_{\ell}$ where we write:

$$
\begin{align*}
N_{\ell} & =\iiint\left|Y_{t}(u)-S(u \mid z)\right|^{\ell} d F(u) d F(t \mid z) d H(z),  \tag{13.15}\\
D_{\ell} & =\iint\left|Y_{t}(u)-S(u)\right|^{\ell} d F(u) d F(t) . \tag{13.16}
\end{align*}
$$

The simplest situation in which we can readily see how to obtain a consistent estimate of $\theta_{\ell}$ arises when $z$ takes a small number of finite values. For each value, we can consider the corresponding empirical quantities: $F_{n}(t \mid z), S_{n}(t \mid z), F_{n}(t)$ and $H_{n}(t)$ and then, in the above equation, we can replace the population quantities; $F(t), F(t \mid z)$ and $H(z)$ by $F_{n}(t), F_{n}(t \mid z)$ and $H_{n}(z)$ respectively. We can denote such an estimate by $\hat{\theta}_{\ell}$ and conclude that it is a consistent estimate for $\theta_{\ell}$ (O'Quigley, Flandre and Reiner 1999). The consistency follows
from standard results for weak convergence (see Section 3.3) whereby $F_{n}(t) \rightarrow F(t), F_{n}(t \mid z) \rightarrow F(t \mid z)$ and $H_{n}(t) \rightarrow H(t)$ at all continuity points $t$ of $F(t), F(t \mid z)$ and $H(t)$, all arrows indicating convergence in probability.

The above expressions make no appeal to any model and, as such, can be considered to be completely non parametric. Not forgetting that we are still dealing with the uncensored case, we could nonetheless view $S_{n}(t \mid z)=1-F_{n}(t \mid z)$ as stratified estimates under the Cox model, since, the stratified model has no constraints and the corresponding survival estimates reduce to the usual empirical ones. This is artificial but consider the following; the above arguments only require that our estimates be consistent. If the Cox model is correct then the stratified model (essentially no model for discrete $z$ ) and the usual model both produce consistent estimates for $F(t \mid z)$. Thus, if we were to redefine $\hat{\theta}_{\ell}$ to be as above but with $\tilde{S}(t \mid z)$, the estimate based on the Cox model (see Chapter 15), in place of $S_{n}(t \mid z)$, then the consistency property is unchanged.

## Censored case

For the empirical quantities presented by Schemper $(1990,1992)$ the sums were taken over both the observed censored and failure times. This appears attractive in that as much as the information as possible is being used. However, as shown by O'Quigley, Flandre and Reiner (1999), and in an analogous demonstration using counting process notation (Schemper and Henderson 2000), the property of consistency is lost. To see this we deal separately with the sums of censored observations and those that are uncensored. The quantities denoted $k_{i}$ still count the number of terms in the respective sums so that we can again make a simple appeal to the weak law of large numbers. The standardized "censored" sum converges to an expectation taken with respect to the density $f_{U \mid U<t}(u \mid U<t)$, the conditional density of failure time $U$ given that it is less than $t$. The standardized "uncensored" sum converges to an expectation taken with respect to $f(u)$. The outer sums concern all observations so that the expectations to which these standardized sums converge is taken with respect to the distribution of the minimum of observed survival and censoring times. The survival distribution for censoring, denoted $G(u)$, though enters explicitly into the calculations. The denominator converges to the sum of two terms: an "uncensored" term and a "censored" term which we can write (O'Quigley, Flandre and Reiner 1999) as:

$$
\begin{aligned}
& \iint\left|Y_{t}(u)-S(u)\right|^{\ell} f(u) G(t) d u d F(t) \\
& \quad+\iint_{0}^{t}(1-F(t))^{-1}\left|Y_{t}(u)-S(u)\right|^{\ell} f(u) d u d G(t)
\end{aligned}
$$

The censoring distribution appears explicitly in this expression and any resulting evaluation would be impacted by this distribution. An expression for the numerator can also be worked out (O'Quigley, Flandre and Reiner 1999) and again it involves the unknown censoring mechanism. It would be nice if the censoring distribution were to factor out leading to the property we are aiming for but this is not the case.

## Convergence in the censored case

Let us define $\tilde{S}(t)$ to be the usual Kaplan-Meier estimate and $\tilde{S}(t \mid z)$ to be the proportional hazards estimate of conditional survival, given $z$. If the model correctly generates the observations, then both $\tilde{S}(t)$ and $\tilde{S}(t \mid z)$ converge to their population counterparts, $S(t)$ and $S(t \mid z)$.

Lemma 13.14 The parameter $\theta_{\ell}$ is consistently estimated by $\tilde{\theta}_{\ell}$ where $\tilde{\theta}_{\ell}=1-\tilde{D}_{\ell}^{-1} \tilde{N}_{\ell}$ and where $\tilde{N}_{\ell}$ and $\tilde{D}_{\ell}$ are defined by:

$$
\begin{gather*}
\tilde{N}_{\ell}=\iiint\left|Y_{t}(u)-\tilde{S}(u \mid z)\right|^{\ell} d \tilde{F}(u) d \tilde{F}(t \mid z) d H_{n}(z),  \tag{13.17}\\
\tilde{D}_{\ell}=\iint\left|Y_{t}(u)-\tilde{S}(u)\right|^{\ell} d \tilde{F}(u) d \tilde{F}(t) . \tag{13.18}
\end{gather*}
$$

Note that although we have taken $\tilde{F}$ to be the Kaplan-Meier estimator the arguments hold for any other consistent estimator of the true underlying marginal survival curve. Under stronger model assumptions we can work even with a parametric estimator. We might anticipate the Nelson estimator of the survivorship function to produce similar results to those for the Kaplan-Meier estimator. Since $\left|\hat{\theta}_{\ell}-\tilde{\theta}_{\ell}\right| \rightarrow 0$, it follows that $\tilde{\theta}_{\ell}$ is consistent for $\theta_{\ell}$ and that, under independent censoring, unlike $V_{\ell}$, it is estimating the same quantity it would have estimated were it possible to remove the censoring. Attempts to extract more information from the censorings, in the absence of further, necessarily strong assumptions, leads to inconsistency if we agree, in this context to take inconsistency to mean that estimators converge to population quantities different to those to which they would have converged were it possible to remove the censoring.

### 13.11 Isolation method for bias-reduction

In order to motivate this section we first recall the relationship between multiple and partial coefficients which holds in the linear case. When $R^{2}\left(Z_{q+1}, \ldots, Z_{p} \mid Z_{1}, \ldots, Z_{q}\right)$, is the remaining or partial correlation between the outcome and $Z_{q+1}$ to $Z_{p}$ after having taken into account the effects of $Z_{1}$ to $Z_{q}$ and $R^{2}\left(Z_{1}, \ldots, Z_{p}\right)$ is the multiple correlation with all $Z_{1}$ to $Z_{p}$ in the model, then:
$1-R^{2}\left(Z_{1}, \ldots, Z_{p}\right)=\left[1-R^{2}\left(Z_{1}, \ldots, Z_{q}\right)\right]\left[1-R^{2}\left(Z_{q+1}, \ldots, Z_{p} \mid Z_{1}, \ldots, Z_{q}\right)\right]$
This expression holds exactly for the linear model and so, whether we build the multiple correlation by constructing increasingly complex partial coefficients or we define the partial coefficient by increasingly simpler multiple coefficients the final answer is the same. Unfortunately this equation does not hold for other situations which is why there is more than one way to define partial and multiple correlation.

Our suggestion for the multiple coefficient is to reduce it formally to a univariate coefficient via use of the prognostic index. We then defined the partial coefficient via the same expression as the above equation. In any event, whether exact or as an approximation, we can use the equation to make the following simple observation. As we add new variables to the expression for multiple correlation, the value of multiple $R^{2}$ will almost certainly increase. Only if the partial correlation for the newly included variable is identically equal to zero will the multiple coefficient stay the same. Sampling error will inevitably lead to squared partial correlations more or less removed from zero and, in turn, for an increasingly biased estimate for the multiple correlation itself. This bias pulls the coefficient in the direction of one and so, in practice, estimated coefficients of explained variation can be quite inflated.

The phenomenon of inflation in the multivariate setting is well known and there are several suggestions for tackling the bias. The most well known remedies are the Akaike Information Criterion, the Bayes Information Criterion, the Schwartz Criterion and Cross-Validation. None of these remedies does very well. For smaller sample sizes they will, typically, over adjust and can even lead to negative squared correlations and, for larger samples, they will mostly not make enough of an adjustment. Apart from Cross-Validation, the scope of these corrections is also very limited and, in the main, is concerned only with
biases due to the dimension of the explanatory variable in relation to the sample size.

In the practical setting of model building the dimension of the covariate vector is only the most immediate and often the least important of several factors which result in inflated estimates. There are indeed many other factors among which: (1) the size of the potential covariate pool from which those used in the model form a subset, (2) the data based transformations on continuous or ordered covariates (3) the stepwise algorithms used to make a selection from the covariate pool, (4) the use of cut-offs to define new derived variables and (5) the inclusion of some relaxation of model assumptions in the light of goodness-of-fit procedures. None of these five factors is usually taken into consideration and yet their impact is far greater than that of the dimension of the final model, in particular when the model has been constructed from a very large data base.

A way which addresses all five factors together with the sixth, the dimension of the covariate vector, is the following. However obtained, a final model is viewed as having two quite distinct underlying construction components. The first of these - the most important in any investigator's eye - is the true strength of effect of the multivariate relationship, however formulated, and which finds its expression in the final model. The second component concerns everything involved in the process which led to writing down that final model. All six of the above factors and any others we may have overlooked are deemed to be a part of this second component.

Let's look a little more closely at this second component. Imagine an investigator who decides to fit a model of dimension five from a data set with one hundred individuals and twenty measured covariates. A second investigator is studying a similar problem on one hundred entirely comparable individuals but this time, instead of twenty covariates to choose from, he has two hundred. A third investigator finds him or herself in a situation comparable to that of the second investigator but has results from two separate data sets. It is clear that the bias here is increasing. It is also difficult to have any idea as to what the size of this bias might be. None of the usual techniques address this form of bias. Next, suppose an investigator decides that all the skew distributions should be subject to log-transformations and, if such a transformation leads to a more significant result then the transformation is maintained, otherwise we leave the scaling as it was. He or she then decides that, for the purposes of interpretation, some continuous
variables will be broken down into categorical variables. If the effect across the ordered categories is comparable, as judged by the regression coefficients, then the $p-1$ binary variables describing $p$ groups are replaced by a single ordinal variable. Note also that, if the spacing of the effect is not the same, it can be made so by rescaling.

## A model for true and overfitted effects

There are almost endless ways of fine tuning any model and, in the process, as many ways of inflating our idea as to how predictive the model really is. The kind of transformations just suggested will typically indicate a more predictive model than is really warranted. They are also used very frequently by investigators.

We suppose the following model for these two components: the first being the true strength of effect and the second, everything else involved in the construction of the model. The covariate vector of interest is $Z$ and, as usual, we would calculate $R^{2}(Z)$, a quantity which we observe. However, we would really like to calculate the multiple correlation given the fitting. We write this as $R^{2}(Z \mid F)$ where $F$ is not something we measure, or observe, but is a conceptual quantity indicating the sum total of all the actions taken during the fitting process. We might consider these actions taken on their own in which case we would have $R^{2}(F)$. The observed multiple $R^{2}(Z)$ simultaneously involves, as well as the real effects, the fitting process, an important fact made explicit by writing, $R^{2}(Z)=R^{2}(Z, F)$. Note that:

$$
\begin{equation*}
1-R^{2}(Z, F)=\left[1-R^{2}(F)\right]\left[1-R^{2}(Z \mid F)\right] \tag{13.19}
\end{equation*}
$$

There are three quantities in the above expression and only one of them, $R^{2}(Z, F)$, can be observed. If we were able to obtain $R^{2}(F)$ then the quantity we are really interested in, $R^{2}(Z \mid F)$, the true impact of the covariates having removed those effects due to the fitting, becomes immediately available from the above equation.

## Estimating the overfitted effects

As a first approximation we can suppose that the fitting effects themselves are orthogonal to the true effects. By this we mean that the amount of inflation, as measured by $R^{2}(F)$, only depends on the fitting procedures and extraneous factors such as sample size etc. As true effect increases, the population equivalent of $R^{2}(Z, F)$ will, of course,
also increase but it would not be unreasonable to suppose that the pure inflation factor alone, as measured by $R^{2}(F)$, depends only weakly, if at all, on any true effect. In particular we will calculate $R^{2}(F)$ in the absence of any effect and use this value when there are non-zero effects. Recalling the main theorem of Section 7.4 we have that, at each ranked failure time $t$, the probabilities of choosing individual with covariate vector $Z_{i}(t)$ obtains from:

$$
\begin{equation*}
\pi_{i}(\beta(t), t)=\frac{Y_{i}(t) \exp \left\{\beta(t) Z_{i}(t)\right\}}{\sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta(t) Z_{j}(t)\right\}} \tag{13.20}
\end{equation*}
$$

This mechanism is assumed to generate the observations. Suppose that there is no effect. Then the coefficient vector, $\beta(t)$ is identically equal to zero. At each failure time $t$, letting $n(t)=\sum Y_{i}(t)$ be the number of subjects in the risk set then, from Equation 13.20, the probability that any individual is chosen is simply $1 / n(t)$.

We keep the risk sets fixed, i.e., we condition on the observed risk sets and, from these we sample individuals, each with probability $1 / n(t)$ at time point $t$, thereby establishing a simulated data set in which the true effect is zero. On the basis of these data, the investigator can proceed to use the same fitting procedures, and strategies, that he or she has used on the unmodified data. Stepwise searches, transformations, maximizations, eliminations following goodness-of-fit, categorizations and any other used modeling strategy is replicated on this same data set. For the resulting multivariate model, corresponds an $R^{2}$ coefficient. We write this as $R^{2}(F)$. The more involved, elaborate and exhaustive the fitting technique the higher, on average, we anticipate $R^{2}(F)$ to be. Overfitting the data manifests itself directly in the coefficient $R^{2}(F)$.

Some further observations on this whole process are worth making. Firstly, we do not have just a single value of $R^{2}(F)$. Under a further replication we would, typically, obtain a different value of $R^{2}(F)$. Under a large number of replications we would obtain a whole, simulated, distribution of values of $R^{2}(F)$. If we denote by $u$ any one of these replicated values and by $H(u)$ the empirical distribution function of the replications, then we can take $R^{2}(Z \mid F)$ by using Equation 13.19 to be:

$$
\begin{equation*}
R^{2}(Z \mid F)=\int\left(\frac{R^{2}(Z, F)-u}{1-u}\right) d H(u) \tag{13.21}
\end{equation*}
$$

It can also be interesting to consider the whole distribution of $R^{2}(Z \mid F)$, as induced from $H(u)$, rather than just the mean. Another point to note is that, by conditioning on the risk sets, we allow the possibility that in the replications, the same subject could be selected more than once. This may seem odd if we are interpreting being selected as a failure (which indeed it is) but this is only a formal procedure, respecting the probability model which we assume to be generating the observations. That the same subject could not in practice fail more than once is something which does not impact our construction and is in fact required if we do not wish to include complex calculations involving the censoring mechanism. This is not unlike the bootstrap which can also involve repetitions which the design itself could not have produced. Finally, in Equation 13.21 a good approximation would arise from taking the mean $\bar{u}$ across the replications of $R^{2}(F)$ and writing $R^{2}(Z \mid F) \approx\left[R^{2}(Z, F)-\bar{u}\right] /(1-\bar{u})$.

## Bias reduction

We call the above the isolation method by which the effects of interest are isolated from those which are artificially generated through the process of model construction. The basic idea is derived from the chaotization principle developed by Kipnis (1977). Kipnis studied the tails of the distribution of an $R^{2}$ type measure and how changes in this distribution, occurring by the inclusion of additional factors, could be anticipated by the fitting process alone. His focus was on the significance level of the multivariate coefficient rather than bias reduction itself but the central idea is the same. It requires replication under a model of no association. Kipnis's idea was to use permutation distributions which could be generated under an assumption of no effect whereby all permutations would be considered equally likely. For our particular case, we do not need to carry out any permutation. It is enough to sample based on the probabilities given by Equation 13.20 in which we fix $\beta(t)$ at the value zero.

The approach can lead to significant reduction in bias caused by overfitting, especially when dealing with a large number of covariates. The method is easy to implement and can be adapted readily to deal with more complex situations. For example, we may wish to focus on some factor after having taken account of several factors already included in the model. Here, in order to generate the relevant distribution for $R^{2}(F)$, and referring to the multivariate version of Equation
13.20, we would fix at zero the coefficient corresponding to the factor of interest and allow those factors for which we are adjusting to be replaced by estimates. These would be constrained estimates in that the coefficient corresponding to the additional factor of interest is always fixed at zero. We then use Equation 13.20 with these values in order to generate the distribution $H(u)$.

### 13.12 Illustrations from studies in cancer

## Study in leukemia

The first example concerns the Freireich (1963) data, which records the remission times of 42 patients with acute leukemia treated by 6 mercaptopurine ( $6-\mathrm{MP}$ ) or placebo. The estimate of the regression coefficient is $\hat{\beta}=1.53$, and $R^{2}(\hat{\beta})=0.386$ and $R_{\mathcal{E}}^{2}(\hat{\beta})=0.371$. The $95 \%$ confidence interval for $\Omega^{2}(\beta)$, obtained using the monotonicity of $R_{\mathcal{E}}^{2}(\beta)$, i.e., inverting the interval for $\beta$, is $(0.106,0.628)$. On the basis of 1000 bootstrap samples we find a simple percentile interval as ( $0.154,0.714$ ) using $R^{2}$, and $(0.154,0.715)$ using $R_{\mathcal{E}}^{2}$. The bootstrap mean is 0.413 for $R^{2}$ and 0.405 for $R_{\mathcal{E}}^{2}$, which gives estimated bias of 0.028 and 0.034 , respectively. This suggests that bias correction may be necessary, and employing Efron's bias-corrected accelerated bootstrap (BCa) method we have confidence interval (0.111, 0.631) using $R^{2}$, and $(0.103,0.614)$ using $R_{\mathcal{E}}^{2}$. We see that these have very good agreement with one another (suggesting that the proportional hazards assumption is a reasonable one) as well as the interval obtained through monotonicity.

In Figure 13.1 we plot the values of $R^{2}(\beta)$ (dots) and $R_{\mathcal{E}}^{2}(\beta)$ (circles) for the Freireich data versus different values of $\beta$. The figure illustrates well the facts that $R^{2}(\beta)$ reaches a maximum at around $\beta=1.5$, which is the value of our estimate $\hat{\beta}$ and that $R_{\mathcal{E}}^{2}(\beta)$ increases with $\beta$, approaching 1 as $\beta \rightarrow \infty$. Notice that $R^{2}(\beta)=R_{\mathcal{E}}^{2}(\beta)$ occurs somewhere between $\beta=1.5$ and 1.6, again around our estimate $\hat{\beta}$. This is to be anticipated in view of Theorem 13.7.

The above $R^{2}(\hat{\beta})$ can be compared with some of the other suggestions mentioned in the introduction. For the same data the measure proposed by Kent and O'Quigley (1986) resulted in the value 0.37, and the measure of explained randomness (Xu and O'Quigley 1999), described in the following chapter, obtains the value of 0.40 . The explained variation proposals of Schemper (1990), based on empirical


Figure 13.1: A plot of $R^{2}$ and $R_{\mathcal{E}}^{2}$ as functions of $\beta$ given the observations.
survival functions per subject, resulted in (his notation) $V_{1}=0.20$ and $V_{2}=0.19$ and Schemper's later correction (1994) resulted in $V_{2}=0.29$, although all three of the Schemper measures depend heavily on the censoring (O'Quigley et al. 1999, Schemper and Henderson 2001). The measure of Schemper and Kaider (1997) resulted in $r_{p r}^{2}=0.34$. The measure of Korn and Simon (1990), based on quadratic loss, gave the value 0.32 . This measure does not remain invariant to monotone increasing transformation of time. For these data the value 0.32 drops to 0.29 if the failure times are replaced by the square roots of the times.

## Study in breast cancer

The available data consist of 1504 patients with complete covariate information, among whom there were 357 recorded deaths. The 5 and 10 year survival rates were 0.83 and 0.70 , respectively. Of the five covariates, age has a range of 23-55 years, with a median of 45 years. About $6 \%, 20 \%, 28 \%, 27 \%$ and $19 \%$ of the patients had histology grade $0,1,2,3$, and 4 , respectively. About $45 \%, 24 \%, 23 \%, 5 \%$, and $2 \%$ of the patients had stage $1,2,3,4$, and 5 disease, respectively. Out of the 1504 patients, 1075 ( $71 \%$ ) had positive progesterone receptor status. The maximum tumor size was 170 mm , with a median of 30 mm .

In univariate analysis under the proportional hazard model, all variables are highly significant (Table 13.3). We also calculated the

Table 13.3: $R^{2}$ analysis of breast cancer data. Upper part of the table shows results for univariate analyzes. Lower part shows the nested multivariate coefficients.

| Single covariate | $\hat{\beta}$ | $p$-value | $R^{2}$ |
| :---: | :---: | :---: | :---: |
| Age | -0.24 | $<0.01$ | 0.005 |
| Histology | 0.37 | $<0.01$ | 0.12 |
| Stage | 0.53 | $<0.01$ | 0.20 |
| Receptor | -0.73 | $<0.01$ | 0.07 |
| Size | 0.02 | $<0.01$ | 0.18 |


| Covariates in multivariate model | $R^{2}$ | partial $R^{2}$ |
| :--- | :---: | :---: |
| Age | 0.01 |  |
| Age and histology | 0.12 | 0.12 |
| Age, histology, and stage | 0.26 | 0.16 |
| Age, histology, stage, and receptor | 0.33 | 0.09 |
| Age, histology, stage, receptor, and size | 0.33 | 0.01 |

univariate $R^{2}$ 's, and we see that the predictive powers are quite different. Stage and tumor size, as one might expect, have reasonably high predictability. Histology grade also has predictive power, although this covariate has been shown to have a non-proportional regression effect. This might explain the observed discrepancy between $R^{2}$ and $R_{\mathcal{E}}^{2}$. So we fit a simple two-stage model with the regression effect dropping to zero after a certain change point. When the change point is chosen at 24 months, $R^{2}$ from the fitted model turns out to be 0.238 , and $R_{\mathcal{E}}^{2} 0.332$. On the other hand, age has very weak predictive capability, though significant. This estimated weak effect could be due to: (1) a population weak effect, or (2) a suboptimal coding of the covariate. We investigated this second possibility via two recoded models. The first, making a strong trend assumption, coded age as 1 (0-33), 2 (3440) and 3 (41 and above). The second model, making no assumptions about trend, used two binary variables to code the three groups. All three models gave very similar values of $R^{2}$. In consequence only the simplest model is retained for subsequent analysis, i.e., the age groups 1 -3. In the lower part of Table 13.3, we calculated the multiple $R^{2}$ for a set of nested models. It also contains the values of the partial $R^{2}$ when each additional covariate is added to the existing model. The partial coefficient for tumor size having accounted for the other four variables is only 0.006 , suggesting that the extra amount of variation


Figure 13.2: Goodness-of-fit plot for the covariate grade.
in survival explained by the patient's tumor size is small. Some covariates in this dataset are known to have non-proportional regression effect. Figure 13.2 shows a goodness-of-fit process (see Chapter 8) for the proportional hazards assumption. Recall that the maximum absolute value exceeding the boundary of 1.36 corresponds to the 0.05 significance level of an underlying Brownian bridge when the model is correctly specified. The variation in survival times of these breast cancer patients are mainly explained by three of the five covariates: histology grade, stage, and progesterone receptor status. Xu and Adak (2001) examined closely the time-varying regression effects of these three variables using a tree-based approach. The tree method gives piecewise constant estimated log relative risks. After obtaining a set of nested trees, as one of the methods for selecting a final tree, they used the coefficient $R_{\mathrm{ex}}^{2}$ defined above to arrive at a final tree with two cutpoints at 27 and 46 months. The estimated piecewise-constant regression effects of the three covariates are reproduced in Table 13.4.

While the $R^{2}$ from a proportional hazards model with these three covariates is 0.32 , the $R^{2}$ from the above fitted three piece $\beta(t)$ model is 0.51 . For the latter $R^{2}$ the calculation used $\hat{\beta}_{1}(t) \equiv 0$ and $\hat{\beta}_{2}(t)=$ $\hat{\beta}(t)$. as given in Table 13.4. The improvement in explained variation here reflects also an improvement in fit, underlining the relationship between predictability and goodness-of-fit.

Table 13.4: $\hat{\beta}(t)$ (standard error) from Xu and Adak (2001).

| Variable | $t \in[0,27]$ | $t \in[28,46]$ | $t \in[47,165]$ |
| :---: | ---: | ---: | ---: |
| Histology | $0.653(0.125)$ | $0.362(0.094)$ | $0.201(0.069)$ |
| Stage | $0.607(0.094)$ | $0.349(0.089)$ | $0.365(0.071)$ |
| Receptor | $-0.803(0.225)$ | $-0.708(0.201)$ | $-0.293(0.164)$ |

## Study in gastric cancer

In a study on prognostic factors in gastric cancer (Rashid et al., 1982) certain acute phase reactant proteins were measured pre-operatively. Five covariates were studied: stage together with the proteins $\alpha_{1}$-anti chimotrypsin (ACT), carcino embryonic antigen (CEA), C-reactive protein (CRP) and $\alpha_{1}$ glyco-protein (AGP). Surgery is needed in order to determine the stage of the cancer, a clinical factor known to strongly influence survival, and one of the purposes of the study was to find out how well the four protein covariates, available pre-operatively, are able to explain survival in the absence of information on stage. A logarithmic transformation for CEA was found to be necessary. This is also reflected in a $R^{2}$ increasing from 0.10 to 0.20 after the transformation.

Table 13.5 shows that each of the five covariates has reasonable predicting power, with $R^{2}$ for stage alone to be 0.48. A direct calculation of sample correlation shows that ACT, CRP and AGP are highly correlated, which is supported by biological evidence. In addition, fitting the Cox model with all four protein covariates shows that CRP and AGP are no longer significant in the presence of the other covariates. These two variables can then be dropped from further study. The value of $R^{2}$ for a model with ACT and $\log ($ CEA $)$ is 0.37 ; this increases to 0.54 when stage is also included, and the corresponding partial $R^{2}$ is equal to 0.27 . In conclusion, there is strong prognostic information in the pre-operative measurements ACT and $\log (\mathrm{CEA})$, but this only partially captures the information contained in stage.

## Study in multiple myeloma

A further example is motivated by the increasing number of studies carried out in cancer research to correlate the outcome with multi-dimensional molecular and genetic markers. As we see the predictability by an individual marker is generally low, with the highest $R^{2}$ of 0.08 from plasma cell labelling (PCL) index; in particular, the Durie-Salmon stage has the smalles $R^{2}$ of 0.004 . When all 13

Table 13.5: Univariate analysis of gastric cancer data (Rashid et al. 1982).

| Covariate | $\hat{\beta}$ | $p$-value | $R^{2}$ |
| :---: | :---: | :---: | :---: |
| Stage | 1.78 | $<0.01$ | 0.48 |
| ACT | 2.26 | $<0.01$ | 0.29 |
| $\log$ (CEA) | 0.30 | $<0.01$ | 0.20 |
| CRP | 0.02 | $<0.01$ | 0.26 |
| AGP | 0.70 | $<0.01$ | 0.14 |

covariates are included in a multivariate Cox model, only six of them remain significant ( $p$-value $<0.08$ ), with the multivariate $R^{2}=0.202$. In particular, the traditional staging system is no longer significantly predictive of survival given the laboratory measurements. Leaving out the non-significant variables in a Cox model gives $R^{2}=0.18$. As an illustration of variable selection using $R^{2}$, we build hierarchical models starting with PCL index which has the highest univariate $R^{2}$. We then choose the variable among the remaining five that has the highest partial $R^{2}$, and so on. The lower part of Table 13.6 gives the nested models and the corresponding $R^{2}$ 's. The data come from a clinical trial (EST 9486) of multiple myeloma conducted by the Eastern Coorperative Oncology Group (Oken et al. 1999). The trial enrolled 653 patients to three randomized arms; VBMCP alone, VBMCP with added HiCy and rIFN $\alpha 2$. No significant survival difference were found across the three arms. The trial collected laboratory measurements on patients' myeloma cells, including measurements from blood or serum: albumin ( 1 if $\geq 3 \mathrm{~g} / \mathrm{l}, 0$ otherwise), $\beta_{2}$ microglobin 1 if $\geq 2.7 \mathrm{mg} / \mathrm{dl}$, 0 otherwise), creatinine ( 1 if $\geq 2 \mathrm{mg} / \mathrm{dl}, 0$ otherwise), cytoplasmicimmunoglobin heavy chain $\operatorname{IgA}$ and $\operatorname{IgG}$ ( 1 if present, 0 absent), kappa light chain ( 1 if present, 0 absent), percent plasma cells ( 1 if $\geq 0.3 \%$, and hemoglobin ( 1 if $\geq 10 \mathrm{~g} / \mathrm{dl}, 0$ otherwise); characteristics of circulating myeloma cells: plasma cell labelling index (a measure of plasma cell proliferation, 1 if $\geq 1,0$ otherwise), IL-6 receptor status ( 1 if $\geq 270 \mathrm{ng} / \mathrm{ml}$, 0 otherwise), and level of C-reative protein ( 1 if $\geq 2 \mathrm{ng} / \mathrm{ml}$, 0 otherwise).

All of the above variables, which were originally continuous, were dichotomized using previously published threshold values. Here we include a randomly selected group of 295 patients, on whom a particular chromosomal abnormality, the possible deletion of the short arm of chromosome 13 (denoted by 13q-), was measured by flouresecent in-

Table 13.6: $R^{2}$ analysis of the Myeloma data. Upper part of the table shows results for univariate analyzes. Lower part shows the nested multivariate coefficients.

| Single covariate | $\hat{\beta}$ | $\operatorname{se}(\hat{\beta})$ | $R^{2}$ |
| :---: | ---: | :---: | :--- |
| Creatinine | 0.66 | 0.16 | 0.05 |
| Plasma | 0.43 | 0.12 | 0.04 |
| IL-6 | 0.35 | 0.14 | 0.02 |
| C-reactive | 0.53 | 0.17 | 0.02 |
| a13q | 0.22 | 0.12 | 0.01 |
| Hemoglobin | -0.30 | 0.13 | 0.03 |
| Albumin | -0.39 | 0.14 | 0.03 |
| IgG | -0.15 | 0.12 | 0.01 |
| IgA | 0.16 | 0.14 | 0.01 |
| Kappa | -0.26 | 0.12 | 0.01 |
| Stage | -0.18 | 0.12 | 0.004 |
| $\beta_{2}$ microglobin | 0.48 | 0.13 | 0.03 |
| PCL index | 0.59 | 0.13 | 0.08 |


| covariates in multivariate model | $R^{2}$ |
| :--- | :---: |
| PLC | 0.08 |
| PLC, creatinine | 0.11 |
| PLC, creatinine, plasma | 0.13 |
| PLC, creatinine, plasma, a13q | 0.16 |
| PLC, creatinine, plasma, a13q, $\beta_{2}$ morglb | 0.17 |
| PLC, creatinine, plasma, a13q, $\beta_{2}$ mcrglb, IL-6 | 0.18 |
| All 13 variables | 0.20 |

situ hybridization (FISH) in the laboratory of R. Fonseca at the Mayo Clinic; the corresponding variable a13q was coded 1 if present, 0 absent. We also include the traditional Durie-Salmon stage ( 1 if I or II, 0 if III) which was routinely used to predict prognosis in multiple myeloma before the availability of assays to measure genetic and other molecular abnormalities of the myeloma cells.

Univariate Cox regression analysis indicates that all of the above 13 covariates are more or less associated with patients' survival times and most of them are highly significant. Table 13.6 shows the estimated regression effects and the standard errors, together with the univariate $R^{2}$ coefficients. Effects are not very strong. Even when all 13 variables are included in the analysis we still have an estimated eighty percent of
the variance remaining unexplained. And the true figure would most certainly be higher since no accommodation has been made for the fitting biases.

The same data set was also analyzed by Huang and Harrington (2002), who proposed a penalized partial likelihood approach to the handling of high-dimensional covariates in the proportional hazards regression. The authors pointed out that because there were 270 deaths among the 295 subjects in this data set, the standard partial likelihood estimate in a Cox model with all 13 covariates should be reasonably stable. Even so, in their Table 3 one sees obvious reduction in both the magnitude of the regression effects and the standard errors of the penalized partial likelihood estimate, as compared to the unpenalized estimate. The penalty parameter in their procedure was chosen to minimize a bootstrap estimated mean squared prediction error of the prognostic index. Although the $R^{2}$ measure has been so far defined in terms of the usual estimates, it would be straightforward to extend the definition to the penalized partial likelihood estimate. In this case, it turns out that $R^{2}\left(\hat{\beta}_{\lambda}\right)=0.198$, almost the same as the $R^{2}=0.202$ with the standard partial likelihood estimate.

## Value of $R^{2}$ in applied studies

In two of the above examples effects were quite strong and in the other two, although clearly present, effects were relatively weak. This was picked up by the $R^{2}$ coefficients and the partial coefficients in particular enable us to decide how practically useful to any prognostic assessment is the inclusion of additional information. Although we have pointed out that $R^{2}$ is concerned with prediction and not fit (as often thought) the issues of fit and prediction are not orthogonal to one another. They impact one another in important but different ways. Improving a poor fit will very likely lead to increases in predictive ability as reflected in $R^{2}$. A perfect fit (in the sense that the observations are exactly generated by the supposed model) can correspond to an $R^{2}$ taking any value between zero and one. A very high value of $R^{2}$ can also correspond to a very poor fit. All of that said, in the endeavor to improve our predictive capability, we need consider, alongside one another, both fit and $R^{2}$. The fit can be improved by a relaxation of model assumptions, such as the use of a stratified model, or by the introduction of time dependent effects such as the use of changepoint models. Either way it can be worth looking at the plot indicating the
quality of the fit and making sure that we are broadly satisfied with this before presenting our summary $R^{2}$ indices of prediction.

### 13.13 Exercises and class projects

1. A number of suggested coefficients of explained variation, adapted from linear regression, depend on the censoring even when independent of the failure mechanism. Why is this a handicap? Mostly the dependence is such that the higher the censoring the closer to zero is the adapted coefficient. It might be argued that, as the censoring increases, our ability to predict declines and, in consequence so ought a suitable coefficient. Comment on this reasoning.
2. Suppose you are the statistician analyzing the gastric cancer data. The investigating clinician, who has some rudimentary knowledge of statistics, wishes to understand just what you mean by saying that the value of $R^{2}$ for a model with $A C T$ and $\log (C E A)$ is 0.37 and this increases to 0.54 when stage is also included. On the other hand the corresponding partial $R^{2}$ is equal to 0.27. How do you answer this question.
3. Using the $\delta$-method and the expression, $1-R^{2}(\beta)=\sum r_{i}^{2}(\beta) / \sum r_{i}^{2}$ (0), derive an approximate confidence interval for $R^{2}(\hat{\beta})$. For the Freireich data, compare this interval with that obtained in the example on the basis of bootstrap sampling. Comment.
4. Repeat the exercise of the previous question, only applying this time the delta method to $\log \left[R^{2}(\hat{\beta}) /\left\{1-R^{2}(\hat{\beta})\right\}\right]$. What advantages, if any, are there to working with this transformation rather than working with $R^{2}(\hat{\beta})$ directly?
5. In the broadened definition of $R^{2}(\beta)$ we have

$$
\mathcal{I}(b)=\sum_{i=1}^{n} \int_{0}^{\infty}\left\{Z_{i}(t)-\mathcal{E}_{b}(Z \mid t)\right\}^{2} d \hat{F}(t)
$$

where $\hat{F}(t)$ is the Kaplan-Meier estimator. Suppose that $F(t: \theta)$ is a parametric model of the marginal survival curve where $\theta$ is a parameter, possibly vector-valued. Investigate a definition of $\mathcal{I}(b)$ in which, instead of $\hat{F}(t)$, we work with $F(t: \hat{\theta})$. What might be the advantages
and drawbacks of such an approach? From the results we already have is it possible to deduce properties such as consistency? If so, under what conditions?
6. For the standard linear model, the coefficient $R(\beta)$, viewed as a function of $\beta$ is maximized when $\beta=\hat{\beta}$ and where $\hat{\beta}$ is the usual least squares estimate. Thus, for the linear case, a consistent estimator of $\beta$ obtains by maximizing $R^{2}(\beta)$. Is this true for the $R^{2}(\beta)$ defined here for the proportional hazards model? Investigate $\sup _{\beta} R^{2}(\beta)$, given data, as an estimate for $\beta$. How does it compare with more commonly used estimates?
7. For the normal linear model the transformation $Z=\tanh ^{-1}(R)$ has two advantages: the first is that $E(Z)$ provides a very close approximation to $\tanh ^{-1}(\Omega)$, the second is that $\operatorname{Var}(Z)$ does not depend upon $Z$, and therefore upon $\Omega$, to a high level of approximation. Furthermore $\operatorname{Var}(Z) \approx 1 /(n-3)$ where $n$ is the sample size. Discuss this transformation in the context of the $R^{2}(\beta)$ presented in this chapter. Investigate this more deeply using simulated data.
8. In the previous question, on the basis of simulations, we anticipate that $\operatorname{Var}(Z) \approx 1 /(n-3)$ where $Z(\beta)=\tanh ^{-1}\left\{\sqrt{R^{2}(\beta)}\right\}$. We might conjecture, in the presence of independent censoring, and where $k$ represents the total number of failures, that $\operatorname{Var}(Z) \approx 1 /(k-3)$. Use simulated data to investigate this assertion. Present an informal argument as to why such a result might hold.
9. We know that, as $|\beta| \rightarrow \infty$ then $R_{\mathcal{E}}^{2}(\beta) \rightarrow 1$ and that, as $|\beta| \rightarrow \infty$ then $R^{2}(\beta) \rightarrow 0$. This might at first glance appear puzzling. Explain just what is taking place. Explain also why, if the model is correct, we anticipate that $R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ will closely agree.
10. Consider an arbitrary proportional hazards model, with unknown cumulative hazard rate $\Lambda_{0}(t)$, and known regression coefficient vector $\beta_{0}$. For two randomly chosen individuals, the first with covariate vector given by $Z_{j}$, the second with covariate vector given by $Z_{i}$, show that the probability that the second individual outlasts (survives longer) than the first is given by

$$
\operatorname{Pr}\left(T_{i}>T_{j}\right)=\frac{\exp \left(\beta_{0} Z_{j}\right)}{\exp \left(\beta_{0} Z_{i}\right)+\exp \left(\beta_{0} Z_{j}\right)}
$$

Note that this expression does not involve $\Lambda_{0}(t)$. How does this result help in the interpretation of $R^{2}$.
11. Refer back to Section 3.9 in order to construct a coefficient of partially explained variation from first principles. For a given data set compare this coefficient with that suggested in this chapter based on use of the multivariate coefficient defined in terms of the prognostic index. Show how we could derive an alternative definition of multivariate explained variation based on lower order partially explained variation. Comment on the advantages and disadvantages of this.
12. Suppose for some given data we are considering using an additive risk model or a multiplicative risk model, both of which employ only constant regression coefficients. Consider how we might use an $R^{2}$ measure to discriminate between these two models.
13. Using a large data set with a large number of potential risk factors, construct, on the basis of $R^{2}(Z)$ for some vector $Z$, as predictive a model as possible, noting down every step made in the construction of the model. Now, on the basis of the isolation method, calculate $R^{2}(Z \mid F)$. Compare the sizes of $R^{2}(Z)$ and $R^{2}(Z \mid F)$ and comment on your findings.
14. Generate or use a data set in which only very few observations are censored and in which the covariate is continuously measured. Carry out the usual analysis and calculate $R^{2}$. Next, throw away the small percentage of censored observations, replace survival time by $\log T$ and calculate the usual squared product moment correlation coefficient between the covariate and $\log T$. Compare and discuss the results.

## Chapter 14

## Explained randomness

### 14.1 Summary

We recall the main ideas concerning information gain and how it can be used to obtain a measure of dependence. This measure can be interpreted as a measure of explained randomness. We recall the work of Kent and O'Quigley (1988) in adapting such measures to proportional hazards regression. An alternative to the measure of Kent and O'Quigley, in which the order of conditioning is reversed, is presented. This alternative measure ( Xu and O'Quigley 2000) fits in more naturally with the inference structure for the proportional hazards model and, in particular, makes a direct appeal to the main theorem of proportional hazards regression (Section 7.4). Among the several advantages of the Xu and O'Quigley measure is that it readily accommodates time-dependent covariates. Extensions to multiple covariates are immediate. We also indicate the straightforward extension to partial coefficients. In practice we expect a measure of explained randomness and one of explained variation to agree. We take the position that any purpose to which we may wish to put a coefficient of explained variation will be, for the most part, equally well addressed by a coefficient of explained randomness.

### 14.2 Motivation

As described in Chapter 2 an alternative, and arguably more general, approach to explained variation is that of explained randomness. The details of application for the proportional hazards model are now
well worked out and described here. In practical examples we would anticipate a high level of agreement between explained variation and explained randomness and so the reader motivated principally by an applied problem can then be satisfied with either one of these measures. As for the motivation behind a measure of explained variation, we would like, for a measure of explained randomness; invariance to arbitrary right censoring of the response variable, provided only that such censoring be conditionally independent of the response variable, an interpretation as the proportion of explained randomness where absence of association translates to a zero value for the measure and, as strength of association increases, the measure should tend to one.

Central to the development of Kent and O'Quigley (1988) was the family of conditional distributions of the response variable, survival time $T$, given the covariate vector $Z$. However, we appeal instead to the main theorem of proportional hazards regression, working instead with the conditional distribution of $Z$ given $T$. Note that: (1) for a normal model the resulting measure of explained randomness is unaltered by the way in which we do the conditioning; (2) for other models the results will often be close (Kent 1983); (3) being able to predict which subject is to fail at any given failure time is equivalent to being able to predict failure rankings of all the failed subjects; and (4) studying the conditional distribution of $Z$ given $T$, does in fact correspond to the way in which inference is carried out in proportional hazards regression.

In the context of proportional hazards regression and partial likelihood, this approach is the more natural, leading to a second measure of explained randomness based on information gain. It extends readily to time-dependent covariates. In practice, for time-invariant covariates, the two measures will tend to be similar. Calculation of the second measure turns out to be easily carried out and only requires combining those quantities routinely evaluated in fitting the Cox model. Inferential procedures for the second measure are more straightforward than the earlier measure and, a key property in the context of semi-parametric survival regression, the measure remains unaltered by monotonically increasing transformations on the time axis. Furthermore, it will be interesting to see that the measure of explained randomness can be applied to other forms of relative risk.

### 14.3 Information gain and explained randomness

Our regression model for $T$ given the observed value $z$ of $Z$ is expressed in terms of the conditional density $f(t \mid z)$. It is, as we know, more common to express this dependence through the hazard function but, for our purposes here, it will be helpful to re-express the proportional hazards model as

$$
\begin{equation*}
f(t \mid z ; \beta)=\lambda_{0}(t) \exp \left\{\beta z-e^{\beta z} \int_{0}^{t} \lambda_{0}(u) d u\right\} \tag{14.1}
\end{equation*}
$$

As we have seen, the baseline hazard function $\lambda_{0}(t)$ can be specified to be of a power form or a constant, in which cases the Weibull and exponential models are recovered (Kalbfleisch and Prentice 1980, Cox and Oakes 1984). These were the first cases studied by Kent and O'Quigley (1988). Under the model, when $\beta=0$ there is no association between $T$ and $Z$. A population measure of the strength of association, or the distance between the two models indexed by $\beta=0$ and $\beta=\beta_{0}$, can be provided by twice the Kullback-Leibler information gain given via

Definition 14.1 The information gain $\Gamma_{1}$ is $\Gamma_{1}(\beta)=2\left\{I_{1}(\beta)-I_{1}(0)\right\}$ where

$$
I_{1}(\theta)=\int_{\mathcal{Z}} \int_{\mathcal{T}} \log \{f(t \mid z ; \theta)\} f(t \mid z ; \beta) d t d G(z)
$$

In the above expression the domains of definition of $T$ and $Z$ are denoted by $\mathcal{T}$ and $\mathcal{Z}$ respectively, and $G(z)$ is the marginal distribution function of $Z$. Although it is common to refer to the Kullback-Leibler information as a "distance," we also can note its lack of symmetry. Thus $I_{1}(\theta)$ is not a distance measure in the usual geometric sense. It would be relatively straightforward to make the measure symmetric by inverting, for example, the roles of $\beta$ and $\theta$ and then adding the measures together, but this is most likely not a particularly fruitful path to pursue. The lack of symmetry is quite natural, one reason being that both $I(\beta)$ and $I(0)$ can be viewed as expectations under the model with "true" regression parameter $\beta$. Another reason is that, considered as a function of $\beta$, the asymmetric $I_{1}(\theta)$ is maximized at $\theta=\beta$, a quantity that directly reflects the strength of association. Compared though to the regression coefficient $\beta$, an information gain measure has the advantage of not depending on scale and the simple
transformation $\rho_{1}^{2}(\beta)=1-\exp \left\{-\Gamma_{1}(\beta)\right\}$ produces a coefficient with useful interpretability properties (Kent 1983, see also Section 2.8). We then simply define $\rho_{1}^{2}$ as the explained randomness via:

Definition 14.2 The explained randomness of $T$ given $Z$ is given by;

$$
\begin{equation*}
\rho_{1}^{2}(\beta)=1-\exp \left\{-\Gamma_{1}(\beta)\right\} \tag{14.2}
\end{equation*}
$$

The interpretation of $\rho_{1}^{2}(\beta)$ as the proportion of randomness explained by the regression was given by Kent (1983) and outlined in Chapter 2. For normal models and maximum likelihood or least squares estimation, $\rho_{1}^{2}(\hat{\beta})$ is the usual coefficient of correlation squared when, instead of working with $f(t \mid z ; \beta) d t d G(z)$ we use the observed empirical distribution of $(T, Z)$. Assuming no censoring, a standard estimate of information gain will be provided by $n^{-1}$ times the usual likelihood ratio statistic. An alternative estimate, having similar statistical properties, is provided by the fitted information (Kent and O'Quigley 1988) in which $I_{1}(0)$ and $I_{1}(\beta)$ are estimated by

$$
\begin{equation*}
\hat{I}_{1}(\theta)=n^{-1} \sum_{i=1}^{n} \int_{\mathcal{T}} \log \left\{f\left(t \mid Z_{i} ; \theta\right)\right\} f\left(t \mid Z_{i} ; \hat{\beta}\right) d t \tag{14.3}
\end{equation*}
$$

with $\theta=0$ and $\theta=\hat{\beta}$, a consistent estimate of $\beta$, respectively. In the above the marginal distribution of $Z$ has been replaced by its empirical estimate. Kent and O'Quigley (1988) pointed out that, for the expression based on fitted information, the variable $t$ enters into the expression as a dummy variable so that the actual values, some of which we might have not been able to observe in the presence of censoring, do not affect the calculation beyond their effect on the estimation of $\beta$. We can thus readily apply the concept of information gain to right censored data.

This observation motivated the development of the measure of dependence for censored survival data (Kent and O'Quigley 1988) in which the conditional distribution of $T$ is taken to be of the Weibull form. The resulting integrals can be worked out explicitly (Kent and O'Quigley 1988, page 528). Thus the required expressions can be evaluated leading to an estimate of $\rho_{1}^{2}(\beta)$. Nonetheless, the procedure is not straightforward and inference for the resulting estimate is even less so (Sections 4 and 5 of Kent and O'Quigley). The approach of the next section, arising naturally in the context of the main theorem
of proportional hazards regression (Section 7.4), is more straightforward. Inference is also more straightforward; in particular, confidence intervals for $\rho_{1}^{2}(\beta)$ can be obtained by inverting those obtained for $\beta$. In addition the new approach extends immediately to time-dependent covariates and general forms of relative risk.

### 14.4 Explained randomness in $Z$ given $T$

Just as for explained variation, it appears that our main concern is to explain variation, or randomness, in $T$, having conditioned by $Z$. The above approach follows this idea. However, once again in the same way as for explained variation, in the context of proportional hazards regression, and the requirement to obtain procedures which remain rank invariant to monotonic increasing transformations on time, it is more appropriate to consider the distribution of the variable $Z$ given $T$, which brings us immediately under the umbrella of the main theorem of this book (Section 7.4). We then introduce the following definition;

Definition 14.3 Let the information for $Z$ given $T$ be given by

$$
\begin{equation*}
I_{2}(\theta)=\int_{\mathcal{T}} \int_{\mathcal{Z}} \log \{g(z \mid t ; \theta)\} g(z \mid t ; \beta) d z d F(t) \tag{14.4}
\end{equation*}
$$

where $F(t)$ is the marginal distribution function of $T$, and $g(z \mid t)$ is the conditional density or conditional probability function of $Z$ given $T$.

This conditional information measure for $Z$ given $T$ turns out to have many advantages over the more obvious definition. We assume that the censoring is independent of the failure time and, for the most part, that there is enough information in the tail of $F$. It would be straightforward (although rather more messy) to make a weaker assumption of conditional independence, given the covariate, between the censoring and the failure times. As before we have:

Definition 14.4 The information gain $\Gamma_{2}$ is $\Gamma_{2}(\beta)=2\left\{I_{2}(\beta)-\right.$ $\left.I_{2}(0)\right\}$.

Definition 14.5 The explained randomness of $Z$ given $T$ is given by

$$
\rho_{2}^{2}(\beta)=1-\exp \left\{-\Gamma_{2}(\beta)\right\} .
$$

Like the Kent and O'Quigley measure, $\rho_{1}^{2}(\beta), \rho_{2}^{2}(\beta)$ can be naturally extended to multiple covariates cases, where $g(\cdot \mid \cdot)$ would be the joint conditional density or joint conditional probability function of $Z$ given $T$. For the time being we stay with a single covariate in order to keep notation simple. We can proceed in a semiparametric way by working with a consistent estimate of $F$ in the presence of censoring, such as the Kaplan-Meier (1958) estimator. Then an estimate of the information gain can be obtained through the main theorem for proportional hazards regression (Section 7.4). We can estimate the conditional distribution of $Z$ given $T$ by $\left\{\pi_{j}(\hat{\beta}, t)\right\}$, and the marginal distribution of $T$ by the Kaplan-Meier estimate. Recall also that $W\left(X_{i}\right)$ is the jump of the Kaplan-Meier curve at time $t=X_{i}$. We then have;

Definition 14.6 The information gain for $Z$ given $T$ is

$$
\begin{equation*}
\Gamma_{2}(\beta)=2 \int_{\mathcal{T}} \int_{\mathcal{Z}} \log \left\{\frac{g(z \mid t ; \beta)}{g(z \mid t ; 0)}\right\} g(z \mid t ; \beta) d z d F(t) . \tag{14.5}
\end{equation*}
$$

From the above we see that conditioning $Z$ on $T$, the computation for estimating the information gain only involves those quantities routinely calculated in a proportional hazards analysis. This leads to great simplification when compared with the approach of Kent and O'Quigley (1988). The same is true for the multivariate case where $\hat{\beta} Z_{l}$ would be replaced by the inner product of the vectors.

Lemma 14.1 The information gain, $\Gamma_{2}(\beta)$ can be consistently estimated by

$$
\hat{\Gamma}_{2}(\hat{\beta})=2 \sum_{i=1}^{k} W\left(X_{i}\right) \sum_{j=1}^{n} \pi_{j}\left(\hat{\beta}, X_{i}\right) \log \left\{\frac{\pi_{j}\left(\hat{\beta}, X_{i}\right)}{\pi_{j}\left(0, X_{i}\right)}\right\} .
$$

Results indicate that $\rho_{1}^{2}$ and $\rho_{2}^{2}$ may be anticipated to be close to one another as well as to some other alternatives used in this context, although there is no reason one should expect all of them to be exactly the same since we are not dealing with a normal model. There is also an interesting connection between the approach here and some other papers in the literature such as McKean and Sievers (1987) and Rousseeuw and Hubert (1997), in that all of them use the objective functions that specific procedures minimize (or maximize) to define a $R^{2}$-type measure for regression models, the same being true for the classical least squares regression.

McKean and Sievers (1987) proposed coefficients of determination for the least-absolute deviation (LAD) analysis of linear models, using the sum of absolute deviations, which the LAD minimizes, as function of the regression parameters under the model and without the model. Rousseeuw and Hubert (1997) similarly defined coefficients of determination for the least quantile of squares and least trimmed squares estimates of linear regression. In our case under the proportional hazards model the estimate of $\beta$ is obtained via maximizing the partial likelihood, and the value of the partial likelihood under the model and without the model is essentially what is used above. Note that in Lemma 14.1 the expression can be shown by straightforward algebra to be equal to
$\hat{\Gamma}_{2}(\hat{\beta})=2 \sum_{i=1}^{k} W\left(X_{i}\right)\left\{\hat{\beta} \frac{\sum_{1}^{n} Y_{l}\left(X_{i}\right) Z_{l} e^{\hat{\beta} Z_{l}}}{\sum_{1}^{n} Y_{l}\left(X_{i}\right) e^{\hat{\beta} Z_{l}}}-\log \frac{\sum_{1}^{n} Y_{l}\left(X_{i}\right) e^{\hat{\beta} Z_{l}}}{\sum_{1}^{n} Y_{l}\left(X_{i}\right)}\right\}$.

Whenever there is a finite upper limit $\tau$ of our observation time, intuitively no more information is to be gained beyond $\tau$. Therefore, we can look at the information gain conditioning on $T \leq \tau$, i.e.,

$$
\Gamma_{2}(\beta)=2 E\left\{\left.\log \frac{g(Z \mid T ; \beta)}{g(Z \mid T ; 0)} \right\rvert\, T \leq \tau\right\}
$$

The above quantity can be consistently estimated by the proposed estimator divided by $\sum_{1}^{k} W\left(X_{i}\right)$. It inevitably depends on the upper limit $\tau$. This is also true of the measures of Korn and Simon (1990), and is implicitly true of the explained variation measure of O'Quigley and Flandre (1994) since the Schoenfeld residuals correspond to the observed failure times only. Some of the other proposed measures, including $\rho_{1}^{2}$ of Kent and O'Quigley (1988), another example being that of Schemper and Kaider (1997), do not depend on $\tau$ because they extrapolate beyond the range of the observed data; in particular, they rely on the assumption of proportional hazards being true for the whole range of $\mathcal{T}$. The dependence of $\rho_{2}^{2}$ on $\tau$, on the other hand, can be viewed of as appropriate in that we have then conditioned on the time span actually studied rather than a time span of potential interest.

## Properties

As for the coefficient $R^{2}$ for explained variation, we have a number of important properties that enable us to give a solid interpretation to the measures $\rho_{1}^{2}$ and $\rho_{2}^{2}$. The coefficient $\rho_{2}^{2}(\beta)$, with information $I_{2}$ defined above maintains the basic properties that we require of such a measure of dependence. For properties which hold for both $\rho_{1}^{2}$ and $\rho_{2}^{2}$ simultaneously, we write simply $\rho^{2}$. Specifically, we have:
Lemma $14.2 \rho^{2}(0)=0$, and $0<\rho^{2}(\beta)<1$ if $\beta \neq 0$.
Lemma $14.3 \rho^{2}$ is invariant under linear transformations of $Z$ and is also invariant under monotonically increasing transformations of $T$.

Definition 14.7 Following Kent and O'Quigley (1988) we can define the randomness of $Z$, as a monotonic transformation of the entropy of $Z$, whereby, for $j$ assuming the values 1 and $2, D(Z)=\exp \left\{-2 I_{j}(0)\right\}$, and the residual randomness of $Z$ given $T$ by $D(Z \mid T)=\exp \left\{-2 I_{j}(\beta)\right\}$. Then

$$
\rho^{2}(\beta)=\{D(Z)-D(Z \mid T)\} / D(Z)
$$

giving $\rho_{1}^{2}$ and $\rho_{2}^{2}$ an interpretation as the "proportion of the explained randomness."

Lemma 14.4 For $\beta$ a scalar, $\rho^{2}(\beta)$, as a function of $\beta$, increases with $|\beta|$.

An immediate consequence of the lemma is that we can directly infer confidence intervals for $\rho^{2}(\beta)$ from those for $\beta$. Suppose that a $95 \%$ confidence interval for $\beta$ is $0<\beta_{L}<\beta<\beta_{U}$, then the interval for $\rho^{2}(\beta)$ should be ( $\left.\rho^{2}\left(\beta_{L}\right), \rho^{2}\left(\beta_{U}\right)\right)$. In practice, of course, we do not know $\rho^{2}(\cdot)$, but, following the consistency results, we can "plug" $\beta_{L}$ and $\beta_{U}$ into $\hat{\rho}^{2}(\cdot)=1-\exp \left\{-\hat{\Gamma}_{2}(\cdot)\right\}$ to obtain an approximation of $\rho^{2}\left(\beta_{L}\right)$ and $\rho^{2}\left(\beta_{U}\right)$. The coverage properties will not be exactly the same but will be close. Further study can throw more light on this. We can similarly deal with the case where $\beta_{L}<\beta_{U}<0$. If instead $\beta_{L}<0<\beta_{U}$, because $\rho^{2}(\beta)$ is symmetric about $\beta=0$ we have the invariance to linear transformation of $Z$ and monotonic increasing transformation of $T$, then $\rho^{2}$ is invariant under linear transformations $-Z$ of $\left.Z\right), 0$ so that the larger in absolute value of $\beta_{L}$ and $\beta_{U}$ should be plugged in. This approach is illustrated in an example below. Alternatively we can always obtain confidence intervals based on asymptotic normality given by:

Lemma 14.5 Assuming the Andersen-Gill type conditions, then $\hat{\Gamma}_{2}(\hat{\beta})$ consistently estimates $\Gamma_{2}(\beta)$ and is asymptotically normal.

The proof of the asymptotic normality makes use of the central limit theorem of Stute (1995) for Kaplan-Meier integrals, of which the definition of information gain here is a special case. Following Stute (1996) the variance estimation of the Kaplan-Meier integrals is more complicated in general, and so it is recommended to use resampling techniques to obtain an estimate of the variance.

## Boundedness

It is possible for $\rho^{2}$ to be bounded by a number strictly less than 1 as $\beta$ approaches infinity. This can occur when the covariate $Z$ is discrete and takes on very few levels. Even so, for the most extreme case of a single binary covariate, the bound is close enough to one for the phenomenon to be practically ignored. This behavior was also referred to by Kent (1983). We can illustrate such behavior in the case of an exponential model where we suppose that $\lambda_{0}=1$. We drop the index $\beta$ in the notation of the hazard, density, and so on. Then $\lambda(t \mid z)=e^{\beta z}$ and $S(t \mid z)=\exp \left(-e^{\beta z} t\right)$. In particular, $S_{0}(t)=f_{0}(t)=e^{-t}$. We have

$$
g(z \mid t)=\frac{e^{\beta z}\left\{S_{0}(t)\right\}^{\exp (\beta z)} g(z)}{\sum_{z} e^{\beta z}\left\{S_{0}(t)\right\}^{\exp (\beta z)} g(z)}
$$

and the joint probability of $T$ and $Z$ is given by $f(t, z)=e^{\beta z}\left\{S_{0}(t)\right\}^{\exp (\beta z)}$ $g(z)$. We can write; $\Gamma_{2}(\beta)=2 \sum_{z} \int_{0}^{\infty} \log \{g(z \mid t) / g(z)\} f(t, z) d t$. and, after some elementary algebra and a change of variable in the integration we have:

Lemma 14.6
$\Gamma_{2}(\beta)$
$=2 \sum_{i} g\left(z_{i}\right) \int_{0}^{\infty} e^{-x} \log \left\{e^{-x} / \sum_{j} g\left(z_{j}\right) e^{\beta\left(z_{j}-z_{i}\right)} \exp \left(-x e^{\beta\left(z_{j}-z_{i}\right)}\right)\right\} d x$.
Here we use the subscripts $i$ and $j$ to distinguish between the two nested sums over all the atoms of the distribution of $Z$. Notice that for $j \neq i, z_{j}-z_{i} \neq 0$ and the summand indexed by $j$ tends to 0 as $\beta \rightarrow \infty$. But this is not true with $j=i$. In particular:

Lemma 14.7 As $\beta \rightarrow \infty$ we have;

$$
\Gamma_{2}(\beta) \longrightarrow 2 \sum_{i} g\left(z_{i}\right) \log \frac{1}{g\left(z_{i}\right)}=\Gamma_{\max }
$$

Note that $\Gamma_{\max }$ of the lemma is finite. This means that the limit of $\rho^{2}(\beta)$ would be strictly less than one. For discrete uniform of Kent and O'Quigley (1988) on three points, Xu and O'Quigley (1999) calculated that $\rho_{\max }^{2}=0.720$ and that $\rho_{\max }^{2}=0.973$ for six points. Finally note that if the distribution of $Z$ is continuous, the sums over $z$ in the above calculation become integrals. Then as $\beta \rightarrow \infty$, the denominator inside the log becomes zero, since the integrand is everywhere zero except for one point. Therefore, $\Gamma(\beta) \rightarrow \infty$ and $\rho^{2}(\beta) \rightarrow 1$. Secondly, for discrete covariates as Kent (1983) pointed out, except for very high values of correlation, $\rho^{2}$ can usually be interpreted without paying special attention to the discreteness of the distribution. The numerical study below also shows that there is not much discrepancy between the $\rho^{2}$ discussed here and the original proposal of Kent and O'Quigley's (which has the property of tending to 1 as $\beta \rightarrow \infty$ ). It performs well in a practical example with a binary covariate. This is detailed in the examples.

### 14.5 Approximation of $\rho_{1}^{2}$ by $\rho_{2}^{2}$

Under certain conditions $\rho_{1}^{2}=\rho_{2}^{2}$. These conditions are satisfied by a bivariate normal model (itself not in the proportional hazards class) and we only expect them to be approximately met in practice. However, on the basis of this, we anticipate $\rho_{1}^{2}$ and $\rho_{2}^{2}$, as well as their sample based estimates to be generally close. If we first define $W=\beta^{\prime} Z$ to be the usual prognostic index, then we have;

Theorem 14.1 If, for each $t, E\{Z(\partial f(t \mid Z) / \partial W)=0\}$ then, $\rho_{1}^{2}=\rho_{2}^{2}$.
The above result would follow if $I_{1}(\theta)=I_{2}(\theta)+K$ where $K$ is a constant. Suppose then we let $d H(z, t ; \beta)=g(z \mid t ; \beta) d z d F(t)=f(t \mid z ; \beta)$ $d t d G(z)$ then, we can write, $I_{2}(\theta)=\int_{\mathcal{T}} \int_{\mathcal{Z}} \log \{g(z \mid t ; \theta)\} d H(z, t ; \beta)$ and this integral in turn can be simply expressed as, $\int_{\mathcal{T}} \int_{\mathcal{Z}}\{\log f(t \mid z ; \theta)+$ $\log g(z)-\log f(t ; \theta)\} d H(z, t ; \beta)$ which simplifies to $I(\theta)+K_{1}-B(\theta)$ where $B(\theta)=\int_{\mathcal{T}} \int_{\mathcal{Z}} \log f(t ; \theta) d H(z, t ; \beta)$ and $K_{1}=\int_{\mathcal{T}} \int_{\mathcal{Z}} \log g(z) d H$ $(z, t ; \beta)$. Even though $H$ depends upon $\beta, K_{1}$ is a constant, depending only upon the marginal distribution of $Z$. Now $B(\theta)=E \log f(T ; \theta)$
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which depends upon the marginal distribution of $T$. The marginal distribution of $T$ depends on $\theta$ via an expression for total probability and the conditional distributions of $T$ given $Z$. However, writing $f(t)=\int f(t \mid z) g(z) d z$, then $\partial f(t) / \partial \theta=\int \partial f(t \mid z) / \partial w(d w / d \theta) g(z) d z$, assuming we can interchange the limiting processes. Thus, $\partial f(t) / \partial \theta=$ $E\{Z(\partial f(t \mid Z) / \partial W)=0$. Under the condition of the theorem, $B(\theta)=$ $E \log f(T ; \theta)=E \log f(T)$ does not depend upon $\theta$ and so can be written as a constant $K_{2}$. We then have $K=K_{1}-K_{2}$.

The condition indicates, that for each fixed $t$, the rate of change of the conditional density with respect to $\beta Z$ is uncorrelated with the covariate $Z$ itself. For normal regression this can be verified. More generally the condition would only be approximately met. It is nonetheless a reasonable condition and, in practice, it is unlikely that we would be very far removed from the condition. Formal procedures for investigating the validity of the condition could also be developed but, at this point, no such procedures exist.

In view of the above theorem we can view $\hat{\rho}_{2}^{2}$ either as an estimator of the explained randomness in $Z$ given $T$ or as an approximation to $\rho_{1}^{2}$, the explained randomness in the ranks of $T$ given $Z$. This second interpretation is the one that corresponds most closely to that required in the majority of applications. A second theorem leads to further simplification including an approximation that is very easily obtained. First we define

$$
\begin{equation*}
\bar{\Gamma}_{2}(\hat{\beta})=2 \sum_{i=1}^{n} W\left(X_{i}\right) \log \left\{\frac{\pi_{i}\left(\hat{\beta}, X_{i}\right)}{\pi_{i}\left(0, X_{i}\right)}\right\} . \tag{14.7}
\end{equation*}
$$

Again, the right-hand side of the above should be divided by $\sum_{1}^{n} W\left(X_{i}\right)$ if it is less than one in the same way as for $\Gamma_{2}(\hat{\beta})$.

### 14.6 Simple working approximation of $\rho_{1}^{2}$ and $\rho_{2}^{2}$

From the above we can view $\rho_{2}^{2}$ as a coefficient in its own right quantifying the amount by which the explanatory variables explain the rankings in survival or, we can view $\rho_{2}^{2}$ as an approximation to $\rho_{1}^{2}$. In this section we see that there is a very simple working approximation for $\rho_{2}^{2}$, and thereby $\rho_{1}^{2}$, and this approximation is widely available through the software package SAS. To see this consider:

Theorem 14.2 Assuming the data are generated under the proportional hazards model and that the support for $C$ and $T$ coincides, then $\left|\bar{\Gamma}_{2}(\hat{\beta})-\hat{\Gamma}_{2}(\hat{\beta})\right|$ converges in probability to zero.

This is quite straightforward since:

$$
\begin{aligned}
& \log \pi_{i}\left(\hat{\beta}, X_{i}\right)-\sum_{j=1}^{n} \pi_{j}\left(\hat{\beta}, X_{i}\right) \log \pi_{j}\left(\hat{\beta}, X_{i}\right) \\
& =\log \frac{Y_{i}\left(X_{i}\right) \exp \left(\hat{\beta} Z_{i}\left(X_{i}\right)\right)}{\sum_{l=1}^{n} Y_{l}\left(X_{i}\right) \exp \left(\hat{\beta} Z_{l}\left(X_{i}\right)\right)} \\
& \quad-\sum_{j=1}^{n} \pi_{j}\left(\hat{\beta}, X_{i}\right) \log \frac{Y_{j}\left(X_{i}\right) \exp \left(\hat{\beta} Z_{j}\left(X_{i}\right)\right)}{\sum_{l=1}^{n} Y_{l}\left(X_{i}\right) \exp \left(\hat{\beta} Z_{l}\left(X_{i}\right)\right)} \\
& =Y_{i}\left(X_{i}\right) \cdot \hat{\beta} Z_{i}\left(X_{i}\right)-\sum_{j=1}^{n} \pi_{j}\left(\hat{\beta}, X_{i}\right) \cdot Y_{j}\left(X_{i}\right) \cdot \hat{\beta} Z_{j}\left(X_{i}\right) \\
& =\hat{\beta}\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\hat{\beta}}\left(Z \mid X_{i}\right)\right\} \text { where } \mathcal{E}_{\beta}(Z \mid t)=\sum_{j=1}^{n} Y_{j}(t) Z_{j}(t) \pi_{j}(\beta, t) .
\end{aligned}
$$

So the arithmetic difference between $\bar{\Gamma}_{2}(\hat{\beta})$ and $\hat{\Gamma}_{2}(\hat{\beta})$ can then be expressed as, $2 \hat{\beta} \sum_{i=1}^{n} W\left(X_{i}\right)\left\{Z_{i}\left(X_{i}\right)-\mathcal{E}_{\hat{\beta}}\left(Z \mid X_{i}\right)\right\}$, which tends to zero ( Xu and O'Quigley 2000a). Next, if we first define,

$$
\begin{equation*}
\bar{\Gamma}_{A}(\hat{\beta})=\frac{2}{k} \sum_{i=1}^{n} \delta_{i} \log \left\{\frac{\pi_{i}\left(\hat{\beta}, X_{i}\right)}{\pi_{i}\left(0, X_{i}\right)}\right\} . \tag{14.8}
\end{equation*}
$$

where $k$ is the total number of failures, then we have the following corollary.

Corollary 14.1 In the absence of censoring $\bar{\Gamma}_{A}(\hat{\beta})=\hat{\Gamma}_{2}(\hat{\beta})$.
This is immediate since, in the absence of censoring, $k=n$ and $W\left(X_{i}\right)=W\left(T_{i}\right)=1 / n$. But, more generally, in the presence of independent censoring, we can take $\bar{\Gamma}_{A}(\hat{\beta})$ to be a good approximation to $\bar{\Gamma}(\hat{\beta})$. Both $\bar{\Gamma}_{A}(\hat{\beta})$ and $\bar{\Gamma}_{2}(\hat{\beta})$ represent empirical expectations of the same quantity, the difference being in how we assign the total probability mass of one. For most observed censoring patterns, we would not anticipate seeing much discrepancy between $\bar{\Gamma}_{A}(\hat{\beta})$ and $\bar{\Gamma}_{2}(\hat{\beta})$. Since
$\bar{\Gamma}_{A}(\hat{\beta})$ is particularly straightforward to evaluate, using a simple transformation of the partial likelihood ratio statistic, we would recommend it for routine use. In the absence of censoring, note that $\hat{\rho}^{2}(\hat{\beta})$, based upon $\bar{\Gamma}_{A}(\hat{\beta})$, coincides with the correlation measure provided by a SAS survival analysis book (Allison 1995). When there is censoring however, the Allison measure uses $n$ in place of $k$ in (14.8), and therefore will depend upon an independent censoring mechanism regardless of population effects. In particular it approaches the value zero as the percentage of censored observations approaches one. On the other hand, for all independent censoring mechanisms, $\hat{\rho}^{2}(\hat{\beta})$ approaches a population equivalent, this equivalent being close to $\rho^{2}(\beta)$, and therefore interpretable as a percentage of explained randomness. If the coefficient $R_{S A S}^{2}$ is then available from the SAS software package, we can write;

$$
\begin{equation*}
\hat{\rho}_{2}^{2} \approx 1-\exp \left\{\frac{n}{k} \log \left(1-R_{S A S}^{2}\right)\right\} \tag{14.9}
\end{equation*}
$$

and use this as a simple working approximation to $\rho_{2}^{2}$. In the light of the previous section this would also then be a working approximation for the coefficient $\rho_{1}^{2}$. We might also view the above expression as a correction for the Allison SAS coefficient which has not adequately taken account of the censoring. In practice this can make quite an important difference. As a quick illustration, suppose that we have 100 subjects on which we observe a total of 30 failures. Suppose that we evaluate $R_{S A S}^{2}$ as 0.3 , a value which would be indicative of moderate effects. In fact the true force of the effects are being masked by not correctly accounting for the censoring and, making the correction outlined in the above formula we find that $\rho_{2}^{2}$ is approximated by 0.7 , a value which indicates very strong effects.

Furthermore, if "being close" is not good enough and we insist upon a consistent estimate of $\rho^{2}(\beta)$ then this requires little in the way of extra work. Even so, we can conclude that the measure routinely provided by the SAS package can be used and given a meaningful interpretation as long as we make the correction given by Equation 14.9. While not eliminating all of the effects of the censoring on the population parameter, the correction goes sufficiently far to reduce these effects so that, for the purposes of everyday practical data analysis, conclusions based on precise measures as opposed to those based on approximate measures are unlikely to differ very much.

### 14.7 Multiple coefficient of explained randomness

Returning to the definitions given at the beginning of the chapter, for instance that for $I_{1}(\theta)$ where:

$$
I_{1}(\theta)=\int_{\mathcal{Z}} \int_{\mathcal{T}} \log \{f(t \mid z ; \theta)\} f(t \mid z ; \beta) d t d G(z)
$$

the extension to the multivariate situation appears immediate. We keep the same definitions of $f(t \mid z ; \theta), \Gamma_{1}(\beta)$, and $I_{1}(\theta)$ and, finally, $\rho_{1}^{2}(\beta)$ and take $z$ to be vector valued. There is no extra work, at least conceptually, in obtaining this definition which is then very logical. For the definitions leading to $\rho_{2}^{2}$, the extension is possibly less immediate but is equally straightforward. Keeping in mind that we can estimate the conditional distribution of $Z$ given $T$ by $\left\{\pi_{j}(\hat{\beta}, t)\right\}$, and the marginal distribution of $T$ by the Kaplan-Meier estimate and that $W\left(X_{i}\right)$ is the jump of the Kaplan-Meier curve at time $t=X_{i}$ we can then easily work with the following definition:

Definition 14.8 The information gain for $Z$ given $T$ is

$$
\begin{equation*}
\Gamma_{2}(\beta)=2 \int_{\mathcal{T}} \int_{\mathcal{Z}} \log \left\{\frac{g(z \mid t ; \beta)}{g(z \mid t ; 0)}\right\} g(z \mid t ; \beta) d z d F(t) \tag{14.10}
\end{equation*}
$$

which appears the same as the earlier definition, only that now both $z$ and $\beta$ are vectors. The distribution $g(z \mid t ; \beta)$ is a multivariate distribution and it can be helpful to see this as a transformation to a one-dimensional scale. In particular, we can still consistently estimate $\Gamma_{2}(\beta)$ by

$$
\begin{equation*}
\hat{\Gamma}_{2}(\hat{\beta})=2 \sum_{i=1}^{k} W\left(X_{i}\right) \sum_{j=1}^{n} \pi_{j}\left(\hat{\beta}, X_{i}\right) \log \left\{\frac{\pi_{j}\left(\hat{\beta}, X_{i}\right)}{\pi_{j}\left(0, X_{i}\right)}\right\} \tag{14.11}
\end{equation*}
$$

the only difference from the earlier expression being that, here, both $\beta$ and $Z_{i}$, contained in the expression $\pi_{j}\left(\hat{\beta}, X_{i}\right)$ are vectors. Simple and multiple coefficients, based on $\Gamma_{2}(\beta)$, are then quite straightforward. In practice we often would like to answer questions of the form: What is the impact of some covariate, or some set of covariates, after having taken account of the effects of some other set? Such questions can be addressed by the use of partial coefficients of explained randomness and these are outlined below. One fairly immediate observation is that
we can define partial coefficients in terms of simple and multiple coefficients and so there is really no need for any further work on this. The relationship between partial and multiple coefficients is an exact one for multi-normal linear models. It is not exact here but is, for practical purposes, almost certainly good enough.

### 14.8 Partially explained randomness

Partial measures of explained randomness in $T$ given $Z_{2}$, after having already accounted for $Z_{1}$ can be defined directly following the outline of Section 2.8. However, it seems more satisfactory to define the partial coefficients as ratios of multiple coefficients of different orders. Aside from the multivariate normal model, the two approaches will not lead to identical results, although we would expect them to be close and not to disagree in any substantive way when confronted with real data.

In order to better present the ideas it is useful, at least for this short section, to make a change in notation. Here then, we no longer indicate the dependence of $\rho^{2}$ on $\beta$ by $\rho^{2}(\beta)$. That notation helps in the study of the properties of $\rho^{2}$ as a function of $\beta$. Now, we wish to consider the dependence of $\rho^{2}$ as function of certain covariates after having accounted for the effects of others. Thus, we write $\rho^{2}\left(Z_{1}, \ldots, Z_{p}\right)$ and $\rho^{2}\left(Z_{1}, \ldots, Z_{q}\right)(q<p)$, the multiple coefficients for models including covariates $Z_{1}$ to $Z_{p}$ and covariates $Z_{1}$ to $Z_{q}$, respectively. We are then able to express, and define, the partial coefficient $\rho^{2}\left(Z_{q+1}, \ldots, Z_{p} \mid Z_{1}, \ldots, Z_{q}\right)$, the explained randomness provided by $Z_{q+1}$ to $Z_{p}$ after having accounted for the effects of $Z_{1}$ to $Z_{q}$ by

$$
\begin{aligned}
& 1-\rho^{2}\left(Z_{1}, \ldots, Z_{p}\right) \\
& \quad=\left[1-\rho^{2}\left(Z_{1}, \ldots, Z_{q}\right)\right]\left[1-\rho^{2}\left(Z_{q+1}, \ldots, Z_{p} \mid Z_{1}, \ldots, Z_{q}\right)\right]
\end{aligned}
$$

This is motivated by an analogous formula for the multivariate normal model and makes intuitive sense in that the value of the partial coefficient increases as the difference between the multiple coefficients increases, and takes the value zero should this difference be zero. Since simple and multivariate coefficients are readily evaluated then so is the resulting partial coefficient of explained randomness.

We can, however, proceed more directly, corresponding to the original suggestion in Kent and O'Quigley (1988). In order to do this we break down the covariate vector into two components, the one of main interest and the one we wish to adjust for. We assume then a model
in which the second set of components is fixed at the value zero and we maximize over the parameter space for the other set an expression corresponding to the expected log-likelihood. Next we maximize this quantity over the whole covariate vector without constraint. Once we have these quantities we proceed as before by calculating twice the Kullback-Leibler distance between these two hypotheses. The details of this approach are described in Kent and O'Quigley (1988) and Xu and O'Quigley (1999). For routine work it is recommended to proceed on the basis of the expressions given in the above paragraph. These are simpler to evaluate, the risk of making a numerical mistake is smaller, and it is, in any event, helpful to have in mind the values of the multivariate coefficients even when we only plan to use these indirectly. A simplification, analogous to that for the ordinary coefficient, can also be worked out. For cases where there is a finite follow-up time $\tau$, procedures similar to those for the ordinary coefficient can be used.

### 14.9 Isolation method for bias-reduction

The approach to bias reduction for $R^{2}$ in Section 13.11 can be equally well applied when we work with a coefficient of explained randomness. All of the points made in Section 13.11 apply in just the same way here. We do not repeat them and the reader may wish to go over Section 13.11 simply replacing each occurence of $R^{2}$ by $\rho^{2}$. In particular, we employ an entirely analogous model for overfitted effects. For a given covariate or covarariate vector $Z$, we calculate $\rho^{2}(Z \mid F)$ where $F$ is as in Section 13.11, i.e., not something we measure, or observe, but a conceptual quantity indicating the sum total of all the actions taken during the fitting process. The observed multiple $\rho^{2}(Z)$ simultaneously involves, as well as the real effects, the fitting process, and, as in Section 13.11, we write $\rho^{2}(Z)=\rho^{2}(Z, F)$ and appeal to the expression;

$$
\begin{equation*}
1-\rho^{2}(Z, F)=\left[1-\rho^{2}(F)\right]\left[1-\rho^{2}(Z \mid F)\right] \tag{14.12}
\end{equation*}
$$

Only $\rho^{2}(Z, F)$, can be directly observed. We obtain a distribution for $\rho^{2}(F)$ as described in Section 13.11 and, again, we will label this by $H(\cdot)$. Finally, we obtain the quantity we want which is $\rho^{2}(Z \mid F)$, indicating that we have "accounted" for the fitting effects and this is;

$$
\begin{equation*}
\rho^{2}(Z \mid F)=\int\left(\frac{\rho^{2}(Z, F)-u}{1-u}\right) d H(u) . \tag{14.13}
\end{equation*}
$$

As before, a simple approximation obtains from working with the mean $\bar{u}$ across the replications of $\rho^{2}(F)$ and writing $\rho^{2}(Z \mid F) \approx\left[\rho^{2}(Z, F)-\right.$ $\bar{u}] /(1-\bar{u})$. If our purpose is to look at one factor after having taken account of several others then we would fix at zero the coefficient corresponding to the factor of interest and allow those factors for which we are adjusting to be replaced by estimates in our replications. These would be constrained estimates in that the coefficient corresponding to the additional factor of interest is always fixed at zero. Equation 13.20 is then used with these values in order to generate the relevant distribution $H(u)$.

### 14.10 Simulations

The behavior of $\rho_{2}^{2}$ was studied by Xu and O'Quigley (1999) via some simulations, for different strength of dependence, different censoring mechanism, and different covariate distributions. To compare $\rho_{2}^{2}$ with other similar measures proposed under the Cox regression model, we also make use of the results from Table II of Schemper and Stare (1996). As in Schemper and Stare (1996), data are simulated with hazard function $\lambda(t)=\exp (-\beta Z)$, where $\beta=0, \log 2, \log 4, \log 16, \log 64$, and $Z$ distributed as either uniform $[0, \sqrt{3}]$ or dichotomous 0,1 with equal probabilities. Such choices of covariate distributions result in identical variance for $Z$ and thus allows comparison of the results for dichotomous and continuous covariates.

Censoring mechanisms are assumed to be uniform $[0, \tau]$, where $\tau$ is chosen to achieve a certain percentage of censoring. We used 100 simulations for each entry of the results. In Table 14.1 covariate type "c" stands for "continuous", and "d" for "dichotomous." $R^{2}$ is the measure of predictive capability proposed by O'Quigley and Flandre (1994). The last four columns of the table are taken from Schemper and Stare (1996), where $\rho_{W}^{2}$ and $\rho_{W, A}^{2}$ are from Kent and O'Quigley (1988). The coefficient $\rho_{W}^{2}$ is their sample based estimate of $\rho_{1}^{2}$, and $\rho_{W, A}^{2}$ a simpler approximation to $\rho_{W}^{2}$. The measure $r_{p r}^{2}$ is from Schemper and Kaider (1997) and "KS" from Korn and Simon (1990) based on quadratic loss. Overall there is mostly good agreement among all the coefficients except for KS. We suspect there may be theoretical grounds for anticipating some level of agreement among $\rho_{2}^{2}, R^{2}, \rho_{W}^{2}$, and $\rho_{W, A}^{2}$. Roughly, the three versions of $\rho^{2}$ based on information gain have at their bases something like a likelihood ratio statistic whereas that of $R^{2}$ a score statistic. Large sample agreement for such statistics has been

Table 14.1: A simulated comparison of different measures $(n=5000)$.

| $\exp (\beta)$ | \% censored | covariate | $\rho_{2}^{2}$ | $R^{2}$ | $\rho_{W}^{2}=\rho_{1}^{2}$ | $\rho_{W, A}^{2}$ | $r_{p r}^{2}$ | KS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0\% | c | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | 50\% | c | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | 90\% | c | 0.002 | 0.002 | 0.000 | 0.000 | 0.000 | 0.000 |
| 2 | 0\% | c | 0.102 | 0.098 | 0.096 | 0.119 | 0.092 | 0.101 |
|  | 50\% | c | 0.108 | 0.105 | 0.089 | 0.122 | 0.093 | 0.088 |
|  | 90\% | c | 0.105 | 0.104 | 0.103 | 0.099 | 0.074 | 0.015 |
|  | 0\% | d | 0.102 | 0.099 | 0.113 | 0.118 | 0.096 | 0.095 |
|  | 50\% | d | 0.110 | 0.108 | 0.114 | 0.121 | 0.096 | 0.089 |
|  | 90\% | d | 0.106 | 0.108 | 0.125 | 0.100 | 0.076 | 0.016 |
| 4 | 0\% | c | 0.295 | 0.281 | 0.304 | 0.338 | 0.272 | 0.231 |
|  | 50\% | c | 0.334 | 0.316 | 0.298 | 0.344 | 0.274 | 0.267 |
|  | 90\% | c | 0.340 | 0.334 | 0.279 | 0.342 | 0.278 | 0.063 |
| 16 | 0\% | c | 0.598 | 0.586 | 0.623 | 0.664 | 0.584 | 0.354 |
|  | 50\% | c | 0.690 | 0.644 | 0.622 | 0.668 | 0.584 | 0.564 |
|  | 90\% | c | 0.723 | 0.708 | 0.605 | 0.670 | 0.585 | 0.188 |
| 64 | 0\% | c | 0.758 | 0.757 | 0.785 | 0.815 | 0.754 | 0.397 |
|  | 50\% | c | 0.848 | 0.806 | 0.790 | 0.815 | 0.730 | 0.717 |
|  | 90\% | c | 0.876 | 0.864 | 0.763 | 0.816 | 0.694 | 0.321 |
|  | 0\% | d | 0.681 | 0.870 | 0.777 | 0.814 | 0.707 | 0.319 |
|  | 50\% | d | 0.860 | 0.885 | 0.776 | 0.815 | 0.718 | 0.861 |
|  | 90\% | d | 0.756 | 0.937 | 0.795 | 0.792 | 0.701 | 0.135 |

documented and further exploration here may shed light on both the behavior of measures of explained randomness and that of O'Quigley and Flandre (1994).

The values of $r_{p r}^{2}$ tend to be slightly lower than these four coefficients, although the strength of association reflected is similar. The measure $r_{p r}^{2}$ requires more computation than all the other ones in the table because of the multiple imputation technique employed. There is also noticeably close agreement between $\rho_{2}^{2}$ and $R^{2}$ for the majority of the cases. This may have its root in the fact that both measures are semi-parametric and essentially based on the conditional distribution of the covariates given the failure time $T$. The numerical results for dichotomous covariates with high hazard ratio 64 also confirm the theoretical findings where $\rho_{2}^{2}$ is shown to be bounded away from one as $\beta$ increases, although when there is no censoring $\rho_{2}^{2}$ is quite close to $r_{p r}^{2}$ in this case.

Because of the censoring mechanism used in the simulation for the table, the support for time is taken to be on $(0, \tau)$. This is also reflected in the gradual although weak impact of $\tau$ on $\rho_{2}^{2}$. Notice that the changes are not very large even for $90 \%$ censoring, where about $80 \%$ of the observations are censored at $\tau$ itself. As mentioned before, the dependence on $\tau$ also exists for $R^{2}$ and KS, although the KS measure appears to change quite dramatically. The KS measure also does not remain invariant to monotone increasing transformation of time, unlike all the other measures included for the comparison as well as the partial likelihood estimator itself. This measure is most useful when the time variable provides more information than just an ordering. On the other hand, less agreement is seen among the last two columns and the rest of the table. This is because the measure $V_{2}$ is known to depend rather heavily on censoring, even when independent of the failure mechanism and even when there is no finite upper limit $\tau$ of the follow-up time.

Further simulations on these measures were carried out, for different strength of regression effects, different censoring percentages and different covariate distributions. Again the data were simulated via hazard functions $\lambda(t)=\exp (-\beta Z)$. The distributions of $Z$ are standardized to have the same variances. The censoring mechanism is uniform $[0, \tau]$. Table 14.2 contains the results of a large sample ( $n=5000$ ) comparison. The last three columns of the table are from Xu and O'Quigley (1999), where $\rho_{W}^{2}$ and $\rho_{W, A}^{2}$ are defined in Kent and O'Quigley (1988). The coefficient $\rho_{W}^{2}$ is their sample based estimate, and $\rho_{W, A}^{2}$ a simpler approximation to $\rho_{W}^{2}$. The measure denoted $R_{S A S}^{2}$ is from Allison (1995), where the partial likelihood ratio statistic is, as we've explained above, incorrectly divided by the sample size $n$ instead of the number of events $k$ (see Equation 14.9). Note that we would have as an approximation from Equation 14.9 obtained by rearranging the terms as;

$$
\begin{equation*}
R_{S A S}^{2} \approx 1-\exp \left\{\frac{k}{n} \log \left(1-\rho_{2}^{2}\right)\right\} \tag{14.14}
\end{equation*}
$$

From the table we see that $R_{S A S}^{2}$ decreases dramatically with the percentage of censoring, which is consistent with our earlier discussion. The measures $\rho^{2}$ and $\rho_{2}^{2}$ have close agreement, as they are asymptotically equivalent. The measure $\rho_{k}^{2}$ appears to be a good approximation to $\rho^{2}$, even in the presence of heavy censoring. The measures from Kent and O'Quigley (1988) also have good agreement with these three measures.

Table 14.2: A simulated comparison of the measures $(n=5000)$.

| $\exp (\beta)$ | \% censored | covariate | $R_{S A S}^{2}$ | $\rho_{k}^{2}$ | $\rho^{2}$ | $\rho_{2}^{2}$ | $\rho_{W}^{2}$ | $\rho_{W, A}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0\% | c | 0.103 | 0.103 | 0.103 | 0.102 | 0.096 | 0.119 |
|  | 50\% | c | 0.053 | 0.106 | 0.097 | 0.108 | 0.089 | 0.122 |
|  | 90\% | c | 0.013 | 0.117 | 0.107 | 0.105 | 0.103 | 0.099 |
|  | 0\% | d | 0.094 | 0.094 | 0.094 | 0.102 | 0.113 | 0.118 |
|  | 50\% | d | 0.060 | 0.113 | 0.086 | 0.110 | 0.114 | 0.121 |
|  | 90\% | d | 0.012 | 0.114 | 0.116 | 0.106 | 0.125 | 0.100 |
| 4 | 0\% | c | 0.293 | 0.293 | 0.293 | 0.295 | 0.304 | 0.338 |
|  | 50\% | c | 0.197 | 0.351 | 0.356 | 0.334 | 0.298 | 0.344 |
|  | 90\% | c | 0.048 | 0.390 | 0.366 | 0.340 | 0.279 | 0.342 |
| 16 | 0\% | c | 0.603 | 0.603 | 0.603 | 0.598 | 0.623 | 0.664 |
|  | 50\% | c | 0.473 | 0.713 | 0.679 | 0.690 | 0.622 | 0.668 |
|  | 90\% | c | 0.116 | 0.725 | 0.765 | 0.723 | 0.605 | 0.670 |
| 64 | 0\% | c | 0.757 | 0.757 | 0.757 | 0.758 | 0.785 | 0.815 |
|  | 50\% | c | 0.641 | 0.873 | 0.857 | 0.848 | 0.790 | 0.815 |
|  | 90\% | c | 0.197 | 0.865 | 0.886 | 0.876 | 0.763 | 0.816 |
|  | 0\% | d | 0.679 | 0.679 | 0.679 | 0.681 | 0.777 | 0.814 |
|  | 50\% | d | 0.633 | 0.865 | 0.859 | 0.860 | 0.776 | 0.815 |
|  | 90\% | , | 0.128 | 0.726 | 0.742 | 0.756 | 0.795 | 0.792 |

Next, simulations to evaluate the finite sample $(n=100)$ behaviors of $\rho_{n}^{2}, \rho_{k}^{2}$ and $\rho^{2}$ (Table 14.3) were carried out. Since the difference among these three measures lies in their ways of handling censorship, for comparison purposes in the last column of the table we also provide the value of the measure for the same simulated data without censoring, $\rho_{\text {nc }}^{2}$. In the parentheses are the standard errors from the 200 simulations. As can be seen $R_{S A S}^{2}$ again behaves quite poorly with increasing censoring. When compared to $\rho_{\mathrm{nc}}^{2}, \rho^{2}$ is slightly less biased than $\rho_{k}^{2}$, but $\rho_{k}^{2}$ turns out to have smaller standard errors than $\rho^{2}$. The mean squared errors (MSE) was also computed and, although not shown here, the MSE for $\rho_{k}^{2}$ is generally slightly smaller than $\rho^{2}$.

### 14.11 Illustrations

Consider two examples. The first, as a comparison, is the example that appeared in Kent and O'Quigley's paper. The second is the data of Freireich (1963), so that we can compare the measures with other

Table 14.3: A simulated comparison of the measures $(n=100)$.

| $\exp (\beta)$ | \% censored | covariate | $R_{S A S}^{2}$ | $\rho_{k}^{2}$ | $\rho^{2}$ | $\rho_{\text {nc }}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $0 \%$ | c | 0.105 | 0.105 | 0.105 | 0.105 |
|  | $50 \%$ | c | 0.059 | 0.114 | 0.106 | 0.097 |
|  | $90 \%$ | c | 0.021 | 0.173 | 0.149 | 0.106 |
|  | $0 \%$ | d | 0.103 | 0.103 | 0.103 | 0.103 |
|  | $50 \%$ | d | 0.065 | 0.122 | 0.118 | 0.106 |
|  | $90 \%$ | d | 0.022 | 0.180 | 0.178 | 0.107 |
| 4 | $0 \%$ | c | 0.288 | 0.288 | 0.288 | 0.288 |
|  | $50 \%$ | c | 0.186 | 0.337 | 0.319 | 0.291 |
|  | $90 \%$ | c | 0.047 | 0.357 | 0.349 | 0.292 |
|  | $0 \%$ | c | 0.587 | 0.587 | 0.587 | 0.587 |
|  | $50 \%$ | c | 0.443 | 0.686 | 0.662 | 0.586 |
|  | $90 \%$ | c | 0.118 | 0.695 | 0.658 | 0.591 |
|  | $0 \%$ | c | 0.750 | 0.750 | 0.750 | 0.750 |
|  | $50 \%$ | c | 0.616 | 0.847 | 0.827 | 0.743 |
|  | $90 \%$ | c | 0.182 | 0.857 | 0.851 | 0.751 |
|  | $0 \%$ | d | 0.676 | 0.676 | 0.676 | 0.676 |
|  | $50 \%$ | d | 0.627 | 0.857 | 0.846 | 0.673 |
|  | $90 \%$ | d | 0.135 | 0.750 | 0.747 | 0.676 |

Table 14.4: A comparison of $\rho_{1}^{2}$ and $\rho_{2}^{2}$.

| $\beta$ | D1 |  | D2 |  | D3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\rho_{2}^{2}$ | $\rho_{1}^{2}$ | $\rho_{2}^{2}$ | $\rho_{1}^{2}$ | $\rho_{2}^{2}$ | $\rho_{1}^{2}$ |
| $1 / 4$ | 0.039 | 0.058 | 0.054 | 0.055 | 0.060 | 0.061 |
| $1 / 2$ | 0.135 | 0.193 | 0.172 | 0.177 | 0.195 | 0.208 |
| 1 | 0.367 | 0.474 | 0.442 | 0.430 | 0.445 | 0.505 |
| 2 | 0.699 | 0.770 | 0.695 | 0.722 | 0.704 | 0.795 |

similar measures in a well-known practical case of the proportional hazards model.

The measure of dependence $\rho_{1}^{2}$ proposed in Kent and O'Quigley (1988) was worked out for the Weibull regression model under several distributions of $Z$, namely, discrete uniform on $D 1=\{-1.195,-0.717$, $-0.239,0.239,0.717,1.195\}, D 2=\{-0.707,-0.707,1.414\}$, and $D 3=$ $\{-1.414,0.707,0.707\}$. All three distributions of $Z$ have expectation 0 and variance 1. Their results along with $\rho_{2}^{2}$ are compared in Table 14.4. From Table 14.4 we see that the $\rho_{1}^{2}$ and $\rho_{2}^{2}$ values appear to reflect
similar strength of association between the survival variable and the covariate. Comparison of $D 2$ and $D 3$ shows that skewness from the distribution of $Z$ seems to affect $\rho_{1}^{2}$ more than $\rho_{2}^{2}$. As mentioned earlier, there is no reason that the two measures should be exactly the same. Although the upper bound for $\rho_{2}^{2}$ was computed to be less than one, it is not far away from $\rho_{1}^{2}$ for all the cases studied here.

The Freireich data described in the original paper (Cox 1972) on the proportional hazards model gives an example in which there are two groups and the partial likelihood estimate of log relative risk is $\hat{\beta}=1.65$. A visual inspection of the separation afforded by the two Kaplan-Meier curves, corresponding to the two prognostic groups, is, of itself, enough to suggest that there are quite important and strong predictive effects. We estimated $\rho^{2}(\beta)$ to be 0.34 . Kent and O'Quigley's $\rho_{1}^{2}$ is estimated to be 0.37 . The measure $R^{2}$ of O'Quigley and Flandre (1994) turns out to be 0.39 for the same data. Here we again see a good agreement reflecting the strength of dependence.

The measure of Schemper and Kaider (1990) also resulted in a plausible value, $r_{p r}^{2}=0.34$. The measure of Korn and Simon (1990), based on quadratic loss, gave the value 0.32 . As mentioned earlier, this measure does not remain invariant to monotone increasing transformation of time. For these data the value 0.32 drops to 0.29 if the failure times are replaced by the square roots of the times. We also calculated the $95 \%$ confidence interval for $\rho^{2}$ by inverting the interval for $\beta$ and it turned out to be ( $0.09,0.57$ ). The $95 \%$ confidence interval for $R^{2}$ is $(0.16,0.68)$ in O'Quigley and Flandre (1994), based on a simple percentile bootstrap calculation, and becomes ( $0.12,0.64$ ), an interval much closer to that obtained here, when using Efron's bias-corrected accelerated bootstrap.

The much simpler calculation, based on the modification of the coefficient introduced by Allison (1995), results in the value 0.42 giving, as we would expect, quite close agreement. The uncorrected coefficient of Allison results in the slightly depressed value 0.32 which is not all that far removed from the others but this is simply due to the fact that, for these data, only 12 out of the 42 observations were censored. As the censoring diminishes, the corrected and uncorrected Allison measures converge and, ultimately, when there is no censoring, they are identical.

A second example comes from a study of 2174 breast cancer patients, followed over a period of 15 years at the Institut Curie in Paris, France. A large number of potential and known prognostic factors were
recorded. The most important prognostic factor among those anticipated as having some prognostic importance was stage. Measuring, not so indirectly, the evolution of the disease, our intuition tells us that we would expect to record a high degree of explained randomness from this covariate. Applying the uncorrected Allison coefficient in the standard SAS program we find an estimated explained randomness of $12 \%$. This appears rather low given what we know and, indeed, if we calculate the corrected coefficient, as described above, we then find an estimated $43 \%$ of the randomness in survival explained by stage. This is relatively high but does correspond much more closely to a figure we might expect.

### 14.12 Further extensions

## Time-dependent covariates

The main definition can be generalized to accommodate time-dependent covariates, a natural feature of the proportional hazards model and one that the Kent and O'Quigley specification was not able to deal with. For simplicity we still assume the covariates to be of dimension one. The model of interest is then

$$
\lambda(t \mid z(t) ; \beta)=\lambda_{0}(t) \exp \{\beta z(t)\} .
$$

The covariate $Z(t)$ is generally assumed to be a stochastic process indexed by time, meaning that $Z(t)$ is a random variable at any fixed $t$ and may have different distributions at different $t$ 's. The conditional distributions of $Z$ given $T$, described by the main theorem (Section 7.4), then become those of $Z(t)$ given $T \geq t$ and those of $Z(t)$ given $T=t$, respectively. The first of these can be estimated by the empirical distribution of $Z(t)$ in the risk set at time $t$, because conditioning on $T \geq t$ just as before, still has the interpretation as given all the subjects that have survived at least until time $t$. For the second conditional distribution, we apply one of the corollaries to the main theorem (Section 7.4). Recalling this we have a similar result to that for time-invariant covariates:

Theorem 14.3 Under the model of Equation (14.15), the conditional distribution function of $Z(t)$ given $T=t$ is consistently estimated by

$$
\hat{P}(Z(t) \leq z \mid T=t)=\sum_{\left\{j: Z_{j}(t) \leq z\right\}} \pi_{j}(t ; \hat{\beta}),
$$

where $\pi_{j}(t ; \beta)$ is modified so that $Z_{j}$ and $Z_{i}$ are replaced by $Z_{j}(t)$ and $Z_{i}(t)$.
In the case of time-dependent covariates, take:

## Definition 14.9

$$
\Gamma_{2}(\beta)=2 \int E\left\{\left.\log \frac{g(Z(t) \mid T=t ; \beta)}{g(Z(t) \mid T=t ; 0)} \right\rvert\, T=t ; \beta\right\} d F(t)
$$

Although this may not fit the exact definition of a Kullback-Leibler information gain as we are dealing with a stochastic process here, it can be verified that $\rho^{2}(\beta)=1-\exp \left\{-\Gamma_{2}(\beta)\right\}$ maintains the properties described above and therefore is suitable for use as a measure of dependence between the survival time and the covariates. In addition, estimation is essentially unchanged with $Z_{l}$ replaced by $Z_{l}\left(t_{i}\right)$. The $\rho^{2}$ coefficient is no more involved computationally than is that for time-invariant covariates. Partial coefficients can also be similarly defined.

## Prentice criteria for surrogate endpoints

An interesting example of time-dependent covariates arises in the study of surrogate endpoints. These are of interest in clinical trials as a potential way to reduce the overall experimentation time and thereby accelerate the testing of new, potentially more effective, treatments. The idea behind the use of surrogate variables lies in defining clinical endpoints that might equally well reflect therapeutic benefit, occurring, on average, earlier than classical clinical endpoints. The main requirement is that the surrogate represent, in some sense, a pathway so that, once we have taken account of the effect of treatment on the surrogate then little or nothing remains of the treatment effect on subsequent survival. In addition to some biological or clinical rationale, we also require that the observed value of the surrogate marker at any given point in time be predictive of ultimate survival time.

Both points have been discussed by Prentice (1989) who proposed two operational criteria for defining surrogate endpoints in clinical trials. These criteria have been discussed by other authors (Buyse and Molenberghs, 1998; Lagakos, 1993; Fleming and DeMets, 1996; De Gruttola et al. 1997, Freeman et al. 1992). and can be evaluated via regression models and likelihood ratio tests (Lin, Fischl and Schoenfeld, 1993). Other criteria have also been proposed (Buyse and Molenberghs 1998) and the purpose here is not to debate the advantages and
disadvantages of the different approaches but to focus on a characterization of the Prentice criteria which turns out to be useful. Similar characterizations may exist for other proposals. It is helpful to quantify to what extent the risk changes once the surrogate variable has been observed and, more importantly, to quantify to what extent the effect of treatment can be explained by the action of the surrogate. The regression coefficients themselves are, of course, providing information on this. Measures of predictability and explained randomness, being standardized to lie between 0 and 1 , and having precise meaning, can be useful in interpreting the answers to these kind of questions.

The first criterion proposed by Prentice (1989) requires the failure rate for $T$ be independent of treatment, conditional on the surrogate variable. This notion is defined by the relation (Prentice, 1989, page 433)

$$
\begin{equation*}
\lambda\left\{t \mid Z_{1}(t), Z_{2}(t)\right\}=\lambda\left\{t \mid Z_{1}(t)\right\} \tag{14.15}
\end{equation*}
$$

where $Z_{1}(t)$ is a binary surrogate variable and $Z_{2}(t)$ is the treatment indicator, in general, not depending on $t$, although it can be allowed to and would enable us to analyze crossover designs for example. This criterion ensures that a surrogate for $T$ should be able to capture the dependence of $T$ on treatment.

The second criterion considers a model with only the surrogate variable and requires that the surrogate response have some prognostic implication for the true endpoint (Prentice, 1989, pp 434), that is

$$
\begin{equation*}
\lambda\left\{t \mid Z_{1}(t)\right\} \neq \lambda(t) \tag{14.16}
\end{equation*}
$$

for all $t$. Conditions (14.15) and (14.16) were proposed as operational criteria for surrogate endpoints in clinical trials (Prentice, 1989). Recall that when a covariate $Z$ is unrelated to survival, and the corresponding regression coefficient is zero, then $\rho^{2}(Z)=0$. In the case of a surrogate endpoint having no effect where there is no gain in information concerning the intensity function by knowing $Z_{1}(t)$, i.e. $\lambda\left(t ; Z_{1}(t)\right)=\lambda(t)$, then Prentice's criterion 2, as expressed in equation (14.16) is not satisfied and $\rho^{2}\left(Z_{1}\right)=0$.

A non zero value for $\rho^{2}\left(Z_{1}\right)$ indicates that Prentice's second criterion is met. Denoting $\rho^{2}\left(Z_{2} \mid Z_{1}\right)$ to be the value of the index with respect to $Z_{2}$, after having accounted for the effects of $Z_{1}$, then, in the case that $Z_{2}$ is unrelated to survival, i.e., provides no further information on $T$, once we have adjusted for $Z_{1}$, we require $\rho^{2}\left(Z_{2} \mid Z_{1}\right)=0$.

In particular, when the surrogate captures all of the treatment effect, as expressed by (14.15), then Prentice's first criterion is met and $\rho^{2}\left(Z_{2} \mid Z_{1}(t)\right)=0$. An index of explained randomness $\rho^{2}$ can then enable us to re-express the Prentice criteria, equations (14.15) and (14.16). This alone is of interest, although, in addition, we are able to interpret $\rho^{2}(Z)$ as providing an ordering in terms of predictive power and that, for any specific value, say $\rho^{2}(Z)=0.28$, the number 0.28 has a concrete interpretation, specifically, as it turns out, in terms of explained randomness, then such an index can be helpful in situations where the Prentice criteria are being applied. It is also helpful that $\rho^{2}(Z)$ be unaltered by (i) an independent censoring mechanism and (ii) monotonic increasing transformations on time since these are practical requirements in the setting of a clinical trial.

We can then use $\rho^{2}$, to re-express the two criteria of Prentice (1989) for surrogate variables. Moreover the greater is the difference between $\lambda\left(t ; Z_{1}(t)\right)$ and $\lambda(t)$ then the stronger is the effect of the surrogate variable. This difference is reflected in the observed value of $\hat{\rho}^{2}\left(\hat{\beta}_{1}\right)$ and provides a means for discriminating among rival surrogate variables of potentially different strengths. The most promising surrogate variable ought provide the largest value of $\hat{\rho}^{2}\left(\hat{\beta}_{1}\right)$.

As an illustration we looked at a study of 219 patients with resected lung carcinoma randomized three weeks after surgery (Decroix et al. 1984). In this study, time-dependent relapse appears as a strong surrogate for the grouping variable defined by stage. The staging variable describes a TNM classification between stage I or II and stage III. These data have been analyzed differently using a two-stage procedure in order to assess the predictive effects of the surrogate endpoint via survival estimation (Flandre and O'Quigley, 1995). A total of 157 deaths have been observed and for 126 patients a relapse has been recorded.

The likelihood ratio test for the first Prentice's criterion leads to a $p$-value of 0.68 which indicates that the staging effect appears to be largely captured by the surrogate endpoint relapse. The evaluation of the second Prentice's criterion leads to a $p$-value $<0.001$ which confirms the strong pronostic effect of relapse on the risk of death. Therefore, in the light of the Prentice criteria, we may consider relapse to be a valid surrogate for the grouping variable stage. But we can say more. Under our estimates, and the alternative characterization via $\rho^{2}$, we find the partial coefficient estimate corresponding to Prentice's first criterion as $\hat{\rho}^{2}\left(\hat{\beta}_{1}, \hat{\beta}_{2}\right)=0.00024$, in broad agreement with the
likelihood ratio test and implying that when the surrogate variable is already in the model, inclusion of the staging variable does not increase, significantly, the predictive ability of the model. The predictive capability of the surrogate endpoint itself is given by $\hat{\rho}^{2}\left(\hat{\beta}_{1}\right)=0.696$, a quantity which, while differing significantly from zero and thereby addressing Prentice's second criterion, is sufficiently large to suggest itself as a potentially powerful surrogate.

The illustration itself is rather artificial since, in a practical context, one would not anticipate relapse to be anything other than a strong indicator of subsequent survival. There would be no need to carry out any tests. It is not easy to come up with good examples in which the Prentice criteria might directly impact clinical decision making. Their greatest value is most likely in a retrospective analysis which may help underline important potential pathways for the disease and for this information to be used in the planning of further studies. The clarity of the Prentice criteria is nonetheless very compeling and the use of a measure of explained randomness can add to this.

The focus is very much on that of a pathway and the identification of other endpoints which may be used to advantage in the context of long term clinical trials. Since the work of Prentice and its focus on the idea of a pathway, an idea which can, at least in principle, be tested on a single study the concept of a surrogate endpoint has itself evolved. At least in the statistical setting, it is now more common to shine the torch away from the idea of a pathway to that of an alternative endpoint. The quest is to find endpoints which could have been assessed earlier and which are strongly correlated, usually in a multivariate linear environment, with the main endpoint. For this prescription to be carried through we would require several pairs of possible endpoints, hence the call to use meta-analysis as a way to decide on the validity or not of a surrogate endpoint.

All the same, the characterization of Prentice remains clear, powerful, and contains in two simple expressions the concepts which are the most important. In this section we see that the framework can be expanded a little further, at least in the direction of quantification.

## General forms of relative risk

The relative risk $\exp (\beta z)$ can sometimes take on other forms, for example, $1+\beta z$ for an additive model or $\exp \{\beta(t) z\}$ for time-varying regression effect. Denoting $r(t ; z)$ for a general form of the relative risk, recall the form for this more general model as

$$
\lambda(t \mid z)=\lambda_{0}(t) r(t ; z) .
$$

The measure $\rho^{2}$ can be readily extended to this model as follows. Denote $g(z \mid t)$ the conditional density or probability function of $Z$ given $T$ under the true model, and $g_{0}(z \mid t)$ the same density or probability function under the null model where the relative risk is $r_{0}(t ; z)$. We then have:

Definition 14.10 Let $\rho^{2}=1-\exp \left\{-\Gamma_{2}\right\}$ where

$$
\Gamma_{2}=2 \int_{\mathcal{T}} \int_{\mathcal{Z}} \log \left\{\frac{g(z \mid t)}{g_{0}(z \mid t)}\right\} g(z \mid t) d F(t) .
$$

The definition coincides with the original one under a proportional hazards model. To obtain a sample based estimate of the measure, analogous we broaden the definition of $\pi_{j}(t)$ to:

Definition 14.11

$$
\begin{equation*}
\pi_{j}(t)=Y_{j}(t) \hat{r}\left(t ; Z_{j}\right) / \sum_{i=1}^{n} Y_{i}(t) \hat{r}\left(t ; Z_{i}\right), \tag{14.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{0 j}(t)=Y_{j}(t) \hat{r}_{0}\left(t ; Z_{j}\right) / \sum_{i=1}^{n} Y_{i}(t) \hat{r}_{0}\left(t ; Z_{i}\right), \tag{14.18}
\end{equation*}
$$

where $\hat{r}$ and $\hat{r}_{0}$ are consistent estimates of $r$ and $r_{0}$, respectively.
It then follows that $\pi_{j}(t)=\pi_{j}(t ; \hat{\beta})$ and $\pi_{0 j}(t)=\pi_{j}(t ; 0)$ when $r(t ; z)=$ $\exp (\beta z)$. If we replace $e^{\beta z}$ in the proof of the main theorem by $r(t ; z)$, we see that:

Theorem 14.4 Under the model of equation (14.17), the conditional distribution function of $Z$ given $T$ is consistently estimated by

$$
\begin{equation*}
\hat{P}(Z \leq z \mid T=t)=\sum_{\left\{j: Z_{j} \leq z\right\}} \pi_{j}(t) . \tag{14.19}
\end{equation*}
$$

We then have the following;
Lemma 14.8 We can consistently estimate $\Gamma_{2}$ by

$$
\hat{\Gamma}_{2}=2 \sum_{i=1}^{k} P\left(t_{i}\right) \sum_{j=1}^{n} \pi_{j}\left(t_{i}\right) \log \left\{\frac{\pi_{j}\left(t_{i}\right)}{\pi_{0 j}\left(t_{i}\right)}\right\} .
$$

The cases with finite follow-up time $\tau$ can again be treated as before. The measure $\rho^{2}$ defined here maintains the property of lying between 0 and 1 , and is equal to zero when $T$ and $Z$ are independent (in which case $\left.g(z \mid t)=g_{0}(z \mid t)\right)$. The measure is invariant under monotonically increasing transformations of $T$, and is invariant under linear transformations of $Z$ if the relative risk $r(t ; z)$ is a function of $\beta z$. Randomness can be similarly defined so that $\rho^{2}$ still has the interpretation as the proportion of explained randomness. Boundedness might persist since this is observed in general for discrete dependent variables (Kent 1983). Partial coefficients can be obtained immediately and the measure can be applied to time-dependent covariates.

### 14.13 Exercises and class projects

1. Consider a question analogous to that of the previous chapter; i.e., a number of suggested coefficients of explained variation, adapted from linear regression, depend on the censoring even when independent of the failure mechanism. Would this still be a handicap for a coefficient of explained randomness? Recall from that question that the dependence is typically such that the higher the censoring the closer to zero is the adapted coefficient. It might be argued that, as the censoring increases, our ability to predict declines and, in consequence so ought a suitable coefficient of explained randomness. Comment on this reasoning.
2. Again analogous to that of the previous chapter, suppose you are the statistician analyzing the gastric cancer data. The investigating clinician, who has some rudimentary knowledge of statistics, wishes to understand just what you mean by saying that the value of $\hat{\rho}^{2}$ for a model with $A C T$ and $\log (C E A)$ is 0.36 and this increases to 0.51 when stage is also included. On the other hand the corresponding partial $\hat{\rho}^{2}$ is equal to 0.28. How do you answer this question.
3. Using the $\delta$-method and the expression for $\hat{\Gamma}_{2}(\hat{\beta})$, derive an approximate confidence interval for $\hat{\Gamma}_{2}(\hat{\beta})$. Use this interval to derive an interval for $\hat{\rho}_{2}^{2}$. Apply the resulting expression to the Freireich data and then compare this interval with that obtained on the basis of bootstrap sampling. Comment on your findings.
4. In the estimate $\hat{\Gamma}_{2}(\hat{\beta})$ of $\Gamma_{2}(\beta)$ we work with the weights $W\left(X_{i}\right)$ which play the role of a Kaplan-Meier estimate of the increments $d F(t)$
at $t=X_{i}$. Let $F(t: \theta)$ be a parametric model of the marginal survival curve where $\theta$ is a parameter, possibly vector valued. Investigate an estimator based on $d F\left(X_{i}: \hat{\theta}\right)$. What might be the advantages and drawbacks of such an approach? From the results we already have, is it possible to deduce properties such as consistency? If so, under what conditions?
5. We know that for a continuous covariate or a discrete covariate with an unlimited number of levels that, as $|\beta| \rightarrow \infty$ then $\rho_{2}^{2}(\beta) \rightarrow 1$. Let $\bar{\rho}_{2}^{2}(\beta)=\bar{\Gamma}_{2}(\beta)$. Show that, as $|\beta| \rightarrow \infty$ then $\bar{\rho}^{2}(\beta) \rightarrow 0$. This is analogous to a result for $R^{2}(\beta)$ and $R_{\mathcal{E}}^{2}(\beta)$ and at first glance appears puzzling. Explain just what is taking place. Explain also why, if the proportional hazards model is correct, we anticipate that $\bar{\rho}_{2}^{2}(\hat{\beta})$ and $\rho_{2}^{2}(\hat{\beta})$ to closely agree.
6. The consistency results are obtained under the assumption of an independent censoring mechanism. It is common in survival analysis to make the weaker assumption of independence between the failure and the censoring mechanisms conditional on the covariates $Z$. Suppose that in a given application, $Z$ takes some finite number of levels. Derive an estimator of $\Gamma_{2}(\beta)$ (and thereby $\left.\rho_{2}^{2}(\beta)\right)$ which remains consistent under the broader censoring mechanism (i.e., that of conditional independence). Which extra conditions would be needed? Would we anticipate observing much difference between estimators derived under the different censoring assumptions?
7. Consider some density $f\left(t, \theta_{0}\right)$, depending on a single parameter $\theta_{0}$. Let $I(\theta)=E\{\log f(t, \theta)\}$. Show that $I(\theta)$, viewed as a function of $\theta$, is maximized over the range of $\theta$ when $\theta=\theta_{0}$. Keep in mind that the expectation operator, $E()$ depends on $\theta_{0}$.
8. Using data with several covariates, calculate simple, multivariate and partial measures of explained randomness, comparing, in particular, measures based on $\rho_{2}^{2}$ and those based on the approximation given in Equation 14.9.

## Chapter 15

## Survival given covariates

### 15.1 Summary

Breslow (1972, 1974), using an equivalence between the proportional hazards model and a piecewise exponential regression model, with as many parameters as there are failure times, derived a simple expression for conditional survival given covariate information. An expression for the variance of the Breslow estimate was derived by O'Quigley (1986). Appealing to Bayes' rule, O'Quigley and Xu (2000) obtained the elegant expression

$$
S(t \mid Z \in H)=\int_{t}^{\infty} P(Z \in H \mid u) d F(u) / \int_{0}^{\infty} P(Z \in H \mid u) d F(u)
$$

from which an estimate of conditional survival, making a direct appeal to the main theorem, follows (Xu and O'Quigley 2000). In most practical applications the two estimators behave similarly. We prefer the second in view of its closer association with basic inference. It is more readily generalized to deal with non-proportional hazards models, in particular the stratified model and models that include random effects. Another predictive quantity of interest is $\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i}, Z_{j}\right)$ which gives the probability for an individual to outlast another given their respective covariate information. Finally, survival given a nonindependent competing risk or non-independent censoring, is considered (Flandre and O'Quigley 1994).

### 15.2 Motivation

We would like to know how marginal survival is impacted by a knowledge of covariate information. In the simplest case, given such information, we might ask how much more likely is it that one individual outlast another. One of the main purposes of survival analysis is to obtain an estimate of the survivorship function given certain covariate patterns. Although inference for the proportional hazards model ignores specification of the baseline hazard rate, thereby leaving the baseline survivorship function as well as conditional survivorship functions undetermined, it is common to carry out further estimation on these quantities. The provision of such information may help guide decision making in an applied context.

While it is usually technically difficult to estimate densities and hazards (some kind of smoothing typically being appealed to), it is easier to estimate cumulative hazards and distribution (survivorship) functions. These have already been smoothed, in some sense, via the summing inherently taking place.

The question we would like to answer is expressed straightforwardly as the probability of survival time being greater than $t$ given that $Z$ belongs to some subset $H$, i.e., $\operatorname{Pr}(T>t \mid Z \in H)$. Via Bayes' rule, this probability can be immediately expressed in terms of the conditional distribution of $Z$ at $T=t$, together with the marginal distribution of $T$. An estimate of this conditional distribution is available as a consequence of the main theorem. The marginal distribution of $T$ can be taken to be the Kaplan-Meier estimate, or some other distribution should we wish to investigate effects in different contexts. We mostly limit attention to the case where the covariate $Z$ is assumed to be time-invariant. The situation becomes more complicated in the presence of time-dependent covariates because of certain restrictions, for example, $Z(\cdot)$ should be an external covariate in order for $S(t \mid z)$ to be interpretable (Kalbfleisch and Prentice 1980, Keiding and Knuiman 1990, Lin et al. 1994, and Keiding 1995).

### 15.3 Probability that $T_{i}$ is greater than $\boldsymbol{T}_{j}$

If two individuals are independently sampled from the same distribution then, by simple symmetry arguments, it is clear that the probability of the first having a longer survival time than the second is just 0.5 . If, instead of sampling from the same distribution, each individ-
ual is sampled from a distribution determined by the value of their covariate information, then, the stronger the impact of this covariate information, the further away from 0.5 will this probability be. When the covariates do not depend on time then this probability is very easily evaluated using:

Theorem 15.1 For subjects $i$ and $j$, having covariate values $Z_{i}$ and $Z_{j}$ then, under the proportional hazards model we can write

$$
\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i}, Z_{j}\right)=\frac{\exp \left(\beta Z_{j}\right)}{\exp \left(\beta Z_{i}\right)+\exp \left(\beta Z_{j}\right)}
$$

An important observation to make is that the expression does not involve $\Lambda_{0}(t)$. If we define $\psi(a, b: \beta)$ to be $\exp (\beta b) /\{\exp (\beta b)+\exp (\beta a)\}$ we then have:

Corollary 15.1 $A$ consistent estimate of $\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i}, Z_{j}\right)$, under the proportional hazards model is given by $\psi\left(Z_{i}, Z_{j}: \hat{\beta}\right)$ and $\operatorname{Var} \log \{\psi /(1-\psi)\} \approx\left(Z_{j}-Z_{i}\right)^{2} \operatorname{Var}(\hat{\beta})$.

The approximation in the corollary arises from an immediate application of the mean value theorem (delta method). In the theorem and corollary it is assumed that $Z_{i}$ and $Z_{j}$ are scalars and that the model involves only a one dimensional covariate. Extension to the multivariate case is again immediate and, instead of $\hat{\beta} Z_{i}$ in $\psi\left(Z_{i}, Z_{j}: \hat{\beta}\right)$ being a scalar it can be replaced by the usual inner product (prognostic index). Suppose that the dimension of $\beta$ and $Z$ is $p$ and that we use the notation $Z_{j r}$ to indicate, for subject $j$, the $r$ th component of $Z_{j}$. An application of the delta method gives

$$
\operatorname{Var} \log \{\psi /(1-\psi)\} \approx \sum_{r=1}^{p} \sum_{s=1}^{p}\left(Z_{j r}-Z_{i r}\right)\left(Z_{j s}-Z_{i s}\right) \operatorname{Cov}\left(\hat{\beta}_{r}, \hat{\beta}_{s}\right)
$$

The author is not aware of any applied work making use of $\psi$ and yet it would seem a particularly simple and transparent way in which to summarize the impact, or predictive strength, of regression effects. We all know that significance levels alone, directly dependent as they are on sample sizes (more precisely the amount of uncensored observations), are not indicative of predictive strength. The two previous chapters discuss this at length and provide workable indicators of predictive strength in the explained variation and explained randomness measures.

Whereas these measures are being averaged over some covariate distribution it is also helpful to have specific measures given two particular covariate configurations. If a patient is told that they have an unfavorable prognosis in the light of studies on their prognostic variables it can be helpful to add to that some idea on just how unfavorable. If $\psi\left(Z_{i}, Z_{j}: \hat{\beta}\right)$ remains close to 0.5 , then, regardless of significance which may be of importance in considering the public health effects for large groups, an individual might reasonably feel that he or she is not particularly disadvantaged by such an unfavorable prognosis. All of the above is very straightforward when dealing with the evaluation of covariate "points" as given by $Z_{i}$ and $Z_{j}$.

More generally, as discussed in Section 15.5, we may wish to consider some range within the covariate space in which case we specify, $\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i} \in H_{i}, Z_{j} \in H_{j}\right)$. To do this in practice we would need to integrate over the range of points of $Z_{i}$ and $Z_{j}$, contained in $H_{i}$ and $H_{j}$ respectively, with respect to the densities of $Z_{i}$ and $Z_{j}$ within these sets.

The connection between the population explained variation $\Omega^{2}$ and $\psi\left(Z_{i}, Z_{j}: \beta\right)$ would be worthy of further investigation. Xu (1996) showed that, for fixed values of the covariates, and, regarding both $\Omega^{2}$ and $\psi\left(Z_{i}, Z_{j}: \beta\right)$ as functions of strength of effect as measured by $\beta$, then these two quantities are monotonic functions of one another. There is a one-to-one correspondence between them so that, clearly, in some sense, they are measuring the same phenomenon but on different scales.

Another potential application of $\psi\left(Z_{i}, Z_{j}: \beta\right)$ is in relative survival where we take $Z_{j}$ to be a value across some reference group or population and $Z_{i}$ to be a value for some group under study, for instance, a group having recently been treated for some particular chronic disease. The negative effects of belonging to that group, as opposed to the reference group, are then directly quantified by $\psi$. Further developments to these ideas immediately suggest themselves and, foremost, making use of time itself. Rather than limit our attention to $\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i}, Z_{j}\right)$ we can explicitly introduce into this quantity the amount of time elapsed. We would not only condition on the values of $Z_{i}$ and $Z_{j}$ but also that both $T_{i}$ and $T_{j}$ are greater than $t$, bring our attention then to $\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i}, Z_{j}, T_{i}>t, T_{j}>t\right)$. The resulting expressions would be more involved than in Theorem 15.1 but could be worked out. Applications to cure studies follow since we could conceive of situations in which this expression diminishes with $t$, becoming, at some point,
sufficiently close to the value 0.5 to claim that the treated group no longer carries a disadvantage as compared to the reference group.

### 15.4 Estimating conditional survival given that $Z=z$

Under the proportional hazards model, the conditional survival probability $S(t \mid z)=\operatorname{Pr}(T>t \mid Z=z)$ can be estimated using the development of (Breslow 1972, 1974) whereby
$\hat{S}(t \mid z)=\exp \left(-\hat{\Lambda}_{0}(t) e^{\hat{\boldsymbol{\beta}} z}\right) ; \quad \hat{\Lambda}_{0}(t)=\sum_{X_{i} \leq t} \frac{\delta_{i}}{\sum_{j=1}^{n} Y_{j}\left(X_{i}\right) e^{\hat{\beta} Z_{j}}}$.
An expression for the large sample variance of $Y=\log -\log S(t \mid z)$ was obtained by O'Quigley (1986). Symmetric intervals for $Y$ can then be transformed into more plausible (at least having better coverage properties according to the arguments of O'Quigley 1986) by simply applying the exponential function twice. The Breslow estimate concerns a single point $z$. It is a natural question to ask what is the survival probability given that the covariates belong to some subset $H$. The set $H$ may denote for example an age group, or a certain range of continuous measurement, or a combination of those.

In general we assume $H$ to be a subset of the $p$-dimensional Euclidean space. A natural approach may be to take the above formula, which applied to a point, and average a set of curves over all points belonging to the set $H$ of interest. For this we would need some distribution for the $z$ across the set $H$. Keiding (1995) has a discussion on expected survival curves over a historical, or background, population, where the main approaches are to take an average of the individual survival curves obtained from the above equation. Following that one might use the equation to estimate $S(t \mid z)$ for all $z$ in $H$, then average over an estimated distribution of $Z . \mathrm{Xu}$ and O'Quigley (2000) adopted a different starting point in trying to estimate directly the survival probabilities given that $Z \in H$. Apart from being direct, this approach is the more natural in view of the main theorem of Section 7.4. What is more, the method can also have application to situations in which the regression effect varies with time. In the following, for notational simplicity, we will assume $p=1$. Extensions to $p>1$ are immediate.

### 15.5 Estimating conditional survival given $Z \in \boldsymbol{H}$

As for almost all of the quantities we have considered it turns out to be most useful to work with the conditional distribution of $Z$ given $T=t$ rather than the other way around. Everything is fully specified by the joint distribution of $(T, Z)$ and we keep in mind that this can be expressed either as the conditional distribution of $T$ given $Z$, together with the marginal distribution of $Z$ or as the conditional distribution of $Z$ given $T$, together with the marginal distribution of $T$. Using Bayes' formula to rewrite the conditional distribution of $T$ given information on $Z$, we have,

$$
\begin{equation*}
S(t \mid Z \in H)=\frac{\int_{t}^{\infty} P(Z \in H \mid u) d F(u)}{\int_{0}^{\infty} P(Z \in H \mid u) d F(u)} \tag{15.2}
\end{equation*}
$$

This is a very simple expression and we can see from it how conditioning on the covariates modifies the underlying survival distribution. If $H$ were to be the whole domain of definition of $Z$, in which case $Z$ is contained in $H$ with probability one, then the left-hand side of the equation simply reduces to the marginal distribution of $T$. This is nice and, below, we will see that we have something entirely analogous when dealing with sample based estimates whereby, if we are to consider the whole of the covariate space, then we simply recover the usual empirical estimate. In particular this is just the Kaplan-Meier estimate when the increments of the right-hand side of the equation are those of the Kaplan-Meier function. The main theorem of Section 7.4 implies that $\mathrm{P}(Z \in H \mid t)$ can be consistently estimated from:

Lemma 15.1 $\hat{P}(Z \in H \mid t)$ is consistent for the probability $P(Z \in H \mid t)$ where;

$$
\begin{equation*}
\hat{P}(Z \in H \mid t)=\sum_{\left\{j: Z_{j} \in H\right\}} \pi_{j}(\hat{\beta}, t)=\frac{\sum_{H} Y_{j}(t) \exp \left\{\hat{\beta} Z_{j}\right\}}{\sum Y_{j}(t) \exp \left\{\hat{\beta} Z_{j}\right\}} \tag{15.3}
\end{equation*}
$$

This striking, and simple, result is the main ingredient needed to obtain survival function estimates conditional on particular covariate configurations. The rest, essentially the step increments in the Kaplan-Meier curve are readily available. Unfortunately, a problem that is always present when dealing with censored data, remains and that is the possibility that the estimated survival function does not decrease all the
way to zero. This will happen when the largest observation is not a failure. To look at this more closely, let $\hat{F}(\cdot)=1-\hat{S}(\cdot)$ be the left continuous Kaplan-Meier (KM) estimator of $F(\cdot)$. Let $0=t_{0}<t_{1}<\ldots<t_{k}$ be the distinct failure times, and let $W\left(t_{i}\right)=d \hat{F}\left(t_{i}\right)$ be the stepsize of $\hat{F}$ at $t_{i}$. If the last observation is a failure, then
$\hat{S}(t \mid Z \in H)=\frac{\int_{t}^{\infty} \hat{P}(Z \in H \mid u) d \hat{F}(u)}{\int_{0}^{\infty} \hat{P}(Z \in H \mid u) d \hat{F}(u)}=\frac{\sum_{t_{i}>t} \hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right)}{\sum_{i=1}^{k} \hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right)}$.

When the last observation is not a failure and $\sum_{1}^{k} W\left(t_{i}\right)<1$, an application of the law of total probability indicates that the quantity $B_{1}$ where $B_{1}=\hat{P}\left(Z \in H \mid T>t_{k}\right) \hat{S}\left(t_{k}\right)$ should be added to both the numerator and the denominator in (15.4) This is due to the fact that the estimated survival distribution is not summing to one. Alternatively, we could simply reduce the support of the time frame to be less than or equal to the greatest observed failure. In addition, using the empirical estimate over all the subjects that are censored after the last observed failure, we have

$$
\begin{equation*}
\hat{P}\left(Z \in H \mid T>t_{k}\right)=\frac{\sum_{H} Y_{j}\left(t_{k}+\right)}{\sum Y_{j}\left(t_{k}+\right)}, \tag{15.5}
\end{equation*}
$$

where $t_{k}+$ denotes the moment right after time $t_{k}$. Therefore we can write
$\hat{S}(t \mid Z \in H)=\frac{\sum_{t_{i}>t} \hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right)+\hat{P}\left(Z \in H \mid T>t_{k}\right)\left\{1-\sum_{1}^{k} W\left(t_{i}\right)\right\}}{\sum_{1}^{k} \hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right)+\hat{P}\left(Z \in H \mid T>t_{k}\right)\left\{1-\sum_{1}^{k} W\left(t_{i}\right)\right\}}$.
The above estimate of the conditional survival function is readily calculated, since each term derives from standard procedures of survival analysis to fit the Cox model. An attractive aspect of the approach is that that when $H$ includes all the possible values of $z$, the estimator simply becomes the Kaplan-Meier estimator of the marginal survival function. The estimate of the conditional survival probability $P(T>t+u \mid T>u, Z \in H)$ can also be nicely written in the form of a simple ratio where the numerator is given by $\sum_{t_{i}>t+u} C_{i}+B_{1}$ and the denominator by $\sum_{t_{i}>t} C_{i}+B_{1}$ and where $C_{i}=\hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right)$. For the gastric cancer data it is interesting to contrast the survival estimate based on these calculations for the quantity $\operatorname{Pr}\left\{T>t \mid Z_{1} \in(0,100)\right\}$, where $Z_{1}$ is the tumor marker CEA and the simple Kaplan-Meier estimator based on the subset of the data defined by tumor marker CEA


Figure 15.1: Kaplan-Meier survival plot and model based plot for subgroup based on selection of the covariate CEA to lie in interval $(0,100)$.
less than 100. This is shown in Figure 15.1 and there is good agreement between the model-based estimator of Xu-O'Quigley and the KaplanMeier estimate. This, although not used here as a goodness-of-fit test in its own right, can be taken to indicate that the model appears reasonable over the specified range of the covariate.

### 15.6 Estimating the variance of $\hat{S}(\boldsymbol{t} \mid \boldsymbol{Z} \in \boldsymbol{H})$

In this section we assume that the proportional hazards model holds with true $\beta=\beta_{0}$. To obtain the asymptotic variance of (15.3) at each $t$, we use the approach of Link (1984) and O'Quigley (1986) which is tractable and can be computed using standard packages for fitting the Cox regression model. Our experience is that this provides good estimates when compared with methods such as the bootstrap. There are two sources of variation in $\hat{S}(t \mid Z \in H)$, one caused by the estimate of conditional probability of survival with given $\beta$, the other by the uncertainty in $\hat{\beta}$. Using a first-order Taylor series expansion we have

$$
\begin{equation*}
\hat{S}(t \mid Z \in H)=\left.\hat{S}(t \mid Z \in H)\right|_{\beta_{0}}+\left.\left(\hat{\beta}-\beta_{0}\right) \frac{\partial \hat{S}(t \mid Z \in H)}{\partial \beta}\right|_{\beta=\dot{\beta}}, \tag{15.6}
\end{equation*}
$$

where $\dot{\beta}$ lies on the line segment between $\beta_{0}$ and $\hat{\beta}$. We then need to bring together some results.

Lemma 15.2 The quantity $\left.\{\partial \hat{S}(t \mid Z \in H) / \partial \beta\}\right|_{\beta=\dot{\beta}}$ is asymptotically constant.

Lemma 15.3 The quantity $\hat{\beta}-\beta_{0}$ is asymptotically uncorrelated with $\left.\hat{S}(t \mid Z \in H)\right|_{\beta_{0}}$.

Corollary 15.2 The variance of $\hat{S}(t \mid Z \in H)$ is approximated by

$$
\begin{align*}
\operatorname{Var}\{\hat{S}(t \mid Z \in H)\} \approx & \operatorname{Var}\left\{\left.\hat{S}(t \mid Z \in H)\right|_{\beta_{0}}\right\} \\
& +\left\{\left.\frac{\partial \hat{S}(t \mid Z \in H)}{\partial \beta}\right|_{\beta=\dot{\beta}}\right\}^{2} \operatorname{Var}(\hat{\beta}) . \tag{15.7}
\end{align*}
$$

The first term in (15.7) gives the variation due to the estimation of the conditional survival, the second term the variation caused by $\hat{\beta}$. We know how to estimate the asymptotic variance of $\hat{\beta}$ under the model. So all that remains for the second term on the right-hand side of (15.7) is to calculate the partial derivative of $\hat{S}(t \mid Z \in H)$ with respect to $\beta$. For this we have

$$
\begin{equation*}
\frac{\partial}{\partial \beta} \hat{S}(t \mid Z \in H)=\frac{\left(\sum_{t_{i}>t} D_{i}\right)\left(\sum_{t_{i} \leq t} C_{i}\right)-\left(\sum_{t_{i} \leq t} D_{i}\right)\left(\sum_{t_{i}>t} C_{i}+B_{1}\right)}{\left(\sum_{i=1}^{k} C_{i}+B_{1}\right)^{2}}, \tag{15.8}
\end{equation*}
$$

where $C_{i}$ and $B_{1}$ are the same as above and

$$
D_{i}=\frac{\partial}{\partial \beta} \hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right),
$$

with

$$
\frac{\partial}{\partial \beta} \hat{P}(Z \in H \mid t)=\hat{P}(Z \in H \mid t)\left\{E_{\beta}\left(Z \mid t ; \pi^{H}\right)-E_{\beta}(Z \mid t ; \pi)\right\},
$$

where

$$
E_{\beta}(Z \mid t ; \pi)=\sum Y_{j}(t) Z_{j} \exp \left\{\hat{\beta} Z_{j}\right\} / \sum Y_{j}(t) \exp \left\{\hat{\beta} Z_{j}\right\}
$$

and

$$
E_{\beta}\left(Z \mid t ; \pi^{H}\right)=\sum_{H} Y_{j}(t) Z_{j} \exp \left\{\hat{\beta} Z_{j}\right\} / \sum_{H} Y_{j}(t) \exp \left\{\hat{\beta} Z_{j}\right\} .
$$

The first term on the right-hand side of (15.7) can be estimated using Greenwood's formula

$$
\begin{equation*}
\left.\hat{\operatorname{Var}}\left\{\left.\hat{S}(t \mid Z \in H)\right|_{\beta_{0}}\right\} \approx \hat{S}(t \mid Z \in H)\right|_{\beta_{0}} ^{2}\left\{\prod_{t_{i} \leq t}\left(1+\frac{\hat{q}_{i}}{n_{i} \hat{p}_{i}}\right)-1\right\}, \tag{15.9}
\end{equation*}
$$

where

$$
\hat{p}_{i}=\hat{P}\left(T>t_{i} \mid T>t_{i-1}, Z \in H\right)=\frac{\sum_{i+1}^{k} C_{j}+B_{1}}{\sum_{i}^{k} C_{j}+B_{1}},
$$

$\hat{q}_{i}=1-\hat{p}_{i}$ and $n_{i}=\sum Y_{j}\left(t_{i}\right)$. Then each $\hat{p}_{i}$ is a binomial probability based on a sample of size $n_{i}$ and $\hat{S}(t \mid Z \in H)=\prod_{t_{i} \leq t} \hat{p}_{i}$. The $\hat{p}_{i}$ 's may be treated as conditionally independent given the $n_{i}$ 's, with $\beta_{0}$ fixed. Thus, Greenwood's formula applies. All the quantities involved in (15.8) and (15.9) are those routinely calculated in a Cox model analysis. In addition, we have:

Theorem 15.2 Under the proportional hazards model $\hat{S}(t \mid Z \in H)$ is asymptotically normal.

As a consequence one can use the above estimated variance to construct confidence intervals for $S(t \mid Z \in H)$ at each $t$.

Xu (1996) derived the asymptotic normality of $\hat{S}(t \mid Z \in H)$ under the proportional hazards model at fixed points $t=t^{*}$. Let's take $Q_{i}=1$ if $Z_{i} \in H$, and 0 otherwise and follow, fairly closely, the notational setup of Andersen and Gill (1982) from which

$$
\begin{array}{rlrlr}
S^{(r)}(t) & =n^{-1} \sum_{i=1}^{n} Y_{i}(t) e^{\beta(t)^{\prime} Z_{i}(t)} Z_{i}(t)^{r}, & s^{(r)}(t) & =E S^{(r)}(t), \\
S^{(r)}(\beta, t) & =n^{-1} \sum_{i=1}^{n} Y_{i}(t) e^{\beta^{\prime} Z_{i}(t)} Z_{i}(t)^{r}, & s^{(r)}(\beta, t) & =E S^{(r)}(\beta, t), \\
S^{(H)}(\beta, t) & =n^{-1} \sum_{1}^{n} Q_{i} Y_{i}(t) e^{\beta Z_{i}}, & s^{(H)}(\beta, t) & =E S^{(H)}(\beta, t), \\
S^{(H 1)}(\beta, t) & =n^{-1} \sum_{1}^{n} Q_{i} Y_{i}(t) Z_{i} e^{\beta Z_{i}}, & s^{(H 1)}(\beta, t) & =E S^{(H 1)}(\beta, t),
\end{array}
$$

for $r=0,1,2$. Next rewrite
$\hat{P}(Z \in H \mid t)=S^{(H)}(\hat{\beta}, t) / S^{(0)}(\hat{\beta}, t), \quad E_{\beta}\left(Z \mid t ; \pi^{H}\right)=S^{(H 1)}(\hat{\beta}, t) / S^{(H)}(\hat{\beta}, t)$.
Using the main theorem of Section 7.4 we have $s^{(H)}\left(\beta_{0}, t\right) / s^{(0)}\left(\beta_{0}, t\right)=$ $P(Z \in H \mid t)$. Under the usual regularity and continuity conditions (Xu 1996) it can be shown that $\left.\left\{\partial \hat{S}\left(t^{*} \mid Z \in H\right) / \partial \beta\right\}\right|_{\beta=\dot{\beta}}$ is asymptotically constant. Now $\hat{\beta}-\beta_{0}=I^{-1}(\check{\beta}) U\left(\beta_{0}\right)$ where $\check{\beta}$ is on the line segment
between $\hat{\beta}$ and $\beta_{0}, U(\beta)=\partial \log L(\beta) / \partial \beta$ and $I(\beta)=-\partial U(\beta) / \partial \beta$. Combining these we have
$\sqrt{n} \hat{S}\left(t^{*} \mid Z \in H\right)=\left.\sqrt{n} \hat{S}\left(t^{*} \mid Z \in H\right)\right|_{\beta_{0}}+\left.I^{-1}(\check{\beta}) \sqrt{n} U\left(\beta_{0}\right) \frac{\partial \hat{S}\left(t^{*} \mid Z \in H\right)}{\partial \beta}\right|_{\beta=\dot{\beta}}$.
Andersen and Gill (1982) show that $I(\check{\beta})$ converges in probability to a well-defined population parameter. In the following theorem Lin and Wei (1989) showed that $U\left(\beta_{0}\right)$ is asymptotically equivalent to $1 / n$ times a sum of i.i.d. random variables:

Theorem $15.3 \sqrt{n} U\left(\beta_{0}\right)$ is asymptotically equivalent to $n^{-1 / 2} \sum_{1}^{n} \omega_{i}$ $\left(\beta_{0}\right)$, where
$\omega_{i}(\beta)=\int_{0}^{1}\left\{Z_{i}-\frac{s^{(1)}(\beta, t)}{s^{(0)}(\beta, t)}\right\} d N_{i}(t)-\int_{0}^{1} Y_{i}(t) e^{\beta Z_{i}}\left\{Z_{i}-\frac{s^{(1)}(\beta, t)}{s^{(0)}(\beta, t)}\right\} \lambda_{0}(t) d t$
and $N_{i}(t)=I\left\{T_{i} \leq t, T_{i} \leq C_{i}\right\}$.
So all that remains to show the asymptotic normality of $\hat{S}\left(t^{*} \mid Z \in H\right)$ is to show that the numerator of $\left.\hat{S}\left(t^{*} \mid Z \in H\right)\right|_{\beta_{0}}$ is also asymptotically equivalent to $1 / n$ times a sum of $n$ i.i.d. random variables like the above, since the denominator of it we know is consistent for $\mathrm{P}(Z \in H)$. To avoid becoming too cluttered we drop the subscript of $\beta_{0}$ in $\left.\hat{S}\left(t^{*} \mid Z \in H\right)\right|_{\beta_{0}}$. The numerator of $\hat{S}\left(t^{*} \mid Z \in H\right)$ is $\int_{t^{*}}^{\infty} \hat{P}(Z \in$ $H \mid t) d \hat{F}(t)$. Note that $\sqrt{n}\left\{\int_{t^{*}}^{\infty} \hat{P}(Z \in H \mid t) d \hat{F}(t)-P\left(Z \in H, T>t^{*}\right)\right\}=$ $\sqrt{n} \int_{t^{*}}^{\infty} P(Z \in H \mid t) d\{\hat{F}(t)-F(t)\}+\sqrt{n} \int_{t^{*}}^{\infty}\{\hat{P}(Z \in H \mid t)-P(Z \in$ $H \mid t)\} d\{\hat{F}(t)-F(t)\}+\sqrt{n} \int_{t^{*}}^{\infty}\{\hat{P}(Z \in H \mid t)-P(Z \in H \mid t)\} d F(t)$. Now $\sqrt{n}\{\hat{F}(t)-F(t)\}$ converges in distribution to a zero-mean Gaussian process. Therefore, the second term in the above expression is $o_{p}(1)$. The last term is $A_{1}+o_{p}(1)$ where

$$
\begin{aligned}
A_{1} & =\sqrt{n} \int_{t^{*}}^{1}\left\{\frac{S^{(H)}\left(\beta_{0}, t\right)}{s^{(0)}\left(\beta_{0}, t\right)}-\frac{s^{(H)}\left(\beta_{0}, t\right) S^{(0)}\left(\beta_{0}, t\right)}{s^{(0)}\left(\beta_{0}, t\right)^{2}}\right\} d F(t) \\
& =n^{-1 / 2} \sum_{i=1}^{n} \int_{t^{*}}^{1} \frac{Y_{i}(t) e^{\beta_{0} Z_{i}}}{s^{(0)}\left(\beta_{0}, t\right)}\left\{Q_{i}-\frac{s^{(H)}\left(\beta_{0}, t\right)}{s^{(0)}\left(\beta_{0}, t\right)}\right\} d F(t)
\end{aligned}
$$

As for the first term, we can use Theorem II. 5 of Xu (1996), which is a result of Stute (1995). With $\phi(t)=1_{\left[t^{*}, 1\right]}(t) P(Z \in H \mid t)$ in the theorem, the first term is equal to $n^{-1 / 2} \sum_{i=1}^{n} \nu_{i}+\sqrt{n} R_{n}$, where $\left|R_{n}\right|=o_{p}\left(n^{-1 / 2}\right)$ and $\nu$ 's are i.i.d. with mean zero, each being a function of $X_{i}$ and $\delta_{i}$.

### 15.7 Relative merits of competing estimators

A thorough study of the relative merits of the different estimators has yet to be carried out. For any such study the first thing to consider would be the chosen yardstick with which to evaluate any estimate. For example, should the whole curve be considered or only some part of it and should a "distance" measure be an average discrepancy, the greatest discrepancy over some range or some weighted discrepancy. It is even very possible that some estimator would outperform another with respect to one distance measure and perform less well than the competitor with respect to another distance measure. In addition to this it is also quite possible for some estimator to maintain an advantage for certain population situations but to lose this advantage in other situations. In the light of these remarks it may then appear difficult to obtain a simple unequivocal finding in favor of one or another estimator. Nonetheless it would be nice to know more and further work here would be of help. In the meantime it helps to provide us with some insight by considering various situations which have arisen when looking at real data sets.

### 15.8 Illustrations

Rashid et al. (1982) studied a group of gastric cancer patients. The goal of the study was to determine the prognostic impact of certain acute phase reactant proteins measured pre-operatively. This biological information could then be used in conjunction with clinical information obtained at the time of surgical intervention to investigate the relative prognostic impact of the different factors. There were 104 patients and five covariates: stage (degree of invasion), ACT protein ( $\alpha_{1}$-anti chimotrypsin), CEA (carcino embryonic antigen), CRP (Creactive protein), and AGP (alpha glyco protein).

Although it is known that stage has strong predictive capability for survival, it can only be determined after surgery. Of interest was the prediction of a patient's survival based on pre-operative measurements alone, an assessment of which might be used to help guide clinical decision making. Values of certain covariates such as CEA are very skew and have a wide range from below 1 to over 900. After a log transformation of CEA, a proportional hazards model with the four preoperative covariates included was not rejected by the data. In fitting such a model, CRP and AGP were found to be insignificant at 0.05
level in the presence of ACT and $\log$ CEA. Therefore only the latter two were retained for subsequent analysis. The regression coefficients for ACT and $\log$ CEA were calculated to be 1.817 and 0.212 , with standard errors 0.41 and 0.07 , respectively. This gives a range of 0.92-4.48 for the estimated prognostic index $\beta^{\prime} z$ (Andersen et al. 1983, Altman and Andersen 1986).

If we divide the patients into three groups, with low, median, and high risks, according to the prognostic index $<2,2-3$ and $>3$, we can predict the survival probabilities in each risk group. It was then possible to estimate the survival curves for these three groups, and these are were calculated by Xu and O'Quigley (2000). The curves can be compared with the empirical Kaplan-Meier curves which make no appeal to the model. Agreement is strong. We also chose to define the set $H$ by all those patients having values of CEA less than 50. This was not very far from the median value and provided enough observations for a good empirical Kaplan-Meier estimate. The empirical estimate and the model based estimates agree closely. For the three prognostic groups, defined on the basis of a division of the prognostic index from the multivariate model, the empirical Kaplan-Meier estimates, the Breslow estimates and the Xu and O'Quigley estimates are shown in Figures 15.2, 15.3 and 15.4. Again agreement is strong among the three estimators.


Figure 15.2: Survival probabilities based on prognostic index of lower 0.33 percentile using Kaplan-Meier, Breslow and Xu-O'Quigley estimators.


Figure 15.3: Survival probabilities based on prognostic index between 0.33 and 0.66 percentiles using Kaplan-Meier, Breslow and Xu-O'Quigley estimators.


Figure 15.4: Survival probabilities based on prognostic index for values greater than the 0.33 percentile using Kaplan-Meier, Breslow and Xu-O'Quigley estimators.

### 15.9 Generalization under multiplicative relative risk

The estimator described above is not limited to proportional hazards models. The formula itself came from a simple application of Bayes' rule, and the marginal distribution of $T$ can always be estimated by the Kaplan-Meier estimator or some other estimator if we wish to use other assumptions. Taking a general form of relative risk $r(t ; z)$, so that $\lambda(t \mid z)=\lambda_{0}(t) r(t ; z)$. Assume also that $r(t ; z)$ can be estimated by $\hat{r}(t ; z)$, for example, that it has a known functional form and a finite or infinite dimensional parameter that can be consistently estimated. Special cases of $r(t ; z)$ are $\exp (\beta z), 1+\beta z$, and $\exp \{\beta(t) z\}$. Since the main theorem of Section 7.4 extends readily to other relative risk models it is straightforward to derive analogous results to those above. We are still able estimate $S(t \mid Z \in H)$, with $\hat{P}(Z \in H \mid t)=\sum_{\left\{j: Z_{j} \in H\right\}} \pi_{j}(t)$. This is an important extension of the estimator since we may wish to directly work with some form of a non-proportional hazards model.

## Stratified and random effects models

In studies where there is stratification, in particular, when there are many strata, the approach can be a relatively simple one to estimate conditional survivorship as it does not require the estimation of the baseline hazards. Suppose that $V$ is the stratification variable, and we are interested in the survival given $Z \in H$. Note $P(Z \in H \mid t)=$ $\sum_{v} P(Z \in H \mid t, V=v) P(V=v)$. We can estimate $P(Z \in H \mid t, V=v)$ by $\sum_{\left\{j: Z_{j} \in H\right\}} \pi_{j}^{v}(\hat{\beta}, t)$, where $\pi_{j}^{v}(\beta, t)$ is the conditional probability defined within strata $v$; and estimate $P(V=v)$ by the empirical distribution of $V$. Similarly to the stratified case, (15.3) can also be used to estimate survival under random effects models arising from clustered, such as genetic or familial data. The frailty models under such settings can be written

$$
\begin{equation*}
\lambda_{i j}(t)=\lambda_{0}(t) \omega_{i} \exp \left\{\beta z_{i j}\right\} \tag{15.10}
\end{equation*}
$$

where $\lambda_{i j}$ is the hazard function of the $j$ th individual in the $i$ th cluster. This is the same as a stratified model, except that we do not observe the values of the "stratification variable" $\omega$; but such values are not needed in the calculation described above for stratified models. So the procedure described above can be used to estimate $S(t \mid Z \in H)$. In
both cases considered here, we need reasonable stratum or cluster sizes in order to get a good estimate of $P(Z \in H \mid t, v)$ or $P(Z \in H \mid t, \omega)$.

## Conditional independent censorship

It is also possible to generalize (15.3) to the cases where $C$ and $T$ are independent given $Z$. First let us assume that the covariate $Z$ is discrete with finitely many categories. Then the KM estimate can be replaced by a weighted Kaplan-Meier (WKM) estimate (Murray and Tsiatis 1996), which still consistently estimates $F(\cdot)$ under the conditional independent censorship. The WKM estimate calculates the subgroup KM estimates within each category of the covariate values, and then weights these subgroup estimates by the empirical distribution of $Z$. For the conditional distribution of $Z$ given $T=t$, from the proof of the main theorem (Section 7.4);

$$
\begin{equation*}
f(z \mid T=t)=\frac{e^{\beta z} S(t \mid z) g(z)}{\int e^{\beta z} S(t \mid z) g(z) d z} . \tag{15.11}
\end{equation*}
$$

If we estimate $S(t \mid z)$ by the subgroup KM estimate within the category of value $z$, and the marginal $g(z)$ by the empirical probabilities, we are still able to consistently estimate the conditional distribution of $Z$ given $T=t$ and thus $S(t \mid Z \in H)$. For other types of covariate distribution such as continuous covariates, we need to incorporate the covariates into categories, and Murray and Tsiatis (1996) suggested guidelines which could be useful in practice.

## Sparse data in high dimensions

When data are sparse in high dimensions, i.e., multiple covariates, the $\pi_{j}(\hat{\beta}, t)$ 's used to estimate the conditional distribution of $Z$ given $T=t$ may encounter some difficulties, because they are like empirical distributions. In fact, they are obtained through the empirical distribution of $Z$ given $T \geq t$. In this case, as seen in the gastric cancer example, we consider $H$ as the Cartesian product of the range for that component with $(-\infty, \infty)$ for the rest components. Of course the actual range of the covariate vector is reflected in the data itself. However, sometimes we might specify $H$ as a relatively small "block" in a $p$-dimensional space. For example, for the gastric cancer data, we might ask what is the survival probabilities given that CEA is greater than 10 but less than 15. In this type of situation there might be so few obseravtions
in $H$ that quite early on the risk sets may no longer contain any subjects with covariates in $H$, allowing for $\left\{\pi_{j}(\beta, t)\right\}_{j}$ to be a sufficiently reliable estimate of the conditional distribution of $Z$ given $T=t$.

In many practical cases one is likely to ask for the conditional survival probabilities given a range for a single component of the covariate vector, while allowing the other components to vary freely We can proceed as follows. Denote the prognostic index $\eta=\beta^{\prime} z$. Under the model two individuals should have the same survival probabilities as long as $\eta_{1}=\eta_{2}$. That is, conditioning on $Z \in H$ is equivalent to conditioning on $\eta \in \beta^{\prime} H$, Therefore, $S(t \mid Z \in H)=S\left(t \mid \eta \in \beta^{\prime} H\right)$, where $\beta^{\prime} H=\left\{\beta^{\prime} z \mid z \in H\right\}$ and should contain potentially more observations than $H$ does. This way the $p$-dimensional vector of covariates is reduced to the one-dimensional prognostic index, and the same number of observations in the risk set is now used to estimate the onedimensional conditional distribution of $\eta$. Thus $\hat{S}(t \mid Z \in H)$ becomes;
$\hat{S}\left(t \mid \eta \in \beta^{\prime} H\right)=\frac{\sum_{t_{i}>t} \hat{P}\left(\eta \in \beta^{\prime} H \mid t_{i}\right) W\left(t_{i}\right)+\hat{P}\left(\eta \in \beta^{\prime} H \mid T>t_{k}\right) \hat{S}\left(t_{k}\right)}{\sum_{i=1}^{k} \hat{P}\left(\eta \in \beta^{\prime} H \mid t_{i}\right) W\left(t_{i}\right)+\hat{P}\left(\eta \in \beta^{\prime} H \mid T>t_{k}\right) \hat{S}\left(t_{k}\right)}$,
where $\hat{P}\left(\eta \in \beta^{\prime} H \mid t\right)=\sum_{\left\{j: \eta_{j} \in \hat{\beta}^{\prime} H\right\}} \pi_{j}(\hat{\beta}, t)$, and

$$
\hat{P}\left(\eta \in \beta^{\prime} H \mid T>t_{k}\right)=\sum_{\left\{j: \eta_{j} \in \hat{\beta}^{\prime} H\right\}} Y_{j}\left(t_{k}+\right) / \sum Y_{j}\left(t_{k}+\right) .
$$

As before, since one can consistently estimate $\beta$, the above expression still provides a consistent estimate of $S(t \mid Z \in H)$. Note that when $z$ is a single covariate, $z \in H$ is exactly the same as $\eta \in \beta H$ (unless $\beta=0$ in which case the covariates have no predictive capability), so the above is consistent with the one-dimensional case developed earlier. While we regard the above as one possible approach under high dimensions when there are not "enough" observations falling into the ranges of covariates of interest, the variance estimation and the asymptotic properties seem to be more complicated as the estimate of $\beta$ enters both $\eta$ and the set $\beta^{\prime} H$. When there is a need to use the estimate based on $\beta^{\prime} H$, resampling methods such us bootstrap could be employed for inferential purposes. There are many potential areas for research here in order to further develop these techniques. Comparative studies would be of value. These would not be straightforward since comparing competing estimated curves requires considering the whole of the curve. For instance, at some points in time one estimator may outperform
another whereas, at a later point, it may be the converse that holds. Some measure of overall distance such as the maximum or average discrepancy could be considered.

### 15.10 Informative censoring

Events that occur through time, alongside the main outcome of interest, may often provide prognostic information on the outcome itself. These can be viewed as time-dependent covariates and, as before, in light of the main theorem, it is still straightforward to use such information in the expression of the survivorship function. Since, in essence, we sum, or integrate, future information, it can be necessary to postulate future paths that the covariate process might take (O'Quigley and Moreau 1985).

Paths that remain constant are the easiest to interpret and, in certain cases, the simple fact of having a value tells us that the subject is still at risk for the event of interest (Kalbfleisch and Prentice 1980). The use of the main theorem in this context makes things particularly simple since the relevant probabilities themselves express themselves in terms of the conditional distribution of the covariate at given time points. We can make an immediate generalization of Equation 15.2 if we also wish to condition on the fact that $T>s$ where $s<t$. We have

$$
S(t \mid Z \in H, T>s)=\frac{\int_{t}^{\infty} P(Z \in H \mid u) d F(u)}{\int_{s}^{\infty} P(Z \in H \mid u) d F(u)}
$$

and, in exactly the same way as before, and assuming that the last observation is a failure, we replace this expression in practice by its empirical equivalent
$\hat{S}(t \mid Z \in H, T>s)=\frac{\int_{t}^{\infty} \hat{P}(Z \in H \mid u) d \hat{F}(u)}{\int_{s}^{\infty} \hat{P}(Z \in H \mid u) d \hat{F}(u)}=\frac{\sum_{t_{i}>t} \hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right)}{\sum_{t_{i}>s} \hat{P}\left(Z \in H \mid t_{i}\right) W\left(t_{i}\right)}$.
When the last observation is not a failure and $\sum_{1}^{k} W\left(t_{i}\right)<1$ we can make a further adjustment for this in the same way as before.

One reason for favoring the Xu-O'Quigley estimate of survival over the Breslow estimate is the immediate extension to time-dependent covariates and to time-dependent covariate effects. Keeping in mind the discussion of Kalbfleisch and Prentice (1980), concerning internal and external time-dependent covariates, whether or not these are determined in advance or can be considered as an individual
process generated through time, we can, at least formally, leaving aside interpretation questions, apply the above formulae. The interpretation questions are solved by sequentially conditioning on time as we progress along the time axis and, thereby, the further straightforward extension which seeks to quantity the probability of the event $T>t$, conditioned by $T>s$ where $s<t$, is particularly useful.

## Surrogate endpoints

For certain chronic diseases, a notable example being HIV, workers have considered the need for procedures that might yield quicker results. Surrogate endpoints, viewed as time-dependent covariates, can help in addressing this issue and have received attention in the medical statistical literature (Ellenberg and Hamilton 1989, Wittes et al. 1989, Hillis and Siegel 1989). Herson (1989) wrote that "a surrogate endpoint is one that an investigator deems as correlated with an endpoint of interest but that can perhaps be measured at lower expense or at an earlier time than the endpoint of interest." Prentice (1989) defined a surrogate endpoint as "a response variable for which a test of the null hypothesis of no relationship to the treatment groups under comparison is also a valid test of the corresponding null hypothesis based on the true endpoint."

We can view a surrogate endpoint to be a time-dependent response variable of prognostic value obtained during follow-up, which indicates an objective progression of disease. In the survival context a surrogate variable is most often a discrete endpoint indicating, in some way, disease progression. Flandre and O'Quigley (1996) proposed a twostage procedure for survival studies when a surrogate or intermediate time-dependent response variable is available for some patients. In the presence of a time-dependent intermediary event we can write
$S(t)=\int_{0}^{\infty} S(t \mid c) g(c) d c=\int_{0}^{t} S(t \mid c<t) g(c) d c+\int_{t}^{\infty} S(t \mid c \geq t) g(c) d c$.
If the effect of the occurrence of the intermediary event is to change the hazard function of death $\lambda(t)$ from $\lambda_{1}(t)$ to $\lambda_{2}(t)$; that is: $\lambda(t)=\lambda_{1}(t)$ if $t \leq C$ and is equal to $\lambda_{2}(t)$ otherwise then $\lambda_{1}(t)=\lambda_{2}(t)$ when the intermediary response variable has no influence on survival. When $\lambda_{2}(t)<\lambda_{1}(t)$ or $\lambda_{2}(t)>\lambda_{1}(t)$ then the intermediary, or surrogate, response variable carries relatively favorable or unfavorable predictions of survival. Thus the quantity $\pi(t)=\lambda_{2}(t) / \lambda_{1}(t)$ is a measure of the
effect of the surrogate response on survival. When $f_{1}(t)$ and $f_{2}(t)$ are the density functions, $S_{1}(t)$ and $S_{2}(t)$ the survivorship functions corresponding to the hazard functions $\lambda_{1}(t)$ and $\lambda_{2}(t)$ respectively. then the marginal survival function is

$$
S(t)=\int_{0}^{t} \exp -\left[\int_{0}^{c} \lambda_{1}(u) d u+\int_{c}^{t} \lambda_{2}(u) d u\right] d G(c)+\exp \left[-\int_{0}^{t} \lambda_{1}(u) d u\right] G(t) .
$$

In the first stage of a two-stage design, all patients are followed to the endpoint of primary concern and for some subset of the patients there will be the surrogate information collected at an intermediate point during the follow-up. The purpose then of the first stage is to estimate the relationship between the occurrence of the surrogate response variable and the remaining survival time. This information can then be used in the second stage, at which time, for patients who reach the surrogate endpoint, follow-up is terminated. Such patients could be considered as censored under a particular dependent censorship model, the censoring being, in general "informative." The Kaplan-Meier estimator will not generally be consistent if the survival time and an informative censoring time are dependent but treated as though they were independent. Flandre and O'Quigley (1996) proposed a nonparametric estimator of the survival function for data collected in a twostage procedure. A nonparametric permutation test for comparing the survival distributions of two treatments using the two-stage procedure is also readily derived.

The idea behind a two-stage design in the context of a timedependent surrogate endpoint is to reduce the overall duration of the study. This potential reduction occurs at the second stage, in which follow-up is terminated on patients for whom the surrogate variable has been observed. The first stage is used to quantify the strength of the relationship between occurrence of the surrogate variable and subsequent survival. It is this information, obtained from the first stage analysis, that will enable us to make inferences on survival on the basis of, not only observed failures, but also observed occurrences of the surrogate. In the context of clinical trials, as pointed out by Prentice (1989), the surrogate variable must attempt to "capture" any relationship between the treatment and the true endpoint. We may wish to formally test the validity of a surrogate variable before proceeding to the second stage using a standard likelihood ratio test.

In the first stage $N_{1}$ patients are enrolled and followed to the endpoint of primary concern (e.g., death) or to censorship, as in a classical
study, and information concerning the surrogate variable is recorded. Survival time is then either the true survival time or the informative censoring time. The information available for some patients will consist of both time until the surrogate variable and survival time, while for others (i.e. those who die or are censored without the occurrence of the surrogate variable) it consists only of survival time. In the second stage a new set of patients $\left(N_{2}\right)$ is enrolled in the study. For those patients, the follow-up is completed when the surrogate variable has been observed. Thus, the information collected consists only of one time, either the time until the surrogate variable is reached or the survival time. In some cases the two stages may correspond to separate and distinct studies; the second stage being the clinical trial of immediate interest while the first stage would be an earlier trial carried out under similar conditions.

When parametric models for $S$ and $G$ are assumed, then the likelihood function can be obtained directly and provides the basis for inference. The main idea follows that of Lagakos $(1976,1977)$ who introduced a stochastic model that utilizes the information on a timedependent event (auxiliary variable) that may be related to survival time. By taking $\lambda_{0}(t)=\lambda_{2}$, where $\lambda_{0}($.$) is the hazard function for the$ occurrence of the surrogate response, $\lambda_{1}(t)=\lambda_{1}$ and $\lambda_{2}(t)=\lambda_{3}$, the survival function has the marginal distribution function given by Lagakos. The Lagakos model itself is a special case of the bivariate model of Freund (1961), applicable to the lifetimes of certain two-component systems where a failure of the first or second component alters the failure rate of the second or first component from $\beta$ to $\beta^{\prime}$ or ( $\alpha$ to $\alpha^{\prime}$ ). By taking $\alpha=\lambda_{1}(t), \alpha^{\prime}=\lambda_{2}(t)$ and $\beta=\beta^{\prime}=\lambda_{0}(t)$, the Freund model can be viewed as a special case of the model described above.

Slud and Rubinstein (1983) make simple nonparametric assumptions on the joint density of $(T, C)$ and consider the function $\rho(t)$ defined by,

$$
\rho(t)=\lim _{\delta \rightarrow 0} \frac{\operatorname{Pr}(t<T<t+\delta \mid T>t, C<t)}{\operatorname{Pr}(t<T<t+\delta \mid T>t, C \geq t)}
$$

It is possible to make use of this function in order to derive a nonparametric estimation of $S(t)$ for use with the two-stage procedure with surrogate endpoints and which accounts for the dependent censoring. The authors (1983) present a class of nonparametric assumptions on the conditional distribution of $T$ given $C$ which leads to a consistent generalization of the Kaplan-Meier survival curve estimator. Individual
values of $\rho(t)>1$ mean that after the censoring the hazard risk of death for the patient is increased, and thus if we make an assumption of independence of $T$ and $C$, the Kaplan-Meier estimator will tend to overestimate survival. On the other hand, if $\rho(t)<1$, the independence assumption will lead to underestimation of the survival curve. Recalling the usual notation whereby $\delta_{i}=1$ if $T_{i} \leq C_{i}$ and $X_{i}=\min \left(T_{i}, C_{i}\right)$, then $X_{i}$ defines the observed portion of survival time. The Slud and Rubinstein estimator is given by

$$
\begin{equation*}
\hat{S}_{\rho}(t)=N^{-1}\left\{n(t)+\sum_{k=0}^{d(t)-1} W_{k} \prod_{i=k+1}^{d(t)} \frac{n_{i}-1}{n_{i}+\rho_{i}-1}\right\} \tag{15.12}
\end{equation*}
$$

where $n(t)=\sum I\left(X_{i}>t\right), n_{j}=\sum_{i} I\left(X_{i} \geq X_{j}\right), d(t)=\sum I\left(\delta_{i}=\right.$ $\left.1, X_{i} \leq t\right), \rho_{i}=\rho\left(t_{i}\right)$ and $W_{j}$ is the number of patients censored between two consecutively ordered failure times $X_{j}$ and $X_{j+1}$. When $\rho_{i}=1$ it follows that $\hat{S}_{\rho}(t)$ reduces to the usual Kaplan-Meier estimator. This model is a special case of the nonparametric assumption presented by Slud and Rubinstein. The focus here is not on the dependence of $T$ and $C$ but on the dependence of $T$ and $C_{s}$ where $C_{s}$ is a dependent censoring indicator, in particular a surrogate endpoint. The function of interest is

$$
\rho_{s}(t)=\lim _{\delta \rightarrow 0} \frac{\operatorname{Pr}\left(t<T<t+\delta \mid T>t, C_{s}<t\right)}{\operatorname{Pr}\left(t<T<t+\delta \mid T>t, C_{s} \geq t\right)}
$$

This function is equivalent to the function $\pi(t)$ and can be estimated from data from the first stage. Suppose that the conditional hazard, $\lambda(t \mid z)$, of death at $t$ given $Z=z$ has the form $h_{0}(t) \exp (\beta z(t))$ where $z_{i}(t)$ takes the value 0 if $t_{i} \leq c_{i}$ and value 1 if $t_{i}>c_{i}$ then $\rho_{s}(t)=$ $\rho_{s}=\exp (\beta)$. Thus, an estimate of $\rho_{s}$ is given by $\exp (\hat{\beta})$. The estimate of $\beta$ using data from the first stage, quantifies the increase in the risk of death occurring after the surrogate variable has been observed. The first stage is viewed as a training set of data to learn about the relationship between the potential surrogate endpoint and the survival time. The estimator is constructed from the entire sample $N(N=$ $N_{1}+N_{2}$ ). In the sample $N$, the ordered failure times $X_{i}$ for which $\delta_{i}=1$ are $X_{1} \leq \ldots \leq X_{d}$, where $d$ is the number of deaths of patients enrolled either in the first stage or in the second stage. Using the notation that $\epsilon_{i}=1$ if $X_{i}>c_{i}$ and 0 otherwise, the random variable $V$ defines either the observed survival time or the time to the surrogate variable. For patients in the second stage, let us denote the number of
$X_{i}$ with $\epsilon_{i}=1$ and $\delta_{i}=0$ between $X_{j}$ and $X_{j+1}$ by $W_{j}$. In this way, $W_{j}$ denotes the number of individuals from the second stage having a surrogate response between two consecutive failure times $X_{j}$ and $X_{j+1}$. Let $W_{j}^{\prime}$ denote either the number of individuals censored in the first stage or the number of individuals censored without a surrogate response in the second stage between $X_{j}$ and $X_{j+1}$. Clearly, $W_{j}$ is the number of patients censored with "informative censoring" between two consecutively ordered failure times $X_{j}$ and $X_{j+1}$ while $W_{j}^{\prime}$ is the number of patients censored with "noninformative censoring" between two consecutively ordered failure times $X_{j}$ and $X_{j+1}$. Finally $n_{j}$ is the number of $i$ with $X_{i} \geq X_{j}$. The product-limit estimator then becomes
$\hat{S}\left(t ; \rho_{s}\right)=N^{-1}\left\{n(t)+\sum_{k=0}^{d(t)-1} W_{k} \prod_{i=k+1}^{d(t)} \frac{n_{i}-1}{n_{i}+\rho_{s}-1}+\sum_{k=0}^{d(t)-1} W_{k}^{\prime} \prod_{i=k+1}^{d(t)} \frac{n_{i}-1}{n_{i}}\right\}$.
Notice that when $\rho_{s}=1$ (i.e, the occurrence of the surrogate variables has no influence of survival) then $\hat{S}\left(t ; \rho_{s}\right)$ is simply the Kaplan-Meier estimator. Considering the two-sample case, for example, a controlled clinical trial where group membership is indicated by a single binary variable $Z$, then the survival function, corresponding to $z=0$, is denoted by $S_{0}(t)$ and the survival function corresponding to $z=1$ is denoted by $S_{1}(t)$. A nonparametric permutation test (Flandre and O'Quigley 1996) for testing the null hypothesis $H_{0}: S_{0}=S_{1}$ versus $H_{1}: S_{0} \neq S_{1}$ can be easily constructed. The test accounts for the presence of dependent censoring as described and, since we would not want to assume that the effect of the surrogate is the same in both groups, then $\rho_{s 0}$ need not be equal to $\rho_{s 1}$. A test can be based on the statistic $Y$ defined by

$$
\begin{equation*}
Y(w ; \psi)=\int_{0}^{\infty} w(t) \psi\left(\hat{S}_{0}\left(t ; \hat{\rho}_{s 0}\right), \hat{S}_{1}\left(t ; \hat{\rho}_{s 1}\right)\right) d \hat{S}_{0}\left(t ; \hat{\rho}_{s 0}\right) \tag{15.13}
\end{equation*}
$$

where $\psi(a, b)$ is some distance function (metric) between $a$ and $b$ at the point $s$ and $w(s)$ is some positive weighting function, often taken to be 1 although a variance-stabilizing definition such as $w(t)^{2}=$ $\hat{S}_{0}\left(t ; \hat{\rho}_{s 0}\right)\left(1-\hat{S}_{0}\left(t ; \hat{\rho}_{s 0}\right)\right)$ can be useful in certain applications. The choice $\psi(a, b)=a-b$ leads to a test with good power against alternatives of stochastic ordering, whereas the choice $\psi(a, b)=|a-b|$ or $\psi(a, b)=(a-b)^{2}$, for instance, would provide better power against crossing hazard alternatives. Large sample theory is simplified by assuming that the non-informative censoring distributions are identical
in both groups and this may require more critical examination in practical examples. Given data we can observe some value $Y=y_{0}$ from which the significance level can be calculated by randomly permuting the $(0,1)$ labels corresponding to treatment assignment. For the $i$ th permutation $\left(i=1, \ldots, n_{p}\right)$ the test statistic can be calculated, resulting in the value $y_{i}$ say. Out of the $n_{p}$ permutations suppose that there are $n^{+}$values of $y_{i}$ greater than or equal to $y_{0}$ and, therefore, $n_{p}-n^{+}$ values of $y_{i}$ less than $y_{0}$. The significance level for a two-sided test is then given by $2 \min \left(n^{+}, n_{p}-n^{+}\right) / n_{p}$. In practice we sample from the set of all permutations so that $n_{p}$ does not correspond to the total number of possible permutations but, rather, the number actually used, of which some may even be repeated. This is the same idea that is used in bootstrap resampling.

### 15.11 Exercises and class projects

1 . For subjects $i$ and $j$ with covariate values $Z_{i}$ and $Z_{j}$, write down the probability that the ratio of the survival time for subject $i$ to the survival time for subject $j$ is greater than $2 / 3$.
2. Calculate an estimate of the above probability for the Freireich data in which $Z_{i}=1$ and $Z_{j}=0$. Derive an expression for a $95 \%$ confidence interval for this quantity and use it to derive a confidence interval for use with the Freireich data.
3. Referring to the paper of Kent and O'Quigley (1988), consider the approximation suggested in that paper for the coefficient of randomness. Use this to motivate the quantity $\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i}, Z_{j}\right)$ as a measure of dependence analogous to explained variation.
4. Consider some large data set in which there exists two prognostic groups. Divide the time scale into $m$ non-overlapping intervals, $a_{0}=$ $0<a_{1}<\ldots<a_{m}=\infty$. Calculate $\operatorname{Pr}\left(T_{i}>T_{j} \mid Z_{i}, Z_{j}, T_{j}>a_{k}\right)$ for all values of $k$ less than $m$ and use this information to make inferences about the impact of group effects through time.
5. Write down the likelihood for the piecewise exponential model in which, between adjacent failure times, the hazard can be any positive value (Breslow 1972). Find an expression for the cumulative hazard function and use this to obtain an expression for the survivorship
function. Although such an estimator can be shown to be consistent (Crowley and Breslow 1974) explain why the usual large sample likelihood theory would fail to apply.
6. Consider again the two group case. Suppose we are told that the survival time of a given subject is less that $t_{0}$. We also know that the groups are initially balanced. Derive an expression for the probability that the subject in question belongs to group 1. For the Freireich data, given that a subject has a survival time less than 15 weeks, estimate the probability that the subject belongs to the group receiving placebo?
7. Derive an estimator analogous to Equation 15.4 but based on the Neslon-Aalen estimator for marginal survival. By adding to the marginal cumulative hazard some arbitrary increasing unbounded function of time, obtain a simpler expression for the conditional survival estimate.
8. Use the delta method (Section 2.9) to obtain Equation 15.7.
9. Use the results of Andersen and Gill (1982) to conclude that $\hat{\beta}-\beta_{0}$ is asymptotically uncorrelated with $\left.\hat{S}(t \mid Z \in H)\right|_{\beta_{0}}$.
10. On the basis of a large data set construct some simple prognostic indices using the most important risk factors. Divide into 3 groups the data based on the prognostic index and calculate the different survival estimates for each subgroup. Comment on the different features of these estimators as observed in this example. How would you investigate more closely the relative benefits of the different estimators?
11. Show that when $T_{i}$ and $T_{j}$ have the same covariate values, then $\operatorname{Pr}\left(T_{i}>T_{j}\right)=0.5$.
12. For the Freireich data calculate the probability that a randomly chosen subject from the treated group lives longer than a randomly chosen subject from the control group.
13. Generate a two variate proportional hazards model in which $Z_{1}$ is binary and $Z_{2}$ is uniform on the interval $(0,1)$. The regression coefficients $\beta_{1}$ and $\beta_{2}$ take values (i) $0.5,0.5$; (ii) $0.5,1.0$, and (iii) 1,2 , respectively. For all three situations, and taking $\lambda_{0}=1$, calculate and compare the six survival curves for $Z_{1}=0,1$ and $Z_{2}=0.25,0.50$ and 0.75 .

## Chapter 16

## Proofs of theorems, lemmas and corollaries

In this chapter we provide further details, including many proofs, of the theorems, lemmas and corollaries that appear throughout the main text. For the more mathematical reader the proofs are of interest in their own right and many of these proofs either do not appear elsewhere or are not easily accessible. Many of the large sample derivations lean upon the theory of Andersen and Gill (1982) and were first worked out by Xu (1996). This chapter will be of use to the less mathematical reader who is concerned that results be well established and lean on solid reasoning. He or she, assuming some limited mathematical facility, will be in a better position to bring under scrutiny any areas of doubt. Finally, ignoring this chapter altogether will not detract from the main ideas.

## Theorem 2.2, Theorem 2.7 and Corollary 2.9

The importance of the first of these two theorems is difficult to overstate. All the useful large sample results, for instance, hinge ultimately on the theorem. An elegant proof of the theorem, together with well thought out illustrations and some examples, is given in Shenk (1988). For Theorem 2.7 let $T$ have a continuous and invertible distribution function $F(t)$ and let $U=F(T)$. The inverse function is denoted $F^{-1}$ so that $F^{-1}\{F(t)\}=t$. Then $P(U<u)=P\{F(T)<u\}=P\{T<$
$\left.F^{-1}(u)\right\}=P\left\{T<F^{-1} F(t)\right\}=P\{T<t\}=F(t)=u$. Thus $U$ has the distribution of a standard uniform. The proof of the corollary leans upon some straightforward manipulation of elementary events. An outline is provided in Section 2.5 of David (1981).

## Theorem 2.13 and Corollaries 2.10 and 8.12

We have that $P\left\{X(t+s)>x \mid X(s)=x_{s}, X(u), 0 \leq u<s\right\}=$ $P\left\{X(t+s)-X(s)>x-x_{s} \mid X(s)=x_{s}, X(u), 0 \leq u<s\right\}=$ $P\left\{X(t+s)-X(s)>x-x_{s}\right\}=P\left\{X(t+s)>x \mid X(s)=x_{s}\right\}$. Corollary 2.10 follows since, $f_{s \mid t}(x \mid w)=f_{s}(x) f_{t-s}(w-x) / f_{t}(w)=$ const exp $\left\{-x^{2} / 2 s-(w-x)^{2} / 2(t-s)\right\}=$ const $\exp \left\{-t(x-w s / t)^{2} /\right.$ $2 s(t-s)\}$. For Corollary 8.12 note that the process $V(t)$ is a Gaussian process in which $E\{V(t)\}=0$ and $\operatorname{Cov}\{V(t), V(s)\}=E\{\exp (-\alpha t / 2)$ $\left.\exp (-\alpha s / 2) X\left(e^{\alpha t}\right) X\left(e^{\alpha} s\right)\right\}$ This can be written as $\exp (-\alpha(t+s) / 2) \times$ $E\left\{X\left(e^{\alpha t}\right) X\left(e^{\alpha} s\right)\right\}$ This is turn is then equal to $\exp (-\alpha(t+s) / 2) \exp \alpha t$ which is just $\exp (-\alpha(t-s) / 2)$.

## Theorem 2.14 and Corollary 2.12

For the theorem note that, $\operatorname{Cov}(X(s), X(t) \mid X(1)=0)=E(X(s), X(t) \mid$ $X(1)=0)$. In turn this equals $E\{E(X(s), X(t)|X(t), X(1)=0| X(1)=$ $0)\}$. This is the same as $E\{X(t) E(X(s) \mid X(t)) \mid X(1)=0\}$ which can be written as, $E\{X(t)(s / t) X(t) \mid X(1)=0\}$ which is then $(s / t) E\left\{X^{2}(t) \mid\right.$ $X(1)=0\}$ so that finally this is $(s / t) t(1-t)=s(1-t)$. Corollary 2.12 can be deduced from the theorem via the following simple steps: $\operatorname{Cov}\left\{W^{0}(s), W^{0}(t)\right\} s<t$ is given by $E\{W(s)-s W(1)\}\{W(t)-$ $t W(1)\}=E\{W(s) W(t)-s W(1) W(t)+s t W(1) W(1)-t W(1) W(s)\}=$ $s-s t+s t-s t=s(1-t)$.

## Lemma 2.8

By definition the covariance of $X(s)$ and $X(t)$ is equal to $(s+1)(t+1)$ which multiplies the quantity $\operatorname{Cov}(Z(t /(t+1)), Z(s /(s+1)))$. Next, from the definition of the Brownian bridge, $Z(t)=W(t)-t W(1)$ so that, expanding the above expression we obtain $\operatorname{Cov}\{W(t /(t+1))$, $W(s /(s+1))\}-t /(t+1) \times \operatorname{Cov}\{W(1), W(s /(s+1))\}-s /(s+1) \operatorname{Cov}$ $\{W(1), W(t /(t+1))\}+s t /((s+1)(t+1)) \times \operatorname{Cov}\{W(1), W(1)\}=s(t+$ 1) $-s t-s t+s t=s$.

## Theorem 2.9 and Theorem 3.1

For Theorem 2.9 note that, $\operatorname{Cov}\{Z(s), Z(t)\}=E\{Z(s) Z(t)\}$. We write this as $E \int_{0}^{s} X(y) d y \int_{0}^{t} X(u) d u$. Bringing together the two integral operators we rewrite this as, $E \int_{0}^{s} \int_{0}^{t} X(y) X(u) d y d u$ which is just $\int_{0}^{s} \int_{0}^{t} E X(y) X(u) d y d u$ which we express as $\int_{0}^{s} \int_{0}^{t} \min (y, u) d y d u$ and this is then $\int_{0}^{s} \int_{0}^{u} y d y+\int_{u}^{t} u d y d u$ which simplifies to $s^{2}(t / 2-s / 6)$. Furthermore, for Theorem 3.1, we can calculate Cov $\left(S_{k}^{*}, S_{m}^{*}\right)$ where $k<m$ directly. We have that $\operatorname{Cov}\left(S_{k}^{*}, S_{m}^{*}\right)=E\left(S_{k}^{*} S_{m}^{*}\right)-E\left(S_{k}^{*}\right) E\left(S_{m}^{*}\right)=$ $(\sigma \sqrt{n})^{-2} E\left\{S_{k} S_{m}\right\}=(\sigma \sqrt{n})^{-2} E\left\{S_{k}\left(S_{k}+\sum_{k<i \leq m} X_{i}\right)\right\}$. Developing the bracket gives, $(\sigma \sqrt{n})^{-2}\left\{E\left(S_{k}^{2}\right)+E\left(S_{k}\right) E\left(\sum_{k<i \leq m}^{-} X_{i}\right)\right\}$ which is equal to $(\sigma \sqrt{n})^{-2} E\left(S_{k}^{2}\right)=(\sigma \sqrt{n})^{-2} k \sigma^{2}=k / n=t$.

## Theorem 3.2 and 3.6

For the first of these two theorems, note that the marginal and conditional normality of any sequence of $\sqrt{n}\left\{F_{n}\left(t_{i}\right)-F\left(t_{i}\right)\right\},\left(0<t_{1}<\ldots<\right.$ $t_{m}$ ), for some $m$, indicates the multivariate normality of $\sqrt{n}\left\{F_{n}\left(t_{i}\right)-\right.$ $\left.F\left(t_{i}\right)\right\},\left(0<t_{1}<\ldots<t_{m}\right)$. Thus $\sqrt{n}\left\{F_{n}(t)-F(t)\right\}$ is a Gaussian process. It has mean zero and variance $F(t)\{1-F(t)\}$. To obtain the covariance, note first that the indicator variables $I\left(T_{i} \leq t\right)$ and $I\left(T_{j} \leq s\right)$ are independent for all $t$ and $s$ and $i \neq j$. It only remains to evaluate, for $s<t$ Cov $\left\{I\left(T_{i} \leq t\right), I\left(T_{i} \leq s\right)\right\}=E\left\{I\left(T_{i} \leq\right.\right.$ t) $\left.I\left(T_{i} \leq s\right)\right\}-E\left\{I\left(T_{i} \leq t\right)\right\} E\left\{I\left(T_{i} \leq s\right)\right\}=F(s)-F(t) F(s)=$ $F(s)\{1-F(t)\}$. For the second of these two theorems, note that, $\mathrm{E}\left\{d M^{\prime}(t) \mid \mathcal{F}_{t-}\right\}=\mathrm{E}\left\{H(t) d M(t) \mid \mathcal{F}_{t-}\right\}=H(t) \mathrm{E}\left\{d M(t) \mid \mathcal{F}_{t-}\right\}=0$. Furthermore, $\operatorname{Var}\left\{d M^{\prime}(t) \mid \mathcal{F}_{t-}\right\}=\operatorname{Var}\left\{H(t) d M(t) \mid \mathcal{F}_{t-}\right\}=H(t)^{2} \operatorname{Var}\{d M$ $\left.(t) \mid \mathcal{F}_{t-}\right\}=H(t)^{2} d\langle M\rangle(t)$. Similarly, $\left\langle\int H d M, \int K d M^{\prime}\right\rangle(t)=\int_{0}^{t} H(s)$ $K(s) d\left\langle M, M^{\prime}\right\rangle(s)$.

## Theorem 5.1 and Theorem 5.3

There are two possibilities; the observation $x_{i}$ corresponds to a failure, the observation corresponds to a censoring time. For the first possibility let $d x_{i}$ be an infinitesimally small interval around this point. The probability that we can associate with this event is $\operatorname{Pr}(T \in$ $\left.d x_{i}, C>x_{i}\right)=\operatorname{Pr}\left(T \in d x_{i}\right) \times \operatorname{pr}\left(C>x_{i}\right)$ i.e. $f\left(x_{i} ; \theta\right) d x_{i} \times G\left(x_{i} ; \theta\right)$. For a censored observation at time $x_{i}\left(\delta_{i}=0\right)$ we have; $\operatorname{Pr}(C \in$
$\left.d x_{i}, T>x_{i}\right)=\operatorname{Pr}\left(C \in d x_{i}\right) \times \operatorname{pr}\left(T>x_{i}\right)$ i.e. $g\left(x_{i} ; \theta\right) d x_{i} \times S\left(x_{i} ; \theta\right)$. We can then write the likelihood as; $L(\theta)=\prod_{\delta_{i}=1} f\left(x_{i} ; \theta\right) d x_{i} G\left(x_{i} ; \theta\right) \times$ $\prod_{\delta_{i}=0} g\left(x_{i} ; \theta\right) d x_{i} S\left(x_{i} ; \theta\right)$ In most cases the further assumption that the censoring itself does not depend on $\theta$ may be reasonable. Taking logs and ignoring constants we obtain the result. For Theorem 5.3 note that $\operatorname{Pr}\left\{X_{i} \geq a_{\ell} \mid X_{i}>a_{\ell-1}\right\}=\operatorname{Pr}\left\{T_{i} \geq a_{\ell} \mid X_{i}>a_{\ell-1}\right\} \times \operatorname{Pr}\left\{C_{i} \geq a_{\ell} \mid X_{i}>\right.$ $\left.a_{\ell-1}\right\}=\operatorname{Pr}\left\{T_{i} \geq a_{\ell} \mid C_{i}>a_{\ell-1}, T_{i}>a_{\ell-1}\right\}=\operatorname{Pr}\left\{T_{i} \geq a_{\ell} \mid T_{i}>a_{\ell-1}\right\}$ by independence.

## Theorem 5.4

We have $\operatorname{Var}\left(\log S\left(a_{\ell}\right) \approx \sum_{m \leq \ell} \operatorname{Var}\left(\log \left(1-\pi_{m}\right)\right)\right.$. This is $\sum_{m \leq \ell}(1-$ $\left.\pi_{m}\right)^{-2} \operatorname{Var}\left(\pi_{m}\right)$ which we write as $\sum_{m \leq \ell}\left(1-\pi_{m}\right)^{-2} \pi_{m}\left(1-\pi_{m}\right) / n_{m}$ where $n_{m}$ corresponds to the number at risk. i.e. the denominator. We write $\sum_{m \leq \ell} d_{m} / r_{m}\left(r_{m}-d_{m}\right)$ Use log function and a further application of delta method to obtain; $\operatorname{Var} S\left(a_{\ell}\right) \approx S\left(a_{\ell}\right)^{2} \sum_{m \leq \ell} \sum_{m \leq \ell} d_{m} /$ $r_{m}\left(r_{m}-d_{m}\right)$ An approach not using the delta method follows Greenwood (1926). Let $t_{0}<t_{1}<\cdots<t_{k}$. An estimate of the variance of the survival probability $P$ of the form $P=p_{1} \times p_{2} \times$ $\qquad$ $\ldots \times p_{k}$, where each $p_{i}$ is the estimated probability of survival from time $t_{i-1}$ to time $t_{i}, q_{i}=1-p_{i}$ and $P$ is therefore the estimated probability of survival from $t_{0}$ to $t_{k}$. Assuming that the $p_{i}$ 's are independent of one another, we have $\mathrm{E}(P)=\mathrm{E}\left(p_{1}\right) \times \mathrm{E}\left(p_{2}\right) \times \ldots . \times \mathrm{E}\left(p_{k}\right)$, as well as, $\mathrm{E}\left(P^{2}\right)=\mathrm{E}\left(p_{1}^{2}\right) \times \mathrm{E}\left(p_{2}^{2}\right) \times \ldots . \times \mathrm{E}\left(p_{k}^{2}\right)$, and $\mathrm{E}\left(p_{i}^{2}\right)=$ $\left(\mathrm{E} p_{i}\right)^{2}+\sigma_{i}^{2}$, where $\sigma_{i}^{2}=\operatorname{Var}\left(p_{i}\right)$. Then $\operatorname{Var}(P)=\mathrm{E}\left(P^{2}\right)-\{\mathrm{E}(P)\}^{2}=$ $\{\mathrm{E}(P)\}^{2}\left(\left(1+\sigma_{1}^{2} /\left(\mathrm{E} p_{1}\right)^{2}\right)\left(1+\sigma_{2}^{2} /\left(\mathrm{E} p_{2}\right)^{2}\right) \cdots\left(1+\sigma_{k}^{2} /\left(\mathrm{E} p_{k}\right)^{2}\right)-1\right) \approx$ $\{\mathrm{E}(P)\}^{2}\left(\sigma_{1}^{2} /\left(\mathrm{E} p_{1}\right)^{2}+\sigma_{2}^{2} /\left(\mathrm{E} p_{2}\right)^{2}+\ldots .+\sigma_{k}^{2} /\left(\mathrm{E} p_{k}\right)^{2}\right)$. Now condition on $\mathrm{E}\left(p_{i}\right)$ and the number of observations $n_{i}$ to which $p_{i}$ is applied, then $\sigma_{i}^{2}=\mathrm{E} p_{i}\left(1-\mathrm{E} p_{i}\right) / n_{i}$. Substituting $p_{i}$ for $\mathrm{E}\left(p_{i}\right)$, we obtain estimates of the variance $\hat{\operatorname{Var}}(P)=P^{2}\left\{\prod_{i=1}^{k}\left(1+q_{i} / n_{i} p_{i}\right)-1\right\} \approx P^{2} \sum_{i=1}^{k} q_{i} / n_{i} p_{i}$.

## Theorem 2.9 and Corollary 2.4

The theorem states that, letting $F(x)=P(X \leq x)$ and $F_{r}(x)=$ $P\left(X_{(r)} \leq x\right)$ then; $F_{r}(x)=\sum_{i=r}^{n}\binom{n}{i} F^{i}(x)[1-F(x)]^{n-i}$ Recall that the $X_{i}$ from the parent population with distribution $F(x)$ are i.i.d. The event that $X_{(r)} \leq x$ is the event that at least $r$ of the $X_{i}$ are less than or equal to $x$. This is then the sum of the binomial probabilities
summed over all values of $i$ greater than or equal to $r$. The first part of the corollary is clear upon inspection. For the second part note that $\sum_{i=0}^{n}\binom{n}{i} F^{i}(x)[1-F(x)]^{n-i}=1$ and that $\binom{n}{0} F^{0}(x)[1-F(x)]^{n}=$ $[1-F(x)]^{n}$.

## Theorem 9.2

Suppose $k$ individuals are observed to fail at times $t_{i}, \ldots, t_{k}$ and have corresponding explanatory variables $z_{i}$ to $z_{k}$. Assume times are ordered. Then the probability, conditional upon the observed failure times, of obtaining a particular ordering is written $\operatorname{Pr}(r=$ $(1),(2), \ldots,(n))=\operatorname{Pr}\left(t_{1}<t_{2}<t_{3}\right)=\int_{0}^{\infty} \int_{t_{1}}^{\infty} \ldots \int_{t_{n-1}}^{\infty} f\left(t_{1} \mid z_{1}\right) \ldots f\left(t_{n} \mid z_{n}\right)$ $d t_{n} \ldots d t_{1}=\int_{0}^{\infty} \int_{t_{1}}^{\infty} \ldots \int_{t_{n-1}}^{\infty} \prod_{i=1}^{n}\left\{h_{0}\left(t_{i}\right) e^{\beta z_{i}} \exp \left[-H_{0}\left(t_{i}\right) e^{\beta z_{i}}\right]\right\}=\prod_{i=1}^{n}$ $\left\{\exp \left(\beta Z_{i}\right) / \sum_{j=1}^{n} Y_{j}\left(X_{i}\right) \exp \left(\beta Z_{j}\right\}^{\delta_{i}}\right.$.

## Large sample results for survivorship function

Xu (1996) derives the asymptotic normality of the survival estimate under the model for fixed $t=t^{*}$. Let $Q_{i}=1$ if $Z_{i} \in H$, and 0 otherwise. Using the notation: $S^{(r)}(t)=n^{-1} \sum_{i=1}^{n} Y_{i}(t) e^{\beta(t)^{\prime} Z_{i}(t)} Z_{i}(t)^{r}, s^{(r)}(t)$, $E S^{(r)}(t), S^{(r)}(\beta, t)=n^{-1} \sum_{i=1}^{n} Y_{i}(t) e^{\beta^{Z} Z_{i}(t)} Z_{i}(t)^{r}, s^{(r)}(\beta, t)=E S^{(r)}$ $(\beta, t), S^{(H)}(\beta, t)=n^{-1} \sum_{1}^{n} Q_{i} Y_{i}(t) e^{\beta Z_{i}}, s^{(H)}(\beta, t)=E S^{(H)}(\beta, t), S^{(H 1)}$ $(\beta, t)=n^{-1} \sum_{1}^{n} Q_{i} Y_{i}(t) Z_{i} e^{\beta Z_{i}}, s^{(H 1)}(\beta, t)=E S^{(H 1)}(\beta, t)$, for $r=0,1,2$, we can rewrite $\hat{P}(Z \in H \mid t)=S^{(H)}(\hat{\beta}, t) / S^{(0)}(\hat{\beta}, t)$, and $E_{\beta}\left(Z \mid t ; \pi^{H}\right)=$ $S^{(H 1)}(\hat{\beta}, t) / S^{(H)}(\hat{\beta}, t)$. From the main theorem we have $s^{(H)}\left(\beta_{0}, t\right) / s^{(0)}$ $\left(\beta_{0}, t\right)=P(Z \in H \mid t)$. So under some elementary regularity and continuity conditions ( Xu 1996) it is easy to show that $\left\{\partial \hat{S}\left(t^{*} \mid Z \in\right.\right.$ $H) / \partial \beta\}\left.\right|_{\beta=\dot{\beta}}$ is asymptotically constant. Now $\hat{\beta}-\beta_{0}=I^{-1}(\check{\beta}) U\left(\beta_{0}\right)$ where $\check{\beta}$ is on the line segment between $\hat{\beta}$ and $\beta_{0}, U(\beta)=\partial \log L(\beta) / \partial \beta$ and $I(\beta)=-\partial U(\beta) / \partial \beta$. Combining these results we have $\sqrt{n} \hat{S}\left(t^{*} \mid Z \in\right.$ $H)=\left.\sqrt{n} \hat{S}\left(t^{*} \mid Z \in H\right)\right|_{\beta_{0}}+I^{-1}(\check{\beta}) \sqrt{n} U\left(\beta_{0}\right) \partial \hat{S}\left(t^{*} \mid Z \in H\right) /\left.\partial \beta\right|_{\beta=\dot{\beta}}$. It is known from for example, Andersen and Gill (1982) that $I(\check{\beta})$ converges in probability to a well-defined population parameter. Lin and Wei (1989) showed that $U\left(\beta_{0}\right)$ is asymptotically equivalent to $1 / n$ times a sum of i.i.d. random variables: Lin and Wei (1989) show that $\sqrt{n} U\left(\beta_{0}\right)$ is asymptotically equivalent to $n^{-1 / 2} \sum_{1}^{n} \omega_{i}\left(\beta_{0}\right)$, where $\omega_{i}(\beta)=\int_{0}^{1}\left\{Z_{i}-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right\} d N_{i}(t)-\int_{0}^{1} Y_{i}(t) e^{\beta Z_{i}}\left\{Z_{i}-s^{(1)}\right.$
$\left.(\beta, t) / s^{(0)}(\beta, t)\right\} \quad \lambda_{0}(t) d t$ and $N_{i}(t)=I\left\{T_{i} \leq t, T_{i} \leq C_{i}\right\}$. For the asymptotic normality of $\hat{S}\left(t^{*} \mid Z \in H\right)$ it is only necessary to show that the numerator of $\left.\hat{S}\left(t^{*} \mid Z \in H\right)\right|_{\beta_{0}}$ is also asymptotically equivalent to $1 / n$ times a sum of $n$ i.i.d. random variables like the above, since the denominator of it we know is consistent for $\mathrm{P}(Z \in H)$. Now, the numerator of $\hat{S}\left(t^{*} \mid Z \in H\right)$ is $\int_{t^{*}}^{\infty} \hat{P}(Z \in H \mid t) d \hat{F}(t)$. Note that $\sqrt{n}\left\{\int_{t^{*}}^{\infty} \hat{P}(Z \in\right.$ $\left.H \mid t) d \hat{F}(t)-P\left(Z \in H, T>t^{*}\right)\right\}=\sqrt{n} \int_{t^{*}}^{\infty} P(Z \in H \mid t) d\{\hat{F}(t)-F(t)\}+$ $\sqrt{n} \int_{t^{*}}^{\infty}\{\hat{P}(Z \in H \mid t)-P(Z \in H \mid t)\} d\{\hat{F}(t)-F(t)\}+\sqrt{n} \int_{t^{*}}^{\infty}\{\hat{P}(Z \in$ $H \mid t)-P(Z \in H \mid t)\} d F(t)$. Now $\sqrt{n}\{\hat{F}(t)-F(t)\}$ converges in distribution to a zero-mean Gaussian process. Therefore the second term on the right hand side of the equation is $o_{p}(1)$. The last term is $A_{1}+$ $o_{p}(1)$ (see also Xu 1996), where $A_{1}=\sqrt{n} \int_{t^{*}}^{1}\left\{S^{(H)}\left(\beta_{0}, t\right) / s^{(0)}\left(\beta_{0}, t\right)-\right.$ $\left.s^{(H)}\left(\beta_{0}, t\right) S^{(0)}\left(\beta_{0}, t\right) / s^{(0)}\left(\beta_{0}, t\right)^{2}\right\} d F(t)=n^{-1 / 2} \sum_{i=1}^{n} \int_{t^{*}}^{1} Y_{i}(t) e^{\beta_{0} Z_{i}} /$ $s^{(0)}\left(\beta_{0}, t\right)\left\{Q_{i}-s^{(H)}\left(\beta_{0}, t\right) / s^{(0)}\left(\beta_{0}, t\right)\right\} d F(t)$. As for the first term, we can use a result of Stute (1995). With $\phi(t)=1_{\left[t^{*}, 1\right]}(t) P(Z \in H \mid t)$ in the theorem, the first term is equal to $n^{-1 / 2} \sum_{i=1}^{n} \nu_{i}+\sqrt{n} R_{n}$, where $\left|R_{n}\right|=o_{p}\left(n^{-1 / 2}\right)$ and $\nu$ 's are i.i.d. with mean zero, each being a function of $X_{i}$ and $\delta_{i}$.

## Theorem 7.1

Since $\lambda(t \mid Z(t)=z)=\lambda_{0}(t) \exp \{\beta(t) z\}$, then $f(t \mid Z(t)=z)=\lambda_{0}$ $(t) \exp \{\beta(t) z\} S(t \mid Z(t)=z)$, where $S(t \mid Z(t)=z)$ is the conditional survival function. Without loss of generality, we assume that $Z(T)$ has density function $g(z)$. The proof follows the same way if $Z$ is discrete. By Bayes' rule, we can express the conditional density of $Z(t)$ given $T=t$ as; $f_{t}(z \mid T=t)=f(t \mid z) g(z) / \int f(t \mid z) g(z) d z=$ $\lambda_{0}(t) e^{\beta(t) z} S(t \mid z) g(z) / \int \lambda_{0}(t) e^{\beta(t) z} S(t \mid z) g(z) d z=e^{\beta(t) z} h(z \mid T \geq t) /$ $\int e^{\beta(t) z} h(z \mid T \geq t)$ where $h(z \mid T \geq t)$ is the conditional density of $Z(t)$ given $T \geq t$. From elementary probability calculus, for sets $\mathcal{A}$ and $\mathcal{B}$ we have $P(\mathcal{A})=P(\mathcal{A} \mid \mathcal{B}) P(\mathcal{B}) / P(\mathcal{B} \mid \mathcal{A})$ so that we can write; $h(z \mid T \geq t)=f(z \mid T \geq t, C \geq t) P(C \geq t) / P(C \geq t \mid z, T \geq t)$ and, by our conditional independence assumption, the denominator simplifies so that $P(C \geq t \mid z, T \geq t)=P(C \geq t \mid z)$. Now, by the law of total probability, we have $P(C \geq t)=\int P(C \geq$ $t \mid z) g(z) d z$, where the integral is over the domain of definition of $Z$. Next we replace $P(Z \leq z \mid T \geq t, C \geq t)$ by the consistent estimate $\sum_{\left\{Z_{j}(t) \leq z\right\}} Y_{j}(t) / \sum_{1}^{n} Y_{j}(t)$, which is simply the empirical
distribution in the risk set, which leads to; $\hat{P}\{Z(t) \leq z \mid T=t\}=$ $\sum_{z_{i} \leq z} Y_{i}(t) \exp \left\{\beta(t) z_{i}(t)\right\} \hat{\phi}\left(z_{i}, t\right) / \sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta(t) z_{j}(t)\right\} \hat{\phi}\left(z_{j}, t\right)$. An application of Slutsky's theorem enable us to claim the result continues to hold whenever $\beta(t)$ is replaced by any consistent estimator $\hat{\beta}(t)$, in particular the partial likelihood estimator when we assume the more restricted model holds.

## Property (4) of $R^{2}$ (Xu 1996)

We recall the following proposition of Lin (1991): Assume the model holds. Let $\mathcal{W}(t)$ be a predictable process converging in probability to a non-negative bounded function uniformly in $t$. Let $\hat{\beta}_{\mathcal{W}}$ be the solution to the weighted score $U_{\mathcal{W}}(\beta)=\sum_{i=1}^{n} \delta_{i} \mathcal{W}\left(X_{i}\right) r_{i}(\beta)=0$. Then $n^{1 / 2}\left(\hat{\beta}_{\mathcal{W}}-\beta\right)$ is asymptotically normal with mean 0 . Property (4) can be seen by noting that $\partial R^{2}(\beta) / \partial \beta=2 / \mathcal{I}(0) \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}(\beta)$ $V_{\beta}\left(Z \mid X_{i}\right)$ is a weighted score, where $V_{\beta}(Z \mid t)=\mathcal{E}_{\beta}\left(Z^{2} \mid t\right)-\left\{\mathcal{E}_{\beta}(Z \mid t)\right\}^{2}=$ $\sum_{j=1}^{n} Y_{j}(t) Z_{j}(t)^{2} \exp \left\{\beta Z_{j}(t)\right\} / \sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta Z_{j}(t)\right\}-\left(\sum_{j=1}^{n} Y_{j}(t)\right.$ $\left.Z_{j}(t) \exp \left\{\beta Z_{j}(t)\right\} / \sum_{j=1}^{n} Y_{j}(t) \exp \left\{\beta Z_{j}(t)\right\}\right)^{2}$ is the conditional variance of $Z(t)$ with respect to the probability distribution $\left\{\pi_{i}(\beta, t)\right\}_{i}$ for fixed $t$. Under the model it then follows that $\partial R^{2}(\beta) /\left.\partial \beta\right|_{\hat{\beta}} \xrightarrow{\mathrm{P}}$ 0 . The second derivative is $\partial^{2} R^{2}(\beta) / \partial \beta^{2}=2 \mathcal{I}(0)\left\{-\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\right.$ $\left.V_{\beta}\left(Z \mid X_{i}\right)^{2}+\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}(\beta) \partial / \partial \beta V_{\beta}\left(Z \mid X_{i}\right)\right\}$. The second term in the braces above is again a weighted score and therefore asymptotically zero at $\beta=\hat{\beta}$. So for large enough $n, \partial^{2} R^{2}(\beta) / \partial \beta^{2}$, evaluated at the point $\beta=\hat{\beta}$ is negative, which indicates that $R^{2}(\beta)$ reaches its maximum around $\hat{\beta}$.

## Property (2) of $R_{\mathcal{E}}^{2}$ (Xu 1996)

Let $\psi_{i}(\beta)=\mathcal{E}_{0}\left(Z \mid X_{i}\right)^{2}-2 \mathcal{E}_{0}\left(Z \mid X_{i}\right) \mathcal{E}_{\beta}\left(Z \mid X_{i}\right)$. We can then write; $R_{\mathcal{E}}^{2}(\beta)=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\psi_{i}(\beta)+\mathcal{E}_{\beta}^{2}\left(Z \mid X_{i}\right)\right\} / \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) \psi_{i}(\beta)+$ $\delta_{i} W\left(X_{i}\right) \mathcal{E}_{\beta}\left(Z^{2} \mid X_{i}\right)$. With all the observed data fixed, at time $X_{i}$, as $\beta \rightarrow+\infty \pi_{j}\left(\beta, X_{i}\right) \rightarrow 0$ for all $j$ such that $z_{j}\left(X_{i}\right)<z_{\max }^{(i)}$, where $z_{\text {max }}^{(i)}=\max \left\{z_{l}\left(X_{i}\right): Y_{l}\left(X_{i}\right)=1\right\}$. Furthermore $\mathcal{P}_{\beta}\left(Z\left(X_{i}\right)=\right.$ $\left.z_{\max }^{(i)}\right)=\sum_{\left\{j: z_{j}\left(X_{i}\right)=z_{\max \}}^{(i)}\right.} \pi_{j}\left(X_{i} ; \beta\right) \rightarrow 1$ so that $\mathcal{E}_{\beta}^{2}\left(Z \mid X_{i}\right) \rightarrow\left[z_{\max }^{(i)}\right]^{2}$ and $\mathcal{E}_{\beta}\left(Z^{2} \mid X_{i}\right) \rightarrow\left[z_{\text {max }}^{(i)}\right]^{2}$. Again at time $X_{i}$, as $\beta \rightarrow-\infty$ we
have similarly $\mathcal{E}_{\beta}^{2}\left(Z \mid X_{i}\right) \rightarrow\left[z_{\min }^{(i)}\right]^{2}$ and $\mathcal{E}_{\beta}\left(Z^{2} \mid X_{i}\right) \rightarrow\left[z_{\text {min }}^{(i)}\right]^{2}$, where $z_{\text {min }}^{(i)}=\min \left\{z_{l}\left(X_{i}\right): Y_{l}\left(X_{i}\right)=1\right\}$. It is then clear that as $|\beta| \rightarrow \infty$, $R_{\mathcal{E}}^{2}(\beta) \rightarrow 1$.

## Large sample equivalence of $R_{e}^{2}$ and $R^{2}$ (Xu 1996)

For showing large sample properties, it helps to make the following assumptions which are similar to those in Andersen and Gill (1982): (A) Finite interval, $\int_{0}^{1} \lambda_{0}(t) d t<\infty$. (B) Asymptotic stability, there exist a neighborhood $\mathcal{B}$ of $\beta$ such that 0 and $\beta_{0}$ belong to the interior of $\mathcal{B}$, and $\sup _{t \in[0,1]}\|n W(t)-w(t)\| \xrightarrow{\mathrm{P}} 0, \quad \sup _{t \in[0,1], \beta \in \mathcal{B}}$ $\left\|S^{(r)}(\beta, t)-s^{(r)}(\beta, t)\right\| \xrightarrow{\mathrm{P}} 0$, for $r=0,1,2,3,4$, where the arrows indicate convergence in probability with rate $n^{-1 / 2}$. (C) Asymptotic regularity conditions. All functions in B are uniformly continuous in $t \in[0,1] ; s^{(r)}(\beta, t), r=0,1,2,3,4$, are continuous functions of $\beta \in \mathcal{B}$, and are bounded on $\mathcal{B} \times[0,1] ; s^{(0)}(\beta, t)$ is bounded away from zero. The difference between $\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{r_{i}^{2}(0)-r_{i}^{2}(\beta)\right\}$ and the equivalent based on expectations is given by $\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{r_{i}^{2}(0)-\right.$ $\left.r_{i}^{2}(\beta)-\left[\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right]^{2}\right\}=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{2 Z_{i}\left(X_{i}\right)\left[\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\right.\right.$ $\left.\left.\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right]-2 \mathcal{E}_{\beta}^{2}\left(Z \mid X_{i}\right)+2 \mathcal{E}_{\beta}\left(Z \mid X_{i}\right) \mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}=2 \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}(\beta)$ $\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}$. The above is a weighted score. Therefore the proposition of $\operatorname{Lin}$ (1991) indicates that when $\beta=\hat{\beta}$ the difference between the numerators of $R^{2}(\hat{\beta})$ and $R_{\mathcal{E}}^{2}(\hat{\beta})$ converges to zero in probability. Furthermore, the difference between the denominators of $R^{2}(\beta)$ and $R_{\mathcal{E}}^{2}(\beta)$ can be written as $\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{r_{i}^{2}(0)-\mathcal{E}_{\beta}\left[r_{i}^{2}(0) \mid X_{i}\right]\right\}=$ $\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{Z_{i}\left(X_{i}\right)^{2}-\mathcal{E}_{\beta}\left(Z^{2} \mid X_{i}\right)\right\}-2 \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) \mathcal{E}_{0}\left(Z \mid X_{i}\right)\left\{Z_{i}\right.$ $\left.\left(X_{i}\right)-\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)\right\}$. The second term in the above is again asymptotically zero at $\beta=\hat{\beta}$ because of the proposition of Lin. The first term, is equal to $\sum_{i=1}^{n} \int_{0}^{1} W(t)\left\{Z_{i}(t)^{2}-S^{(2)}(\beta, t) / S^{(0)}(\beta, t)\right\} d N_{i}(t)$. This in turn can be expressed as, $\int_{0}^{1} W(t) \sum_{i=1}^{n} Z_{i}(t)^{2} \alpha_{i}(t) d t-$ $\int_{0}^{1} W(t) S^{(2)}(\beta, t) / S^{(0)}(\beta, t) \bar{\alpha}(t) d t+\sum_{i=1}^{n} \int_{0}^{1} W(t)\left(Z_{i}(t)^{2}-S^{(2)}(\beta, t) /\right.$ $\left.S^{(0)}(\beta, t)\right) d M_{i}(t)=\int_{0}^{1} n W(t) S^{(2)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t-\int_{0}^{1} n W(t) S^{(2)}(\beta, t) /$ $S^{(0)}(\beta, t) S^{(0)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t+A(1)$, where $\alpha_{i}(t)=Y_{i}(t) \lambda_{i}(t) d t$ is the intensity process of $N_{i}(t), M_{i}(t)=N_{i}(t)-\int_{0}^{t} \alpha_{i}(s) d s$, and $\bar{\alpha}(t)=$ $\sum_{1}^{n} \alpha_{i}(t)$. The total of the first two term in the last line above is zero when $\beta=\beta_{0}$, and $A(t)=\sum_{i=1}^{n} \int_{0}^{t} W(t)\left(Z_{i}(t)^{2}-S^{(2)}(\beta, t) / S^{(0)}(\beta, t)\right)$ $d M_{i}(t)$. Now $\langle A(t), A(t)\rangle=\sum_{i=1}^{n} \int_{0}^{t} W(t)^{2}\left(Z_{i}(t)^{2}-S^{(2)}(\beta, t) / S^{(0)}\right.$
$(\beta, t))^{2} \alpha_{i}(t) d t=\int_{0}^{t} n W(t)^{2}\left(S^{(4)}\left(\beta_{0}, t\right)-2 S^{(2)}\left(\beta_{0}, t\right) S^{(2)}(\beta, t) / S^{(0)}(\beta, t)\right.$. $\left.+S^{(2)}(\beta, t)^{2} / S^{(0)}(\beta, t)^{2} S^{(0)}\left(\beta_{0}, t\right)\right) \lambda_{0}(t) d t \xrightarrow{\mathrm{P}} 0$, under Conditions A, B and C. So from Inequality (I.2) of Andersen and Gill (1982) which is an application of Lenglart's inequality, we have that $A(1) \xrightarrow{\mathrm{P}} 0$. Thus it is again clear that we have a convergence in probability result for the denominators. We next apply the convergence properties of transformed sequences (Serfling 1980 Ch .1 .7 ) to obtain convergence in probability of $R^{2}(\hat{\beta})-R_{\mathcal{E}}^{2}(\hat{\beta})$ to 0 .

## Large sample results for $R^{2}(\mathrm{Xu} 1996)$

For $R^{2}(\hat{\beta})$, a first-order Taylor expansion gives $\sqrt{n} R^{2}(\hat{\beta})=\sqrt{n} R^{2}\left(\beta_{0}\right)+$ $\sqrt{n}\left(\hat{\beta}-\beta_{0}\right) \partial R^{2}(\beta) / \partial \beta$ at $\beta=\dot{\beta}$, where $\dot{\beta}$ lies on the line segment between $\beta_{0}$ and $\hat{\beta}$. Note that $\partial R^{2}(\beta) / \partial \beta$, evaluated at $\beta=\dot{\beta}$ converges to zero. We already have that $\sqrt{n}\left(\hat{\beta}-\beta_{0}\right)$ is asymptotically normal, so the second term on the right hand side of the equation is asymptotically zero. For the first term, $R^{2}\left(\beta_{0}\right)=$ $1 / \mathcal{I}(0) \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{r_{i}^{2}(0)-r_{i}^{2}\left(\beta_{0}\right)\right\}$, and we have that $\mathcal{I}(0) \xrightarrow{\mathrm{P}}$ $J\left(\beta_{0}, 0\right)$. For the rest of the proof we show that (A.3) is asymptotically equivalent to a sum of i.i.d. random variables. $\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{r_{i}^{2}(0)-\right.$ $\left.r_{i}^{2}\left(\beta_{0}\right)\right\}=\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{0}\left(Z \mid X_{i}\right)^{2}-2 Z_{i}\left(X_{i}\right)\left[\mathcal{E}_{0}\left(Z \mid X_{i}\right)-\mathcal{E}_{\beta_{0}}\left(Z \mid X_{i}\right)\right]-\right.$ $\left.\mathcal{E}_{\beta_{0}}\left(Z \mid X_{i}\right)^{2}\right\}=2 \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) Z_{i}\left(X_{i}\right)\left(S^{(1)}\left(\beta_{0}, X_{i}\right) / S^{(0)}\left(\beta_{0}, X_{i}\right)-\right.$ $\left.S^{(1)}\left(0, X_{i}\right) / S^{(0)}\left(0, X_{i}\right)\right)+\int_{0}^{1}\left\{S^{(1)}(0, t)^{2} / S^{(0)}(0, t)^{2}-S^{(1)}\left(\beta_{0}, t\right)^{2} / S^{(0)}\right.$ $\left.\left(\beta_{0}, t\right)^{2}\right\} d \hat{F}(t)$. Now $\sqrt{n} \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) Z_{i}\left(X_{i}\right) S^{(1)}\left(\beta, X_{i}\right) / S^{(0)}\left(\beta, X_{i}\right)=$ $\sqrt{n} \sum_{i=1}^{n} \int_{0}^{t} W(t) Z_{i}(t) S^{(1)}(\beta, t) / S^{(0)}(\beta, t) \quad d N_{i}(t)$, i.e., the sum of two quantities which we write as the sum of $A_{1}$ and $A_{2}$ where $A_{1}=$ $n^{-1 / 2} \sum_{i=1}^{n} \int_{0}^{1} w(t) Z_{i}(t) s^{(1)}(\beta, t) / s^{(0)}(\beta, t) d N_{i}(t)$ and $A_{2}=n^{-1 / 2} \sum_{i=1}^{n}$ $\int_{0}^{1} n W(t) S^{(1)}(\beta, t) / S^{(0)}(\beta, t)-w(t) s^{(1)}(\beta, t) / s^{(0)}(\beta, t) Z_{i}(t) d N_{i}(t)$ itself in turn the sum of two quantities which we sum $A_{3}$ and $A_{4}$. The expression for the first of these is $A_{3}=\int_{0}^{1} \sqrt{n}\left(n W(t) S^{(1)}(\beta, t) / S^{(0)}\right.$ $\left.(\beta, t)-w(t) s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) S^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t$. Next, this expression can be seen to be equivalent to the integral, $\int_{0}^{1} \sqrt{n}\{n W(t)-$ $w(t)\} S^{(1)}(\beta, t) / S^{(0)}(\beta, t) S^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t+\int_{0}^{1} \sqrt{n}\left(S^{(1)}(\beta, t) / S^{(0)}(\beta, t)-\right.$ $\left.s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) w(t) S^{(1)} \quad\left(\beta_{0}, t\right) \lambda_{0}(t) d t$ and the second term $A_{4}=$ $\int_{0}^{1} \sqrt{n}\left(n W(t) S^{(1)}(\beta, t) / S^{(0)}(\beta, t)-w(t) s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) 1 / n \sum_{i=1}^{n}$ $Z_{i}(t) d M_{i}(t)=o_{p}(1)$.

## Large sample normality of $R^{2}$ and $R_{\mathcal{E}}^{2}$

We write, $A_{5}=\int_{0}^{1} \sqrt{n}\{n W(t)-w(t)\} s^{(1)}(\beta, t) / s^{(0)}(\beta, t) s^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t)$ $d t=\int_{0}^{1} \sqrt{n}\left(\hat{S}(t) / s^{(0)}(0, t)-S(t) S^{(0)}(0, t) / s^{(0)}(0, t)^{2}\right) s^{(1)}(\beta, t) / s^{(0)}(\beta, t)$ $s^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t+o_{p}(1)=n^{-1 / 2} \sum_{i=1}^{n} \int_{0}^{1}\left(\xi_{i}(t) / s^{(0)}(0, t)-S(t) Y_{i}(t) / s^{(0)}\right.$ $\left.(0, t)^{2}\right) s^{(1)}(\beta, t) / s^{(0)}(\beta, t) s^{(1)}\left(\beta_{0}, t\right) \quad \lambda_{0}(t) d t+o_{p}(1)$. The last two equalities arise from an application of Stute's (1995) central limit theorem for Kaplan-Meier integrals. Here the $\xi$ 's are i.i.d., each being a function of $X_{i}$ and $\delta_{i} . A_{6}=\int_{0}^{1} \sqrt{n}\left(S^{(1)}(\beta, t) S^{(0)}(\beta, t)-s^{(1)}(\beta, t) / s^{(0)}\right.$ $(\beta, t)) w(t) s^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t=\int_{0}^{1} \sqrt{n}\left(S^{(1)}(\beta, t) / s^{(0)}(\beta, t)-s^{(1)}(\beta, t) S^{(0)}\right.$ $\left.(\beta, t) / s^{(0)}(\beta, t)^{2}\right) w(t) s^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t+o_{p}(1)=n^{-1 / 2} \sum_{i=1}^{n} \int_{0}^{1} Y_{i}(t) \exp$ $\left\{\beta Z_{i}(t)\right\} / s^{(0)}(\beta, t)\left(Z_{i}(t)-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) w(t) s^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t+$ $o_{p}(1)$. The second last equality is derived in Xu (1996). Note also the connection to the techniques used in the appendix of Lin and Wei (1989). Combining $A_{1}, A_{5}$ and $A_{6}$, we have that $\sqrt{n} \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) Z_{i}$ $\left(X_{i}\right) S^{(1)}\left(\beta, X_{i}\right) / S^{(0)}\left(\beta, X_{i}\right)=n^{-1 / 2} \sum_{1}^{n} \phi_{i}(\beta)+o_{p}(1), \phi_{i}(\beta)=\int_{0}^{1} w(t)$ $Z_{i}(t) s^{(1)}(\beta, t) s^{(0)}(\beta, t) d N_{i}(t)+\int_{0}^{1}\left(\left(\xi_{i}(t) s^{(0)}(0, t)-S(t) Y_{i}(t) s^{(0)}(0, t)^{2}\right)\right.$ $\left.s^{(1)}(\beta, t) s^{(0)}(\beta, t)\right) .+Y_{i}(t) \exp \left\{\beta Z_{i}(t)\right\} s^{(0)}(\beta, t)\left(Z_{i}(t)-s^{(1)}(\beta, t) s^{(0)}\right.$ $(\beta, t)) w(t)) s^{(1)}\left(\beta_{0}, t\right) \lambda_{0}(t) d t$. Now $\sqrt{n} \int_{0}^{1} S^{(1)}(\beta, t)^{2} S^{(0)}(\beta, t)^{2} d \hat{F}(t)=$ $\sqrt{n} \int_{0}^{1} s^{(1)}(\beta, t)^{2} s^{(0)}(\beta, t)^{2} d \hat{F}(t)+\sqrt{n} \int_{0}^{1}\left(S^{(1)}(\beta, t)^{2} S^{(0)}(\beta, t)^{2}-s^{(1)}\right.$ $\left.(\beta, t)^{2} s^{(0)}(\beta, t)^{2}\right) d\{\hat{F}(t)-F(t)\}+\sqrt{n} \int_{0}^{1}\left(S^{(1)}(\beta, t)^{2} S^{(0)}(\beta, t)^{2}-s^{(1)}\right.$ $\left.(\beta, t)^{2} s^{(0)}(\beta, t)^{2}\right) d F(t)$. The first term on the right hand side of is asymptotically equivalent to a sum of i.i.d. random variables namely, $n^{-1 / 2} \sum_{1}^{n} \zeta_{i}(\beta)$, following Stute (1995). The second term is $o_{p}(1)$. The third term is equal to $\sqrt{n} \int_{0}^{1}\left(S^{(1)}(\beta, t) / S^{(0)}(\beta, t)-\right.$ $\left.s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right)\left(S^{(1)}(\beta, t) / S^{(0)}(\beta, t)+s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) d F(t)=$ $\sqrt{n} \int_{0}^{1}\left(S^{(1)}(\beta, t) / S^{(0)}(\beta, t)-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) 2 s^{(1)}(\beta, t) / s^{(0)}(\beta, t)$ $d F(t)+o_{p}(1)=n^{-1 / 2} \sum_{i=1}^{n} \int_{0}^{1} Y_{i}(t) \exp \left\{\beta Z_{i}(t)\right\} / s^{(0)}(\beta, t)\left(Z_{i}(t)-\right.$ $\left.s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) 2 s^{(1)}(\beta, t) / s^{(0)}(\beta, t) d F(t)+o_{p}(1)$. The second last equality above follows exactly the same way as for $A_{6}$. So we can see the asymptotic equivalence to $n^{-1 / 2} \sum_{1}^{n} \psi_{i}(\beta)$, where $\psi_{i}(\beta)=\zeta_{i}(\beta)+$ $\int_{0}^{1}\left(Y_{i}(t) \exp \left\{\beta Z_{i}(t)\right\}\right) / s^{(0)}(\beta, t)\left(Z_{i}(t)-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) 2 s^{(1)}(\beta, t) /$ $s^{(0)}(\beta, t) d F(t)$. Then we have $\sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{r_{i}^{2}(0)-r_{i}^{2}\left(\beta_{0}\right)\right\}=$ $n^{-1 / 2} \sum_{i=1}^{n}\left\{2 \phi_{i}\left(\beta_{0}\right)-2 \phi_{i}(0)+\psi_{i}(0)-\psi_{i}\left(\beta_{0}\right)\right\}+o_{p}(1)$. Therefore the asymptotic normality of $\sqrt{n}\left\{R^{2}\left(\beta_{0}\right)-\Omega^{2}\left(\beta_{0}\right)\right\}$ and thus $\sqrt{n}\left\{R^{2}(\hat{\beta})-\right.$ $\left.\Omega^{2}\left(\beta_{0}\right)\right\}$ follows from the central limit theorem. The asymptotic normality of $R_{\mathcal{E}}^{2}(\hat{\beta})$ can be shown similarly. A detailed proof can be found in Xu (1996).

## Monotonicity convergence result (Xu 1996)

The main idea which is used frequently in many of the proofs leans on the following lemma (the proof of the lemma follows from manipulation of elementary probability inequalities).

Lemma 16.1 Let $\beta$ be real-valued. Statistics $T_{n}(\beta)$ converge to their population parameter $\theta(\beta)$ in probability as $n \rightarrow \infty$, and $T_{n}(\beta)$ increases with $\beta$ for each fixed sample size $n$. Then $\theta(\beta)$ is also an increasing function of $\beta$.

To see this we take $\beta_{1}<\beta_{2}$. For arbitrary $\varepsilon>0$ and $\delta>0$, there exists $n$ such that $P\left(\left|T_{n}\left(\beta_{1}\right)-\theta\left(\beta_{1}\right)\right|>\varepsilon\right)<\delta(1) P\left(\left|T_{n}\left(\beta_{2}\right)-\theta\left(\beta_{2}\right)\right|>\varepsilon\right)<$ $\delta$ (2). Let $A, B$ be the sets on which (1) and (2) do not hold, respectively, i.e. $A=\left\{\left|T_{n}\left(\beta_{1}\right)-\theta\left(\beta_{1}\right)\right| \leq \varepsilon\right\}, B=\left\{\left|T_{n}\left(\beta_{2}\right)-\theta\left(\beta_{2}\right)\right| \leq \varepsilon\right\}$. Then on $A \cap B, \theta\left(\beta_{2}\right)-\theta\left(\beta_{1}\right)=\theta\left(\beta_{2}\right)-T_{n}\left(\beta_{2}\right)-\left\{\theta\left(\beta_{1}\right)-T_{n}\left(\beta_{1}\right)\right\}+$ $T_{n}\left(\beta_{2}\right)-T_{n}\left(\beta_{1}\right) \geq-\varepsilon-\varepsilon+0=-2 \varepsilon$. And $P(A \cap B)=P(A)+P(B)-$ $P(A \cup B) \geq 1-\delta+1-\delta-1=1-2 \delta>0$ if we choose $\delta<1 / 2$. But $\theta\left(\beta_{2}\right)-\theta\left(\beta_{1}\right)$ is non-random, and $\varepsilon>0$ is arbitrary, which shows that $\theta\left(\beta_{2}\right)-\theta\left(\beta_{1}\right) \geq 0$. For $J(\beta, 0), \sum_{1}^{n} \delta_{i} W\left(X_{i}\right) r_{i}^{2}(0)$, which does not involve $\beta$, is a consistent estimator. Then according to the lemma, $J(\beta, 0)$ is not affected by the change in $\beta$. For $J(\beta, 0)-J(\beta, \beta)$, the numerator of $\Omega^{2}(\beta), \sum_{1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}^{2}$ provides a consistent estimate, and $\partial / \partial \beta \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}^{2}=$ $2 \sum_{i=1}^{n} \delta_{i} W\left(X_{i}\right) V_{\beta}\left(Z \mid X_{i}\right)\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-E_{0}\left(Z \mid X_{i}\right)\right\} .(A .8) . V_{\beta}(Z \mid t)$ is nonnegative and the derivative of $\mathcal{E}_{\beta}(Z \mid t)-\mathcal{E}_{0}(Z \mid t)$ with respect to $\beta$ is again $V_{\beta}(Z \mid t)$, therefore $\mathcal{E}_{\beta}(Z \mid t)-\mathcal{E}_{0}(Z \mid t)$ is an increasing function of $\beta$. So the difference will be $\geq 0$ when $\beta>0$ and $\leq 0$ when $\beta<0$. This shows that $\sum_{1}^{n} \delta_{i} W\left(X_{i}\right)\left\{\mathcal{E}_{\beta}\left(Z \mid X_{i}\right)-\mathcal{E}_{0}\left(Z \mid X_{i}\right)\right\}^{2}$ increases with $|\beta|$, and so does $J(\beta, 0)-J(\beta, \beta)$, thus completing the proof.

## Lemma 14.4

The proof of the main theorem implies that $\hat{\Gamma}_{2}(\beta)$ converges in probability to $\Gamma_{2}(\beta)$ for every $\beta$ : For the purpose of showing monotonicity of $\rho^{2}(\beta)$, in the next theorem, without loss of generality, we may assume that there is no censoring when computing $\hat{\Gamma}(\beta)$, since the population parameter $\rho^{2}(\beta)$ is not affected by censorship. Next, take the derivative of $\hat{\Gamma}_{2}(\beta)$ with respect to $\beta, \partial \hat{\Gamma}_{2}(\beta) / \partial \beta=2 \sum_{i=1}^{k} P\left(t_{i}\right)\left(E_{i}+\beta\right.$
$\left.V_{i}-\sum_{1}^{n} Y_{l}\left(t_{i}\right) Z_{l} \exp \left(\beta Z_{l}\right) / \sum_{1}^{n} Y_{l}\left(t_{i}\right) \exp \left(\beta Z_{l}\right)\right)$, where $E_{i}=\sum_{1}^{n} Y_{l}\left(t_{i}\right)$ $Z_{l} \exp \left(\beta Z_{l}\right) / \sum_{1}^{n} Y_{l}\left(t_{i}\right) \exp \left(\beta Z_{l}\right), V_{i}=E_{i}^{2}-\left(E_{i}\right)^{2}, E_{i}^{2}=\sum_{1}^{n} Y_{l}\left(t_{i}\right) Z_{l}^{2}$ $\exp \left(\beta Z_{l}\right) / \sum_{1}^{n} Y_{l}\left(t_{i}\right) \exp \left(\beta Z_{l}\right) . V_{i}$ is the variance of $Z$ under the probability distribution $\left\{\pi_{j}\left(\beta, X_{i}\right)\right\}$, therefore non-negative.

## Large sample results for explained randomness measure

The consistency follows from the consistency of $\hat{\beta}$, the main theorem and the consistency of the Kaplan-Meier estimate. To show the asymptotic normality, note that $\hat{\beta}-\beta_{0}=I^{-1}(\breve{\beta}) U\left(\beta_{0}\right)$ where $\check{\beta}$ is on the line segment between $\hat{\beta}$ and $\beta_{0}, U(\beta)=\partial \log L(\beta) / \partial \beta, L(\beta)$ is the log partial likelihood, and $I(\beta)=-\partial U(\beta) / \partial \beta$. Then $\sqrt{n} \hat{\Gamma}_{2}(\hat{\beta})=$ $\sqrt{n} \hat{\Gamma}_{2}\left(\beta_{0}\right)+I^{-1}(\check{\beta}) \sqrt{n} U\left(\beta_{0}\right) \partial \hat{\Gamma}_{2}(\beta) / \partial \beta$ evaluated at $\beta=\dot{\beta}$. It is known from for example, Andersen and Gill (1982), that $I(\check{\beta})$ converges in probability to the expected information under the model, $\partial \hat{\Gamma}_{2}(\beta) / \partial \beta$ then converges in probability to $2 \int \beta v(\beta, t) d F(t)$. Lin and Wei (1989) showed that $\sqrt{n} U\left(\beta_{0}\right)$ is asymptotically equivalent to $n^{-1 / 2}$ times a sum of i.i.d. random variables:

Theorem 16.1 (Lin and Wei 1989) $\sqrt{n} U\left(\beta_{0}\right)$ is asymptotically equivalent to $n^{-1 / 2} \sum_{1}^{n} \omega_{i}\left(\beta_{0}\right)$, where $\omega_{i}(\beta)=\int_{0}^{1}\left(Z_{i}-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right)$ $d N_{i}(t)-\int_{0}^{1} Y_{i}(t) e^{\beta Z_{i}}\left(Z_{i}-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) \lambda_{0}(t) d t$ and $N_{i}(t)=$ $I\left\{T_{i} \leq t, T_{i} \leq C_{i}\right\}$.

So all that remains to show the asymptotic normality of $\hat{\Gamma}_{2}(\hat{\beta})$ is to show that $\sqrt{n} \hat{\Gamma}_{2}\left(\beta_{0}\right)$ is also asymptotically equivalent to $n^{-1 / 2}$ times a sum of $n$ i.i.d. random variables like the above. Let $\Psi(t)=$ $2\left(\beta S^{(1)}(\beta, t) / S^{(0)}(\beta, t)-\log S^{(0)}(\beta, t) / S^{(0)}(0, t)\right)$, and $\psi(t)=2\left(\beta s^{(1)}\right.$ $\left.(\beta, t) / s^{(0)}(\beta, t)-\log s^{(0)}(\beta, t) / s^{(0)}(0, t)\right)$. Denote $\hat{F}$ the Kaplan-Meier estimate of $F$. Next we write, $\sqrt{n} \hat{\Gamma}_{2}(\beta)=\sqrt{n} \int \Psi(t) d \hat{F}(t)=\sqrt{n} \int \psi(t)$ $d \hat{F}(t)+\sqrt{n} \int\{\Psi(t)-\psi(t)\} d\{\hat{F}(t)-F(t)\}+\sqrt{n} \int\{\Psi(t)-\psi(t)\} d F(t)$. Now $\sqrt{n}\{\hat{F}(t)-F(t)\}$ converges in distribution to a zero-mean Gaussian process. Therefore the second term on the last line is $o_{p}(1)$. We apply the central limit theorem under random censorship of Stute (1995) to the first term above. We state the version of the theorem that will apply directly to our cases here.

Theorem 16.2 (Stute 1995) Let $Q$ and $H$ be the distribution function of $C$ and $X=\min (T, C)$, respectively. Define $H^{0}(x)=P(X<x$,
$\delta=0), H^{1}(x)=P(X<x, \delta=1)$ and $\tau_{H}=\inf \{x: H(x)=1\}$ $\leq \infty$. Let $\psi: \mathcal{R} \rightarrow \mathcal{R}$ be any bounded measurable function. Assume that $1-F \sim c(1-Q)^{\alpha}$ in a neighborhood of $\tau_{H}$, for some $c>0$ and $\alpha>1$. Then $\int \psi d \hat{F}=n^{-1} \sum_{i=1}^{n} \delta_{i} \gamma_{0}\left(X_{i}\right) \psi\left(X_{i}\right)+$ $n^{-1} \sum_{i=1}^{n}\left(1-\delta_{i}\right) \gamma_{1}\left(\psi(\cdot), X_{i}\right)-n^{-1} \sum_{i=1}^{n} \gamma_{2}\left(\psi(\cdot), X_{i}\right)+R_{n}$, where $\left|R_{n}\right|=o_{p}\left(n^{-1 / 2}\right), \gamma_{0}(x)$. In turn we can write this expression as, $\exp \left(\int_{-\infty}^{x-} H^{0}(d y) / 1-H(y)\right), \gamma_{1}(\psi(\cdot), x)$ which can then be expressed as, $1 /(1-H(x)) \int 1_{\{x<w\}} \psi(w) \gamma_{0}(w) H^{1}(d w), \gamma_{2}(\psi(\cdot), x)$ which is then written as, $\iint 1_{\{v<x, v<w\}} \psi(w) \gamma_{0}(w) /\left([1-H(v)]^{2}\right) H^{0}(d v) H^{1}(d w)$.

Note, as discussed by Stute (1995), that the boundedness of $\psi$ and the assumption on the tails of $F$ and $Q$ ensures the convergence rate of $n^{-1 / 2}$. More general conditions are also given in Stute (1995). The last term above is the difference of the following two terms: $\sqrt{n} \int 2 \beta\left(S^{(1)}(\beta, t) / S^{(0)}(\beta, t)-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) d F(t)=$ $\sqrt{n} \int 2 \beta\left(S^{(1)}(\beta, t) / s^{(0)}(\beta, t)-s^{(1)}(\beta, t) S^{(0)}(\beta, t) / s^{(0)}(\beta, t)^{2}\right) d F(t)+$ $o_{p}(1)=n^{-1 / 2} \sum_{i=1}^{n} \int 2 \beta Y_{i}(t) e^{\beta Z_{i}} / s^{(0)}(\beta, t)\left(Z_{i}-s^{(1)}(\beta, t) / s^{(0)}(\beta, t)\right) d F$ $(t)+o_{p}(1)$, and $\sqrt{n} \int 2\left(\log S^{(0)}(\beta, t) / S^{(0)}(0, t)-\log s^{(0)}(\beta, t) / s^{(0)}(0, t)\right)$ $d F(t)=\sqrt{n} \int 2 s^{(0)}(0, t) / s^{(0)}(\beta, t)\left(S^{(0)}(\beta, t) / S^{(0)}(0, t)-s^{(0)}(\beta, t) / s^{(0)}\right.$ $(0, t)) d F(t)+o_{p}(1)=\sqrt{n} \int 2 s^{(0)}(0, t) / s^{(0)}(\beta, t)\left(S^{(0)}(\beta, t) / s^{(0)}(0, t)-\right.$ $\left.s^{(0)}(\beta, t) S^{(0)}(0, t) / s^{(0)}(0, t)^{2}\right) d F(t)+o_{p}(1)=n^{-1 / 2} \sum_{i=1}^{n} \int 2 Y_{i}(t) /$ $s^{(0)}(\beta, t)\left(e^{\beta Z_{i}}-s^{(0)}(\beta, t) / s^{(0)}(0, t)\right) d F(t)+o_{p}(1)$. Combining the above we have that $\sqrt{n} \hat{\Gamma}_{2}\left(\beta_{0}\right)$ is equal to $n^{-1 / 2}$ times a sum of $n$ i.i.d. random variables plus a term of order $o_{p}(1)$. The asymptotic normality of $\hat{\Gamma}_{2}(\hat{\beta})$ thus follows from the central limit theorem.
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Ornstein-Uhlenbeck process, 44
Reflected Brownian motion, 47
Stationarity, 41

Time-transformed Brownian motion, 44
Sum of squares, 372,378
Sums of random variables, 64
Central limit theorem for dependent variables, 66
Central limit theorem for i.i.d. variables, 65
Central limit theorem for independent variables, 65
De Moivre-Laplace, 64
Empirical distribution function, 71
Functional central limit theorem, 68
Lindeberg condition, 65
Sums on ( 0,1 ), 68
Weighted sums, 67
Surrogate endpoints, 432, 457
Survival function
Covariate information, 440
Empirical estimate, 136, 138
Estimation, 132, 270, 446
Exponential model, 132
Given $Z \in H$, 444
Piecewise exponential, 135

Survival models, 112
Additive, multiplicative, 312
Changepoint, 333
Crossing hazards, 342
Exponential, 112
Freund model, 459
Gompertz, 119
Lagakos model, 459
Log-normal, 119
Nonparametric exponential, 148
Parametric proportional hazards, 119
Piecewise exponential, 115
Proportional hazards exponential, 113
Proportional hazards piecewise exponential, 116
Proportional hazards Weibull, 117
Random effects model, 453
Stratified model, 453
Weibull, 116
Transformed covariate models, 214
Two stage designs, 458
Variance, 33
Xu-O'Quigley estimator, 456

