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PREFACE 

We regard the inner Magnetosphere as the region sur­
rounded by a geomagnetic shell with an equatorial radius of 
approximately eight Earth radii. Of much concern to scien­
tists and researchers, and the focus of this monograph, are 
the interactions that occur in this region of geospace. We 
include here hot-cold plasma interactions, plasmasphere 
dynamics, direct effects of the interplanetary magnetic field 
on the inner magnetosphere, ring-current/ionosphere inter­
actions, ring-current effects on global electric fields, and 
ring-current/radiation-belt interactions. With new satellite 
measurements, especially those from IMAGE (Imager for 
Magnetopause-to-Aurora Global Exploration), and asso­
ciated observations from ground-based facilities, our un­
derstanding of the interactions that take place in the inner 
magnetosphere has developed rapidly. 

Indeed, the March 2000 launch of IMAGE has provided 
us with a much-needed global perspective on the dynami­
cal interactions that take place in the inner magnetosphere 
during geomagnetic storms and magnetospheric substorms 
along with novel means of remotely sensing the ring cur­
rent and plasmasphere. Previous imagers (e.g., on DMSP, 
Dynamics Explorer, UARS, and Polar) had focused on 
aurora and airglow at various wavelengths (ranging from 
infrared to X-ray) emitted from the atmosphere and iono­
sphere. These regions also were characterized rather well 
by spacecraft crossing through the inner magnetosphere, 
making continuous and detailed in-situ measurements of 
the resident cold and hot plasmas and energetic particles, 
and in some cases measuring ambient electric fields. 

New imaging of the inner magnetosphere using extreme 
ultraviolet imagers (for global cold-He + detection) and en­
ergetic neutral-atom imagers (for global imaging of ions 
from low to high energies), however, has led to several sur­
prises and insights about inner magnetosphere interactions. 
Among the surprises are (1) the direct influence of varia­
tions in the interplanetary magnetic field on the structure 
of the plasmapause, which resides deep inside the magneto­
sphere (far from its boundary with the solar wind); and (2) 
injection of the ring current into the post-midnight sector, 
whereas the magnetic signature of the main phase of a mag­
netic storm typically peaks in the dusk sector. As often hap­
pens after unexpected observations in space physics, a close 
examination of existing models showed that these features 
could have been predicted, or—as in case number (2)—the 
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effect was predicted but the prediction was rejected because 
it seemed to violate the available data. 

Among the new insights gained from imaging is the re­
alization that newly-imaged plasmaspheric plumes in the 
equatorial plane map along magnetic field lines to the iono­
sphere, where they can be imaged by ground-based radars 
and detected by GPS receivers as widespread density en­
hancements. Furthermore, plasmaspheric plumes are shown 
to be loss sites for ring-current protons and thus agents for 
causing proton auroras. These observations provided some 
of the strongest evidence yet for close coupling of the mag­
netosphere to the ionosphere and upper atmosphere. 

The current monograph thus features several recurring 
themes, including the following: (1) There are significant 
consequences of the regional overlap of plasmasphere with 
the partial and symmetric ring currents, as well as with the 
plasma sheet: Coulomb interactions, wave-particle interac­
tions, and macroscopic interactions; (2) Electromagnetic 
waves, which are ubiquitous in the inner magnetosphere, 
provide the coupling processes for many of the interactions 
among the various plasma populations there; (3) Modeling 
and novel observations are confirming earlier theories and 
are leading to a new understanding of plasmasphere dy­
namics; (4) The inner magnetosphere responds both direct­
ly and indirectly to the solar wind and IMF in ways that are 
clear, as well as in ways that still need resolution; (5) The 
ring current and the ionosphere constitute a tightly coupled 
3D system; (6) Ring-current and radiation-belt coupling is 
oftentimes subtle but critically important; and (7) Coupled 
models are needed to differentiate between competing 
physical ideas and possibly to reveal missing physics. They 
can elucidate the temporal and spatial evolution of global 
magnetic and electric field geometries, even as they reveal 
key macroscopic and microscopic parameters. 

This monograph also has roots in the goal of a recent 
workshop: to stimulate the development of an integrated 
global view of the inner magnetosphere and to identify new 
research thrusts for the future. In the workshop, Inner Mag­
netosphere Interactions, held in February 2004 at Yosemite 
National Park, we explored these phenomena with model­
ing, along with data from imaging and in-situ spacecraft 
and from ground-based observations. 

For the past thirty years now (beginning in February 
1974) Yosemite has been the site of very nearly biennial 
workshops on various hot topics in space physics. A high­
light of Yosemite 2004 was a presentation by Rick Chap-
pell, one of the organizers of the first workshop, of videos 
of several of the talks given in February 1974. The videos, 

vii 



which appear on a CD-ROM in this monograph, provide 
fascinating glimpses into the past - both of the practitio­
ners and of the ideas that laid the basis for much of the 
progress made in magnetosphere-ionosphere coupling (the 
topic of that workshop) since 1974. As you will find, many 
of the questions are the same, but most of the answers are 
quite different. 

We would like to acknowledge and thank John Lynch 
of the Vanderbilt Television News Archive for digitizing 
the videotapes which are included on the CD-ROM which 
accompanies this volume. We thank the staff of Yosem-
ite National Park, who have helped make this and previ­

ous Yosemite workshops both pleasant and productive. 
Thanks also go to the AGU for its willingness to publish 
this monograph. 

James Burch 
Southwest Research Institute 

Michael Schulz 
Lockheed Martin 

Harlan Spence 
Boston University 
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The Global Pattern of Evolution of 
Plasmaspheric Drainage Plumes 

J. Goldstein 

Space Science and Engineering Division, Southwest Research Institute, San Antonio, Texas 

B. R. Sandel 

Lunar and Planetary Laboratory, University of Arizona, Tucson, Arizona 

We present observations of an 18 June 2001 erosion event obtained by the IMAGE extreme 
ultraviolet (EUV) imager. Following a 0304 UT southward turning of the interplanetary 
magnetic field (IMF), the plasmasphere on both nightside and dayside surged sunward, 
reducing the plasmasphere radius on the nightside and creating a broad drainage plume on 
the dayside. Over several hours this plume narrowed in magnetic local time (MLT), until 
shortly after a northward IMF turning between 1430 UT and 1500 UT, when the plume began 
corotating with the Earth. On a global scale, the 18 June EUV plasmasphere observations are 
consistent with the interpretation that dayside magnetopause reconnection (DMR) during 
southward IMF produced a sunward convection field in the inner magnetosphere. Using the 
Volland-Stern electric potential model normalized to the solar wind E-field, we performed 
a simple plasmapause test particle (PTP) simulation of the 18 June event and found good 
global agreement with EUV observations, but important sub-global differences as well. 
On a sub-global scale, proper treatment of plasmaspheric dynamics requires consideration 
of sub-auroral polarization streams (SAPS) and penetration electric field to explain narrow 
duskside plumes and preferential pre-dawn plasmapause motion, respectively. The 18 June 
2001 EUV images contain evidence of a double plume (or bifurcation of a single plume) and 
dayside crenulations of the plasmapause, both of which remain unexplained. The observa­
tions suggest that strong convection suppresses or smooths plasmapause structure, which 
tends to increase during times of weak or absent convection. Analysis of the motion of the 
plasmapause on 18 June 2001 reveals some of the details of the initial erosion process, which 
apparently involves partial indentation of the plasmapause and subsequent widening of this 
indentation to other MLT sectors eastward and westward of the initial indentation, and pro­
duces 'rotated V signatures in the electric field. Early erosion on 18 June was bursty, and 
modulated by the solar wind electric field; convection was turned on during southward IMF 
and turned off during northward IMF. Northward IMF apparently triggered overshielding, 
causing the formation of a midnight-to-dawn plasmapause bulge that subsequently corotated. 
It is clear that more detailed information about the inner magnetospheric E-field is required 
to fully understand plasmaspheric dynamics. 
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2 PLUME EVOLUTION 

1. INTRODUCTION 

1.1. Day side Magnetopause Reconnection (DMR), 
Erosion, and Plume Formation 

It is widely accepted that when the IMF turns southward, 
reconnecting field lines are dragged antisunward, driving 
magnetospheric convection in which the outer magnetospheric 
plasma moves tailward and inner magnetospheric plasma 
moves sunward [Dungey, 1961]. The strength of this dayside 
magnetopause reconnection (DMR) driven convection should 
fluctuate in time in accord with variations in the solar wind 
(SW) and interplanetary magnetic field (IMF). The main 
influence seems to be the polarity of the Z-component # Z I M F 

of the IMF. During southward IMF (negative BzlM¥) DMR 
drives convection; during northward IMF # Z I M F > 0) DMR 
convection shuts off. Numerous studies (e.g., see Carpenter et 
al. [1993]; Carpenter [1995]; Carpenter and Lemaire [1997]; 
Lemaire and Gringauz [1998], and many observational and 
theoretical papers referenced therein) have shown that the 
strength of DMR-driven sunward convection is a primary 
influence on the dynamics and structure of the plasmasphere, 
the cold, rotating torus of plasma that surrounds the Earth and 
(on average) extends to equatorial distances of 4 -6 earth radii 
(RE). A strong change in DMR-driven convection can cause 
the outer boundary of the plasmasphere, the plasmapause, 
to move either radially inward (compression) or outward 
(rarefaction). A DMR convection increase may also produce 
an azimuthal plasma motion in which the outer layer of the 
plasmasphere is stripped away, a process known as plasma-
spheric erosion. The hypothetical DMR-driven convection 
offers an explanation for why the plasmasphere shrinks during 
increased geomagnetic activity [Chapped et al., 1970a], and 
why in situ observations imply the presence of a bulge near 
dusk [Chappedetal., 1970b; Higeland Wu, 1984]. 

The details of the erosion process are not yet completely 
understood [Carpenter and Lemaire, 1997], but one known 
byproduct of erosion is the drainage plume. Plumes (also 
called 'tails') are regions of plasmaspheric plasma that are 
connected to the main body of the plasmasphere and extend 
outward into the surrounding tenuous plasma. Plumes were 
predicted on the basis of theoretical models of the effects 
of increases in DMR-driven convection [Grebowsky, 1970; 
Chen and Wolf, 1972; Spiro et al, 1981; Elphic et al, 1996; 
Weiss et al, 1997; Lambour et al, 1997]. In situ observations 
of outlying or 'detached' plasma, separated from the main 
plasmasphere [Chappell, 1974; Carpenter and Anderson, 
1992], seemed consistent with the plume interpretation. An 
alternate explanation, that the detached plasma was due to 
'blobs' completely separated from the plasmasphere, was 
offered by Chappell [1974], and the mechanism for creation 

of blobs by gravitational/centrifugal interchange instability 
was proposed by Lemaire [1975]. 

The existence of plumes of high-density plasmaspheric 
material has been conclusively demonstrated by global plas­
maspheric images [Sandel et al, 2001; Burch et al, 2001; 
Foster et al, 2002; Goldstein et al, 2002, 2003a; Spasojevic 
et al, 2003; Goldstein et al, 2003c, b, 2004b; Sandel et 
al, 2003]. It should be noted that the global plasmaspheric 
images do not see the complete plasma distribution, but 
rather only the high-density portion, corresponding to total 
number densities above about 40 c m - 3 [Goldstein et al, 
2003c; Moldwin et al, 2003]. It is for this reason that we say 
'plumes of high-density plasmaspheric material.' At densities 
below 40 c m - 3 , completely detached blobs of plasma may 
indeed exist but still be invisible in plasmaspheric images. 
Plasmasphere images show there is a strong correlation 
between Bz I M F polarity and the behavior of the plasmasphere 
during both southward [Goldstein et al, 2003a; Spasojevic' 
et al, 2003] and northward [Goldstein et al, 2002, 2003d] 
IMF polarities. From plasmaspheric imaging, the formation 
and subsequent evolution of plasmaspheric plumes follows 
a predictable pattern that depends primarily on IMF polar­
ity, as follows. 

1.1.1. Sunward Surge. Following an increase in the mag­
nitude of southward IMF, the plasmaspheric plasma surges 
sunward. On the nightside the plasmapause radius decreases 
(moves sunward/earthward), and on the dayside the plasma­
pause location increases (moves sunward). The increased 
extent of the dayside plasmasphere forms a plume that is 
broad in magnetic local t ime (MLT) extent, and which 
extends outward in the +X-direction. 

1.1.2. Plume Narrowing. If the IMF polarity remains 
southward at its surge-time level for several hours, the plume 
formed during the initial sunward surge then undergoes a 
period of narrowing, in which the the dusk edge of the plume 
remains relatively stationary while the western edge of the 
plume slowly rotates eastward. Models provide some infor­
mation about plume narrowing. The plume forms following 
an enhancement in convection, and concomitant inward 
motion of the corotation/convection boundary (CCB), and as 
time advances and the erosion progresses, less plasmaspheric 
material remains outside the CCB to 'feed' the plume, caus­
ing it to narrow. Also, the innermost western edge of the 
plume may lie within the CCB and thus tends to rotate with 
the Earth, while the dusk edge tends to line up with the 
CCB and thus is roughly stationary during steady convec­
tion. Models also suggest that if this plume narrowing phase 
continues indefinitely, the western edge eventually reaches 
the dusk edge, and the plume disappears/dissipates. 
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1.1.3. Plume Rotation/Wrapping Eventually, the IMF turns 
northward, and in EUV images the narrowed plume begins 
to rotate eastward and wrap about the main plasmasphere. 
The DMR convection hypothesis explains this plume rota­
tion as follows. When the IMF turns northward, the CCB 
expands to larger radial distances, and the plume that was 
formerly in the convection zone is now in the corotation 
regime and thus begins to rotate. Inside the CCB, the rota­
tion rate decreases with distance from the Earth on the dusk 
side, and this flow shear distorts the shape of the plume. The 
base of the plume (near the plasmasphere) moves faster than 
the end of the plume, so the plume lengthens as it rotates. If 
quiet conditions prevail long enough, the plume rotates until 
it encounters the new location of the CCB, and then it length­
ens and wraps around the plasmasphere. Spasojevic' et al. 
[2003] showed a particularly dramatic example of this rota­
tion/wrapping process that occurred on 10-11 June 2001. 

The EUV-observed phases of plume evolution (sunward 
surge, plume narrowing, and plume rotation/wrapping) are 
entirely consistent with (and indeed were predicted by) 
model plasmaspheres subject to DMR-driven convection 
(e.g., Grebowsky [1970]; Spiro et al. [1981]), and also agree 
with prior in situ observations [Elphic et al., 1996]. The 
eastward rotation of the plume during northward IMF is also 
in accord with in situ observations of the rotating duskside 
bulge [Higel and Wu, 1984; Moldwin et al, 1994]. 

1.2. Details of the Erosion Process 

Although the zero-order (i.e., global) active-time plasma­
spheric dynamics are adequately described by the phases of 
plume evolution and the DMR-driven convection hypothesis, 
this simple picture is clearly incomplete. 

There remain important questions about the mechanisms 
involved in transferring SW/IMF energy to the inner magne­
tosphere. The first question is, how is that energy transferred? 
Goldstein et al. [2003a] noted that there is a time delay 
(which they dubbed 'configuration delay' A T c ) between 
the arrival of southward IMF at the magnetopause and the 
subsequent inward motion of the nightside plasmapause. 
This time delay A T c has so far been consistently observed 
(in plasmasphere images) to be between 20 and 30 minutes 
when reasonably precise timing of the SW and IMF arrival 
at the magnetopause was available [Spasojevic' et al, 2003; 
Goldstein et al, 2003a, b, 2004b]. The cause of the delay 
A T c is perhaps explainable as the time necessary for the 
entire magneto spheric DMR convection field to reconfigure 
following a southward IMF turning [Coroniti and Kennel, 
1973]. This reconfiguration explanation has yet to be con­
clusively established, and the details of the reconfiguration 
process, surely involving coupled interactions of the iono­

sphere, plasmasheet, and ring current, remain unknown. 
Another question is, how much of the SW/IMF energy is 
transmitted to the inner magnetosphere? It is known that 
the inner magnetosphere inside the plasmasheet is to some 
(time-varying) degree shielded from DMR driven convec­
tion [Jaggi and Wolf, 1973]. However, effective shielding 
probably requires between 15 minutes and 1 hour to develop 
[Kelley et al, 1919; Senior and Blanc, 1984; Goldstein et 
al, 2003d], so that it probably cannot respond to more rapid 
changes in DMR-driven convection driven by the ever-pres­
ent fluctuations in the SW and IMF. Thus, under quickly 
varying geomagnetic conditions the external convection 
field can 'penetrate' past the shielding layer. This so-called 
penetration E-field has been observed in ionospheric and 
equatorial in situ measurements [Fejer et al, 1990; Fejer and 
Scherliess, 1995; Scherliess and Fejer, 1997; Wygant et al, 
1998], and there are indications that it can be 'focused' into 
the midnight-to-dawn MLT sector. From analysis and model­
ing of global plasmasphere images, Goldstein et al. [2003b, 
2004c] estimated that between 12 and 25 percent of the solar 
wind E-field can be transmitted to the inner magnetosphere 
during plasmasphere erosion events. 

A question of continuing interest (and at times, mild con­
troversy) is: how and where does plasma redistribute itself 
to form a new plasmapause boundary, particularly during 
erosion? According to the DMR-driven convection hypoth­
esis, when the plasmapause boundary moves inward (as it 
does on the nightside during erosion events), the plasma at 
the boundary moves both radially inward and azimuthally 
(either eastward or westward, depending on the MLT sec­
tor), and the net effect is a reduction of the plasmapause 
radius [Grebowsky, 1970; Spiro et al, 1981]. However, the 
possible role of plasma instabilities in the erosion process 
is unknown. According to proponents of the gravitational/ 
centrifugal interchange hypothesis [Lemaire, 1975; Lemaire 
and Gringauz, 1998], during erosion (i.e., inward radial 
plasmapause motion) the nightside plasma actually moves 
radially outward, forming detached blobs that might show up 
as fine-scale density structure outside the main plasmapause 
[LeDocq et al, 1994; Moldwin et al, 1995]. Possibly related 
to this topic is the unresolved issue of quiet-time plasma­
spheric density structure. During or following extended 
quiet periods, the plasmasphere exhibits a great deal of as-yet 
unexplained meso-scale and fine-scale structure in the form 
of 'blobby' density regions, irregular plasmapause shapes, 
fingerlike density enhancements, and isolated high-density 
flux tubes found in the interior of the plasmasphere [Moldwin 
et al, 1994, 1995, 2003; Sandel et al, 2001; Spasojevic et 
al, 2003; Dent et al, 2003; Goldstein et al, 2004b]. What 
causes these density structures? One explanation is that the 
interchange instability, which during active times is sup-
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pressed by ring current pressure and/or high ionospheric 
conductivity [Richmond, 1973; Huang et al, 1990], might 
during quiet times have a significant effect on plasmaspheric 
structure. It has also been suggested that during quiet times, 
in the absence of strong forcing by dayside reconnection, the 
inner magnetospheric electric field becomes disorganized 
and spatially structured, creating the observed quiet-time 
density characteristics [Moldwin etal., 1994]. 

A significant modification of DMR-driven convection is the 
subauroral polarization stream (SAPS). SAPS—also known 
as subauroral ion drifts (SAID) or polarization jets—are a 
disturbance-time effect in which feedback between the ring 
current and ionosphere produces an intense, radially narrow, 
westward flow channel in the dusk-to-midnight MLT sector 
[Foster and Burke, 2002; Foster et al., 2002; Foster and 
Vo, 2002; Anderson et al, 2001; Burke et al, 1998, 2000]. 
Ionospheric SAPS occur when the equatorward boundaries 
of the ion and electron precipitation separate, leading to a 
poleward Pedersen current in the subauroral ionosphere, 
connected to the the ion and electron plasmasheets via region 
2 and region 1 field aligned currents, respectively. Due to 
the low conductivity at subauroral latitudes, the poleward 
Pedersen current generates intense poleward E-fields that 
are then mapped to the equatorial plane as radial E-fields 
confined between the inner edges of the ion and electron 
plasmasheets. Thus, SAPS form a radially-narrow (1 to 2 
RE) flow channel bordering or overlapping the dusk-to-mid­
night plasmasphere. Because of the ring-cur rent/ionosphere 
feedback involved in SAPS generation, the magnetopause 
IMF polarity does not directly turn SAPS on and off as it 
does DMR convection; SAPS can persist even when DMR-
driven convection has subsided following a northward IMF 
turning. SAPS have been demonstrated to modify plas­
masphere dynamics in the dusk-to-midnight MLT sector 
by intensifying sunward convection, which sharpens the 
outer radial density gradient at the plasmapause boundary, 
smooths the MLT shape of the plasmapause, and at times 
creates narrow duskside plumes that are distinct from the 
broad dayside DMR-driven Grebowsky plumes [Foster et 
al, 2002; Goldstein et al, 2003b, 2004b, a]. 

1.3. 18 June 2001: Start-to-Finish Plume Evolution 

In this paper we present global images of the plasmasphere 
obtained on 18 June 2001, when a plasmasphere erosion 
occurred following a southward IMF turning early in the 
day. We will examine these observations in the context of the 
hypothesis that dayside magnetopause reconnection (DMR) 
drives convection that exerts a primary global influence 
on the plasmasphere. The 18 June 2001 event exemplifies 
the pattern of plume evolution implied by the models of 

Grebowsky [1970] and others, and observed in part during 
other erosion events (e.g., Elphic et al. [1996], Spasojevic 
et al. [2003], Goldstein et al. [2004b]). The appeal of this 
event is that global imaging observations were available to 
witness all the phases of plume evolution (sunward surge, 
plume narrowing, and plume rotation/wrapping), providing 
excellent coverage (with the exception of a data gap during 
the plume narrowing phase) of the plume formation and 
evolution from start to finish. By studying this single start-
to-finish event, we can observe the creation and subsequent 
evolution of particular features of the plasma distribution, 
and more clearly identify ways in which the plasmasphere 
behaves both according to, and in disagreement with, the 
simple DMR-driven convection picture. 

2. OBSERVATIONS 18 JUNE 2001 

In this section we present solar wind and interplanetary 
magnetic field (IMF) data, and global plasmasphere obser­
vations, during a plasmasphere erosion event that occurred 
on 18 June 2001. On this day, the overall geomagnetic con­
ditions were those of a weak-to-moderate magnetic storm. 
The storm sudden commencement occurred between 0300 
UT and 0400 UT, and Dst reached a minimum of - 6 1 nT 
between 0900 UT and 1000 UT. 

2.1. Solar Wind and IMF 

On 18 June 2001 the Advanced Composition Explorer 
(ACE) spacecraft [Stone et al, 1998] was located approxi­
mately 244 RE upstream of the Earth, and about 32 RE dusk-
ward of the Earth-Sun line. Figure 1 shows data from the 
MAG [Smith et al, 1998] and SWEPAM [McComas et al, 
1998] instruments. The ACE data have been propagated to 
the magnetopause by adding a time delay of 60 ± 10 minutes, 
calculated as Vsw/X. The uncertainty ±10 minutes in our 
propagation delay is for this event slightly larger than that of 
other published erosion events (e.g., Goldstein etal [2003a]). 
The imprecise timing of the arrival of the solar wind at the 
magnetopause will affect the reliability of our estimate of 
A T c , the configuration delay for the 18 June 2001 event (see 
Section 2.2.2). 

Figure la and Figure lb plot the IMF polarity # Z I M F and 
solar wind speed F s w , respectively. At about 0300 UT a mild 
shock/transition arrived at the magnetopause, bringing a +60 
km/s step-like increase in Vsw at 0257 UT and a somewhat 
noisy excursion from mild southward IMF (Bz I M F > —3 nT) 
to strong southward IMF ( # Z I M F < - 1 0 nT) at 0304 UT. 
According to the DMR-driven convection hypothesis, this 
southward IMF excursion should impose on the magneto-
sphere a duskward solar wind electric field (corresponding 
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UT 0:00 6:00 12:00 18:00 
Figure 1. ACE MAG and SWEPAM data (courtesy N. Ness, C. 
Smith, D. McComas, and the ACE science center) on 18 June 2001, 
time-delayed to account for propagation to the magnetopause. (a) 
Z-component of the IMF BZIM¥; (b) solar wind speed F g w ; (c) solar 
wind electric field e s w , delayed by A T c (described in text). Solar 
wind and IMF conditions changed at about 0300 UT, with a 0257 
UT step-increase in Vsw and a 0304 UT southward excursion in 
Bz I M F . After 0314 UT e s w was negative, indicating a dawn-to-dusk 
global electric field. 

to sunwards x B convection). Figure lc plots the dawnward 
solar wind E-field e s w , defined as e s w = V s w # z I M F so that 
e s w is negative when the IMF is southward. Therefore, in 
this paper we will use the terms 'negative e s w ' and 'south­
ward IMF ' somewhat interchangeably. From the results 
of Goldstein et al. [2003a, b] , we expect some delay A T C 

between the IMF and the effects of SW on the plasmasphere, 
so we have delayed e s w by A T c =10 minutes (as indicated in 
Figure lc). (Determination of the value of A T c for this event 
is discussed later, in Section 2.2.2). Because the DMR-driven 
E-field forms the conceptual framework of this paper, the 
plot of e g w in Figure lc will be repeated to aid discussion of 
Plate 1 and Plate 3. 

In the next section we present plasmasphere images 
obtained by the IMAGE EUV instrument. 

2.2. Global Plasmasphere Images 

The extreme ultraviolet (EUV) instrument on the IMAGE 
satellite is an imaging system composed of three cameras 
(with slightly overlapping fields of view) sensitive to the 
30.4-nm ultraviolet light that is resonantly scattered by the 
H e + ions in the plasmasphere [Burch, 2000; Sandel et al., 
2000, 2001]. IMAGE EUV sees the H e + portion of the plas­
masphere corresponding to total number densities above 
about 40 cnT 3 [Goldstein et al., 2003c; Moldwin et al, 2003]. 

On 18 June 2001 the IMAGE satellite was in a roughly 
dawn-dusk orbit, with its 8.2 RE apogee almost directly over 
the north magnetic pole. This apogee location provided an 
excellent viewing geometry, with minimal sunlight contami­
nation and perspective distortion in the images, and a wide 
field of view that most of the time extended to or beyond 
geosynchronous orbit. 

Plate 1 shows 12 panels of EUV image data, labeled a, b, 
c,..., j , k, 1 and arranged in 3 rows of 4 panels each, depicting 
a sequence of plasmapause images from 0010 UT through 
1854 UT. In the figure, time increases from left to right in 
each row, and from top to bottom between rows, as indi­
cated by the UT stamps at the bottom of the panels. Each 
panel shows the equatorial distribution of line-of-sight inte­
grated H e + column abundance. These equatorial maps were 
obtained using the procedure outlined in Dent et al. [2003] 
and Goldstein et al. [2004b]. Color indicates column abun­
dance (in arbitrary units), increasing from black (zero) to 
white (very dense plasma). The plasmasphere is the green/ 
white region surrounding the Earth. In each image, the 
plasmapause is the (often sharp) dropoff in signal intensity 
which occurs (on average in Plate 1) between L = 2.5 and 
L = 4. (For the reader unfamiliar with identification of the 
plasmapause in EUV images, see Goldstein et al [2003c] 
and the plasmapause extractions of the bottom row of Plate 
2.) Outside the plasmapause, the dark green speckled back­
ground represents plasma total number densities at or below 
the EUV lower noise floor (i.e., <40 c m - 3 ) . The EUV field 
of view (FOV) edges vary as IMAGE progresses through its 
orbit. The FOV edges (labeled for demonstrative purpose in 
Plate Id) are the black regions that may cut across the plas­
masphere near the borders of the images. 

To provide context for the 12 EUV images, the bottom panel 
of Plate 1 shows e s w (from Figure lc). For reference, the times 
of the 12 EUV snapshots of Plate la through Plate 11 are shown 
as labeled vertical lines in the e s w plot. The solar wind E-field 
e s w is defined so that its sign (positive or negative) indicates 
IMF polarity (northward or southward). We plot e s w instead 
of Bz I M F because (1) we wish to emphasize the finite delay 
A T c between southward IMF at the magnetopause and its 
effect on the inner magnetosphere, and (2) it is the electric 
field that directly drives convection of cold E x ^-drifting 
plasma in the inner magnetosphere. Said another way, we 
wish to distinguish the effect (the E-field that drives plasma 
convection) from the cause (dayside magnetopause reconnec-
tion). Negative e s w means there is a dawn-to-dusk E-field, or 
sunward convection in the inner magnetosphere. 

The 18 June 2001 EUV images of Plate 1 quite fortunately 
capture the plasmasphere for some finite time during each 
of the phases of plume evolution during a single erosion 
event. We will first discuss the overall global plasma behav-
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UT 0:00 6:00 12:00 18:00 
Plate 1. Panels a through 1: IMAGE EUV global plasmasphere observations on 18 June 2001, depicting erosion of the 
plasmasphere and formation/evolution of a drainage plume. Each panel shows the equatorial plasmaspheric He + distribu­
tion versusXand T(in SM coordinates). Color indicates column abundance (in arbitrary units), with black = zero. The 
Sun is to the right (positive X); the Earth is at the center. Circles are drawn a t ! = 2, 4, 6, and 6.62 (geosynchronous orbit). 
Bottom panel: ACE e g w from Figure lc. Vertical lines labeled a through 1 indicate times of EUV snapshots above. 
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ior, and how it compares to the DMR-driven convection 
hypothesis. 

2.2.1. Initial Plasmasphere. Plate la shows the plasma­
sphere at 0010 UT, at the start of the event. At that time, the 
plasmasphere was radially large and irregularly shaped, with 
a large (L « 5) bulge centered at noon MLT, and notches 
(i.e., regions of decreased plasmapause radius) at 1100 MLT 
and between 1600 MLT and 1800 MLT. The outer edge of 
the dayside plasmasphere was diffuse, representing gradual/ 
gentle outer density gradients. Outside these bulges and 
notches on the dayside, green speckling indicates some small 
amount of outlying plasma whose density was just above 
or at the EUV noise floor. In the image, the outer edge of 
the plasmasphere between 1800 MLT and 2100 MLT, and 
between 0600 MLT and 1100 MLT contains noisy brightness 
fluctuations that indicate spatial structure on scales below 
0.5 RE. Shape irregularity, diffuse boundaries, low-density 
outlying plasma, and spatial structure are characteristics 
typically found in quiet-time plasmasphere images [Sandel 
et al, 2001; Goldstein et al, 2003b]. On the other hand, in 
the nightside range 2100 MLT to 0600 MLT the plasmapause 
was relatively smooth and sharp, with little or no indication 
of outlying low-density plasma; this is typical of active time 
plasmasphere images. From the e s w plot in Plate 1, at 0010 
UT the dawn-to-dusk solar wind E-field was well under 
1 mV/m (which, according to the transmission factors of 
Goldstein et al. [2003b, 2004c] corresponds to 0.1-0.25 
mV/m near the plasmasphere); i.e., at this time there was very 
weak but finite sunward convection and this weak convec­
tion had prevailed since 1600 UT of the previous day. So the 
dayside plasmasphere of Plate la reflects the relatively quiet 
conditions (presumably accompanied by dayside ionospheric 
filling of plasmaspheric flux tubes) that preceded 0010 UT, 
but the nightside reflects the mild convection that only had 
the ability to affect the local time range 2100 MLT to 0600 
MLT. The DMR convection hypothesis has nothing to say 
about ionospheric filling of the plasmasphere, but the smooth 
plasmapause shape on the nightside is entirely consistent with 
the idea that mild sunward convection was in effect. After 
relatively steady convection for several hours, the DMR pic­
ture says the plasmapause location coincides approximately 
with the corotation/convection boundary (CCB), which was 
probably the case for the 0010 UT plasmapause between 2100 
MLT and 0600 MLT. The 0010 UT plasmasphere illustrates 
how the plasmapause location and shape at different MLTs 
can arise due to a combination of accumulated effects and 
direct driving by the solar wind and IMF. Between 0010 UT 
and about 0314 UT the dayside bulges and notches corotated 
with the Earth, while the nightside smooth plasmapause 
remained almost perfectly stationary. 

2.2.2. Sunward Surge: Plume Formation. On 18 June 
2001 erosion commenced at some time between 0304 UT 
and 0324 UT. Unfortunately, the EUV images during the 
interval 0243-0324 UT contained an excessive amount of 
background noise, making interpretation very difficult, 
but not impossible. (Background noise in EUV images is 
believed to arise due to direct energetic particle excitation.) 
Our best guess is that the erosion started at 0314 UT (with an 
uncertainty of ±10 minutes due to the noise-related ambigu­
ity in EUV images). In Plate 1, panels b, c, and d depict the 
initial phase of the 18 June erosion. The nightside plasma­
sphere contracted, moving 1-1.5 R E inward in about 4 hours 
of UT. The dayside plasma surged sunward, forming a broad 
(in MLT) drainage plume. To illustrate the dayside sunward 
surge, compare Plate la (0010 UT) and Plate Id (0659 UT). 
The noon MLT bulge of Plate la expanded sunward (in an 
apparent plasma rarefaction) to form the plume of Plate Id, 
which extended outside the camera field of view (FOV). The 
simultaneous inward nightside motion and outward dayside 
motion is exactly the global behavior predicted by the DMR 
convection hypothesis. In this picture, the 0304 UT south­
ward IMF excursion (Figure la) turned on dayside magne­
topause reconnection, and at 0314 UT the effect of this DMR 
was felt as an enhanced dawn-to-dusk convection E-field at 
the plasmasphere, which initiated the sunward surge and 
plume formation. This suggests a configuration delay A T C 

of 10 minutes, which is significantly shorter than the 20-30-
minute delays reported in previous EUV-observed erosion 
events [Goldstein et al., 2003a, b] . However, ±10-minute 
uncertainty in both the ACE propagation delay (Section 
2.1) and the EUV erosion onset timing (above) yields 200 
percent uncertainty in A T c . Despite this timing ambiguity, 
the global evolution is consistent with the DMR convection 
picture. Note in Plate Id how exceptionally sharp the plas­
mapause radial gradient is, and how smooth its MLT shape is 
on the nightside, especially east of 2100 MLT. This 0659 UT 
snapshot was obtained following a 1-hour interval of strong, 
steady solar wind E-field e s w (see bottom panel of Plate 1). 
The DMR picture says steady convection should produce a 
corotation/convection boundary (CCB) that is very stable in 
time, leading to a sharp nightside plasmapause gradient that 
coincides roughly with the CCB. 

In Section 2.2.5 we will discuss some meso-scale features 
of the sunward surge plasmasphere (a narrow duskside plume 
and a predawn indentation) that suggest a more spatially 
structured inner magnetospheric flow field than is typi­
cally assumed in the simple global DMR-driven convection 
picture. 

2.2.3. Plume Narrowing. Between 0709 UT and 1205 UT 
there are no EUV images available. (EUV turns off when 
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close to the magnetic equator, and during perigee.) During 
this time, the dawnward solar wind E-field e s w was strong 
and fairly steady at an average value of e s w . = - 4 mV/m (i.e., 
dawn-to-dusk E-field, sunward convection). Under DMR 
convection this should have resulted in a gradual narrowing 
of the broad dayside (sunward surge) plume, as the western 
edge of the plume rotated eastward toward the relatively 
stationary dusk edge of the plume. The plasmasphere of 0659 
UT (Plate Id) had a plume whose western edge was at about 
0700 MLT, judging from the intersection of the plume with 
the FOV edge at about L = 3.5. Five hours later, at 1215 UT 
(Plate le), the western edge of the same plume crossed L = 4 
at about 1200 MLT. This is clear evidence that the plume 
narrowing process did indeed occur during the five-hour gap 
in EUV data coverage. 

Between 1215 UT and 1418 UT (the UT interval covered 
by the image sequence in panels e through g of Plate 1), 
e s w underwent slow, 3-4-mV/m peak-to-peak oscillations, 
presumably turning DMR convection on and off, and after 
about 1430 UT the IMF turned northward ( e s w positive). 
Thus, the images in panels e, f, and g of Plate 1 were obtained 
at the tail end of the plume narrowing process; most of the 
plume narrowing had already occurred during the five-hour 
EUV data gap. Still, the western edge of the plume at 1418 
UT was 1 to 1.5 MLT hours eastward of its location at 1215 
UT, so this process continued until DMR convection turned 
off at 1430 UT. 

As in the sunward surge phase, the EUV images of the 
plume narrowing phase contain sub-global density structures 
(a plume bifurcation and post-dawn crenulations) that will 
be discussed in Section 2.2.5. 

2.2.4. Plume Rotating/Wrapping. At 1430 UT the IMF 
began a slow northward turning, as reflected in the e s w 

transition from - 3 mV/m at 1430 UT to 2 mV/m at 1500 UT. 
Between 1500 UT and 1830 UT e s w had a mean value of 
about +1 mV/m, corresponding to northward IMF and much-
reduced sunward convection. In response, the entire plume 
began rotating eastward, evident in the images of Plate 1, 
panels h through 1. After 1712 UT (Plate lk) the plume shape 
became distorted, lengthening as it just barely began the 
process of wrapping around the plasmasphere before EUV 
image coverage stopped. 

The post-1500 UT interval of northward IMF saw outward 
radial motion of the plasmapause. Between 1509 UT (Plate 
li) and 1854 UT (Plate 11) the post-midnight plasmapause 
moved outward by almost a full RE. Part of this outward plas­
mapause motion may arise from rotation of the entire plas­
masphere inside the CCB; since the nightside plasmapause 
radius increased in the westward direction, eastward rota­
tion of the entire plasmasphere would result in an outward 

motion of the plasmapause at a fixed MLT value. However, 
analysis of the motion of the plasmapause during this time 
(see Section 2.3.3) suggests that this rotation scenario is an 
insufficient explanation. 

Fine-scale and meso-scale structure in the EUV images 
of the plume rotation phase will be discussed in the next 
section. 

2.2.5. Sub-Global Plasma Structures. In Sections 2.2.2 
through 2.2.4 we showed to what extent the IMAGE EUV 
observations of the 18 June 2001 erosion event conformed to 
the global picture of plasmasphere evolution according to the 
simple DMR-driven convection picture. In this section we 
shall examine some sub-global (meso-scale and fine-scale) 
plasmaspheric density features from this event. 

Plate 2 shows four selected snapshots from the event 
(with their corresponding panel letters from Plate 1), labeled 
according to the plume evolution phases: 'Initial' (Plate 2a), 
'Sunward Surge' (Plate 2c), 'Plume Narrowing' (Plate 2g), and 
'Plume Rotating' (Plate 2k). In each panel of the bottom row 
of Plate 2 is a plot of points (blue circles) that have been manu­
ally extracted from the EUV image directly above it. These 
extracted points do not necessarily follow contours of bright­
ness, but rather are intended to highlight certain components 
of the EUV images that may not be obvious to the reader who 
is unfamiliar with EUV image interpretation. 

The EUV images show some indirect evidence of a pre­
dawn concentration of the effects of convection. During 
the sunward surge phase, the plasmapause is preferentially 
indented in pre-dawn MLT. Evidence of this can be seen in 
the 'flattening' of the 0537 UT plasmapause (Plate lc, Plate 2c) 
between about 0300 MLT and 0500 MLT, and in the smooth 
indentation of the 0659 UT plasmapause (Plate Id) between 
0400 MLT and 0600 MLT. It is possible that this reflects a 
'focusing' of the convection field in the pre-dawn MLT sec­
tor that has been identified in both models and observations 
[Carpenter et al., 1972, 1993; Carpenter and Smith, 2000; 
Senior and Blanc, 1984; Fejer and Scherliess, 1995]. 

There is evidence of the presence of SAPS during the 
sunward surge phase, in the form of a narrow dusk-side 
plume (labeled in Plate 2c) that is separated from the main 
Grebowsky-type plume by a narrow density channel. In a 
comparison between EUV images and simulations, Goldstein 
et al. [2003b] showed how SAPS can create just such a dis­
tinct narrow plume. On 18 June, this duskside plume seemed 
to evolve from a sunward stretching of the duskside bulge 
whose western edge was at 1700-1800 MLT in the initial 
plasmasphere of 0010 UT (Plate 2a). Even though the initial 
erosion began at 0314 UT, the duskside bulge did not fully 
develop into a plume until about 0500 UT, when DMSP 
drift meter data show the early development of a mild SAPS 
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(a) 00:10 (c) 05:37 

Initial Sunward Surge Plume Narrowing Plume Rotating 
Plate 2. Top row: Four selected panels a, c, g, and k from Plate 1, each showing an E U V plasmasphere global image, 
as described in the caption for Plate 1. Bottom row: In each panel, the blue circles are manually extracted points from 
the E U V image above it, highlighting the features discussed in the text. (The apparently solid blue lines on the night 
side are actually composed of a very large number of blue circles.) At the bottom of each panel is a label indicating the 
phase of plume formation/evolution, as discussed in the text. 
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event that continued throughout much of the day and peaked 
between 0900 UT and 1100 UT [http://cindispace.utdallas. 
edu/DMSP/, data not shown]. Preliminary examination of 
LANL MPA particle and flow data also support the presence 
of SAPS at this time [M. Thomsen, 2003, private commu­
nication]. After 0500 UT, the dusk edge of the plume also 
achieved a steeper, more definite density gradient, as well 
as a smoother MLT shape; this is also in agreement with 
the observed and modeled effects of SAPS on the duskside 
[Foster et al, 2002; Goldstein et al, 2003b, 2004b]. 

There is also indirect evidence of the presence of SAPS 
during the plume narrowing phase. From Plate 1, plume nar­
rowing occurred roughly between 0600 UT and 1430 UT, 
and during this time the dusk edge was relatively stationary. 
In the DMR convection picture the dusk edge of the plume 
moves eastward or westward in response to correspond­
ing expansion or contraction of the CCB. Considering the 
relatively steady ( e s w « - 4 mV/m) conditions between 0600 
UT and 1200 UT, it is not surprising that the dusk edge did 
not move much during the five-hour EUV data gap. What is 
perhaps in conflict with the DMR-driven convection picture 
is that the dusk edge also did not move during the 3-4-mV/m 
peak-to-peak e s w oscillations between 1200 UT and 1430 
UT. In Section 3 we will use a simple DMR-based simula­
tion to show that the oscillation in e s w produces a very mild, 
0.4 RE translation of the Y location of the dusk edge of the 
plume. There was also during this period some mild SAPS 
activity in DMSP ionospheric data [http://cindispace.utdal-
las.edu/DMSP/, data not shown]; it is perhaps plausible that 
mild SAPS could stabilize the small motion of the dusk edge 
of the plume, provided that the SAPS flow intensity was 
relatively insensitive to changes in dayside magnetopause 
reconnection (DMR). SAPS form due to an internal coupling 
process that is distinct from DMR so although SAPS are 
often affected by DMR, it is conceivable that SAPS might 
exist even when DMR-driven convection is weak, or that 
SAPS could be maintained at a relatively constant intensity 
during fluctuating DMR-driven convection such as during 
1200 to 1430 UT. This hypothesis deserves investigation in 
future studies. 

One notable feature of the EUV data after 1215 UT is that 
the plume was bifurcated by a shallow low density chan­
nel, forming a 'double-plume' in the noon-to-dusk MLT 
sector, as depicted in Plate 2g. This double plume survived 
into the plume rotation phase after 1500 MLT (see 1712 UT 
plasmasphere of Plate 2k). Because of the EUV data gap 
between 0709-1205 UT we can only speculate on the origin 
of the double plume. Although not prohibited by the DMR 
convection picture, the formation of the double plume seems 
to require either (1) a more highly structured noon-to-dusk 
electric field than is customarily included in DMR-driven 

convection models; or (2) density variations one or two 
MLT hours wide, contained within the dayside plasmasphere 
distribution, that gradually evolved or were distorted/elon­
gated by sunward convection. It is reasonable to wonder if 
the double plume arose somehow through a distortion of the 
earlier narrow duskside plume and the broad dayside plume 
(Plate 2c), but this seems unlikely. Notice from Plate Id that 
by 0659 UT the duskside plume was extremely narrow and 
seemed to merge into the dusk edge of the main dayside 
plume. In order for this very narrow 0659 UT duskside plume 
to later evolve into the wider dusk portion of the double 
plume, the dusk edge of the main plume would have had to 
rotate backwards, counter to the expected dayside corotation. 
Due to the EUV data gap the origin of the 18 June double 
plume may remain unexplained. 

We have already made the general observation that EUV 
images following extended quiet periods contain a great deal 
of spatial structure. The images of 18 June 2001 suggest that 
convection tends to smooth out or suppress spatial structure. 
The inverse is apparently true: in the absence of the influence 
of convection, the plasmasphere evolves toward a state of 
more complex spatial structure, as proposed by Moldwin et 
al. [1994]. On 18 June the strength of convection seemed to 
vary both spatially and temporally (guided, to zero-order, 
by the IMF polarity). We commented earlier (Section 2.2.1) 
that the initial 0010 UT plasmasphere (Plate la, Plate 2a) 
was more highly structured on the dayside than on the night­
side, and how this seemed to be related to a weak sunward 
convection whose effects were only felt on the nightside. A 
similar effect occurred during the plume narrowing phase. 
Although the night-side plasmapause MLT shape was quite 
smooth during plume narrowing (panels e through g of Plate 
1), the post-dawn plasmapause developed 0.25 RE radial 
variations that were called 'crenulations' by Spasojevic' et 
al. [2003]. These crenulations first appeared near the dawn 
terminator and grew as they rotated eastward toward noon 
(see Plate 2, panel g and Plate 1, panels e through i). After 
an extended period of steady convection, the nightside plas­
mapause should be expected to coincide roughly with the 
location of the CCB. At this boundary, sunward convection 
either compresses the plasmapause or smooths its shape 
via azimuthally-directed flows. On the dayside, however, 
the plasmapause may lie inside the CCB, permitting meso­
scale density structures to grow in two possible ways. First, 
the region inside the CCB typically exhibits a radial shear 
in the azimuthal/rotational flow, and this flow shear might 
act to distort density fluctuations that are already present. 
Second, the E-field inside the CCB might contain eddy-like 
features that encourage density structure to increase. Thus, 
the presence of convection at some MLTs seems to suppress 
the formation of sub-global density variations, while its 

http://cindispace.utdallas
http://cindispace.utdal-
http://las.edu/DMSP/
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absence at other MLTs permits these density variations to 
grow. Temporal relaxation of the convection field also seems 
to encourage the growth of complexity in the plasmaspheric 
density distribution. Between 1500 UT and 1830 UT, during 
which time the IMF remained northward, the plasmapause 
developed a very wavy structure, and preserved or enhanced 
the dayside crenulations (Plate 2k). The double plume devel­
oped a kink at about L = 4 and 1800 MLT; inside of L = 4 the 
plume pointed along the Y -axis, and outside L = 4 it bent 
over toward the +X -direction. 

One possible explanation for why fine structure should be 
less evident in regions of strong flow, and more evident in 
regions of weak flow, is the following. Plasmaspheric plasma 
flows along E^B streamlines. Ignore, for the moment, that 
the plasmapause is quite structured, that in many cases a 
distinct 'plasmapause' cannot be identified, and that in a 
very structured, time-varying convection field, streamlines 
can cross the plasmapause boundary at angles approaching 
90 degrees. In this restrictive scenario, streamlines can be 
oriented roughly parallel to a globally smooth plasmapause. 
Now imagine sub-global plasmaspheric features that modify 
this smooth plasmapause, such as bumps, bulges, or notches. 
Different parts of a given sub-global plasmaspheric feature 
lie on different streamlines. When streamlines converge 
as the flow enters a strong flow region, the plasmaspheric 
features shrink in the dimension perpendicular to the stream­
lines. Then when the flow lines diverge as the flow velocity 
decreases, the features grow again in that perpendicular 
dimension. This could, for example, explain the formation of 
crenulations, which occur just past the dawnside terminator, 
where flow lines presumably diverge, expanding the radial 
extent of pre-existing MLT-variations in the plasmapause 
radius. 

As mentioned twice earlier (Sections 1 and 2.2), the EUV 
instrument only sees the portion of the plasmaspheric H e + 

ions corresponding to total (electron) number densities of 40 
cm" 3. Plasmaspheric density generally drops with L value, so 
that given typical plasmaspheric distributions, the phenom­
ena presented in this paper are primarily inside of geosyn­
chronous orbit and hence give little if any information on the 
dynamics of plasma between geosynchronous orbit and the 
magnetopause. It is in this outer region that magnetospheric 
electric fields can become more highly variable both spatially 
and temporally due to their proximity to the auroral zone. 
This variability can (and undoubtedly does) introduce a com­
plexity in the dynamic motion of the low energy plasma as it 
drifts toward the magnetopause. The increase of structural 
complexity as one moves outward in L shell is hinted at in 
images. For example, in Plate 2k the 'speckled' nature of the 
signal intensity in the plume becomes more pronounced in 
the vicinity of geosynchronous orbit, and just outside geo­

synchronous orbit and between 1500 MLT and 1700 MLT, 
there are some isolated green pixels that are suggestive of 
blob-like structure that might emerge more fully at densities 
below the EUV threshold, and closer to the magnetopause. 
These limitations of the current capabilities of plasmasphere 
imaging must be kept in mind when comparing modern 
imaging results with previous direct measurements by mis­
sions such as OGO, ISEE, and GEOS. 

In the next section we examine the 18 June 2001 plas­
maspheric dynamics using electric fields inferred from the 
plasmapause motion. 

2.3. Plasmapause Electric Field 

The top panel (a) of Plate 3 shows the plasmapause radial 
location R? at midnight MLT, versus UT. Between 0324 UT 
and 0709 UT the negative R? vs. UT slope indicates inward 
motion of the plasmapause during the sunward surge and 
plume formation stage of the 18 June erosion. Using the tech­
nique of Goldstein et al. [2004c, b] it is possible to infer from 
this plasmapause motion the electric field E^, defined as the 
component of the total E-field that is tangent to the moving 
plasmapause. It must be noted that the direction of E^ is defined 
by a non-standard, time-varying coordinate system that fol­
lows the plasmapause in the counterclockwise direction. For 
a purely circular plasmapause, E^ is equal to E , and positive 
(negative) E^ corresponds to outward (inward) radial motion. 
At the western edge of a plume, where the plasmapause can 
be approximately radial, E^ is approximately equal to ET, and 
positive (negative) E corresponds to westward (eastward) 
azimuthal motion. For an arbitrarily shaped plasmapause, 
E^ includes contributions from both Er and E . Although E^ 
does not intrinsically contain information about the motion of 
plasma along the plasmapause boundary, it is possible to infer 
such motion from E by tracking the azimuthal propagation 
of distinct plasmapause features [Goldstein et al, 2004c, b]. 
Because E provides only partial information about the elec­
tric field, care must be taken when interpreting E^ signatures, 
as demonstrated in the following analysis. 

Plate 3b contains a keogram-style plot of E^ versus MLT 
and UT. The color gives E^ in mV/m, according to the scale 
in the legend located in the center of the plot (also see rel­
evant text in the caption). Inward motion of the nightside 
plasmapause shows up in E^ as red and yellow, outward 
motion is given by dark blue, and a stationary plasmapause 
produces a cyan (i.e., light blue) E^ signature. 

2.3.1. Initial (Quiet) Phase. Prior to 0243 UT (in the 'Ini­
tial' phase), the mostly cyan color indicates that the nightside 
plasmapause between 2100 MLT and 0600 MLT was not 
moving, reflecting the mild, steady sunward convection 
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P l a s m a p a u s e E l e c t r i c Fie ld 18 J u n 2 0 0 1 

UT 0:00 6:00 12:00 18:00 
Plate 3. Electric field deduced from the motion of the plasmapause in IMAGE EUV images, 18 June 2001. (a) Plasma­
pause radius versus UT, at midnight MLT. (b) E-field component tangential to the moving plasmapause, versus MLT 
and UT. Color indicates E^strength in mV/m: red is E^ < 0 (inward motion), blue is E > 0 (outward motion), cyan is 
E^ ~ 0 (stationary plasmapause), and white is no data. Dotted line indicates midnight (2400) MLT. Diagonal lines 
(before 0300 UT, and between 1430 UT and 1830 UT) indicate strict corotation (1 MLT-hour per UT-hour). (c) Solar 
wind E-field e s w from Figure lc (black) and E x5 (blue). Ratio of e s w to E indicates approximately 10 to 20 percent 
of dawn-to-dusk solar wind E-field transmitted to inner magnetosphere. 



GOLDSTEIN AND SANDEL 13 

prior to the erosion event (as discussed in Section 2.2.1). On 
the dayside, the plasmapause shape corotated, mostly undis-
torted except for a mild outward motion of the dayside bulge 
(see Plate 2a). West of the dayside bulge was a shallow notch, 
which also corotated. The motion of the western edge of 
this notch left an observable feature in E^, the diagonal blue 
feature between (0010 UT, 0900 MLT) and (0200 UT, 1100 
MLT). The blue color of this feature corresponds to posi­
tive E^, which is consistent with the notch's geometry and 
motion. At the western edge of the notch, positive E^ is by 
definition composed of a negative Er component and a posi­
tive (eastward) component. As the notch rotated eastward 
past a given MLT, the plasmapause at this fixed MLT would 
appear to move eastward (negative Er) and outward (positive 
E ) . For reference, a bold line whose slope is that of strict 
corotation (1 MLT-hour/1 UT-hour) is drawn starting at 0600 
MLT; by inspection, the slope of the blue diagonal feature is 
the same as the bold line. Thus, the post-dawn plasmapause 
was strictly corotating while the pre-dawn plasmapause was 
held stationary by steady mild convection. 

2.3.2. Sunward Surge (Erosion Onset). The onset of the 
erosion first appears in Plate 3b at 0324 UT as a burst of 
negative E^ (red/yellow color) centered just east of midnight 
MLT. (Recall that the actual erosion probably began 10 min­
utes earlier, but the image quality at 0314 UT was too poor 
to infer E^). In the period 0324 UT to 0659 UT the E^ 2D 
plot contains several bursts of red/yellow distributed in UT 
and MLT. These bursts reflect the fact that the plasmapause 
inward motion did not happen smoothly and uniformly. 
Instead, plasmapause motion was modulated by e s w (i.e., 
IMF polarity), and at any given UT was localized in MLT. 
Plate 3c contains a plot of e s w ; after 0300 UT there were 
three distinct intervals of negative e s w (i.e., southward IMF), 
labeled T , TP and TIP. 

Interval I began the erosion at 0314 UT, and ended with 
a sharp upward turning of e s w at about 0400 UT that was 
preceded by a gradual increase in e s w . The E% plot (Plate 3b) 
shows that the pre-midnight plasmapause was indented (red/ 
yellow color) at the beginning of interval I, but this inward 
motion tapered off about 30 minutes after the onset. 

Interval II initiated a second burst of inward motion at 
0415 UT, also centered east of midnight MLT. The initial 
indentation of this second burst then apparently propagated 
both eastward (toward dawn) and westward (toward dusk) 
along the plasmapause, creating the signature that looks like 
the letter ' V rotated 90 degrees clockwise. (This rotated V 
signature is emphasized in Plate 3b with black and white dot­
ted lines.) Similarly, interval III also initiated an indentation, 
this time centered closer to midnight MLT, that then propa­
gated both eastward and westward along the plasmapause. 

Between 0618 UT and 0638 UT, as the interval III east­
ward-propagating indentation reached 0600 MLT another 
burst of inward motion occurred near midnight, just after 
another negative excursion in e s w (and presumably, another 
intensification of DMR-driven convection). 

The V-shaped signatures indicate something about the 
process whereby the new plasmapause formed on 18 June 
2001. Each interval of negative e s w (which corresponds 
to a distinct increase in DMR convection) initiated a new 
indentation of the nightside plasmapause. At the onset of 
erosion (0314 UT) the indentation process tapered off 30 
minutes after the convection increase. For Intervals II and 
III the indentation widened across the nightside; at the 
edges of the widening indentation were eastward-moving 
and westward-moving ripples that create the V-shaped 
signature. Careful examination of the EUV plasmapause 
images during the erosion verifies that the E^ analysis 
brings out features that are actually in the image sequence 
(and not an artifact), but very hard to detect by visual 
inspection alone. 

The bursts of erosion also may shed light on the process 
of shielding and penetration electric field. The fact that 
the initial erosion (interval I) tapered off after 30 minutes 
is consistent with estimates for the shielding time scale 
[Kelley et al., 1979; Senior and Blanc, 1984; Goldstein et 
al, 2003d]. The burstiness of the inward motion also fits 
with a shielding picture. The UT-width of any of the red 
bursts in Plate 3b, measured at a given MLT, is between 20 
and 30 minutes, even though the intervals of negative e s w 

(I, II, and III) are between 40 and 60 minutes. The propa­
gation of the indentation may indicate the finite speed of 
propagation of the sunward convective impulse, or it may in 
fact indicate that shielding does not develop over the entire 
inner magnetosphere at the same time. This is not unrea­
sonable when one considers that shielding is accomplished 
via coupling between the ring current and ionosphere, and 
the distribution of ring current ions itself varies during a 
convection event. The bursts are generally more intense in 
the midnight-to-dawn MLT sector, consistent with statisti­
cal and theoretical models that show a concentration of the 
penetration E-field in this sector [Carpenter et al, 1972, 
1993; Carpenter and Smith, 2000; Senior and Blanc, 1984; 
Fejer and Scherliess, 1995]. 

The ratio of E to e c w can be taken as an estimate of how 
much of the dawn-to-dusk solar wind E-field was transmitted 
to the inner magnetosphere during the erosion. We calculated 
the average value of E^ versus UT over the entire nightside; 
in Plate 3c the average 5^*5 has been plotted on the same 
axes as e s w . The transmission factor was apparently between 
10 and 20 percent, roughly consistent with the results of 
Goldstein etal. [2004c, 2003b]. 
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2.3.3. Late-Stage Plasmasphere Evolution. We next dis­
cuss the evolution of the plasmasphere during the latter part 
of the plume narrowing phase, and the plume rotation (quiet­
ing) phase. This late-stage period is slightly more complex 
than the sunward surge phase, with different behavior on 
dayside and nightside. 

2.3.3.1. Nightside plasmasphere. After 1200 UT there 
were two positive e s w excursions (i.e., northward IMF turn­
ings), labeled T V and ' V in Plate 3c. Following each of 
these positive excursions, the nightside plasmapause moved 
outward for about 1 UT hour, as indicated by the roughly 
vertical blue bands that coincide with intervals IV and V. 
In Section 2.2.4 it was suggested that this outward motion 
may have been caused by rotation of the larger duskside 
plasmapause into the post-midnight sector. However, such 
a rotation would produce a visible diagonal blue signature 
prior to intervals IV and V. The clear absence of such a 
diagonal signature before interval IV in Plate 3b means that 
the outward plasmapause motion was due to a positive radial 
flow of nightside plasma. Carpenter et al. [1972]; Carpenter 
and Smith [2000] observed that after temporally isolated 
substorms, nightside plasmaspheric plasma flowed antisun-
ward, and speculated that this was due to the overshielding 
effect [Kelley et al, 1979]. Overshielding occurs following a 
convection decrease that occurs faster than the shielding time 
scale; upon the lessening of convection, the residual shield­
ing field (which has not yet had time to dissipate) imposes 
antisunward convection upon the inner magnetosphere. 
It has been demonstrated that overshielding can cause a 
bulging out of the midnight-to-dawn plasmapause, creating 
plasmaspheric shoulders [Goldstein et al., 2002, 2003d]. It 
was apparently the case that overshielding, or some form of 
'reverse' (i.e., antisunward) convection, caused the outward 
plasmapause motion in interval IV. 

After interval IV the IMF turned southward again, produc­
ing the negative e s w excursion between 1330 UT and 1430 UT, 
and enhancing DMR convection. During this post-interval-IV 
convection enhancement, the nightside plasmapause ceased 
moving outward (E^ close to zero, cyan color), and moved 
slightly inward (E% slightly negative, yellow/red color). The 
small amount of inward motion was localized to the pre-dawn 
MLT sector, again suggesting a concentration of penetration 
E-field. Although e s w during 1330-1430 UT (after interval 
IV) was comparable to that during intervals I and II, the effect 
(as reflected in E ) of this later convection increase was much 
smaller. According to the DMR convection picture, after sev­
eral hours of strong convection (which had occurred during 
0600-1200 MLT), further strong convection has a lessened 
effect. This argument is strengthened by the fact that the mag­
nitude of e s w during 1330-1430 UT was smaller than that of 
the strongest convection at earlier times. 

After 1430 UT (interval V), the effects of northward IMF 
(positive e s w ) dominated the nightside. The DMR convection 
reduction at the start of interval V caused a second outward 
plasmapause motion, also apparently related to overshielding. 
This outward motion created a nightside plasmapause bulge 
that proceeded to rotate eastward at a rate commensurate 
with strict corotation (as indicated by the bold diagonal line 
in Plate 3b). This nightside corotation continued until about 
1830 UT, when e s w again became negative. This increase in 
DMR convection coincided with a more pronounced inward 
plasmapause motion than that between intervals IV and V. 
About four hours of reduced convection before the 1830 UT 
negative e s w excursion increased the nightside plasmapause 
radius by almost 1 RE, as discussed in Section 2.2.4, and it 
may have been the presence of this larger nightside plasma­
sphere that most likely increased the effectiveness of the 
post-1830 UT convection. But the diffuse yellow/red diago­
nal band between (1600 UT, 2100 MLT) and (2000 UT, 0100 
MLT) suggests that a region of reduced plasmapause radius 
(i.e., a shallow notch) rotated into the post-midnight region 
about the same time as the convection enhancement, and thus 
contributed to inward plasmapause motion there. 

2.3.3.2. Dayside plasmasphere. In contrast to the night­
side plasmapause behavior, which was very much driven by 
changes in e s w , the dayside plasmasphere (from 0600 MLT 
to 1800 MLT) corotated after 1200 UT. We infer the rotation 
rate from E^ by tracking the azimuthal (MLT) motion of 
distinctive dayside features such as the plume and crenula­
tions, which have recognizable diagonal E^ signatures (i.e., 
red and blue diagonal bands at the top and bottom of Plate 
3b). Judging from the slope of the diagonal signatures as 
compared to the slope of the line indicating strict corotation, 
the plasmasphere east of 0600 MLT and west of noon MLT 
(at the bottom part of the plot in Plate 3b) strictly corotated 
with the Earth. There is evidence of some slight subcorota-
tion (shallower MLT/UT slope) west of 1800 MLT and east of 
noon MLT (at the top of Plate 3b). This subcorotation could 
be attributed to the presence of duskside convection (both 
DMR-driven and SAPS-driven) which is directed opposite 
to eastward corotational flows. 

3. SIMULATION 18 JUNE 2001 

In this section we simulate the response of the plasmasphere 
to a simple global convection field driven by dayside magneto­
pause reconnection. Plasmaspheric dynamics can be modeled 
by assuming that the plasmapause boundary is composed of 
cold test particles subject only to E x B drift. In a time-vary­
ing electric field such as is expected in response to the vari­
able rate of DMR, plasmapause evolution is simulated by the 
changing shape of the curve defined by the aggregate of these 
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test particles. This approach, used by Grebowsky [1970], Chen 
and Wolf "[1972], and others, will hereinafter be called the 
plasmapause test particle (PTP) simulation. The PTP method 
is best applied to represent steep outer plasmaspheric density 
gradients, because a boundary with an indistinct edge (i.e., a 
gradually dropping density) is not well represented by a single 
plasmapause contour. This method is adaptive; as the PTP 
plasmapause curve evolves in time, test particles are added or 
removed as necessary to resolve its structure. Thus, the PTP 
simulation preserves structure without numerical diffusion; 
the shape of the evolving PTP plasmapause depends entirely 
on the initial conditions, and the details of the time-varying 
E-field used to drive the simulation. For initial conditions, we 
used a 40-term Fourier expansion of the extracted plasma­
pause of 0010 UT (Plate 2a). 

To drive our simulation of 18 June 2001, we chose the 
simple and popular model of Volland [1973] and Stern [1975]. 
This model is not necessarily the most realistic, but if prop­
erly normalized to the solar wind electric field it is a good 
representation of the DMR-driven convection paradigm. 
The Volland-Stern (VS) model potential is <I>vs(r,cp) = -AQ 

r2 sin cp. We normalized this function so that AQ = 0.2 | e s w | 
(6.6 RE)~l, which is equivalent to 20 percent of the solar wind 
electric field applied across the inner magnetosphere inside 
geosynchronous orbit. We chose 20 percent from the upper 
limit of the ratio E / e c w that we found from Plate 3c. To 
include a finite viscous interaction between the solar wind 
and magnetosphere during northward IMF, | e s w | in the VS 
model is constrained to be > 0.5 mV/m. 

Kp-based normalizations (e.g., Maynard and Chen [1975]) 
parameterize the VS model according to all the different geo­
magnetic phenomena that might contribute to Kp. These phe­
nomena would include not only DMR-driven convection, but 
also internal magnetospheric processes like substorms and 
SAPS. Our e s w -based normalization allows us to parameter­
ize only the DMR-driven portion of convection. The goal of 
our simulation is to present the response of the plasmasphere 
to a simplified global DMR-driven convection E-field. We 
will compare this DMR-driven response to the real response 
of the plasmasphere as seen by EUV, in order to study the 
limits of the validity of the DMR convection picture. 

The results of the 18 June 2001 PTP simulation are pre­
sented in Plate 4 and Plate 5, which are formatted similarly to 
Plate 1 and Plate 2, respectively. The panel labels (a through 
1) and time stamps are the same for the EUV and PTP figures. 
Comparison of the EUV images and PTP simulated plasma­
pause curves reveals both similarites and differences. 

The most obvious agreement is the global behavior of 
the plasmasphere during active times. The PTP simulated 
plasmasphere evolves according to the same phases of plume 
formation and evolution as the EUV imaged plasmasphere. 

The erosion begins when e s w turns negative (i.e., the IMF 
turns southward) and DMR-driven convection becomes 
strong. Sunward surging on both nightside and dayside pro­
duces a reduced nightside plasmapause radius, and a broad 
dayside plume. Over the course of several hours, the initial 
surge plume then narrows in local time, and the edges of the 
plume (both dusk and western) are in reasonable agreement 
with the EUV data, although the PTP model dusk edge is at 
a slightly larger Y value than that of EUV. With reference 
to the discussion of the 3-4-mV/m e s w oscillations in Plate 
3, note that between 1215 UT (Plate 5e) and 1316 UT (Plate 
5f) the dusk edge of the plume (at the dusk terminator, 1800 
MLT) moves outward in 7by about 0.4 RE in response to the 
positive e s w excursion between these two times. Plume rota­
tion and wrapping commences after 1500 UT in the model, 
although during this quieting phase the PTP-EUV differ­
ences become more severe (as we will discuss below). 

In the PTP model, some of the structure (especially in the 
early sunward surge phase) depends on the initial condi­
tions; e.g., the duskside bulge at 0010 UT (Plate 4a) evolves 
into a spiky structure near dusk at 0436 UT (Plate 4b). This 
is consistent with the long-standing idea that at a given 
instant of time, the plasmaspheric configuration reflects the 
time-integrated effects of a few or several previous hours of 
geomagnetic conditions. Thus, plasmapause models often 
depended not on instantaneous Kp, but rather some repre­
sentation (e.g., maximum or average) of a few or several 
previous hours of Kp (e.g., Carpenter and Anderson [1992]). 
However, in the PTP simulation most of the original spatial 
structure is eventually washed away during the erosion, 
and the final state of the plasmasphere is dominated by the 
spatial form of the VS electric field model, normalized to 
the time-varying solar wind E-field. Said another way, the 
global properties of the plasmasphere (which is all one can 
hope to capture when using the VS model which does not 
contain any sub-global spatial variation of the inner mag­
netospheric E-field) are indeed directly driven by the state 
of dayside magnetopause reconnection-driven convection. 
The sub-global scale features of the plasmasphere must then 
depend on the prior history of the plasmasphere and/or the 
sub-global spatial structure of the convection field. 

It is on the sub-global scale that the PTP simulation differs 
from the EUV plasmasphere evolution of 18 June 2001. The 
absence of SAPS in the Volland-Stern potential means that 
the location of the duskside edge of the PTP plume is east­
ward of the EUV-observed location. Also, the narrow dusk­
side plume of Plate 2c fails to develop in the PTP simulation, 
again presumably due to the lack of SAPS to strengthen 
sunward convection near dusk. Instead of the narrow dusk­
side plume, the PTP simulated plasmapause of Plate 5c has a 
spiky bulge (mentioned in the previous paragraph) near 2100 
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Plate 4. Plasmapause test particle (PTP) simulation of 18 June 2001 event, plotted in a format similar to that of Plate 
1, with snapshots at the same times as panels a through 1 of Plate 1. In each plot, the plasmasphere is indicated by the 
green region surrounding the Earth. The simulation results indicate an erosion and plume development sequence that 
agrees with the EUV images on a global level, but there are important meso-scale and fine-scale differences, as dis­
cussed in the text. 

Initial Sunward Surge Plume Narrowing Plume Rotating 
Plate 5. Four selected panels a, c, g, and k from Plate 4, each showing a PTP simulated plasmasphere. This figure 
should be directly compared with Plate 2. The phases of plume evolution from Plate 2 are evident in the simulation 
results (see text). 
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MLT that is a remnant of the large dusk-side bulge of Plate 
5a. This spiky feature then gets compressed by nightside 
convection and rotates across the nightside, reaching 0300 
MLT by 1418 UT (Plate 5g). In the EUV images there is no 
such rotating spiky feature because in the EUV plasmasphere 
the initial duskside bulge is elongated by strong duskside 
(SAPS) convection into a narrow duskside plume (see Plate 
2c and Goldstein et al. [2003b]). 

The compression of this spiky feature is interesting because 
it shows that under the right circumstances, sub-global spa­
tial structure (in the plasmaspheric density distribution) can 
survive the trip across the night-side even during strong 
sunward convection. If such a structure were in fact present 
on the nightside plasmapause in EUV images, it would not 
be resolved by the 0.1-RE EUV pixels. When convection is 
relaxed, this structure would be free to expand again inside 
the corotation/convection boundary (CCB). This could be 
a partial explanation for why the plasmasphere seems to 
develop increased spatial structure as soon as convection 
drops off; the structure is compressed by the contraction of 
the CCB that accompanies strong convection, but it survives 
and gets elongated or distorted once free to evolve inside an 
expanded CCB. In this scenario, plasmapause crenulations 
form in the post-dawn MLT sector where the plasmapause 
lies inside the CCB, and wavy variations of the plasmapause 
develop during the quieting (plume rotation/wrapping) phase. 
(This hypothetical scenario was mentioned earlier, at the end 
of the section titled 'Sub-Global Plasma Structures.') 

This brings up the next point: if the PTP simulation pre­
serves structure, and if that structure can survive strong 
convection intervals, why doesn't the double plume develop 
in the PTP model, and why is the PTP model so much less 
structured during the plume rotation phase? One explanation 
might be that the initial conditions failed to capture all of 
the (perhaps sub-EUV-pixel) structure of the 0010 UT plas­
masphere, and some of this uncaptured structure becomes 
important in later stages of the evolution. Even if this is the 
case (and it quite probably is), it is also undeniably true that 
the Volland-Stern model is too simple to properly capture 
anything but global plasmasphere evolution, and so it is 
not surprising that the double plume, the crenulations, and 
other meso-scale and fine-scale features are not reproduced. 
Besides SAPS, another important known effect not included 
in the VS model is the concentration of electric field in the 
midnight-to-dawn MLT sector. This effect is quite evident in 
the 2D plot of Plate 3b. To highlight this difference more 
quantitatively, Plate 6 shows Rp versus MLT plots of both 
EUV and PTP plasmapauses taken from the four panels (a, 
c, g, and k) of Plate 2 and and Plate 5. By visual inspection it 
is clear that during the sunward surge phase (Plate 6c), the 
inward plasmapause motion between midnight MLT and 

0600 MLT is more pronounced for the EUV plasmapause 
(blue circles) than the PTP model plasmapause (bold line). 
It is midnight-to-dawn convection concentration that appar­
ently produces the flattening and indentation evident in 
panels b, c, and d of Plate 1, and in Plate 2b. This flattening is 
not apparent in the PTP model snapshots of Plate 4, panel b, 
c, and d, Similarly, the outward bulging evident in the EUV 
midnight-to-dawn plasmapauses of Plate 6g and Plate 6k 
is absent in the PTP model plasmapauses of the same MLT 
range. This demonstrates the necessity for a more sophis­
ticated (i.e., MLT-dependent) treatment of the penetration 
E-field than that of the Volland-Stern model. 

The observed quiet-time meso-scale and fine-scale com­
plexity of the plasmaspheric density distribution deserves 
much more attention. The EUV images suggest a level of 
fine-scale structure that is unresolved by the 0.1 RE EUV pix­
els, and this is in agreement with the very structured density 
profiles that have been observed in situ [Moldwin et al, 1994, 
1995; Carpenter and Lemaire, 1997]. Plasma instabilities 
and other subtle (non E x 5-driven) physics may very well 
be involved in the quiet-time plasmasphere evolution, when 
DMR-driven convection is mild or completely absent. 

4. CONCLUDING REMARKS 

4.1. Alternate Plume Formation Mechanism 

We have shown that the global pattern of plume evolu­
tion observed on 18 June 2001 fits with the DMR-driven 
convection picture. An alternate plume formation scenario 
was proposed by Lemaire [2000], in which a plasmapause 
bulge forms on the dayside and subsequently evolves into a 
duskside plume. Because rotation speed decreases with radial 
distance, the bulge experiences a shear in the eastward con­
vection speed, and it gets stretched/distorted into a plume. 
This scenario was apparently verified by EUV observations 
on 10 June 2001 [Spasojevic et al, 2003]. 

4.2. Comments on Interchange Driven Erosion 

The validity of the DMR-driven convection picture relies 
on the assumption that plasmaspheric plasma is subject only 
to is x 5-drift in a global convection field, and lacking com­
plete knowledge of the inner magnetospheric E-field, it is not 
known precisely how the new plasmapause boundary forms, 
especially during an erosion. As mentioned in Section 1, 
Lemaire [1975] proposed that the plasmapause forms under 
the influence of small-scale electric fields that arise due to the 
gravitational/centrifugal interchange instability. One of the 
predictions of this hypothesis is that during an erosion, the 
nightside plasma at the boundary moves radially outward, 
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Plate 6. A more quantitative comparison between the EUV data of Plate 2 and the PTP simulation of Plate 5. In each 
of panels a, c, g, and k: blue circles plot the manually extracted plasmapause from EUV, and the solid black curve is 
the PTP simulated plasmapause. Although the zero-order global features are reproduced by the model, there are key 
differences, as discussed in the text. 
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detaching from the main plasmasphere as blobs. The gradual 
removal of a large number of blobs produces a net inward 
motion of the plasmapause [Lemaire and Gringauz, 1998]. 
The maximum allowable speed of the interchange-driven 
blob was estimated by Lemaire and Gringauz [1998] to be 
about K m a x =0.03 Tyhour. 

To date, EUV images acquired during erosion have 
revealed no evidence of this proposed outward motion of 
detached parcels of nightside plasma. In fact, all of the 
evidence in EUV images suggests that plasma motion is 
sunward; both the dayside and nightside boundaries move 
sunward during the initial stage of the erosion. Because EUV 
cannot see low-density plasma below 40 cm" 3, it is conceiv­
able that the nightside blobs are invisible to the EUV cameras 
because as they move radially outward, their density quickly 
drops below the lower density threshold. Let us examine this 
premise in the context of the 18 June 2001 event. In Plate 3a 
is a plot of R? versus UT, showing the initial plasmapause 
location at L = 4.4 at 0325 UT. Suppose that the plasmapause 
plasma moves outward, and as it does, its density drops 
according to the inverse of the flux tube volume, i.e., Z " 4 . 
If we assume the plasmaspheric density of Carpenter and 
Anderson [1992], this outermost plasma parcel has electron 
density of about 295 cm" 3. In order for the plasma parcel to 
become invisible to EUV, its final density must be <40 cm - 3 . 
Then its final L-shell is Lf > Lt (295/ 40)" *, or Lf > 7.2. 
For this outward motion to avoid being captured by EUV, it 
must travel to this final location Z^in 10 minutes or less (the 
time cadence of EUV images); the plasma parcel must have 
speed Vj> 2.8 RE/10 min., or 17 RE/hr. The lower limit of the 
required speed is 570 times faster than V m a x , the maximum 
interchange speed. Even if the proposed blobs are of a size 
that is below the resolution of the EUV imager, to account 
for the large amount of nightside cold plasma that is removed 
during erosion, a large number of blobs would be required. 
One would still expect to see the collective motion of such 
a large number of tiny blobs with a poorly-resolved image, 
just as a person with poor vision can still see the collective 
motion of a large number of individual drops of rain, or 
individual grains of sand on a windy day. 

Thus, the invisible outward-moving blob scenario seems 
unlikely, for the following reasons. First, the dayside plasma­
sphere expands/rarefies during erosion, and still remains vis­
ible to EUV at geosynchronous orbit and beyond [Goldstein 
et al, 2004b]. Second, it is not probable that the blobs could 
move fast enough to avoid leaving some detectable signature 
in EUV images. Other than a pixelated noise background 
with no evidence of systematically outward-moving blobs, 
the nightside in EUV images typically appears to be evacu­
ated of plasmaspheric plasma exterior to the inward-moving 
plasmapause during erosions (e.g., see Plate 1). Third, if one 

supposes that the blobs have density below the EUV thresh­
old when they first detach from the surrounding dense night­
side plasmapause, or that they are of a spatial size too small 
to be resolved by EUV (and thus they are invisible to EUV at 
all times), then it is difficult to account for the large amount 
of dense nightside plasmaspheric plasma removed during the 
erosion by such tenuous blobs. With its slow growth rate, the 
interchange instability probably does not play a strong role 
during geomagnetically active times. On the other hand, the 
role of interchange during extended quiet periods ought to 
be investigated further, because during such periods slower 
processes may have enough time to act effectively. 

Summary 

The 18 June 2001 EUV observed erosion event serves as 
an example of the global-scale pattern of plume evolution 
that is repeatedly found in plasmasphere images during 
geomagnetically active times. Given an initial plasmaspheric 
configuration that is subject to an increase in the strength 
of sunward convection, plume formation and evolution fol­
lows three main phases: sunward surge, plume narrowing, 
and plume rotating/wrapping. The excellent EUV image 
coverage of the 18 June event contains examples of all of 
these phases from a single erosion event. On a global scale, 
the 18 June plasmasphere observations are consistent with 
the DMR-driven convection interpretation, as represented 
by both prior modeling work by Grebowsky [1970] and 
others, and by our own simulation specifically tailored for 
the 18 June event. The EUV observations of this event are 
also consistent with prior in situ observations of shrinking 
plasmaspheres, detached plasma regions, and duskside bulge 
rotation [Moldwin et al, 2003]. 

On a sub-global scale, proper treatment of plasmaspheric 
dynamics requires a more sophisticated treatment than 
offered by the global DMR-driven convection picture. A 
handful of interesting sub-global plasmaspheric features 
were observed on 18 June; some of these features have plau­
sible explanations. The narrow duskside plume (Plate 2c) 
and sharpening of the duskside plasmapause (e.g., Plate Id) 
both indicate the presence of SAPS, a coupling phenomenon 
not directly driven by dayside reconnection. The pre-dawn 
indentation (e.g., Plate Id) or flattening (Plate 2c) suggests 
the presence of pre-dawn concentration of the penetration 
electric field [Carpenter and Smith, 2000]. Similarly, the out­
ward excursion of the midnight-to- dawn plasmapause during 
northward IMF (i.e., positive e s w ) probably reflects the pres­
ence of overshielding [Carpenter and Smith, 2000]. 

Other features defy immediate explanation. The plume 
bifurcation (or double plume) and crenulations (both in 
Plate 2g) might arise due to spatial structure in the initial 
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(pre-erosion) plasmasphere, or might be created by spatial 
structure in the dayside convection field. The increased spa­
tial structure and complexity in the plasmaspheric distribu­
tion during the quieting phase (plume rotating/wrapping) is 
similarly unexplained. Does this spatial structure arise due 
to density fluctuations in the initial plasmasphere that grow 
and change shape? Is the structure due to spatially structured 
quiet-time electric fields? Or is it due to plasma instabilities 
and non-is x B motion? Whatever the cause of meso-scale 
and fine-scale density variations in the plasmasphere, general 
EUV observations, and the 18 June images in particular, 
suggest that convection suppresses or smooths the structure, 
while the absence or lessening of strong convection seems 
to encourage its growth. 

Our electric field (E^) analysis yielded some insight into 
the process of erosion. The rotated-V signatures (Plate 3b) 
suggest that during the early phase of the erosion, there is 
partial indentation of the plasmapause near or east of mid­
night MLT, with subsequent eastward and westward spread­
ing/widening of the indentation, as discussed by Carpenter 
and Lemaire [1997] and similarly observed by Goldstein et 
al [2004c, a]. We observed bursts of erosion whose intensity 
was modulated by the sign of e s w (a time-delayed proxy for 
the IMF polarity). Some of the bursty behavior suggests a 
shielding time scale of 20-30 minutes, and the midnight-to-
dawn concentration of the bursts probably reflects pre-dawn 
concentration of the penetration E-field. From our analysis 
we estimated two quantities. The time delay A T c between 
IMF polarity reversal at the magnetopause and the resulting 
motion of the plasmapause was found to be 10±20 minutes. 
The inner magnetospheric E-field was found to be about 
10-20 percent of the solar wind E-field. During the later 
phase of the erosion (once the sunward surge was over), we 
observed different behavior on the dayside and nightside. 
The dayside tended to corotate, independent of e s w polarity. 
The nightside behavior was modulated by e s w . When e s w 

< 0, mild sunward motion occurred, less pronounced than 
in the early stages of the erosion. When e s w > 0, apparent 
overshielding caused an outward bulging of the midnight-
to-dawn plasmapause, and this bulge subsequently corotated 
during extended positive e s w . From this event it is clear that 
more information about the detailed structure of the inner 
magnetospheric E-field is needed. There is hope that future 
comparisons between models and global EUV images, and 
EUV E analysis of other events, will yield insight into this 
electric field and its e ect on the plasmasphere. 
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The 4 Cluster spacecraft orbit the Ea r th in a h ighly eccentr ic polar orbit at 4 
R E per igee , and this pe rmi t s t hem to sample the r ing current , the radiat ion belts 
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upwell ing ion populat ions. The CIS-RPA observations 
of the p lasmapause posi t ion have been s imulated wi th 
an in t e r change ins tab i l i ty n u m e r i c a l m o d e l for the 
p lasmapause deformations, and the model reproduces 
in a very satisfactory way the CIS observat ions . The 
CIS local ion measurements have also been correlated 
wi th global images of the p lasmasphere , obta ined by 
the E U V i n s t r u m e n t o n b o a r d I m a g e , for an even t 
whe re the Clus ter spacecraf t were w i th in the field-
of-view of EUV. The E U V images show that the dif­
ference observed be tween two Cluster spacecraft was 
t e m p o r a l ( b o u n d a r y m o t i o n ) . T h e y t h u s s h o w the 
n e c e s s i t y for co r r e l a t i ng local m e a s u r e m e n t s w i t h 
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global images , and the complemen ta r i t y of the two 
approaches ; local measu remen t s g iving the "g round 
t r u t h " ( inc lud ing p l a s m a compos i t ion , d i s t r ibu t ion 
functions etc.) and global images al lowing to put local 
measurements into a global context, and to deconvolve 
spatial from tempora l effects. 

1. INTRODUCTION 

The plasmasphere is the torus of cold (~1 eV) dense 
plasma that encircles the Earth occupying the inner mag­
netosphere out to a boundary known as the plasmapause, 
where the density can drop by 1 to 2 orders of magnitude. 
The configuration and dynamics of the plasmasphere are 
highly sensitive to geomagnetic disturbances. During 
extended periods of relatively quiet geomagnetic condi­
tions the outer plasmasphere can become diffuse, with 
a gradual fall-off of plasma density. During increasing 
magnetospheric activity, however, the plasmasphere is 
eroded and plasmaspheric ions can be peeled off and escape 
toward the outer magnetosphere. 

The outer plasmasphere region is located at the interface 
between the expanded ionosphere, corotating with the Earth, 
and the internal magnetosphere, dominated by sunward 
convection [e.g. Lemaire and Gringauz, 1998]. In contrast 
with the inner plasmasphere, where the density reparti­
tion is smooth, the outer plasmasphere is characterized by 
complex plasma structures, formed by fluctuations of the 
convective large-scale electric field governed by solar wind 
conditions. Observations and modelling efforts have dem­
onstrated that, for instance, plasma tongues can be wrapped 
around the plasmasphere, shoulders can be formed, or that 
plasma irregularities can be detached from the main body 
of the plasmasphere [Lemaire, 2001; Goldstein etal, 2003a; 
Sandel et al, 2003]. The in situ observations of the outer 
plasmasphere obtained by the Cluster constellation provide 
some novel views of this region. 

In this study we use data provided by the Cluster Ion 
Spectrometry (CIS) experiment [Reme et al, 2001] to ana­
lyze the ionic structures observed locally during the Cluster 
spacecraft crossings of the plasmasphere. The perigee of the 
four Cluster spacecraft, at ~4 R E , allows cuts through the 
outer plasmasphere. The CIS observations of the plasma­
pause position are then compared to the simulation results 
using an interchange instability numerical model for the 
plasmapause deformations [Pierrard and Lemaire, 2004]. 
The CIS local ion measurements have also been correlated 
with global images of the plasmasphere, obtained by the 
EUV instrument onboard Image [Sandel et al, 2000], for 
an event where the Cluster spacecraft were within the field-
of-view of EUV (Plate 1). 

2. CLUSTER ORBIT AND INSTRUMENTATION 

The Cluster mission is based on four identical spacecraft 
launched on similar elliptical polar orbits with a perigee at 
about 4 R E and an apogee at 19.6 R £ [Escoubet et al, 2001]. 
This allows Cluster to cross the ring current region, the radi­
ation belts and the outer plasmasphere, from South to North, 
during every perigee pass. Orbital manoeuvres that change 
the inter-spacecraft separation take place once or twice per 
year, allowing the study of different characteristic scales in 
the various plasma regions in the magnetosphere and in the 
solar wind. The tetrahedron formed by the four spacecraft 
can thus have characteristic sizes ranging between 100 km 
and greater than 10 000 km. 

The Cluster Ion Spectrometry (CIS) experiment on board 
Cluster consists of the two complementary spectrometers 
CODIF (or CIS-1) and HIA (or CIS-2), and provides three-
dimensional ion distributions (from about 0 to 40 keV/q) 
with one spacecraft spin (4 seconds) time resolution [Reme 
etal, 2001]. Furthermore, the mass-resolving spectrometer 
CODIF provides the ionic composition of the plasma for the 
major magnetospheric species (H + , He + , H e + + and 0 + ) , from 
the thermal energy to about 40 keV/q. In addition CODIF is 
equipped with a Retarding Potential Analyzer (RPA), which 
allows more accurate measurements in the about 0.7-25 eV/q 
energy range, covering the plasmasphere energy domain. 
The operation on CODIF of the RPA mode and of the nor­
mal magnetospheric modes (which provide a 25 eV/q to 40 
keV/q energy range) is mutually exclusive. The RPA mode 
is thus operated on one out of 10 orbits, on the average, and 
not always on all of the spacecraft. 

The magnetic field data, used here to calculate ion pitch angle 
distributions, come from the FGM (Fluxgate Magnetometer) 
experiment on board Cluster [Balogh et al, 2001]. 

The Image spacecraft was launched in March 2000 into 
a highly inclined elliptical orbit with an apogee altitude of 
7.2 R E and a perigee altitude of 1000 km [Burch, 2000]. 
On board Image, the Extreme Ultraviolet Imager (EUV) 
provides global images of the plasmasphere by imaging the 
distribution of H e + in its 30.4 nm resonance line [Sandel et 
al, 2000]. 

3. OBSERVATIONS AND ANALYSIS 

3.1 Plasmasphere Cut: 4 July 2001 Example 

Plate 2 shows an example of a Cluster crossing of the 
plasmasphere, in the post-noon sector (15:30 MLT), during 
quiet magnetospheric conditions (4 July 2001 event: Kp 
= 1+). Plate 3 shows the corresponding orbit plot, which 
highlights the 10-14 UT interval. During this event CODIF 
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Plate 1. CIS (Cluster) and EUV (Image) measurements comparison principle: the CIS local ion measurements are cor­
related with global images of the plasmasphere, obtained by the EUV instrument onboard Image, for an event where 
the Cluster spacecraft were within the field-of-view of EUV. 
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Plate 2. Cluster spacecraft 3 ion data for July 4, 2001. From top to bottom: HI A energy-time ion spectrogram (normal 
magnetospheric mode: 5 eV/q-32 keV/q), in corrected-for-detection-efficiency counts per sec. (c/s); CODIF mode (in 
black: RPA mode until 16:00 UT); CODIF Energy-time ion spectrograms, separately for H +, He +, and 0 + ; spacecraft 
coordinates (GSE system) and geocentric distance, in R E. 
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T:[11:30:0,12:40:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 

Plate 4. Time-of-flight spectrum for the ions detected by CODIF 
between 11:30 and 12:40 UT (Cluster sc 3, July 4, 2001). The 
abscissa axis is the time-of-flight channel number (inversely pro­
portional to the ion velocity), and the ordinate axis is the number 
of particles in a given channel (with two different sampling laws 
above and below channel 26). 
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(bottom 3 spectrograms in Plate 2) was in the RPA mode 
(-0.7-25 eV/q) until 16:00 UT, when it switched back to a 
normal magnetospheric mode (full energy coverage). HI A 
(top spectrogram in Plate 2) was continuously in a normal 
magnetospheric mode. Cluster was in the southern lobe until 
-10:20 UT, when it crossed a first boundary, entering into 
the southern plasma sheet (cf. HIA data). At -10:45 UT the 
spacecraft entered into the ring current, where it remained 
until -13:40 UT, characterized in these data by intense par­
ticle fluxes at energies above 7 keV, showing the presence 
of high-energy ions subject to gradient and curvature drift 
[Vallat et al, 2004]. The spacecraft then traversed through 
the northern plasma sheet and entered into the northern lobe, 
at the outbound leg of its trajectory, at -14:38 UT. 

Between 11:30 and 12:55 UT HIA suffered a strong back­
ground due to penetrating particles from the radiation belts, 
appearing as a high counting rate at all energies. This back­
ground presents two maxima centered on L-shell values 
around 4.5, one at the inbound leg and the other at the out­
bound leg of the orbit. 

CODIF, which during this orbit interval was in the RPA 
mode, first detected the presence of a diffuse low-energy ion 
population at 11:00 UT, and then entered the main plasma­
sphere at 11:30 UT. This is characterized by high ion fluxes 
at energies below 7.7 eV/q, with respect to the spacecraft 
potential. As will be shown later, the Cluster spacecraft 
potential in the plasmasphere was of the order of 1-2 V. The 
plasmaspheric ion data shown here cover thus an energy 
domain o f -2 to - 9 eV, and they correspond to the tail of the 
distribution function, which in the plasmasphere has typical 
temperatures of the order of 1 eV [Comfort, 1996; Bezrukikh 
et al, 2001]. The plasmasphere is detected until about 13:00 
UT, in the outbound leg, corresponding to geocentric dis­
tances less than 4.6 R £ . 

Ionic composition is provided by CODIF thanks to the 
time-of-flight technique, where ions, after being acceler­
ated through a 15 kV potential, have their velocity deter­
mined by measuring the time-of-flight of each ion through 
a given length. The spectrograms plotted in Plate 2, for the 
three main ion species, correspond each to the time-of-flight 
interval of the given species. In order to verify the mass 
separation and the eventual contamination by background, 
we plotted, in Plate 4, a time-of-flight spectrum of the ions 
detected between 11:30 and 12:40 UT. The characteristic 
peaks of H + and H e + are clearly present. H e + + , if present, 
would be almost "washed-out" by the tail of the H + distribu­
tion (spillover). Note that for H + the height of the peak is not 
proportional to the relative abundance, because a different 
sampling law was used, in the spectrum, for H + and for the 
other ion species. Plate 4, however, does not show the pres­
ence of 0 + ions (although it cannot be completely excluded). 

A persistent background is present over all energy channels, 
due to penetrating particles from the radiation belts, and it 
produces the two faint yellow strips shown in the 0 + spectro­
gram in Plate 2. 0 + , if present, should have an extremely low 
signal-to-noise ratio. Note also that the radiation belt back­
ground is relatively low, due to the time-of-flight technique 
that eliminates a large number of counts from penetrating 
particles, and it allows the clear identification, in this event, 
of dominant species as H + and He + . This is not the case with 
HIA, which does not use the time-of-flight technique, and 
where the radiation belt background can become overwhelm­
ing (cf. upper panel of Plate 2). 

The moments of the ion distribution functions, calculated 
in the -0.7 eV/q to 25 eV/q energy range (with respect to 
spacecraft potential), are shown in Plate 5a for H + and in 
Plate 5b for He + . The densities profiles are similar for these 
two ion species, with the H e + densities being lower by a fac­
tor of -15. This is consistent with the measurements made 
by DE 1 for the same geocentric distance [Craven et al, 
1997]. Note the characteristic density drop at the plasma­
pause, by about one to two orders of magnitude. The absolute 
values of the densities measured here are comparable, but 
slightly lower, to those typically measured onboard Cluster 
by the Whisper resonance sounder experiment [Decreau 
et al, 2001; Moullard et al, 2002; Darrouzet et al, 2003], 
because CODIF-RPA measures particles only in a finite 
energy range. 

The H + and H e + velocities measured here show a clear Vx 
< 0 and a Vy > 0 component, consistent with a corotating 
plasma, given the spacecraft position at 15:30 MLT (theoreti­
cal corotation velocity: 2.1 km s"1). The systematic bias to 
negative values, shown by the Vz component, is the artefact 
of the instrument particle detection efficiency being inho-
mogeneous across the anodes looking at different elevations, 
and not completely compensated by the calibration values. 

The H + and H e + temperatures within the plasmasphere 
show typical values of 1 eV. Outside the plasmaspheric dense 
plasma the temperature and velocity calculations suffer from 
reduced counting statistics. 

3.2 Detached Plasmasphere Observations: 31 October 
2001 Event 

Plate 6 shows a crossing of the plasmasphere by Cluster 
spacecraft (sc) 1, 3 and 4, in the morning sector (08:45 
MLT), during initially quiet magnetospheric conditions (31 
October 2001 event: Kp = 0+ during the 9-12 UT interval). 
The onset of a negative auroral bay is however observed in 
the AE index at -12:30 UT, i.e. close to the outbound plas­
mapause crossing by the Cluster spacecraft, and the Kp index 
jumped from 0+ to 3 in the 12-15 UT interval. 
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Plate 5a. Cluster sc 3 CODIF H + data for July 4, 2001. From top to bottom: Energy-time ion spectrogram and moments 
of the distribution functions (-0.7 eV/q to 25 eV/q energy range): density, velocity (in GSE coordinates), and parallel 
and perpendicular temperatures. 
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All spacecraft were in the RPA mode. Cluster sc 3 was 
lagging on its orbit, with respect to the other spacecraft, 
which explains why it crossed the plasmasphere about 30 
minutes later. Sc 1 and 4 crossed the plasmaspheric main 
ion population between -10:47 UT (L « 5.1) and -12:04 UT 
(L « 5.8). However, detached plasma of lower density was 
also observed before the entry into the main plasmasphere, 
at around 10:00 UT (L « 11), and after the exit from the 
plasmasphere, at around 12:25 UT (L « 8) and at around 
13:30 UT ( L « 5 5 ) . 

The bottom panel of Plate 6 shows the H + pitch-angle dis­
tributions (pad) for sc 4. The distributions in the main plas­
masphere are relatively isotropic, while around the crossing 
of the equatorial plane the major part of the proton population 
is centred at 90° (pancake distributions). On the detached 
plasmasphere observations, however, the distributions are 
still trapped (distributions symmetric with respect to the 
magnetic field), but are of the butterfly type, presenting a 
deficiency of particles perpendicular to the magnetic field 
direction. Plate 7, which shows the H + distribution cuts for 
three times (main plasmasphere and detached plasmasphere), 
confirms the bi-directional character of these distributions, 
showing that the particles in these detached plasma observa­
tions are trapped. 

Plate 8 shows the time-of-flight spectra for three inter­
vals, corresponding to these distribution cuts. As for the 
July 4, 2001 event, a persistent background due to penetrat­
ing particles from the radiation belts is present in the first 
spectrum, obtained in the main plasmasphere. For the two 
following spectra, however, corresponding to the detached 
plasmasphere observations in the outbound leg of the orbit, 
the background disappears. These spectra show clearly the 
absence of 0 + ions. All spectra show the characteristic peaks 
o f H + and He + . 

The moments of the ion distribution functions of H + , calcu­
lated in the -0.7 eV/q to 25 eV/q energy range (with respect 
to spacecraft potential), are shown in Plate 9. The density 
values measured during the detached plasmasphere obser­
vations are by about an order of magnitude lower than the 
ones measured in the main plasmasphere, consistently with 
the substantial density reduction for the detached plasma 
shells predicted by the peeling-off models [Lemaire, 2001]. 
The H + velocities measured here show a clear Vx > 0 and a 
Vy > 0 component in the main plasmasphere (-11-12 UT), 
corresponding to a corotating plasma (08:45 MLT). For the 
detached plasmasphere observations, however, around 13:30 
UT, the measured velocities are dominated by Vy < 0 and 
Vz > 0 showing a strong outward expansion of the plasma 
tube. This expansion velocity increases as a function of the 
L-shell value: the spacecraft gets from L « 50 at 13:22 UT 
to L « 110 at 13:36 UT, on high-latitude field lines, and the 

measured expansion velocity goes from -3 km s"1 to -10 km 
s _ 1 in that interval. 

3.3 Detached Plasmasphere and Upwelling Ions 
Observations: 12 November 2001 Event 

Plate 10 shows a crossing of the plasmasphere by Cluster 
sc 1 and 3, in the early morning sector (07:50 MLT), during 
quiet magnetospheric conditions (Kp = 0+, very quiet AE). 
Both spacecraft were in the RPA mode. Cluster sc 3 was lag­
ging on its orbit, with respect to the other spacecraft, which 
explains why it crossed the plasmasphere about 30 minutes 
later. Sc 1 crossed the plasmaspheric main ion population 
between -08:22 UT (L « 5.3) and -09:42 UT (L « 6.3). 

Around 07:00 UT (L « 20), before the entry of sc 1 in the 
main plasmasphere, there appears in the energy-time spec­
trograms what looks as detached plasma of lower density. 
A similar observation appears also after the exit from the 
plasmasphere, at around 10:20 UT (L « 11.7). An exami­
nation of the pitch-angle distributions (two middle panels 
in Plate 10) however shows that these two observations 
correspond to particle populations of very different charac­
teristics. The observation around 07:00 UT, in the southern 
hemisphere (inbound leg), shows a very strong anisotropy, 
and is dominated by particles with pitch angles close to 0°. 
These are upwelling H + and 0 + ions, escaping from the 
ionosphere along the magnetic field lines [Moore et al., 
1986; Chappell et al, 1987; Sauvaud et al, 2004]. Although 
they are observed at low-energies, it is clear from the spec­
trograms that the population should also extend at energies 
above the RPA upper limit (25 eV/q). 

The observation around 10:20 UT, on the contrary, at the 
outbound leg, is symmetric with respect to the magnetic 
field and corresponds to a trapped H + population. Contrary 
to the first one, this second observation corresponds thus to 
a detached plasmasphere. 

Plate 11, which shows the H + and 0 + distribution cuts for 
three instances, confirms the observation of escaping H + 

and 0 + ions at - 0 7 UT. Their strong anisotropy contrasts 
with the bi-directional distributions detected later in the 
main plasmasphere and in the detached plasma event at the 
outbound leg. 

Plate 12 shows the time-of-flight spectra for three inter­
vals, corresponding to these distribution cuts. As for the 
July 4, 2001 event, a persistent background due to pen­
etrating particles from the radiation belts is present in the 
second spectrum, obtained in the main plasmasphere. In the 
other spectra, however, corresponding to the upwelling ion 
observation (upper panel) and to the detached plasmasphere 
observation (lower panel), there is no background. The first 
spectrum shows clearly the presence of 0 + ions, and even of 



DANDOURAS ET AL. 

CIS-CODIF TANGO (SC 4) 3 1 / O c t / 2 0 0 1 1 1 : 2 7 : 0 4 . 7 2 7 

X -

- 100 -50 0 50 100 
Vx (km/s) 

100 

I 0 

N 

> - 5 0 

- 1 0 0 
H + 

- 1 0 0 - 5 0 0 50 100 
Vx (km/s) 

Log fdist 
1 1.0 

- 1 0 0 - 5 0 0 50 100 
Vy (km/s) 

CIS-CODIF TANGO (SC 4) 3 1 / O c t / 2 0 0 1 1 2 : 2 6 : 0 3 . 1 7 4 

Log fdist 
10.1 

•100-50 0 50 100 
Vx (km/s) 

- 1 0 0 - 5 0 0 
Vx (krr 

50 100 -100-50 0 50 100 
Vy (km/s) 

CIS-CODIF TANGO (SC 4) 

100 

I 0 

N 

> - 5 0 

- 1 0 0 
H + 

3 1 / O c t / 2 0 0 1 1 3 : 2 5 : 0 1 . 6 3 8 

•100-50 0 50 100 
Vx (km/s) 

- 1 0 0 - 5 0 0 50 100 
Vy (km/s) 

- 1 0 0 - 5 0 0 50 100 
Vx (km/s) 

Plate 7. H + distribution cuts in three perpendicular planes each, for the October 31, 2001 event, in GSE coordinates and 
in particle phase-space density units (sec3 km"6), for three instants: 11:27:04 UT (main plasmasphere), 12:26:03 UT 
(detached plasmasphere), and 13:25:01 UT (detached plasmasphere). 
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T:[12:20:0,12:35:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 

T:[13:24:0,13:36:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 

Plate 8. Time-of-flight spectra, same format as in Plate 4, 
for the ions detected by CODIF on sc 4 during the October 
31, 2001 event, for three intervals: 11:10-11:50 UT (main 
plasmasphere), 12:20-12:35 UT (detached plasmasphere), 
and 13:24-13:36 UT (detached plasmasphere). These three 

255 intervals correspond to the distributions shown in Plate 7. 

T:[11:10:0,11:50:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 
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Plate 9. Cluster sc 4 CODIF H + data for October 31, 2001. From top to bottom: Energy-time ion spectrogram and 
moments of the distribution functions (-0.7 eV/q to 25 eV/q energy range): density, velocity (in GSE coordinates). 
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0 + + ions in this escaping population [Truhlik, 1997; Wither 
et al, 2003], in addition to the H + and H e + ions. As shown 
in Plate 13, these upwelling ions are observed on auroral 
field lines. The spectrum in the bottom panel of Plate 12, 
however, shows the absence of ions heavier than H e + in the 
detached plasmasphere. 

3.4 Cluster Multi-Spacecraft Plasmasphere Observations 
and Modeling: 17 February 2002 Event 

In the first six months of 2002 the Cluster inter-spacecraft 
separation was reduced so as to obtain a regular tetrahedron 
of a 100 km characteristic size when traversing the cusp. 
This resulted in an elongated tetrahedron, of -70 km width 
and -240 km height mainly along the GSE z-axis, when 
crossing perigee. 

Plate 14 shows a crossing of the plasmasphere by Cluster 
sc 1, 3 and 4, in the night sector (00:45 MLT), during 
moderately disturbed magnetospheric conditions (Kp = 2, 
AE « 200 nT). Sc 1 and 3 were in the main plasmasphere 
between -21:32 UT (L « 4.3) and -22:02 UT (L « 4.2). Sc 
4, however, did not at all detect the main plasmasphere, 
but only a low-density cold plasma, revealing the close 
presence of the plasmapause and the associated density 
gradient. The separation between sc 3 and sc 4, projected in 
the equatorial plane, was only 65 km. This gives a measure 
of the density gradients in the vicinity of the plasmapause, 
the density measured by sc 4 being lower by a factor of the 
order of 50-100 with respect to the one measured by sc 3. 
Note that the H + gyroradius at this region, for 2 eV plas­
maspheric ions, is 0.6 km, i.e. consistent with the density 
gradients observed. 

This localisation of the plasmapause, between the closely 
spaced Cluster spacecraft, allows us to compare the obser­
vation with model predictions. The interchange instability 
numerical model for the plasmapause deformations [Pierrard 
and Lemaire, 2004] was used here to simulate the February 
17, 2002 event. This model uses as input an empirical Kp-
dependent equatorial electric field model [Mcllwain, 1986], 
and it determines, using kinetic simulations, the plasmapause 
position as the location where plasma interchange peels off 
the plasmasphere, i.e., where and when the magnetospheric 
convection velocity is enhanced at the onset of substorms 
[Lemaire, 191J4, 2001]. According to this physical mecha­
nism, the plasmapause is formed in the post-midnight MLT 
sector where and when the field-aligned component of the 
centrifugal pseudo-force overcomes that of the gravitational 
force. 

The simulation results appear in Plate 15, bottom panel 
(equatorial plane). The blue dot corresponds to the Cluster 
spacecraft position (sc 1, 3 and 4), which appear as a single 

dot due to their close spacing: less than 100 km. It appears 
clearly that the spacecraft are almost at the edge of a plasma­
pause bulge, formed by plasma brought by the interchange 
instability. This explains why only some of the spacecraft (1 
and 3) entered the plasmasphere. 

The February 17, 2002 plasmasphere observation included 
also an eclipse which, for example for sc 3, was between 
21:46 UT and 22:09 UT (cf. Plate 16). The suppression of 
photoelectron production allows us to evaluate the change in 
the spacecraft potential. The entrance in the plasmasphere 
(for sci and 3) is well before the start of the eclipse, and 
the exit from the plasmasphere (for sci and 3) is during the 
eclipse. The depth of the eclipse is almost the same for all 
sc. The only effect of the eclipse on the low-energy ions, 
detected by CIS-RPA, is a slight enhancement of the detected 
ion fluxes, and an increase in their energy by 1-2 eV, due to a 
more negative spacecraft potential by 1-2 V. This is compat­
ible with the spacecraft potential measurements by the EFW 
electric field experiment onboard Cluster [Gustafsson et al, 
2001]. In the low-density magnetospheric lobes, however, the 
spacecraft potential can become positive by several Volts or 
even tens of Volts, unless the ASPOC ion emitter [Torkar et 
al, 2001], used for the spacecraft active potential control, 
is operating. 

At the outbound leg, around 01:00 UT (February 18, 2002) 
sc 4 detected three successive spikes of low-energy H + ions. 
As the pitch-angle distributions of these ions show (bottom 
panel of Plate 14), these are upwelling ions escaping from the 
ionosphere along the magnetic field lines. Their composition 
included only H + and He + , and no 0 + , as can be seen in the 
time-of-flight spectrum of Plate 17. It should be noted that 
the ASPOC ion emitter was operating, on sc 4, during this 
interval. 

3.5 Cluster and Image Correlated Plasmasphere 
Observations: 9 August 2001 Event 

On August 9, 2001, the Cluster spacecraft went through 
perigee in the noon sector (13:30 MLT), during the onset 
of a negative magnetic bay in the auroral zone (max AE = 
500 nT, cf. Plate 18, Kp = 2), following a long period of 
quiet conditions (Kp = 1 for several hours). Sc 3 was in the 
plasmasphere between -04:50 UT (L « 4.4) and -05:50 
UT (L « 5.3). Sc 1, however, did not at all detect the main 
plasmasphere, and the only signature in the particle data is 
increased background from the radiation belts, also seen by 
sc 3 (Plate 19). It should be noted that sc 1 was leading on the 
orbit by 45 minutes: sc 1 went through perigee at 04:18 UT 
and sc 3 at 05:03 UT. The sc 3 orbit got also deeper into the 
inner magnetosphere, with a minimum L-shell value of 4.2, 
versus 4.3 minimum L for sc 1. 
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ions), 09:02:14 UT (main plasmasphere), and 10:20:34 UT (detached plasmasphere). 
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In order to interpret the difference in observations between 
these two Cluster spacecraft (the only ones operating in the 
RPA mode during this event), and to deduce whether it was 
due to spatial effects (plasmapause situated between the tra­
jectories of sc 1 and sc 3), or to temporal effects (boundary 
motion), we examined the plasmaspheric images provided by 
the EUV experiment onboard the Image spacecraft [Sandel 
et al; 2000]. 

Plate 20 shows a time series of three EUV images of the 
plasmasphere, projected in the magnetic equatorial plane. 
The reddish haze around the Earth is EUV-observed 30.4 nm 
emissions from H e + (see plate caption for details). In each 
image, the Cluster sc 1 and sc 3 orbits (in blue and green 
respectively) are also mapped. The bottom panel of each 
image shows radial slices of the normalized EUV intensity. 
The first of the images in this time series is close to the 
Cluster sc 1 perigee pass (no plasmasphere detected in-situ 
by this spacecraft) and the second one is during the plasma­
spheric observation by sc 3. 

What appears in these images is a very diffuse plasma­
sphere, with a gradual fall-off of the plasma density and no 
clear plasmapause boundary, and also a lot of azimuthal vari­
ation. This resulted from the extended period of relatively 
quiet geomagnetic conditions, preceding the observations. 
It is possible, however, to define an ad-hoc plasmapause as 
where there is a gradient in intensity that passes through 100 
or so [Goldstein et al, 2003b]. 

The above definition of an ad-hoc plasmapause has been 
used to produce the white dotted line plots in the two panels 
of Plate 21, which show the intensity of the EUV 30.4 nm 
emissions at 13.5 MLT, as a function of UT and L. The pro­
jected sc 1 or sc 3 orbit is indicated with the blue or green 
curve, respectively, in the two panels. 

These panels show a temporal dependence of the radial 
extent of the plasmasphere at 13.5 MLT. This is most clearly 
seen by looking for the bright (orange-yellow) region. The 
edge of this region starts at about L = 2.2 at 03:00 UT, and 
moves upward to about L = 2.8 by 05:45 UT. This bright 
orange-yellow region is the densest part of the plasmasphere. 
It is possible also to follow the red-orange (less dense) parts 
and see that they too move outward. The ad-hoc plasmapause 
moves outward between 04:30 and 05:45 UT as well. Sc 1 
goes through 13.5 MLT when the ad-hoc plasmapause is just 
at about L = 4.2, just skimming above it. Sc 3 passes through 
13.5 MLT when the ad-hoc plasmapause (at this MLT) has 
moved outward to L « 4.8, passing well inside of it. This is 
consistent with the in-situ observation of the plasmasphere 
by sc 3, and the absence of plasmasphere detection by sc 1 
(cf. Plate 19). 

The outward motion of the plasmapause at 13.5 MLT, 
between the perigees of sc 1 and sc 3, is not a result of 

dynamic expansion of the global plasmapause. It results 
rather from the fact that the radial density profile of the 
plasmasphere varies with MLT, and a more extended radial 
profile "rotated" into 13.5 MLT in between the sc 1 and sc 3 
perigees, due to the plasmasphere co-rotation with the Earth. 
Because there is so much azimuthal structure in the plasma 
density, this caused a slightly larger radial extent of the dense 
plasma to rotate into 13.5 MLT. 

The interchange instability numerical model for the plas­
mapause deformations [Pierrard and Lemaire, 2004] was 
also used here to simulate this correlated Cluster - Image 
observation of the plasmasphere. Plate 22 shows the simula­
tion results for the plasmapause geometry, for 04:21 UT 
(close to the Cluster sc 1 perigee pass) and for 05:43 UT (dur­
ing the plasmaspheric observation by sc 3). The azimuthal 
structure in the "plasmapause" position is very clear. Since 
this is an event following an extended period of low - Kp, the 
model gives also a plasmapause position extending between 
4 and 5 R E . The blue dot, superposed on these simulations, 
corresponds to the Cluster sc 1 position, and the green dot 
to sc 3. 

In the 04:21 UT simulation results sc 3 is well outside 
the plasmasphere. Sc 1, however, appears as being situ­
ated within the plasmasphere, which is contrary to the 
Cluster and to the Image observations. To explain this 
we should take into account the fact that the only input 
parameter to the simulation is Kp, which is a 3-hour index. 
There is thus an uncertainty in the rotation phase of the 
plasmapause by about 1-2 hours. Introducing a phase 
delay of 2 hours in the plasmapause rotation is equiva­
lent to rotating the projected spacecraft position, on the 
simulation results, by adding 2 hours in its MLT. This 
shifted azimuthal spacecraft position of sc 1 appears in 
the 04:21 UT simulation, Plate 22, as a red dot which now 
is very close to the boundary. Given the diffuse nature of 
the "plasmapause", for this event, this simulation result 
is consistent with the Cluster and Image observations, 
showing sc 1 skimming just above it. 

The same 2 hours phase delay in the plasmapause rotation 
was also applied to the 05:43 UT simulation results. The 
azimuthal position of sc 3, which was observing the plasma­
sphere, was shifted by adding 2 hours in its MLT (red dot). 
Sc 3 appears then well inside a bulge in the plasmasphere, 
again consistent with the Cluster and Image observations. 

3.6 Plasmapause Position: Statistical Analysis 

Using the CIS-RPA data, a statistical analysis of the 
observed plasmapause positions was performed, for the 
period July 2001-March 2003. The results are shown in 
Plate 23, in an L-MLT azimuthal plot. Black crosses cor-
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T:[8:50:0,9:20:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 

T:[10:9:0,10:32:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 

Plate 12. Time-of-flight spectra, same format as in Plates 
4 and 8, for the ions detected by CODIF on sc 1 during the 
November 12, 2001 event, for three intervals: 06:45-07:10 
UT (upwelling ions), 08:50-09:20 UT (main plasmasphere), 
and 10:09-10:32 UT (detached plasmasphere). These three 

255 intervals correspond to the distributions shown in Plate 11. 

T;[6:45:0,7;10:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 
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Plate 13. Cluster sc 1 orbit (in black) for November 12, 2001, projected on the Tsyganenko 89 magnetic field model. 
Orbit Visualization Tool plot, courtesy of the OVT Team. 
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1 2 3 4 
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17 February 2002 22 .00 UT of day 2 

6T 

- 6 L 
Plate 15. Numerical simulation results of the plasmapause deformations, for February 17, 2002, using the interchange 
instability model. Upper panel: Kp index time history, used as input parameter for the simulation. Bottom panel: simula­
tion results of the plasmapause deformations, in the equatorial plane. The blue dot corresponds to the Cluster spacecraft 
positions (sc 1,3 and 4), which appear as a single dot due to their close spacing. 
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Plate 16. Cluster sc 1, 3 and 4 H + energy-time ion spectrograms, for February 17, 2002. The bottom panel shows 
indicator of the spacecraft penetration within the eclipse shadow cone. 



DANDOURAS E T AL. 43 

T:[0:44:0,1:2:0] EB:[0,127] AB:[0,7] S:HIGH PS:ALL 

Plate 17. Time-of-flight spectrum, same format as in Plate 4, for the upwelling ions detected by CODIF on sc 4 during 
the interval 00:44-01:02 UT on February 18, 2002. 
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per sec, for August 9, 2001. Both spacecraft in RPA mode. 
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Plate 20. Series of three EUV images of the plasmasphere, for August 9, 
2001. In each image the top panel shows the projection in the magnetic 
equatorial plane. The Earth is in the center, and the Sun direction is to the 
right. The reddish haze around the Earth is EUV-observed 30.4 nm emis­
sions from He+. The black regions mark the edges of the EUV field of view, 
distorted because the edges have been mapped to the equator. The blue and 
green lines are the Cluster sc 1 and 3 orbits (respectively), mapped to the 
equator. The dot shows where the satellite is at the given time. The bottom 
panel of each image shows radial slices through the EUV equatorial image, 
with the vertical axis being intensity (from 0-255) and the horizontal axis 
being L-shell. The blue curve is a radial intensity slice at the Cluster sc 1 
perigee MLT and the green curve is for sc 3. (Sc 1 and sc 3 are at slightly 
different MLT, although rounded off to one decimal place they are both 
at 13.5 MLT). The vertical dotted lines mark the perigee L-shell of each 
spacecraft (blue for sc 1 and green for sc 3). The vertical solid lines show 
the instantaneous L-positions of each spacecraft. 
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UT 3:00 4:00 5:00 6:00 7:00 
Plate 21. Two panels of Image-EUV data (upper and lower, one for each Cluster spacecraft sci and sc3). In each panel the 
color corresponds to the intensity of the EUV 304 nm emissions at 13.5 MLT, as a function of UT and L. The projected 
sc 1 or sc 3 orbit is indicated with the blue or green curve, respectively. The ad-hoc plasmapause L-value (see text) is 
the white dotted line. The intervals [2:59, 3:10, 3:51, 4:01, 4:11] correspond to high background noise. 
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9 August 2001, 5.43 UT 

-\4 - 2 
Plate 22. Numerical simulation results of the plasmapause defor­
mations for August 9,2001, using the interchange instability model. 
Upper panel: Kp index time history, used as input parameter for 
the simulation. Middle and bottom panels: simulation results of the 
plasmapause deformations, in the equatorial plane, at 04:21 UT and 
at 05:43 UT. The blue dot corresponds to the Cluster sc 1 spacecraft 
position and the green to sc 3. The red corresponds to the relative 
position of sc 1 (middle panel) and sc 3 (bottom panel), if a 2 hours 
delay is introduced in the plasmasphere rotation (see text). 
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Plate 23. Observed plasmapause positions by the CIS experiment onboard Cluster, for the period July 2001-March 
2003, in an L-MLT azimuthal plot (local noon at left). Black crosses correspond to Kp < 1 events, blue to 1 < Kp < 3, 
and red to Kp > 3. The blue circle corresponds to L = 5. 
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Plate 24. Average plasmapause L-shell positions (all Kp) observed by CIS, as a function of MLT. 
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Plate 25. Observed low-energy 0 + ions by CIS-RPA, for the period July 2001-March 2003, in an L - MLT azimuthal 
plot (local noon at left). The blue circles correspond to L = 3.5 and to L = 5.0. 
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respond to the Kp < 1 events, blue to 1 < Kp < 3, and red to 
Kp > 3. These results show the plasmasphere slightly more 
compressed in the night sector and extended outwards in the 
noon sector, consistently with the Image-EUV observations 
[Sandel et al, 2003], and with the plasmapause observations 
by the Whisper resonance sounder experiment onboard 
Cluster [Darrouzet et al, 2003]. The plasmasphere erosion 
during high Kp activity appears as reduced L-shell values 
of the observed plasmapause positions. 

Our results also show the characteristic "shoulder" in the 
6-8 MLT sector (observations in the upper/upper-left part of 
Plate 23), which is an asymmetric bulge in the plasmapause 
and which was seen for the first time in the EUV images 
[Burch et al, 2001]. This is more clearly seen in Plate 24, 
which shows the average L-shell values of the plasmapause 
as a function of MLT (one average per MLT-hour). The for­
mation in the afternoon-dusk sector of the plasmaspheric tail, 
or drainage plume [Carpenter, 1983; Lemaire, 2000; Sandel 
et al, 2003], is another feature that appears also statistically 
in Plate 24. It should be noted, however, that our observations 
do not allow us to evaluate the full spatial extent of these 
structures, due to the limitations introduced by the Cluster 
spacecraft orbit (sampling effect). 

The observations by CIS-RPA of low-energy 0 + ions, for 
the period July 2001-March 2003, in an L - MLT azimuthal 
plot, are shown in Plate 25. All these observations are out­
side the main plasmasphere, and most of them correspond 
to upwelling ions, escaping from the ionosphere along the 
magnetic field lines (cf. November 12, 2001 event). For few 
of these events, however, the 0 + distributions are bi-direc­
tional, indicating detached plasma, originating from deeper 
in the plasmasphere, and having an outwards expansion 
velocity. This was for example the case during the October 
2, 2001 event, around 23:20 UT, when sc 4 observed in the 
morning sector (09:45 MLT, L « 6) detached plasma, includ­
ing 0 + ions, presenting symmetric bi-directional pitch-angle 
distributions and having an outwards expansion velocity of 
~3 km/s (not shown). We should notice, however, that 0 + 

ions were never observed in the main plasmasphere, at the 
Cluster altitudes (perigee at about 4 R E ) . 

4. DISCUSSION AND CONCLUSIONS 

We have analyzed some typical events, representative 
of the ionic structures observed in or close to the outer 
plasmasphere by the CIS experiment onboard the Cluster 
spacecraft [Reme et al, 2001]. A statistical study has been 
also performed on these observations. Our data allow us to 
reconstruct statistically the plasmapause morphology and 
dynamics, but they also reveal new and interesting features. 
From our analysis, we can conclude that: 

• TheH + and H e + ions show mostly similar density profiles, 
with the H e + densities being lower by a factor of -15. 

• 0 + ions, however, are not observed as part of the main 
plasmaspheric population at the Cluster orbit altitudes 
( * > 4 R E ) . 

• Detachedplasmasphere events, that are observed by CIS 
during some of the passes at about 0.5 to 1 R E outside of 
the plasmapause, are also present. The symmetric bi-direc­
tional pitch-angle distribution functions of these detached 
plasmaspheric populations allow us to distinguish them 
from upwelling ion populations. 

• The density values measured in the detached plasma­
sphere observations are by about an order of magnitude 
lower than the ones measured in the main plasmasphere, 
consistently with the substantial density reduction for the 
detached plasma shells predicted by the peeling-off models 
[Lemaire, 2001]. 

• Theplasmasphere co-rotation with the Earth is observed 
in the ion distribution functions, acquired within the main 
plasmasphere. In the detached plasmasphere observations, 
however, the plasma is not corotating, but has a strong out­
ward expansion velocity, which is increasing as a function 
of the L-shell value. 

• Thepitch-angle distributions in the main plasmasphere 
are relatively isotropic, while around the crossing of the 
equatorial plane the major part of the proton population is 
centred at 90° (pancake distributions). At higher latitudes 
and in the detached plasmasphere observations, however, 
the distributions are of the butterfly type, presenting a 
deficiency of particles perpendicular to the magnetic field 
direction. 

• Low-ene rgy^ < 25 eV) 0 + is observed only as upwell­
ing ions, escaping from the ionosphere along auroral field 
lines. 0 + + can be also observed in these upwelling ion 
populations. Furthermore, in few cases low-energy 0 + ions 
have been observed as detached plasma, showing symmet­
ric bi-directional pitch-angle distributions and having an 
outwards expansion velocity. 

• The CIS-RPA observations of the plasmapause position 
have been simulated with an interchange instability numer­
ical model for the plasmapause deformations [Pierrard and 
Lemaire, 2004], that uses as input an empirical Kp-depen-
dent equatorial electric field model [Mcllwain, 1986]. The 
numerical model reproduces in a very satisfactory way the 
CIS observations. 

• TheCIS local ion measurements have been also correlated 
with global images of the plasmasphere, obtained by the 
EUV instrument onboard Image [Sandel et al, 2000], 
for an event where the Cluster spacecraft were within the 
field-of-view of EUV. The EUV images show, for this 
event, that the difference observed between two Cluster 
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spacecraft was temporal (boundary motion): the radial 
density profile of the plasmasphere varies with MLT, and 
a more extended radial profile "rotated" in between the 
two Cluster spacecraft perigee passes. They thus show the 
necessity for correlating local measurements with global 
images, and the complementarity of the two approaches; 
local measurements giving the "ground truth" (including 
plasma composition, distribution functions etc.) and global 
images allowing to put local measurements into a global 
context, and to deconvolve spatial from temporal effects. 
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The Relationship Between Plasma Density Structure and 
EMIC Waves at Geosynchronous Orbit 

B. J. Fraser 1 , H. J. Singer 2 , M. L. Adr i an 3 , D. L. Gal lagher 4 , and M. F. T h o m s e n 5 

Recent IMAGE satellite E U V helium density observations of plasmaspheric plumes 
extending beyond the plasmapause into the plasma trough region of the magneto­
sphere have been associated with sub-auroral proton arcs observed by the IMAGE 
F U V instrument. Also proton precipitation has been associated with electromagnetic 
ion cyclotron (EMIC) waves seen on the ground as Pel-2 ultra-low frequency (ULF) 
waves. This evidence suggests a relationship between plasma plumes, proton precipi­
tation and EMIC waves, and supports the EMIC wave-particle interaction with r ing 
current ions as a possible ring current loss mechanism. Using high-resolution (0.5 s) 
fluxgate magnetometer data from the GOES-8 and GOES-10 geosynchronous satel­
lites we show two case studies on 9-10 and 2 6 - 2 7 June 2001, where EMIC waves 
in the 0.1-0.8Hz frequency range are observed within plasma plumes extending to 
geosynchronous orbit. These plumes are also seen in L A N L geosynchronous satel­
lite MPA data. The results suggest that EMIC waves may be preferentially gener­
ated in enhanced plasma density created by the plasma plume. The EMIC waves are 
unstructured and have the properties of the well-known intervals of pulsations with 
diminishing period (IPDP) seen on the ground and in space in the afternoon sector. 
They are classical EMIC transverse waves showing left-hand circular and elliptical 
polarization below the helium cyclotron frequency. The observation of a slot in the 
wave spectrum suggests the presence of H e + ions with relative concentrations in the 
range 6 -16%, in a predominantly H + plasma. This is consistent with the IMAGE-
E U V H e + observations of plasma plumes. 
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1. I N T R O D U C T I O N 

Plasma waves w i t h frequencies below about 5 Hz are 
ubiquitous in the Earth's magnetosphere and plasmasphere. 
I n common w i th most magnetospheric processes the wave 
energy is either directly or indirect ly transmitted f rom the 
solar w ind . Internal sources o f energy include the radia­
t ion belts and r ing current where instabi l i ty is associated 
w i th cyclotron, bounce and dr i f t mot ion o f particles whose 
distr ibut ions are anisotropic. These energy sources may 
be pressure gradients, velocity shears or rapid changes i n 
magnetospheric geometry associated w i t h storm and sub-
storm processes (see reviews by Samson, 1991; Kangas et 
al, 1998). I n this paper we report on one genre of plasma 
waves that pervades the magnetosphere and plasmasphere. 
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56 PLASMA DENSITY AND EMIC WAVES 

These are the electromagnetic ion cyclotron (EMIC) waves 
generated in the middle magnetosphere by ring current 
wave-particle interaction and observed on the ground as 
Pel-2 (0.1-5 Hz) ultra-low frequency (ULF) waves. These 
waves are somewhat localised in the magnetosphere and 
their morphology is described in papers by Anderson et al. 
(1992) and Fraser and Nguyen (2001). The motivation for 
the study of EMIC waves relates to the long realized need to 
obtain experimental evidence of the enhancement of EMIC 
wave activity in association with enhanced plasma density 
regions in the plasmatrough. This has become possible using 
high-resolution (0.5 s) magnetometer data from the GOES 
geosynchronous satellites and the associated IMAGE satel­
lite extreme ultraviolet (EUV) imager remote observations 
of H e + plasma density. These data are supplemented with 
thermal ion plasma density data, predominantly H + , from 
the LANL geostationary satellites. 

The relationship between the occurrence of EMIC waves 
in the magnetosphere, which are seen on the ground as 
Pel-2 pulsations (0.1-5 Hz), and cold plasma populations 
has been a continuing topic of interest since what were pre­
viously conjectured to be detached plasma regions were 
found to occur in the mid-afternoon-midnight sector by 
OGO 5 {Chappell et al., 1971). These are times when Pcl-2 
pulsation activity on the ground maximizes at middle and 
high latitudes (Fraser, 1968). However, the availability of 
simultaneous EMIC wave and plasma density observations 
has been somewhat limited in the past. An exception is the 
CRRES spacecraft where EMIC waves observed by the 
onboard fluxgate magnetometer can be related to the cold 
electron density data from the Iowa plasma wave instru­
ment. The results from one particular unpublished event are 
shown in Figure 1 (N. Meredith, private communication, 
2003). EMIC waves are seen to occur in association with 
an enhanced electron plasma region on 30 April 1991 (DOY 
120) over a radial range L = 4.4 to 6.2 in the 2200-0000 
UT (1805-1949 MLT) afternoon sector. This plasma profile 
probably results from CRRES passing through an enhanced 
plasma density plume, although this cannot be confirmed 
from a single radial pass. This event is considered in more 
detail by Fraser et al. (1996). 

EMIC waves are considered to be generated by wave-
particle interaction, involving 10-100 keV protons in the 
magnetosphere over L ~ 4-9. They propagate as field aligned 
left-hand mode EMIC wave packets, away from the equato­
rial generation region down to the topside ionosphere where 
they are reflected. This process leads to a bouncing wave 
packet phenomenon which explains the repetitive Pcl-2 fine 
structure seen in ground signatures (e.g. Tepley, 1964). The 
theoretical basis for increased EMIC wave activity seen in 
association with enhanced plasmasphere or plasmatrough 

density has been noted in a number of parameter modelling 
studies. For example, using linear theory Kozyra et al. (1984) 
noted that an increase in H + density from 10 to 500 cm"3 in 
a multi-component plasma provided a three-fold increase in 
EMIC wave temporal growth rates. It is generally consid­
ered that the presence of cold heavy ions (He + , 0 + ) in the 
background magnetospheric plasma may also contribute to 
an increased growth rate of the EMIC instability. Hu and 
Fraser (1994) found growth rates increased outside the plas­
mapause in the lower density trough region when H e + con­
centrations increased. Consequently, the presence of heavy 
ions, in addition to an H + plasma density increase, may also 
enhance the generation of EMIC waves seen at synchronous 
orbit. Typical energies involved here are illustrated in the top 
panel in Figure 1 and given in more detail by Meredith et al. 
(2003). A necessary condition for EMIC instability is a posi­
tive temperature anisotropy T p e r p /T | | > 1 of the free energy 
ring current source, namely 10-100 keV protons {Kennel 
and Petschek, 1966). Positive temperature anisotropics may 
result from substorm injection {Ishida et al, 1987), impulsive 
magnetospheric compression {Anderson and Hamilton, 1993) 
and polar cusp injections {Morris and Cole, 1991). These 
studies show that considerable experimental and theoretical 
support exists for enhanced EMIC wave growth associated 
with increased cold/thermal plasma density. 

A brief description of instrumentation and data analysis 
procedures will be presented, followed by results illustrating 
the relationship between EMIC waves seen by GOES, and 
IMAGE-EUV and LANL satellite plasma data emphasiz­
ing the role of cold/thermal ions in plasma plumes on the 
observation and properties of the waves. 

2. GOES, IMAGE AND LANL DATA 

The triaxial fluxgate magnetometers onboard the GOES 
series of geosynchronous satellites have over the last decade 
provided a rich source of data to study ultra-low frequency 
(ULF) waves. The GOES 8-12 satellites are 3-axis stabilised 
spacecraft and fluxgate magnetometer data are typically ana­
lyzed in the spacecraft coordinate frame. In the spacecraft 
coordinate system (Hp, He, Hn), Hp is parallel to the Earth's 
spin axis for zero inclination orbit, or approximately parallel 
to the field. The He component is defined perpendicular to 
Hp and directed Earthward. The Hn component completes 
the orthogonal system and directed eastward. Data from two 
GOES satellites in 2001 are used in this study, with GOES-8 
located at 75°W (geographic) and GOES-10 at 135°W (geo­
graphic). The high-resolution data, sampled at 0.5 s are able 
to provide information on the low end of the electromagnetic 
ion cyclotron (EMIC) wave spectrum, from 0.1 Hz up to the 
1 Hz Nyquist frequency. The response between 0.5-1.0 Hz is 
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30 April - 1 May, 1991 (DOY120) CRRES 

UT 2 1 0 0 2 2 0 0 2300 0 0 0 0 0100 0200 0 3 0 0 0 4 0 0 
MLT 1534 i e o s 1906 i 9 4 e 2 0 2 3 2058 2L3G 2 2 2 5 
ML$ 1 7 . 5 5 . 9 1 . 4 - 1 , 3 - 3 . 2 - 4 . 9 - 6 . 3 - 7 . 3 
R 2 . 1 1 4 . 0 0 

4 , 2 1 
5 . 2 0 5 * 3 1 6 . 2 2 6 . 1? 5 . 7 4 4 . 8 3 

L ' 2 . 3 9 
4 . 0 0 
4 , 2 1 5 . 4 4 8 . 2 1 6 . 6 1 6 . 6 3 6 . 2 0 5 . 2 5 

Figure 1. CRRES observations of EMIC waves shown by horizontal lines in the panels 2-4 from the top. Here the ratio 
of the wave frequency to the local proton cyclotron frequency for times where EMIC waves are observed is plotted in 
the second panel. The third panel shows transverse EMIC wave energy is between 0.1-10nT2/Hz and the fourth panel 
the wave polarization which is left-hand. The fifth panel shows the ratio of the electron plasma frequency to the electron 
cyclotron frequency. The enhanced density region over L = 4.4-6.2 (2200-0000 UT) is seen in the bottom panel. The 
top panel shows the parallel resonant energy of the protons generating the EMIC (L) waves assuming a multi-ion plasma 
with concentrations of 70% H +, 20% He + and 10% 0 + . (From N. P. Meredith, private communication). 

reduced by a 5-pole Butterworth low-pass anti-aliasing filter. 
The GOES-9 triaxial fluxgate magnetometer response which 
is typical for the GOES-8 to 12 satellites is shown in Figure 
2. Although the filter 3 dB point is 0.5 Hz, the slow drop off 
in filter response allows EMIC waves with amplitude > 1 
nT to be seen up to ~ 0.8 Hz. Below 0.5 Hz the noise level is 
- 0.1 nT. This frequency response provides an opportunity 
to observe the lower end of the EMIC wave spectrum which 
is generally below ~ 1 Hz in the local afternoon and evening 
sector (Fraser, 1968; Anderson et al, 1992). The noon-mid­
night sector is also the region of plasma plume formation and 
evolution {Burch et al, 2001). 

The IMAGE global plasmasphere imaging satellite pro­
vided the first global images of plasmaspheric plumes in 
snapshots taken by the extreme ultraviolet (EUV) instru­
ment. This instrument measures H e + resonance scatter­
ing of solar 30.4 nm radiation from the plasmasphere. The 
integrated intensity of the 30.4 nm emissions provides the 
column density with a spatial resolution of - 0.1 Re and tem­
poral resolution ~ 10 min when seen from apogee at ~ 8 Re 
{Burch, 2000; Sandel et al, 2001). The deduced H e + density 
threshold is typically equivalent to 30-50 electrons cm - 3 

(Goldstein et al, 2003; Moldwin et al, 2004) or 6-10 H e + 

cm - 3 , depending on the H e + / H + ratio. The outer limit of the 



58 PLASMA DENSITY AND EMIC WAVES 

Figure 2. The frequency response of the 3-components of the GOES-9 fluxgate magnetometer in spacecraft coordinates (Hp, He, Hn). 
GOES-8 and -10 magnetometers have similar responses. The different spectral density in each panel is related to the different input signal 
amplitudes. All components have equal sensitivity. 
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EUV field of view varies between 4 -8 Re and is frequently 
at or mostly within geosynchronous orbit. 

In situ geostationary plasma density observations were 
obtained from the Magnetospheric Plasma Analyser (MPA) 
instruments on board the Los Almos National Laboratories 
satellites (McComas et al, 1993). Here various data from 
the MPAs on four of the six LANL satellites, 1990-095 
(located at 38.6° W geographic) 1991-080 (164.7°W), 1994-
084 (145.5°W), and LANL-01A (8.4°E) have been used. Ion 
density measurements at energies < 100 eV are of interest 
and presumed to be predominantly protons, although heavy 
H e + and 0 + may be included. The MPA can measure densi­
ties < 1 cm - 3 with 2-3 times better spatial resolution than the 
EUV H e + measurements. 

3. GOES SPECTRAL ANALYSIS 

at GOES-10 is shown in Plate 1. Here a Hanning window is 
applied to the time series and FFT's are computed over 20 
minute (2400 points) segments of data. With 0.5 s sampled 
data over a 6 hr data interval this provides a frequency reso­
lution of 0.8 mHz. A burst of EMIC wave activity is seen at 
0.4-0.6 Hz around 0700 UT while broad band impulse Pi2 
substorm signatures are observed after local midnight at 
1000 UT. Pc5 wave activity centered on 5 mHz commenced 
near dawn and persisted for the remainder of the UT day. 
Coincidentally, Pc3 harmonic structure showing 7 harmon­
ics in the 10-100 mHz band also commenced near dawn. 
For more detailed analysis EMIC wave dynamic spectra 
are displayed in linear frequency format with an FFT win­
dow of 2-5 minutes. This provides a spectral resolution of 
0.027 Hz with 72 degrees of freedom. Examples of these 
are included in Plates 2 and 3. 

Specific days relating to plasma plumes observed by 
IMAGE-EUV were analyzed in the GOES 0.5 s high-reso­
lution magnetometer data. Daily dynamic spectral survey 
plots in UT of the Hp, He and Hn components over a loga­
rithmic frequency range of 0-1 Hz were used to identify 
the presence of EMIC (Pcl-2) waves in the 0.1-1 Hz band. 
They also show Pc3-4 waves in the 10-100 mHz band 
and Pc5 waves in the 1-10 mHz band. A typical dynamic 
spectrum illustrating the waves seen in the Hn component 

4. EMIC WAVE EVENT STUDIES 

The study of the relationship between IMAGE-EUV 
plasma density and the associated observations of EMIC 
waves by GOES-8 and 10 was partly motivated by the EUV 
data and plasmasphere response recently published for two 
geomagnetically disturbed periods in 2001 (Spasojevic et 
al, 2003). The results from these two intervals are pre­
sented below. 

Geomagnetic Conditions % 10 June 20Q1 

&4:OG mm mm mm t$m mm mm mm mm mm 20m 
T f i t i ^ O T 

Figure 3. Solar wind and geomagnetic conditions for a 46 hour period over 9-10 June, 2001. (Figure 10 from Spasojevic 
et al, 2003). EMIC waves observed by GOES-8 (1820-2000 UT) and GOES-10 (2100-2400 UT) are indicated by the 
horizontal bars in the top Kp panel. 
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Plate 1. A typical GOES daily dynamic spectrum of the azimuthal (Hn) component showing the various types of 
observed. 
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9-10 June 2001 

Figure 3 reproduces Figure 10 from Spasojevic et al. 
(2003) and shows solar wind and geomagnetic conditions 
for a 46 hour disturbed period over 9-10 June 2001. During 
this time Kp reached a maximum of 5+ at 21-24 UT on 9 
June 2001. The AE index indicates multiple onset substorm 
activity commencing at ~ 0340 UT on 9 June just following 
a southward Bz turning. A decrease in SYM-H begins ~ 20 
minutes later. SYM-H remains reasonably steady, although 
fluctuating until the second southward Bz turning around 
1800 UT. Four EUV image intervals were described by 
Spasojevic et al. and these are indicated in the top of Figure 
3. Of particular interest here is the second interval from 
~ 1430-2330 UT, where the EUV determined plasmapause 
locations at 1705 UT and 2121 UT are shown in Figure 4(b) 
and EMIC waves were seen at GOES. Spasojevic et al. 
(2003) showed that while the pre-midday boundary remained 
reasonably stationary for the previous 9 hours, by 1705 UT in 
Figure 4(b) the daytime boundary had moved significantly 
inwards and formed a radially extended plume over 1430-
1630 MLT. A sudden surge of plasma sunward on the dayside 
following the second southward turning at ~ 1740 UT by 
2121 UT had moved the western edge of the plume against 
corotation to an earlier near noon local magnetic time and 
extended its width to ~ 3 hours over 12-15 MLT. Between 
the time the two images in Figure 4(b) were taken, GOES-
8 (G8) and GOES-10 (G10) passed through the extended 
plasma plume at geostationary orbit. At ~ 1820 UT EMIC 
waves appeared at GOES-8 and almost three hours later at 

GOES-10, in association with SYM-H minima. Over the 
intervals 1820-2000 UT and 2100-2400 UT GOES-8 and 
GOES-10 respectively observed EMIC waves in the plume. 
Dynamic frequency-time spectra of these EMIC waves are 
shown in Plate 2. GOES-10 over 12-15 LT observed five 
EMIC wave emissions in the 0.2-0.4 Hz band, at 2110-2118 
UT, 2140-2150 UT, 2240-2300 UT , 2315-2325 UT and 
2345-2350 UT. GOES-8 observed an emission over 0.1-0.35 
Hz at 1850-1920 UT. 

The wave properties of the EMIC wave spectral segments 
illustrated in Plate 2 are shown in Figure 5 where the cross-
spectra, coherence and phase between the He (radial) and 
Hn (azimuthal) magnetic components are plotted. In Figure 
5 GOES-10 data over the 2110-2120 UT interval shows a 
distinctly coherent peak between 0.25-0.42 Hz and a phase 
difference of -100° to -160°, indicating a left-hand (LH) 
circular/elliptical polarized wave. The second interval, 2140-
2150 UT shows two spectral peaks at 0.20-0.35 Hz and 0.45-
0.55 Hz, both with high coherency. The corresponding wave 
polarisation is LH for the lower frequency peak and a mix of 
linear and LH for the higher frequency peak. A broad double 
peak spectral structure is also observed in the third inter­
val, 2235-2305 UT and both bands are LH polarised. Over 
2335-2345 UT two narrow peaks are seen over 0.25-0.35 Hz 
and 0.50-0.55 Hz. They both show LH polarisation where 
coherence is high. Deductions from the two GOES-8 EMIC 
events (not shown) indicate for the interval 1850-1920 UT, a 
broad spectral peak over 0.10-0.35 Hz with high coherency 
over 0.1-0.6 Hz and almost linear polarisation over this broad 
band. The very narrow band emission centred on 0.33 Hz in 

EUV Plasmapause Locations 9 June 20IJ1 
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Figure 4. Panels (a) and (b) showing the plasmapause locations during plasma plume development (from Figure 11, 
Spasojevic et ah, 2003). The local times of GOES-8 and GOES-10 observations of EMIC waves are associated with the 
plume development are shown in panel (b). 
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Plate 2. Dynamic spectra showing EMIC waves observed in association with the EUV plasma plume shown in Figure 
4. Top Panel: Five bursts of EMIC waves are seen by GOES-10 in the 0.2-0.4 Hz band over 2110-2118 UT, 2140-2150 
UT, 2240-2300 UT, 2315-2325 UT and 2345-2350 UT. Bottom Panel: EMIC waves seen by GOES-8 in the 0.1-0.35 
Hz over 1850-1920UT. 
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Figure 6. UT-LT plots of geostationary satellite GOES-8 and 10 EMIC waves (solid lines) and LANL 080, 084 and 01A 
plasma density enhancements (light dot) and IMAGE-EUV enhanced density plumes (dashed squares). Geostationary 
orbits appear as sloping lines and EUV data as vertical lines at the UT image snapshot time. 

the 1820-1830 UT interval (Plate 2) also shows LH polarisa­
tion. In general LH polarisation persists over all spectral seg­
ments with the one exception of linear polarisation. This LH 
polarisation is typical for EMIC waves which propagate in a 
plasma where H + ions dominate and heavy ion concentrations 
including H e + are minimal (Mauk et al., 1982; Fraser, 1985). 
Also, they can probably be associated with the unstructured 
IPDP (intervals of pulsations with diminishing period) type 
of events seen in the afternoon-evening sector, on the ground 
and in the outer magnetosphere (Anderson et al, 1996). In 
contrast, the observation of linear polarisation and the double 
peaked spectra may indicate the presence of a significant 
population of heavy ions (He + , 0 + ) (Young et al., 1981; Fraser 
and McPherron, 1982). This will be discussed later. 

A summary of the relationship between EMIC waves 
observed by GOES, plasma observations from the IMAGE-
EUV spatial snapshots and LANL geostationary satellite data 
is presented in a UT-LT plot in Figure 6. Here the GOES-8 
and 10 and LANL-080, 084 and 01A geostationary satellite 
orbits showing EMIC wave occurrence and MPA cold ion 
plasma enhancements (N{ > 10cm"3; l-130eV/q) respectively 
are plotted on diagonal orbit lines with the snapshot IMAGE 
plasma density enhancements, extrapolated visually to geo­
stationary orbit, plotted on vertical lines. A broad daytime 

region of enhanced plasma density is seen by LANL-080, 
084 and 01A over 8-9 June prior to the southward turning 
of Bz which occurred at about 1730 UT 9 June. At 0259 UT 
9 June IMAGE-EUV places the plasmapause inside geo­
stationary orbit at L < 6 at all MLT (Figure 4). The greater 
sensitivity of the LANL satellites with a minimum detectable 
ion density of ~ 1 cm"3 compared with the IMAGE-EUV 
density at ~ 40 cm"3, shows in the LANL-080 and 084 data 
which straddle at this time a broad dayside plasma enhance­
ment extending to geostationary orbit. In Figure 6 this broad 
density region is seen by LANL-080, 084 and 01A satellites 
while IMAGE at 0747 UT observes the increased density 
of the region over 1000-1500 LT out to the radial limits of 
measurement (Figure 4). After 1700 UT both IMAGE-EUV 
and LANL-080 densities show a broad plume-like structure 
restricted in MLT in the afternoon sector. EMIC waves occur 
at times when Bz is southward at — 8 nT (Figure 3) and in 
a well defined plume seen by IMAGE-EUV and a broader 
plasma structure seen by LANL-01A and 080. 

26 June 2001 

Another example showing EMIC waves occurring at 
GOES-10 in the afternoon over 2305-2340 UT (1405-1440 
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LT) and in association with a narrowing plasma structure, 
tending towards a plume structure, is shown in Plate 3. 
Waves were also seen in the same location by GOES-8 at 
1855-1940 UT (1355-1440 LT). Again this is an IMAGE-
EUV case study discussed by Spasojevic et al. (2003) from 
the point of view of global dynamics and plasma density 
enhancements. Figure 5 in Spasojevic et al, reproduced in 
the two rows of panels in Plate 3(b), shows the evolution of 
the plasmapause location and the formation of a plume in 
the afternoon. During a period of sustained southward IMF 
commencing at about 1220 UT the dayside plasmasphere 
increased in radial extent with a broad local time coverage 
(Plate 3(b), panel a). The plume then undergoes a period 
of narrowing under the southward IMF with the western 
edge slowly corotating eastwards. Earlier, the LANL-01A 
ion data in Figure 7 also shows a broad enhanced density 
region commencing prior to 1200 MLT and extending 
beyond 18 MLT. In Figure 7 the narrow plume is seen by 
LANL-080 over 1400-1500 MLT, in agreement with the 
IMAGE-EUV observations at 0110 UT and 0222 UT. This 
evolutionary process is seen in panels (b) to (h) in Plate 
3(b) and is described in detail by Spasojevic et al. (2003) 
and Goldstein et al. (2004). EMIC waves are seen by both 
GOES-8 and GOES-10 as they pass through the broad and 
narrowing plume some 4 hours apart. 

5. MULTI-ION PLASMA EFFECTS 

The spectral characteristics of the EMIC wave seen by 
GOES-10 on 26 June 2001 over 2305-2340 UT in the plume 
are shown in Figure 8. There are two emission bands, one 
over 0.22-0.33 Hz and a possible harmonic over 0.43-0.66 
Hz. They are LH polarised in both bands and the local H e + 

cyclotron frequency at 0.37 Hz measured from the main field 
falls within the spectral slot. The presence of a harmonic 
may suggest a situation similar to that seen for EMIC waves 
observed by CRRES where these waves were often seen 
to be propagating in plasma slots or biteouts {Fraser et al, 
1994). However, there is a more probable explanation here. If 
a significant concentration of H e + ions is present in the cold 
plasma in addition to H + then the spectral slot may represent 
the non-propagation stopband which exists between the H e + 

cyclotron frequency ( f H e + ) and the H e + cutoff frequency ( f o ) . 
The IMAGE-EUV H e + observations support this argument. 
From the relationship fco = (1 + 3 B) fH e + with fco = 0.45 Hz 
from Figure 8 we can estimate the relative H e + concentra­
tion (B) at ~ 7%, assuming a H + - H e + plasma. If fH e + was 
taken as the upper edge of the lower frequency band at 0.32 
Hz in Figure 8, rather than the main field calculated value 
of 0.37 Hz then this places an upper limit of 14% on the 
relative H e + concentration. The double peaks observed in 

26 - 27 June 2001 

UT (hr) 

Figure 7. UT-LT plot for 26-27 June 2001 showing GOES EMIC wave observations and LANL satellite enhanced 
plasma density observations. EUV plumes from panels (a) to (g) are included. See Figure 6 caption for details. 
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Plate 3. (a) Dynamic Spectrum of the EMIC wave event at 2305-2335 UT, showing two bands separated by a spectral 
slot, (b) EUV snapshot images showing the plasmapause location and the evolution of a plume over 8 hours [from 
Figure 5 Spasojevic et al, 2003]. The local times EMIC waves that were seen by GOES-8 and -10 are also shown in 
panels (a) and (d). 
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Figure 5 in the GOES-10 spectra on 9 June 2001 may also 
indicate the non-propagation stopband between fH e + and f o 

as described above. The H e + ion concentration required to 
explain the spectral slots in the 2140-2150, 2235-2305 and 
2335-2345 UT intervals are in the ranges of 5-13%. 4-14% 
and 6-23%, respectively. The averages of these upper and 
lower limits of the concentrations of H e + at GOES-10 are 
6-16%, in agreement with earlier observations of Fraser 
(1985). For more details on the propagation characteristics 
of EMIC waves see Young et al (1981), Fraser (1985) and 
Rauch andRoux (1982). 

6. DISCUSSION AND CONCLUSIONS 

This study resulted from an investigation of high-resolu­
tion GOES geosynchronous magnetometer data on 9-10 
June and 25-26 June 2001 during which the evolution of 
plasma plumes over two geomagnetically disturbed intervals 
were studied by Spasojevic et al (2003). In both intervals 
EMIC waves in the 0.1-0.8 Hz band were seen at GOES. The 
interplay between solar wind induced convection and the 
corotation electric field produces a consistent plasma plume 
response (Goldstein et al, 2004). This pattern can be seen 
in the UT-LT plots in Figures 6 and 7 where broad dayside 
inflated plasma regions, extending over 6-8 hours in LT, 
narrow and corotate to a width of ~2 hours in LT over -10 
hours in UT. These H e + observations are supported by the 
higher resolution ion density observations (predominantly 
H + ions) from the LANL geosynchronous satellites, which 
show similar trends in plume evolution. The stability of the 
plumes in LT over ~4 hours of UT has allowed us to relax 
the LT-UT coincidence between EMIC wave observations as 
GOES transits in LT through the UT snapshot IMAGE-EUV 
images of plumes. For example, GOES-8 in Plate 3(b) sees 
EMIC waves at 1933 UT while GOES-10 sees waves at 2307 
UT at the same LT. 

The EMIC wave properties illustrated in Figures 5 and 8 
are typical of LH polarized mode transverse waves propa­
gating along the ambient field direction and seen at geo­
synchronous orbit (e.g. Fraser, 1985). The slot between the 
two spectral peaks has been explained by the presence of 
a non-propagation stopband introduced by the presence of 
H e + heavy ions with concentrations in the range 6-16%. The 
observation of a plasma plume by the IMAGE-EUV instru­
ment confirms the presence of H e + ions in association with 
the dominant H + ions seen by the LANL satellites. 

The generation and occurrence of EMIC waves in the 
magnetosphere is primarily controlled by internal magne­
tosphere processes, in particular the proton cyclotron insta­
bility through temperature anisotropy, ring current energy 
and ambient cold/thermal plasma density. In this context 

it is important to identify the parameters that increase 
EMIC wave growth in the magnetosphere in the pres­
ence of enhanced plasma density. Early theoretical work 
confined amplification to the region near the plasmapause 
(e.g. Criswell, 1969). The interpretation of this result in a 
single ion plasma is that the Alfven velocity (V A = B(|uop)~ 
V l) has a minimum just inside the plasmapause because of 
the low magnetic field (B) and high cold/thermal plasma 
density (p) (Fraser et al, 1988). Consequently the parallel 
resonant energy of the interacting protons is lowest and 
the ring current protons may resonate with the waves (Hu 
et al, 1990). Also, a low Alfven velocity in the equatorial 
region allows the waves more time for amplification in the 
interaction region. Kozyra et al (1984) showed that increas­
ing the cold plasma density in a single ion plasma increased 
the convective growth rate. For a multi-ion plasma (e.g. H + , 
He + ) , Hu and Fraser (1994) showed that minimum proton 
energy can occur on more than one L shell for the same 
wave frequency. Furthermore, ion cyclotron instability 
growth rates integrated along the field aligned propagation 
path maximise over a wide range of L values, both inside 
and outside the plasmapause. Hu and Fraser also showed 
that EMIC waves in the H e + and H + wave branches (f < 
fH e + and fR e + < f < fH + respectively) are amplified over the 
outer magnetosphere. 

There are a number of points for consideration from these 
theoretical results with respect to the GOES observations 
at geosynchronous orbit. Firstly, EMIC waves have been 
observed in association with enhanced cold/thermal plasma 
densities in plume structures. As well as affecting the 
wave growth, increased cold plasma density may shift the 
unstable frequency range (Gendrin et al, 1984). This could 
contribute to the low EMIC wave frequencies seen in the 
GOES data (O .K f < 0.8). In contrast to this, the integrated 
growth rate increases with increasing cold plasma density 
over all frequencies (f < f R + ) , while the inclusion of H e + 

cold ions shows that the integrated growth rate increases 
with increasing H e + concentration (Hu and Fraser, 1994). 
In this situation H e + ions may contribute to increased EMIC 
wave instability in plumes. 

EMIC wave growth is also influenced by other factors 
including the ring current ion free energy source, typically 
in the 10-100 keV range, the anisotropy (A = T /T N -1) 
and the background geomagnetic field (Kozyra et al, 1984; 
Hu and Fraser, 1994). We have no measure of these param­
eters in this study and their consequences will not be dis­
cussed further. However, they are expected to influence the 
amplitude and frequency of EMIC waves seen at GOES and 
this may explain why the waves are not seen at all times in 
plasma plumes, although a thorough study of the occurrence 
of waves in plumes has not yet been carried out. 
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Another important aspect of the wave-particle interac­
tion is its contribution to ring current decay. It has been 
postulated for a number of years, and supported by model­
ing (Kozyra et al, 1997; Jordanova et al, 2001) that this 
mechanism is a significant contributor to the loss of ring 
current protons during the storm recovery phase. In this 
scenario the instability produces pitch angle diffusion 
which leads to the partial refilling of the loss cone, result­
ing in the precipitation of KeV particles. It is only recently 
that experimental support for this mechanism has been pre­
sented. For example, recent work by Yahnina et al. (2003) 
has shown a close relationship between the morphologi­
cal features of EMIC waves observed on the ground with 
localized energetic proton precipitation (~ 30 -80 KeV) 
observed by the NOAA-POES low altitude satellites. Also, 
Spasojevic et al. (2004) has shown an association between 
the occurrence of a plume and a subauroral proton arc 
where modeling suggested that the arc could have resulted 
from proton precipitation induced by EMIC wave interac­
tion with ring current ions. 

This study supports the earlier elliptically orbiting and 
geosynchronous satellite results where EMIC waves were 
seen in plasma islands or detached plasma regions, but has 
also shown that these regions are now identified as attached 
plasma plumes in fhe spatial topology seen by the IMAGE 
EUV instrument. Tpiere are important implications for these 
results with respect to ring current loss processes where cold 
plasma convection and electric fields may contribute to these 
losses through EMIC wave-particle interaction. It is however 
important to note that not all EMIC wave events observed 
are associated with plumes or radial plasma structures in 
the noon-midnight sector. None of the so-called "pearl" 
pulsation EMIC waves showing a bouncing wave packet fine 
structure signature have been seen at GOES in association 
with plumes although they have been seen earlier in the day 
on a number of occasions. 

Future research should concentrate on the relationship 
between EMIC waves, plasma plumes and other types of 
radial plasma structures, proton arcs and precipitation in 
order to further understand the role of EMIC waves in 
ring current loss mechanisms. It is also important to dif­
ferentiate between instability parameters relating to EMIC 
waves observed within plasma plumes compared with those 
observed at other local times. 
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Several types of sub-auroral proton precipi tat ion events have been identified 
using the Spectrographic Imager (SI) onboard the N A S A - I M A G E satellite, includ­
ing dayside subauroral proton flashes and detached proton arcs in the dusk sector. 
These have been observed at various levels of geomagnet ic activity and solar wind 
conditions and the mechan ism driving the precipitation has often been assumed to 
be scattering of protons into the loss cone by enhancement of ion-cyclotron waves 
in the interaction of the thermal p lasmaspher ic popula t ions and more energetic 
r ing current particles. Indeed, recent investigation of the detached arcs using the 
MPA instruments aboard the L A N L geosynchronous satellites has shown there are 
nearly always heightened densities of cold plasma on high-altitude field lines which 
map down directly to the sub-auroral precipitation. If the ion-cyclotron instability 
is a causative mechanism, the enhancement of wave activity at ion-cyclotron fre­
quencies should be measurable . It is here reported that magnet ic pulsations in the 
Pel range occur in the vicinity of each of 4 detached arcs observed in 2 0 0 0 - 2 0 0 2 , 
though with widely varying signatures. Additionally, longer per iod pulsations in 
the Pc5 ranges are also observed in the vicinity of the arcs, leading to the conclu­
sion that a bounce-resonance of r ing-current protons with the azimuthal Pc5 wave 
structure may also contribute to the detached precipitation. 

1. I N T R O D U C T I O N 

The studies o f magnetospher ic processes operat ive 
across a range o f t ime scales, i nvo lv ing plasmas across 
a broad range o f mean energies, are fac i l i ta ted by the 

Inner Magnetosphere Interactions: New Perspectives from Imaging 
Geophysical Monograph Series 159 
Copyright 2005 by the American Geophysical Union. 
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moni to r ing the ther mo spheric a i rg low signatures o f pre­
c ip i tat ing energetic part icles or ig inat ing i n the magneto­
sphere. The g low o f the polar aurora is the most obvious 
thermospheric emission that reflects an enormous var iety 
o f processes whose end result is the conversion o f energy 
contained i n magnetospheric plasmas to heat and l ight . 
Iden t i f y ing the ind iv idua l process that produce par t icu­
lar aurorae, discrete or d i f fuse, dynamic or steady, and 
related to the p rec ip i ta t ion o f electrons or protons (or 
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both), remains a top priority for the fields of magneto­
spheric and auroral physics. 

The polar aurora is most simply described as a wide ring 
of high-altitude atmospheric emissions which encircles the 
magnetic poles of the earth. The aurora expands equatorward 
with increasing magnetospheric activity, and its bright­
ness and width vary in punctuated steps of magnetospheric 
energy releases known as substorms [Akasofu et al, 1963]. 
Embedded in the auroral oval are numerous forms and 
concentrations of light in arcs, bands, patches, and diffuse 
glows broadly distributed in longitude and latitude. These 
manifestations can be attributed to precipitation of elec­
trons, protons, or a combination thereof whose proportion 
very generally depends on the local time of the observation. 
The average energy of the electrons and protons has been 
separately quantified using large sets of in-situ observations 
[Hardy et al, 1985; Hardy et ai, 1989, 1991], while numer­
ous case studies have focused on the global distribution of 
precipitating particle species and energies, the phases of 
auroral morphology and the evolution of auroral forms dur­
ing storms [e.g., Sharber et al, 1998] or other more localized 
events [e.g., Sandahl et al, 1980; Sears and Vondrak, 1981; 
Sandholt and Newell, 1996]. Numerous studies have treated 
and modeled the auroral emissions expected from aurorae of 
particular energies and species [e.g., Rees andLuckey, 1974; 
Strickland and Anderson, 1983; Lummerzheim and Lilensten, 
1994; Hubert etal, 2001]. 

In addition to substorms, other magnetospheric conditions 
can lead to significant departures of the auroral morphology 
from a basic oval. Precipitation of solar wind protons into the 
magnetospheric cusp can produce stronger localized emis­
sions [e.g., Reiff et al, 1977] near noon, and extending to 
higher latitudes than the main oval [Frey et al, 2002]. Large 
gaps in the brightness of the nightside oval can appear after 
substorms [Chua et al, 1998]. A localized enhancement of 
electron precipitation is often seen in the afternoon sector 
[Meng andLundin, 1986; Lui et al, 1989] as electron popula­
tions drift eastward into the compressed dipole field of the 
dayside magnetosphere. Processes such as these indicate the 
existence of particular physical processes which are local­
ized to particular latitudes or local times of the aurora, often 
favoring the precipitation of a particular species. 

The properties of the magnetospheric plasma vary consid­
erably with radial distance, particularly at the plasmaspheric 
boundary where closed single-particle drift paths dominated 
by corotational electric fields cede to open paths driven by 
magnetospheric convection. Though the magnetic field lines 
in the region of the auroral oval generally map to the dayside 
boundary layer or nightside plasma sheet, there are times 
when the lower latitude boundary of the auroral oval can 
clearly map to locations closer to the plasmaspheric bound­

ary. Prime examples of this mapping are the large Stable 
Auroral Red (SAR) arcs often seen during large geomag­
netic storms at mid-latitudes. These arcs extend well away 
from the oval, as far south as Florida, for instance, for many 
hours, originating at what are normally considered plasma­
spheric L-shells. Though these are generally associated with 
significant fluxes of superthermal electrons from the outer 
plasmasphere [Kozyra et al, 1997; McEwen and Huang, 
1995], heightened proton precipitation has been observed as 
a significant component [Mendillo et al, 1989] of the total 
precipitating energy flux, sometimes in localized patches. 

With the launch and operation of a Far-Ultraviolet global 
imager on the NASA-IMAGE satellite specifically designed 
to observe the proton aurora, several instances and types of 
proton precipitation at latitudes equatorward of the main 
auroral oval have been observed. For instance, protons 
with mean energies greater than 30 keV have recently been 
observed to precipitate in sub-corotating patches at latitudes 
that map out to the plasmaspheric boundary [Frey et al, 
2004]. Precipitation dominated by protons is observed at 
sub-auroral latitudes on the dayside in short-lived bursts 
(<15 minutes) which are well-correlated with the arrival of 
shocks in the solar wind at the magnetopause [Hubert et al, 
2003; Zhang et al, 2003; Fuselier et al, 2004]. 

Another striking feature that FUV images of the proton 
aurora can reveal is the dynamic development of detached 
proton arcs in the afternoon sector. These phenomena are 
somewhat rare, but over 20 significant events have been 
observed during the first two years of the IMAGE mission. 
Detached arcs were first observed during the ISIS 2 mission, 
described in reports by Anger et al [1978] and Moshupi 
et al [1979]. From those early studies, it was concluded 
that electron precipitation was the main component of the 
detached arcs, and that electron cyclotron resonance was 
the means by which the normally stably trapped electron 
population was scattered into the loss cone [Wallis et al, 
1979]. Detached arcs and patches have also been seen in 
ground based optical and radar observations [Mendillo et 
al, 1989, and R. Greenwald, private communication]. Recent 
observations give strong indications that proton precipitation 
is the dominant component of the detached arcs observed 
by IMAGE [Immel et al, 2002]. Calculations of the mean 
energy and number flux of the detached proton precipitation, 
using the ratio of the proton-induced FUV emissions of N 2 

and O I, show mean energies of 20-30 keV per proton, and 
energy fluxes up to 1 mW/m 2 . Correlative data from the 
NASA-FAST and DMSP satellites confirms these energy cal­
culations [see Immel et al, 2002 and Burch et al, 2002]. 

The source of the detached arcs must be reconsidered in 
light of the fact that the greatest portion of precipitating 
energy in the arcs seen is carried by protons. The source 
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11 -Jul-2000 (00193) Time: 07 00 UT 

View from North 

Plate 1. Mapping of a detached proton arc to the GSM x-y plane. The three panels show the original image, the image 
minus dayglow mapped to Earth, and the proton auroral emissions projected out to the GSM x-y plane. Note the 
appearance of the detached arc in the afternoon sector of the magnetospheric mapping. This example occurred over 
the northern coast of Siberia. 

2305 UT 2311 UT 2317 UT 

2323 UT 2329 UT 2335 UT 

Plate 2. Series of SI-12 images of a detached proton arc appearing on 
January 23, 2001 mapped to a fixed sprojection of geographic coordi­
nates. The magnetometer stations from which come thepower spectra 
in Plates 3 and 4 are indicated with FY and SI abbreviations, respec­
tively. 
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population is almost certainly ring current protons. In the 
observed energy range of 20-30 keV, these protons will 
V£-drift in the westward direction after being transported 
to L < 7 Re near the midnight sector by substorm electric 
fields [Roederer, 1970]. After moving through the evening 
and afternoon sectors, they can either drift out of the magne­
tosphere on open paths or continue to circle the earth many 
times, depending on the configuration of magnetospheric 
convection electric fields. When mapped out to the GSM x-y 
plane using the Tsyganenko [1995] magnetospheric magnetic 
field model, the emissions of the detached proton aurora 
mark a path through the magnetosphere that is remarkably 
similar to open drift paths of 20-30 keV particles. This is 
shown with a single image in Plate 1, where the 3 panels 
show the original image (upper left), the image with airglow 
removal applied and mapped to the earth (lower left), and the 
full mapping of the original image in the x-y plane. 

By what mechanism the ring current protons are caused 
to depart from their bounce-drift motion to precipitate into 
the atmosphere is the pertinent question. A prime candi­
date is the ion-cyclotron instability, which under particular 
conditions can grow and work to divert cyclotron energy 
into translational energy parallel to the field, thus adding 
particles to the loss cone [Brice, 1964]. However, there are 
other means for diverting particles into the loss cone, as are 
discussed in this report. 

2. OBSERVATION TECHNIQUES 

2.1 Magnetometer Measurements 

Important supporting data will be obtained from three 
magne tomete r ne tworks : The Geophysical Ins t i tu te 
Magnetometer Array (GIMA), Canadian Auroral Network 
for the Open Program Unified Study (CANOPUS), and a 
network of stations deployed across the Antarctic conti­
nent. GIMA is distributed across several sites in Alaska. 
CANOPUS provides sites in Canada covering latitudes 
between approximately 55 to 70°. Several magnetometers 
are located at manned and autonomous stations across 
Antarctica. 

The CANOPUS and GIMA observation sites are all 
equipped with a 3-component fluxgate ring-core type mag­
netometers. The sampling rate for these instruments is 8 
samples per second, though final data are provided at 5 and 
1-second intervals. 

Of the stations in Antarctica, we use data from three 
Autonomous Geophysical Observatory stations operated by 
the British Antarctic Survey (A80, A81, and A84). Another 
magnetometer on the continent is supported by the United 
States National Science Foundation at South Pole Station. 

The magnetometer at South Pole provides vector samples 
of dB/dt at local geomagnetic coordinates with X north­
ward at a rate of 10 samples per second [Taylor et al, 1975; 
Engebretson, M. J., etal, 1997]. A search coil magnetometer 
is also included at each of the three multi-instrument AGO 
stations [Arnoldy et al, 1998]. These search coils provide 
data at a rate of 2 samples per second. A fluxgate magne­
tometer is also installed at all four of these sites. 

2.2 IMAGE-FUV Measurements 

The NASA-IMAGE satellite was launched in March, 2000, 
on a mission to study magnetospheric phenomena through 
their emissions of FUV and EUV photons, radio waves and 
neutral atom fluxes [Burch, 2000]. The Spectrographic 
Imaging component of the FUV instrument [Mende et al, 
2000] obtains simultaneous 2D images of terrestrial FUV 
emissions at wavelengths of 121.8 and 135.6-nm. Most 
important of these is the former of the two channels as it 
detects Doppler-shifted emissions of hydrogen produced 
in the recombination of protons and electrons in the proton 
aurora. 

3. COMBINED MAGNETOMETER AND 
IMAGING OBSERVATIONS 

The work for this study began with a visual examination of 
every third SI-12 image obtained in the 2000-2002 period. 
More than 20 significant detached arcs were observed in this 
process, all >20 minutes in duration and appearing in the 
dusk-sector, with attachment to the main oval often observed 
at the end of the arc closest to noon. From these character­
istics, it is believed that these all represent similar events 
as those described in earlier studies by Immel et al [2002], 
Burch et al [2002] and Spasojevic et al [2004]. 

3.1 Comparisons Between Si-12 and Alaskan/Canadian 
Stations : Pc5 Pulsations 

The first magnetometer pulsations observed to coincide 
with detached proton arcs were large Pc5 pulsations. An 
excellent example is for the time discussed by Immel et al. 
[2002], where the proton auroral oval was seen to produce 
an afternoon detached arc several times in a 4-hour imaging 
period. The strongest arcs were observed during the 23-24 
UT period on that day, selected images of which are shown 
in Plate 2. 

A magnetic spectrogram for one of the ground-based 
magnetometers that falls within the field of view of the SI-12 
imager and close to the detached arc is shown in Plate 3. The 
spectrogram shows strong enhancements in magnetic wave 
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Ft. Y u k o n , 1 Second Magnetometer Power Spectrum, Day 23, 2001 Ft. Simpson, 1 Second Magnetometer Power Specta im, Day 23, 2001 
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Plate 3. Magnetic power spectrum for a 4-hour period including 
the time of imaging shown in 2, from the Fort Yukon magnetom­
eter station. 

Window:2048. sec. 

Mag Res.: 1.0 sec. 
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Plate 4. Magnetic power spectrum for a 4-hour period including 
the time of imaging shown in 2, from the Fort Simpson magne­
tometer station. 
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power in the T ^300 second band at Fort Yukon, Alaska. 
Individual time series of the horizontal (H) component of 
the magnetic field are shown at 3 selected times during the 4 
hour time series where Pc5 waves are particularly strong. 

The Alaskan station is about an hour earlier in local time 
than the western end of the detached arc. A magnetic spec­
trogram from the Canadian CANOPUS magnetometer sta­
tion at Fort Simpson, that is basically colocated with the 
bright emissions of the arc, is shown in Plate 4. At this 
station, the pulsations have a markedly different signature, 
with a short-lived peak in Pc5 power around 2230 UT, but 
significant waves with T ~180 sec earlier at 2038 UT. The 
power at this frequency is at the bottom of the color table, 
but the pulsations can be seen in the 30 minute window plot 
(lower left panel). 

Another example of the correspondence of detached proton 
arcs and large Pc5 pulsations is found in the case described 
by Burch et al. [2002], where another detached proton arc 
was observed over Canada on November 10, 2000. The 
development of the arc is shown in Plate 5, with the same 
important ground magnetometer sites including Forts Yukon 
and Simpson indicated therein. This arc has a different mor­
phology than the previous example, with a greater latitudinal 
extent at early local times. It also is the predominant signa­
ture of the entire proton aurora in the hemisphere, whereas 
on January 23, 2001, the proton auroral oval was generally 
bright. 

The power spectrum of the H-component of B is shown for 
the Forts Yukon and Simpson ground based stations in Plates 
6 and 7, respectively. The overall level of power in the Pc5 
range is higher than in the previous case, though an isolated 
clear tone such as that seen in the Fort Yukon magnetometer 
at 2230 UT on Jan.23 is not evident here. Long period waves 
continue to be observed an hour after the detached arc has 
faded (see lower right panels of Plates 6 and 7). 

In both cases, a recent magnetospheric substorm is the 
likely source for the enhanced ion fluxes in the ring current 
that make up the detached arc. In each of the cases shown in 
Plates 2 and 5, a substorm onset preceeds the first appearance 
of the detached arc (about 23:23 and 00:20, respectively) by 
^ 4 0 minutes. The Auroral Electrojet (Ae) indices determined 
in the 6 hours leading up to the detached arc observation are 
shown in Plate 8. The relationship between arc observation 
and substorm onset and peak is apparent. The occurrence of 
a magnetospheric substorm was described by Immel et al. 
[2002] an important and necessary condition for the devel­
opment of large-scale detached proton arcs in the afternoon 
sector. The short lifetime of the detached arcs shown here 
(less than one hour) suggests a similarly short-lived source 
population of energetic particles. The magnetospheric sub­
storm provides just such an impulsive and initially highly-

localized source population of ions that will move from the 
nightside into the afternoon sector, and then beyond to earlier 
local times or completely out of the magnetosphere (cf. Plate 
1) on a time scale of tens of minutes. 

In summary, Pc5 pulsations are seen in both of these 
events, though they are usually stronger at locations away 
from the precipitation than directly underneath. In each 
case, it is the Alaskan station, closer to noon, that shows the 
stronger Pc5 signature. Recent studies of Pc5 pulsations have 
found evidence that modulation of the solar wind pressure at 
similar frequencies can drive the Pc5 pulsations, and this is 
possibly a result of that effect [Kepko et al, 2002]. Previous 
research had generally found that Pc5 pulsations were a 
natural oscillation mode of the magnetosphere [e.g., Crowley 
et al., 1987]. In either case, the structure of the magnetic 
and electric fields in the magnetosphere which is subject to 
Pc5 oscillations can interact with ring-current particles at 
particular particle energies, adding to the parallel energy 
with each mirroring cycle, which will eventually enhance 
precipitation of energetic particles [Southwood et al, 1969; 
Glassmeier et al, 1999]. It has also been found that magne­
tospheric substorms that would enhance the fluxes of 20-40 
keV ions in the afternoon sector of the magnetosphere soon 
after their occurrence precede the appearance of afternoon 
detached proton arcs. 

3.2 Comparisons Between Si-12 and Conjugate AGO 
Stations : Pel Pulsations 

For comparison to the Antarctic magnetometers, events 
were selected for further analysis if any portion of the arc 
extended into the ocean gap between Greenland and Canada, 
where the magnetically conjugate points of the AGO mag­
netometer stations A80, A81, and A84 fall. Of all the events, 
four met this criterion. All of the images for each event were 
processed by mapping each into a fixed 0.5°x0.5° grid of 
geographic coordinates and averaging each grid location in 
a three-image (six-minute) running average. The resulting 
averaged images have a better signal-to-noise ratio than 
individual images. Nine successive images that contain the 
(qualititively determined) best defined detached arc are 
shown in the following plates. The cadence of the imaging 
is adjusted to fully cover the development of the arc. 

The locations magnetically conjugate to four of the obser­
vatories on the Antarctic continent are identified with a 
diamond and denoted with a simple abbreviation (e.g., 
SP=South Pole). The conjugate mapping is accomplished 
simply by maintaining the magnetic longitude and revers­
ing the sign of the magnetic latitude of each station. Use of 
a more sophisticated magnetic field model, in this case the 
Tsyganenko 1996 field model [Tsyganenko, 1995], can show 
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Ft. Yukon, 1 Second Magnetometer Power Spectrum, Day 315, 2000 
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Plate 6. Magnetic power spectrum for a 4-hour period including 
the time of imaging shown in Plate 5, from the Fort Yukon GIMA 
magnetometer station. 
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Plate 8. Ae indices for the six hours ending in the detached arc obser­
vations shown in Plates 2 and 5. The onset times of the sub storms 
which likely provide the source population of ions are indicated. The 
ranges of time when detached arcs are observed and shown in the 
earlier plates are indicated by the green shaded regions. 

Ft. Simpson, 1 Second Magnetometer Power Spectrum, Day 315, 2000 
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Plate 7. Magnetic power spectrum for a 4-hour period including the 
time of imaging shown in Plate 5, from the Fort Simpson CANO­
PUS magnetometer station. 
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Plate 9. Series of detached arc images for May22 (day 142), 2001 
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a 100-200 km change in the the predicted conjugate foot-
point of the A81-A84 stations, and an often highly unpre­
dictable mapping of the South Pole station. A preliminary 
study shows, however, that no gain in understanding of the 
pulsation signatures is made by using the Tsyganenko field 
model. It is decided for the sake of continuity that the sim­
plest conjugate mapping will be used in all of the four cases 
of detached proton arcs that follow. 

Accompanying each case is the magnetic power spectrum 
(0.05-10 Hz) of the X-component of the available antarctic 
magnetometer data. These are prepared using a 128-second 
sliding sampling window. South Pole station is usually fairly 
far from the detached arc, but since it is not now known 
how broadly any Pel signature may appear to extend, that 
spectrum is also shown when available. Represented in these 
plots are all of the stations that returned data during the 
detached arc events. 

First case: May 22, 2001, 1930 UT The first detached 
arc in the sector conjugate to the stations in Antarctica was 
observed on May 22, 2001. A series of nine 6-minute aver­
aged images is shown in Plate 9. The signature of the bright 
detached arc begins as a especially wide proton auroral oval 
over the Canadian mainland, evident at 1856 UT, which 
extends separated from the main oval to later local times 
in the following 30 minutes. The detached morphology is 
quite obvious from 1914 through 1945 UT, in which time it 
extends to cover the conjugate points of A84 and A81, while 
A80 remains further south. The conjugate point of South Pole 
station remains on the equatorward boundary of the main 
oval throughout the time of observation. This is in contrast 
to other cases such as that the November 10, 2000, where the 
main oval retreats to higher latitude while the detached arc 
remains equatorward, often shifting even further equator-
ward with time. Plate 9. 

Spectrograms of the horizontal (H) component of the 
magnetic field at the stations in Antarctica that provided 
data during the time of the detached arc observations are 
shown in Plate 10. As opposed to the spectrograms generated 
to show the power in the T=100-1000 sec range, the AGO 
data are shown in frequency vs. time spectrograms, with a 
useful range of .1-1 Hz. The magnetic spectrum is analyzed 
between 1600 and 2200 UT, with several hours preceeding 
the ~1 hour of imaging data shown in Plate 9. The two useful 
stations are South Pole (top panel) and A84 (center panel). 
Each shows a variety of similar Pel signatures, beginning 
first with a series of dispersed Pel "pearls" [Mende et al, 
1980] at 0.3-0.5 Hz that continue to slightly larger frequen­
cies over the next 3 hours. These pearls are periodic with T 
~300 seconds, in the Pc5 frequency range. As time proceeds 
at South Pole, a weaker group of pulsations around .15 Hz 

fades to below the detection threshold by 2000 UT, while 
the same pulsations are even weaker at A84 until ~1930 UT 
where they strengthen significantly, and independently of 
the South Pole observations. 

This interesting coincidence of the development of a 
detached proton arc with a corresponding enhancement in 
wave power in the Pel range gives an indication that the 
processes are related. Furthermore, a brief examination of 
the fluxgate magnetometer readings at A81 and A84 show 
significant Pc5 pulsations with amplitudes of 20-40 nT for 
several hours about the time of the detached arc and Pel 
observations. Further study of the correspondence of the 
Pel pearls and Pc5 waveform will be important, but will be 
addressed in a future study. The study at hand focuses on 
three more known cases of detached arcs occurring conju­
gate to the Antarctic stations, as described in the following 
sections. 

Second case: June 18, 2001, 1605 UT Another case of a 
detached proton arc developing conjugate to the Antarctic 
stations was found on June 16 (day 169), 2001. A series of 
images which show the development of the arc can be seen 
in Plate 11. This is obviously a significant detached arc 
event, with brightnesses in the detached arc at the same 
level as the main oval. The first appearance of the arc is at 
1500 UT, and unlike rapidly developing arcs such as that 
seen on Nov 10, 2001, the detached proton arc maintains 
its form for more than an hour. For that reason, the images 
are shown in 10 minute increments covering a 90 minute 
interval. Plate 11. 

At 1500 UT when the detached arc begins to develop, 
the conjugate Antarcticstations A80-A84 are not within 
the proton auroral boundaries, though South Pole is right 
in the oval. Within 20 minutes, though, the edge of the 
detached arc approaches the stations, and by 1630 UT, 
the higher latitude stations A84 and A81 are enveloped 
by the arc. South Pole is in an interesting location at 1602 
UT, just at the location where the detached arc connects 
to the main oval. These locations relative to the detached 
arc are markedly different than the last case, mainly 
because the local time at the stations is 4 hours earlier at 
the beginning of the detached arc development than in the 
previous example. The stations are just crossing into the 
afternoon sector to which the detached arcs are almost 
always confined. 

The magnetic power spectrograms for this detached arc 
event are shown in Plate 12, and the differences from the 
previous case are striking. There is an enhancement in 
power in the 0.1-0.8 Hz range, which is most significant 
at A84 between 1435 and 1450 UT. The timeframe of the 
signal is earlier at South Pole (1420-1440 UT), and later at 
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Plate 10. Frequency-time magnetic power spectra from AGO 
stations conjugate to the detached arc observed on May 22 (day 
142), 2001 
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Plate 12. Frequency-time magnetic power spectra from Antarctic 
stations conjugate to the detached arc observed on June 18 (day 
169), 2001 
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Plate 11. Series of detached arc images for June 18 (day 169), 
2001 

Plate 13. Series of detached arc images for July 15 (day 196), 
2001 
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A80 (1455-1540 UT). Each of these signals, like the previ­
ous example, is modulated at Pc5 frequencies (e.g.T ^ 4 0 0 
seconds at A80). It is interesting to note that the strongest 
signal seems to migrate to lower latitudes with time. What 
is clear is that there is no correspondence between the loca­
tion of the detached arc over the station's conjugate point 
and the occurrence of Pel as measured at that station. This 
non-correspondence provides a counterexample to the argu­
ment that EMIC waves are related to detached proton arcs, 
though further discussion later in this report will address 
this question again. 

Third case: July 15, 2001, 1845 UT The next detached 
proton arc manifested itself as a strong dusk emission that 
gradually detached from the main auroral oval, which itself 
appeared to recede overall to higher latitudes. This is evident 
in the imaging series of Plate 13. The morphology of this 
case is initially similar to that observed on Nov 10, 2000, as 
discussed in Section 3.1, with a broad extent in latitude at 
early local times, narrowing rapidly in the eastward direc­
tion. The arc, however, narrows significantly in the 1827-
1900 UT imaging time shown in 13. This arc is shorter lived 
than that presented in Plate 11, so the imaging cadence is 
back down to 4 minutes between images. 

The magnetic power spectra from all 4 Antarctic stations 
are shown in Plate 14. Here is found the most powerful Pel 
pulsation of all the cases discussed in this report. The signals 
at A84 (top-center panel) and A80 (bottom panel) are similar, 
though much stronger in the 0.15-0.25 Hz range at the lower 
latitude station (A80) in the 1715-1900 UT time frame. This 
strong enhancement in Pel power coincides with the devel­
opment of the detached arc. A80 is conjugate to the detached 
arc, while A84 is conjugate to the main oval. This powerful 
signal is not seen at A81 at all, though the later enhancement 
in Pel pulsation power at 0.1 Hz, seen after 2000 UT in all 
three stations. This demonstrates what appears to be extreme 
localization in the penetration of Pel power generated in the 
magnetosphere through the ionosphere. Plate 13. 

Fourth case: June 16, 2002, 1845 LTThe last case is an 
example of a relatively weak detached proton aurora seen 
on July 15 (day 167), 2002. It has, however, a significant 
corresponding signature in the Pel range. The imaging 
sequence shown in Plate 15 begins at 1905 UT and shows 
strong proton precipitation in the dusk sector with A84 and 
A81 on the equatorward edge of the proton arc. The gap 
in emissions over central Greenland is an artifact of the 
slightly changed flatfield from the previous year's levels. 
The main oval actually extends from the South Pole foot-
point eastward through central Greenland. The detached 
arc extends eastward to the edge of Iceland. The next image 

is ^ 8 min later at 1912 UT, though all successive images 
are at 4 minute intervals. 

In this time frame, a detached arc is seen to fade and 
become more narrow, but also to become more distinct 
from the main oval, extending roughly along the initial 
proton auroral boundary seen at 1905 UT while proceeding 
100-200 km south of this initial location. The arc is clearly 
detached by 1938 UT, which happens mainly by the nar­
rowing of the initial bright arc, leaving the main oval over 
central Greenland. These observations are near the threshold 
of the proton imager's capability, but clearly indicate emis­
sions separate from the main proton auroral oval which lie 
in the vicinity of the conjugate magnetic footpoints of the 
AGO stations. 

Two of the AGO stations returned data for this event, A84 
and South Pole. Compared to previous observations, the 
Pel signatures are remarkably similar. Each shows a rapid 
enhancement in the 0.35-0.6 Hz range at 1840 UT, which 
continues until about 2000 UT at each station. Each Pel sig­
nature is marked with slightly dispersed periodic variability 
in power at the upper end of Pc5 frequencies (T ^240 sec). 
This enhancement in power is relatively weak compared to 
several examples shown earlier (e.g. Plate 14), but shows 
very clear features that are not obscured by additional wave 
sources. This indeed may be the best example of Pel waves 
which correspond directly to the development of a detached 
proton arc. 

4. DISCUSSION AND CONCLUSIONS 

This research effort investigates the connection between 
magnetic pulsations observed at ground-based stations and 
proton aurorae which detach from the main oval and advance 
equatorward, mapping to regions much deeper in the mag­
netosphere than usual for auroral proton energy fluxes of 1 
mW/m 2 . It is found that magnetic pulsations on the order of 
1 Hz and 0.003 Hz are often observed in apparent association 
with the occurrence of detached proton arcs. The Pc5 waves 
are observed at Alaskan and Canadian stations in the vicinity 
of the arcs, while the Pel waves are observed at Antarctic 
stations conjugate to the observed arcs. 

The long-period waves are in the Pc5 range and can occur 
at the location of the arc, but in the examples shown here (see 
Section 3.1), are stronger at earlier local times than at the 
location of the arcs. The short-period pulsations are usually 
in the 0.2-0.5 Hz Pel range and can be strongest in the imme­
diate vicinity of the detached arc. In contrast to the two Pc5 
cases discussed, the Pel waves are generally present when 
the detached arc is coincident. In the case where the Antarctic 
magnetometer stations are at earlier local times during the 
initial development of the detached proton arc (June 18 (day 
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Plate 14. Frequency-time magnetic power spectra from AGO 
stations conjugate to the detached arc observed on July 15 (day 
196), 2001 
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Plate 16. Frequency-time magnetic power spectra from AGO 
stations conjugate to the detached arc observed on June 16 (day 
167), 2002 
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169), 2001, see Plate 11) a Pel signature which is remarkably 
different than the other 3 cases is observed, which decreases 
rapidly well before the detached arc encroaches. 

It is important to realize that the Pel waves can interact 
with and be damped or ducted by the ionosphere. That said, 
the Pel observations from the conjugate Antactic stations are 
from calendar days between May 22July 15, where the win­
tertime ionospheric effects at the southern stations are likely 
small [Hughes and Southwood, 1976]. The least favorable 
time for pulsation measurements in terms of possible iono­
spheric interference is, again, June 18, 2001, as the observa­
tions are made beginning around local noon. However, this 
is the deepest winter in Antarctica, and the southern polar 
stations (at -80 degrees and lower latitudes) should still be 
little affected by the diminished F-layer of the ionosphere. 
That said, it is on this day that the Pel waves seem to dimin­
ish as the detached arc advances and envelops the Antarctic 
stations. Modifications of the ionosphere by the detached 
proton arcs themselves is an effect that should be considered 
in future studies of these events. 

Unlike Pel waves, Pc5 waves are not strongly diminished 
or ducted by ionospheric structures or overall conductances. 
Recent studies show that the ionospheric conductances 
should be considered when interpreting Pc5 signatures, but 
that the effect is not so great as to mask the occurrence of 
the waves [Ballatore, 2003]. It is not expected, therefore, 
that enhanced ionospheric conductances produced by the 
detached arcs could mask the presence of Pc5 waves in the 
vicinity of the detached arcs. 

One of the more interesting observations is that every one 
of the four Antarctic magnetometer cases shows modulation 
of the Pel power with a period in the Pc5 range. Though this is 
usually considered to be an effect of the bounce period of drift­
ing energetic particles and not due to Pc5 pulsations, a prelimi­
nary analysis (not shown) of the May 22 (day 142), 2001 case 
shows the presence of strong Pc5 pulsations. Additional work 
can be done to retrieve the Pc5 signatures from the Antarctic 
stations, as well as northern stations in Greenland and Iceland. 
This Pc5-like modulation of the Pel wave power is another 
indication that Pc5 waves bear an important relation to the 
phenomenon of detached proton arcs. 

Space-based observations of these events have already 
shown the enhanced cold plasma densities in the magne­
tospheric regions which map down to the location of the 
detached proton arcs [Spasojevic et al, 2004; Burch et al, 
2002]. As of yet, no space-based magnetometer observa­
tions made conjugate to the detached proton arcs have 
been analyzed in detail. During the 2000-2002 observa­
tion period, there were few magnetometers operating in 
the near-Earth environment that could measure waves in 
the entire Pel range. One ideal instrument is operational, 

though, on the NASA-Polar satellite. Preliminary analysies 
of Polar magnetic field observations show significant wave 
power in the Pel range at the magnetic equator in the local 
time sector of at least one detached arc (Spasojevic et al., 
this edition). The magnetometers on the NOAA-GOES geo­
synchronous satellites operate with a 1-Hz sampling rate. 
The current study shows that the Pel signatures associated 
with the detached proton arcs can be in the .2-.3 Hz range 
seen in Plate 14, which could be detected with magnetom­
eters on GOES satellites at geosyncronous altitudes. A 
preliminary analysis of NASA-FAST magnetic field data 
also shows significant Pel power at times when the satel­
lite is passing through regions above the FUV signature of 
detached arcs. 

Overall, the cases are quite different from one another 
in terms of morphology and stability. There is certainly a 
complicated interplay of physics which plays out differently 
in each example. More studies are required to determine the 
relative roles that a bounce-resonance precipitation mecha­
nism and a ion-cyclotron resonance mechanism may play. 
The Pel waves are significantly strong and properly timed 
to coincide with the detached arc in 3 of the 4 cases exam­
ined here. At this point, it is not possible to rule out the Pc5 
waves as contributors to the precipitation. This is especially 
true since each of the 4 Pel signatures has embedded Pc5 
pearls, and a preliminary analysis shows that at least one of 
these cases (day 142, 2001) shows significant Pc5 pulsations 
colocated with the Pel signatures. 
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Afternoon Subauroral Proton Precipitation Resulting From 
Ring Current—Plasmasphere Interaction 

M. Spasojevic 1 ' 2 , M. R T h o m s e n 3 , R J. Ch i 4 , B. R. Sandel 5 

We investigate the occurrence of arcs of precipitat ing protons equatorward of 
and detached from the afternoon proton auroral oval and their relationship with 
the plasmasphere and electromagnetic ion cyclotron waves. In a four month study 
interval including sixteen events, we find that the detached proton arcs are more 
likely to occur during geomagnet ical ly disturbed per iods and specifically at t imes 
when enhanced energetic ion densities and temperature anisotropics are observed 
in the equatorial magnetosphere . The dis turbance-t ime arcs tend to be located at 
lower magnetic latitudes and are consistently associated with plasmaspheric plumes. 
Conversely, arcs which occur dur ing quiet t imes tend to be located at higher lati­
tudes, and their relationship with regions of enhanced cold plasma density remains 
unclear. Wave data available for two of the detached arc events indicate the pres­
ence of strong ion cyclotron waves near the equator in the vicinity of the proton 
precipitation region. 

INTRODUCTION 

Although the dominant loss processes for terrestrial ring 
current ions are collisional, including charge exchange with 
the neutral geocorona and Coulomb collisions within the plas­
masphere, wave-particle interactions are also believed to play 
an important role as they provide a mechanism for the rapid 
decay of the ring current during the early recovery phase of 
geomagnetic storms [Kozyra et al, 1997]. Resonant interac­
tion between energetic ring current ions and electromagnetic 
ion cyclotron (EMIC) waves results in pitch angle scattering 
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and subsequent precipitation of the energetic ions into the 
upper atmosphere. Considerable attention has been given 
to regions of spatial overlap between energetic, anisotropic 
ring current ions and cold, dense plasmaspheric material 
that should be particularly conducive to the growth of EMIC 
waves [Cornwall etal, 1970; Lyons and Thorne, 1972]. 

In terms of magnetospheric dynamics, global magneto­
spheric convection and substorms act to energize and trans­
port plasma sheet particles into the inner magnetosphere, 
building up the ring current [e.g. Fok et al, this volume]. 
Convection also acts to erode the plasmasphere, and plasma­
spheric material is transported sunward [e.g., Goldstein and 
Sandel, this volume] and into the path of westward-drifting 
ring current ions. Previously stable energetic ions distribu­
tions encounter the cold, dense plasma, become unstable to 
the growth of ion cyclotron waves, and some fraction of the 
energetic ions are scattered into the loss cone. 

The free energy for wave growth in the electromagnetic 
ion cyclotron instability is provided by the temperature 
anisotropy of energetic ring current ions (T^T^). Energy 
and momentum exchange can occur when the Doppler 
shifted wave frequency matches the cyclotron frequency 
of the individual resonant particles. According to linear 
Vlasov dispersion theory, the kinetic energy of protons that 
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can resonate with a given frequency wave decreases with 
increasing cold plasma density [Kennel and Petchek, 1966]. 
The wave growth rate is then proportional to the temperature 
anisotropy of the energetic protons and the fractional number 
of protons near resonance. For example, at geosynchronous 
orbit on the dayside, the introduction of moderate densities of 
cold plasma (10 to 50 c m - 3 ) can reduce the resonant proton 
energy so that it falls within the range of the bulk of the ring 
current ( <200 keV), and thus, more energetic protons are 
available for resonance. If the energetic proton temperature 
anisotropy is sufficiently large, waves will grow and scat­
ter the protons until the distribution has stabilized. The 
maximum amplification of the ion cyclotron waves occurs 
near the equatorial plane, where magnetic field values are 
low, and for wave normal vectors parallel to the magnetic 
field direction [Thorne and Horne, 1992]. Also, heavy ions 
(He + , 0 + ) which are present in both the hot and cold plasma 
distributions significantly modify the ion cyclotron wave 
frequencies and growth rates including the formation of stop 
bands above the heavy ion gyrofrequencies [Young et al, 
mi; Kozyra etal, 1984]. 

The effects of wave scattering have been including in global 
ring current models [e.g. Kozyra et al, 1997, Jordanova et 
al, 2001, Khazanov et al, 2003]. Jordanova et al. [2001] 
developed a time-dependent global EMIC wave model to 
study the spatial and temporal evolution of precipitating pro­
ton fluxes during different phases of a geomagnetic storm. 
The most intense fluxes of precipitating protons are found 
along the duskside plasmapause during the storm main and 
early recovery phases. The global precipitation patterns 
move to lower L shells during the main phase as the plas­
masphere is eroded and recede to larger L shells during the 
storm recovery as the plasmasphere refills. 

Although the global impact of wave-particle interactions 
has not been experimentally verified, a large body of sup­
porting observational evidence does indicate that they may 
at times have an important influence on the evolution of the 
ring current. The inner edge of the ion ring current can at 
times penetrate the duskside plasmasphere by 0.5 to 2 RE 

[Frank, 1971; LaBelle et al, 1988; Burch et al, 2001], and 
numerous event studies have reported ion cyclotron waves 
and changes in pitch angle distributions consistent with 
expectations from wave scattering in this overlap region 
[Williams and Lyons, 1974; Taylor and Lyons, 1976; Kintner 
and Gurnett, 1977; Mauk and McPherron, 1980; Young et 
al, 1981]. More recently, Erlandson and Ukhorskiy [2001] 
found a direct correlation between EMIC wave spectral 
density and the flux of energetic protons in the loss cone. 
Similarly, Yahnina et al [2000] reported a close association 
between ground based observations of Pel pulsations and 
precipitating energetic protons. 

Statistically, EMIC waves (in the range 0.1-5 Hz) have 
been found to be primarily a phenomenon of the outer day-
side magnetosphere (L>7) [Anderson etal, 1992]. However, 
at lower L values (L=4 to 7) the occurance as well as wave 
amplitude is strongly peaked in the afternoon local time 
sector [Anderson et al, 1992; Fraser and Nguyen, 2000; 
Erlandson and Ukhorskiy, 2001] in the region where sunward 
extensions of cold plasma have been frequently observed 
[e.g. Chappell, 1974]. Although Fraser and Nyguyen [2000] 
showed that the plasmapause itself is not necessarily the 
primary source region for waves in this L region, the vast 
majority of the wave events did occur where the cold plasma 
density exceeded 10 c m - 3 . 

2. AFTERNOON DETACHED SUBAURORAL 
PROTON ARCS 

Global imaging of the proton aurora by the Far Ultraviolet 
(FUV) Spectrographs Imager (SI) [Mende et al, 2000] 
onboard the IMAGE satellite [Burch, 2000] has led to the 
identification of arcs of precipitating protons at latitudes 
equatorward of and separated from the main proton oval. 
The detached subauroral proton arcs appear over several 
hours of local time in the afternoon sector, and satellite 
observations magnetically connected to the detached arc 
confirm the presence of precipitating protons and an absence 
of precipitating electrons [Immel et al, 2002; Burch et al 
2002]. The afternoon detached subauroral arcs can persist 
for about thirty minutes up to several hours. Thus, they are 
distinct from other recent observations of so-called subauro­
ral dayside proton flashes which last only for tens of minutes 
and are triggered by sudden increases in solar wind dynamic 
pressure [Zhang et al 2002; Hubert et al 2003]. 

Wave-particle interactions within the plasmasphere have 
been suggested as a precipitation mechanism for the after­
noon detached arcs, and in one of the reported events, 10 Nov 
2000, the Magnetospheric Plasma Analyzer (MPA) [Bame et 
al, 1993] onboard the geosynchronously orbiting 1989-046 
spacecraft observed enhanced fluxes of plasmaspheric ions 
in the region where the equatorial extension of the subauroral 
arc was expected to map [Burch et al, 2002]. Another event 
study by Spasojevic et al [2004] indicated that the detached 
arc on 18 June 2001 was directly associated with a globally 
observed plasmaspheric plume. Predicted by numerical mod­
eling for many years [e.g., Grebowsky, 1970; Chen and Wolf, 
1972], plasmaspheric plumes, also referred to as plasma tails, 
are regions of cold plasma which extend sunward from the 
plasmasphere and are formed during periods of enhanced 
magnetospheric convection. They were first observed globally 
by the IMAGE Extreme Ultraviolet (EUV) imager [Burch et 
al, 2001; Sandel et al, 2001]. The EUV instrument [Sandel et 
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al, 2000] images the plasmasphere by detecting 30.4-nm solar 
radiation resonantly scattered by plasmaspheric H e + ions. 

For the 18 June 2001 event, the assertion that the proton 
arc was a result of wave induced scattering was supported 
by two main arguments [Spasojevic et al, 2004]. First, the 
auroral arc when mapped to the magnetic equatorial plane 
overlapped with the plasmaspheric plume as defined by 
a broad region of enhanced cold plasma density observed 
globally by IMAGE EUV and in situ at geosynchronous 
altitude by LANL-Ola MPA. Second, wave growth calcula­
tions based on MPA observations of the hot and cold plasma 
parameters [e.g. Gary etal, 1995] indicated positive growth 
of the proton cyclotron instability within the plume region 
whereas the energetic proton distributions were stable out­
side the plume. The wave growth calculations suggest that 
subauroral proton precipitation may occur at times when 
the hot and cold plasma distributions are similar to those 
observed on 18 June 2001. 

Previous studies have shown that plasmaspheric plumes 
form readily in the afternoon local time sector during peri­
ods of enhanced convection with cold ion densities (in the 
range of ^1-130 oV/q) at geosynchronous orbit commonly 
exceeding 40 c m - 3 [e.g., Moldwin et al, 1995; Spasojevic 
et al 2003]. However, at the time of the detached arc on 
18 June 2001, the hot ion density (in the range of 0.13-45 
koV/q) observed by LANL-MPA was about 1.5 to 2 times 
larger than the average value at the same local time under 
similar geomagnetic conditions (Kp « 5) [Korth etal, 1999]. 
Hence in order to further explore the relationship between 
detached proton arcs and plasmaspheric plumes, we examine 
how often the plasma parameters at geosynchronous orbit 
are similar to those of 18 June 2001, and more specifically, 
whether subauroral detached proton arcs are also observed 
at those times. 

The association of detached arcs with plasmaspheric 
plumes and corresponding wave growth calculations provide 
only indirect evidence that the precipitation is due to EMIC 
wave scattering. Thus, we also investigate observations of 
ion cyclotron waves by the Polar Magnetic Field Experiment 
(MFE) [Russell et al, 1995] near the geomagnetic equator in 
association with detached arc events. 

3. IDENTIFYING DETACHED ARC EVENTS BASED 
ON GEOSYNCHRONOUS PARTICLE SIGNATURES 

In order to identify intervals when subauroral proton pre­
cipitation may be expected, we searched the MPA data set to 
find times when the hot ion moments were similar to those 
reported for the 18 June 2001 event. Specifically, we identi­
fied intervals during which a LANL satellite was located 
on the dayside, 06 > MLT > 18, and for at least 30 minutes 

or more MPA observed a hot ion density, n[h, greater than 1 
c m - 3 and a hot ion temperature anisotropy, A = TJT{—1, 
greater than 0.25. No restrictions were placed on the cold ion 
density as we wanted to independently determine whether 
the presence of cold plasma was a necessary condition for the 
observation of the detached arcs. The intervals were then fur­
ther restricted to times when IMAGE FUV was imaging in 
the northern hemisphere. We performed the search over four 
months of data using the two LANL satellites with the best 
data coverage for each month. The intervals were all from 
2001, in the months March (using satellites 1989-046 and 
1994-084), May (1991-080 and 1994-084), June (1991-080 
and 1994-084), and July (1991-080 and 1994-084). 

The months of May through July 2001 were chosen 
because at that time the IMAGE orbit geometry was par­
ticularly favorable for EUV imaging of the plasmasphere and 
long intervals of high quality images are available during 
each orbit. During March 2001, the Polar spacecraft crossed 
the magnetic equator just outside of geosynchronous orbit in 
the post-noon sector and thus, for portions of its orbit, was 
in a suitable location for monitoring wave activity associ­
ated with detached arcs. Some EUV data are also available 
during March 2001. 

Once the intervals meeting the MPA hot ion criteria 
(n[h> 1 and A > 0.25) were identified, we surveyed the FUV 
S12 images for several hours around each MPA interval in 
search of subauroral detached proton arcs. Figure 1 gives an 
overview of the arc events identified using this technique 
over the four month study period. Overall, 13 intervals were 
identified when the MPA hot ion criteria were met. Of those, 
11 had detached proton arcs observed by FUV, indicated by 
the solid vertical lines in Figure 1. The proton arcs were not 
necessarily observed at the same universal time or local time 
sector as the MPA hot ion observations. For the remaining 
2 intervals, indicated by the dotted vertical lines in Figure 
1, no evidence of detached subauroral precipitation was 
observed, and we will show that in these two cases there 
was no cold plasma extending to large radial distances in 
the afternoon sector. 

3.1 Arc Events with MPA Criteria Met 

We will now explore the relationship between the subauro­
ral proton arcs and regions of enhanced cold plasma density. 
For each of the 11 arc events identified as a result of the 
MPA search criteria (n{h> 1 andv4 > 0.25), a characteristic 
FUV image was selected and the subauroral proton arc was 
mapped to the equatorial plane so that its location could be 
compared with global EUV observations of the plasmasphere 
as well as in situ cold ion density measurements along geo­
synchronous orbit. 
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Figure 1. Geomagnetic indices Dst (black line) and Kp (light gray bars) for the months of March, May, June and July 
2001. The solid vertical lines indicate times when subauroral detached proton arcs where observed and the in situ hot ion 
criteria were met (see text). The dotted lines indicate times when the hot ion criteria were met but no detached subauroral 
precipitation was observed. The dashed lines indicate arc events found when the hot ion criteria were not met. The regions 
covered by dark gray boxes are times when FUV data are unavailable (late Mar) or of poor quality (9-10 Jun). 

3.1.1 Proton Arc Event: 05 Mar 2001 An example event 
from 05 Mar 2001 is shown in Figures 2 -4 . On that day 
LANL 1994-084 observed elevated hot ion densities and 
ion temperature anisotropics which exceeded the hot ion 
criteria for about an hour from 02:35 to 03:45 UT in the 
local time sector from 9.2 to 10.4 (segment between the 
two gray diamonds in Figures 2 and 4). The FUV imager 
observed subauroral proton precipitation in the afternoon 
sector for about a 3.5 hour period from about 02:45 to 05:15 
UT around the time of minimum Dst for that disturbance 
interval (Figure 1). The subauroral precipitation appears 
to fade and rebrighten several times within the 3.5 hour 
period. At 03:47 UT the proton precipitation consisted 
of several bright spots in the afternoon sector generally 
extending from a magnetic latitude of ~68° at 14 MLT to 
- 6 0 ° at 17 MLT (Figure 3). 

There appears to be a strong association between the 
mapped precipitation region and a plasmaspheric plume, as 
illustrated in Figure 4. Points bounding the subauroral arc 
were selected and mapped to the Solar Magnetic (SM) equa­

torial plane using the T96 magnetic field model [Tsyganenko 
and Stern, 1996] and prevailing solar wind conditions, (open 
squares in Figure 4). This is the same region indicated by 
the white dashed line in Figure 3. Overlayed are the plasma­
pause locations (black dots) extracted from an EUV image 
at 03:54 UT (center of the 10-minute integration window). 
The plasmapause locations were determined by selecting 
points along the sharp brightness gradient in the EUV image, 
finding the field line with the minimum apex along the line 
of sight to each point using the T96 magnetic field model, 
and tracing that field line to the SM equatorial plane. A 
plasmapause location was selected only at local times for 
which a sharp brightness gradient could be reliably identi­
fied in the EUV image [Goldstein et al, 2003]. A distinct 
plasmaspheric plume can be seen extending sunward in 
the afternoon sector having been formed as result of a pro­
longed period of enhanced magnetospheric convection. The 
proton precipitation region maps within the region of the 
plasmaspheric plume, just inside the duskside plasmapause 
as determined by EUV. 



SPASOJEVIC ET AL. 89 

LANL 1994-084 MPA 05 Mar 2001 
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Figure 2. LANL 1994-0084 MPA observations on 05 Mar 2001 
of (a) cold ion density (b) hot ion density, (c) hot ion temperature 
anisotropy along with (d) the satellite magnetic local time. The 
MPA hot ion criteria threshold is indicated by the dashed horizontal 
lines in (b) and (c). The MPA observations exceeded the threshold 
over the segment between the two gray diamonds in (d), and later 
that day MPA observed a plasmaspheric plume in the segment 
between the two gray triangles. 

density. Events of this type include the 05 Mar 2001 
event described above as well as 19 Mar 2001, 09 May 
2001, 18 June 2001, 24 July 2001, and 31 July 2001. 

2. The majority of the arc maps outside the EUV field of 
view, but EUV images indicate that a plasmaspheric 
plume likely extends to the mapped precipitation region. 
Events of this type include 07 May 2001, 13 May 2001, 
28 May 2001, 02 June 2001, and 15 July 2001. 

For events of both types, there are supporting MPA obser­
vations of enhanced cold ion densities in the vicinity of the 
mapped precipitation region. 

Of the 11 proton arc events identified as a result of the 
MPA hot ion criteria (solid lines in Figure 1), 10 occurred 
during periods of at least moderately enhanced geomag­
netic activity. Correspondingly, each of those 10 arcs was 
associated with plasmaspheric plume type extensions in 
the afternoon sector resulting from prolonged periods of 
enhanced convection. The one exception is the arc event of 
24 July 2001 which occurred during a period of relatively 
weak geomagnetic activity. The proton arc in this event is 
associated with a quiet time "duskside bulge" type feature 
[e.g. Carpenter, 1970] within which the MPA instrument 
observed hot ion densities and temperature anisotropics in 
excess of the selected threshold criteria. 

3.1.2 Proton Arc Event: 09 May 2001 Another example of 
the first type of event can be seen in Figures 5 and 6. Like 

Unfortunately, there were no simultaneous in situ measure­
ments of the hot and cold plasma parameters directly within 
the mapped precipitation region. However, several hours later 
LANL 1994-084 transversed the plume in afternoon sector 
as indicated by the region between the two gray triangles in 
Figures 2d and 4. Convection had weakened in the interven­
ing time such that the eastern edge of the plume as measured 
by MPA at 10:06 UT was located at a later local time as 
compared to the EUV image at 03:47 UT. The average ion 
density across the plume was 31 c m - 3 , and as is typically 
seen at geosynchronous altitude, the plume contained highly 
irregular density structure (Figure 2a) [Moldwin et al., 1995, 
Spasojevic et al., 2003, Goldstein et al., 2004]. 

All 11 arc events identified as a result of the MPA search 
criteria appear to be associated with regions of enhanced cold 
plasma density as determined by either global EUV images 
of the plasmasphere or in situ cold plasma density measure­
ments at geosynchronous orbit. In characterizing associa­
tion between the proton arc and regions of cold plasma, we 
found that the events could be broken down into one of two 
categories: 

1. All or a significant part of the arc directly maps inside 
the EUV field of view and within regions of enhanced 

FUV SI12 05 Mar 2001 03:47 UT 

Figure 3. FUV SI 12 image of the proton aurora on 05 Mar 2001 
at 03:47 UT mapped onto the magnetic APEX coordinates with 
noon to the right. A subauroral detached proton arc can be seen 
in the afternoon sector between ^60° to 68°magnetic latitude, as 
indicated by the dashed white line. 
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Figure 4. EUV plasmapause locations (black dots) from 05 Mar 
2001 at 03:54 UT are shown along with the mapped proton pre­
cipitation region (open squares) from the FUV SI12 image at 03:47 
UT. The region over which the MPA hot ion criteria were met is 
indicated by the gray diamonds, and MPA observations of the 
plasmaspheric plume were made several hours later in the region 
indicated by the gray triangles (as also shown in Figure 2). The 
sun is to the right, dotted circles are spaced 1 RE apart, and dashed 
circles are at 4 and 6.6 Rv. 

tance of ~ 6 RE ( Figure 7). In addition, the arc was closer 
to noon than the previous examples. The EUV images at that 
time show a broad region of enhanced density extending 
from prenoon across the afternoon sector, corresponding to 
early stage plume development [Spasojevic et al.9 2003]. A 
period of enhanced magnetospheric convection began near 
00:20 UT on 02 June 2001 as determined by the the first 
evidence of inward motion of the nightside plasmapause 
and also corresponding to a strong southward turning of the 
interplanetary magnetic field (IMF) (indicated by upstream 
solar wind monitors) [Goldstein et al, 2004], The proton arc 
was observed after only about 4 hours of enhanced convec­
tion whereas for the two previous examples (05 Mar 2001 
and 09 May 2001) the period of enhanced convection began 
12 or more hours before the proton arc was observed. Thus, 
the observed plumes in those events (Figure 4 and 6) were 
narrower in local time extent as a result of the long duration 
of combined sunward convection and eastward corotation 
on the dayside. 

The proton precipitation region on 02 June 2001 maps 
outside the EUV field of view but likely within the sun­
ward extension of the plasmaspheric plume. At the time of 
the mapped images in Figure 7, the LANL 1994-084 was 
located near the western edge of the plasmaspheric plume 
(gray star in Figures 7 and 8) where the MPA instrument 
observed a cold ion density of ~50 c m - 3 . MPA continued to 
observe plume material as it traversed the afternoon sector 
(region between the gray triangles). The plume began to 

the previous event, on 09 May 2001 the LANL 1991-080 
MPA instrument observed hot ion densities and temperature 
anisotropies (not shown) in excess of the selected threshold 
criteria in the morning sector (region between the gray dia­
monds in Figure 6), and there were no observations of the 
hot ion parameters in the afternoon sector at the time of the 
detached arc. Although the subauroral proton arc on 09 May 
2001 was nearly twice as bright (Figure 5) as the 05 Mar 
2001 event, FUV observed the arc for only about a half hour, 
from 19:45 to 20:15 UT. The arc was located at a later local 
time (17-19 MLT) and lower magnetic latitude (56°-60°) 
than any other event identified thus far. In addition, it is the 
only subauroral arc in this study which mapped completely 
within the EUV field of view (Figure 6) lying primarily 
within 4 RE just inside the duskside plasmapause. 

3.1.3 Proton Arc Event: 02 June 2001 The 02 June 2001 
arc event is an example of the second type described above, 
where the majority of the arc maps outside the EUV field of 
view. The proton arc persisted from about 04:30 to 05:00 
UT and maps to the equatorial plane outside of a radial dis-

F U V S I 1 2 09 May 2001 19:58 UT 
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Figure 5. FUV SI 12 image of the proton aurora on 09 Mar 2001 
at 19:58 UT. A subauroral detached proton arc can be seen near 
dusk extending from ^60° near 17 MLT to ~56° near 19 MLT, as 
indicated by the dashed black line. 
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rotate eastward when convection decreased around 06:00 
UT and thus LANL 1994-084 did not exit the plume until 
11:53 UT. In addition, LANL 1994-084 observed enhanced 
hot ion densities and temperature anisotropics across much 
of the dayside (Figure 8b-c). 

3.1.4 Proton Arc Event: 28 May 2001 A second example 
of a proton arc which maps outside the EUV field of view 
is the event of 28 May 2001 (Figure 9). Again in this event, 
EUV observed a well defined plume in the afternoon sec­
tor. The proton precipitation region observed by FUV maps 
completely outside of the EUV field of view but to a narrow 
local time region in what appears to be the radial extension 
of the plume. 

3.2 MPA Criteria Met Without Subauroral Precipitation 

For two of the 13 intervals which met the MPA hot ion 
criteria, there were no indications of subauroral proton pre­
cipitation in the FUV images. EUV images for both of these 
events indicate the absence of plasmaspheric plumes or 
bulges that extend to large radial distances in the afternoon 
sector. 

The extracted plasmapause locations on 24 Mar 2001 from 
an EUV image during the interval over which MPA observed 
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Figure 6. EUV plasmapause locations (black dots) from 09 May 
2001 at 19:55 UT are shown along with the mapped proton pre­
cipitation region (open squares) from the FUV SI12 image at 19:58 
UT. The region over which the MPA hot ion criteria were met is 
indicated by the gray diamonds. 

Figure 7. Plasmapause locations (black dots) and the mapped 
proton precipitation region (open squares) on 02 June 2001. LANL 
1994-084 was at the location of the gray star at the time of the 
EUV and FUV observations, and MPA observed enhanced cold 
plasma density over the region between the gray triangles as shown 
in Figure 8. 

enhanced hot ion densities and temperature anisotropies is 
shown in Figure 10a. At this time, the average plasmapause 
location was at L « 3.6. A remnant of a small plume can be 
seen centered at ^ 21 MLT. The EUV observations over the 
previous several days suggest that the plasmasphere was 
severely depleted during the large magnetic storm which 
occurred 19-21 Mar 2001 (Figure 1) and did not recover prior 
to the subsequent disturbance beginning on 22 Mar 2001. 
Thus, despite a period of prolonged enhanced convection, a 
well-defined large scale plume did not form during the sec­
ond disturbance period. MPA observations on 24 Mar 2001 
also confirm the absence of cold plasma at geosynchronous 
altitude (not shown). 

The other MPA hot ion criteria interval for which no sub­
auroral precipitation was observed is 11 July 2001. EUV 
images from during this time (Figure 10b) indicate that 
the plasmasphere was inside 4 RE except for a slight bulge 
extending to 5 RE in the afternoon sector. Prior to the EUV 
data shown in Figure 10b, the IMF had been southward for 
the past ~ 18 hours, so it is somewhat puzzling that a large 
scale plume had not formed. One possibility is that convec­
tion electric field was effectively shielded from the inner 
magnetosphere on this day by the inner edge of the plasma 
sheet and the Region 2 field-aligned current system [e.g., 
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Figure 8. Same as Figure 2, except the gray star in (d) indicates 
the location of LANL 1994-084 at the time of the EUV and FUV 
observations in Figure 7. 

Jaggi and Wolf, 1973]. This interpretation is supported by 
observations by the solar wind monitors of a gradual rota­
tion in the IMF from northward to southward over a period 
of about six hours which could have allowed an effective 
shielding layer to be established. 

Therefore, for the events of 24 Mar 2001 and 11 July 2001, 
it is possible that the lack of subauroral precipitation may be 
related to the absence of cold plasma outside ~ 4 to 5 RE even 
though the hot ion parameters observed by MPA were similar 
to those during other subauroral detached proton arc events. 

4. ADDITIONAL DETACHED ARC EVENTS 

In addition to the subauroral detached arc events discussed 
thus far, five more arc events were found within the four 
month study interval at times when the in situ hot ion criteria 
were not met. These events are indicated by the dashed lines 
in Figure 1 and were identified as a result of a visual survey 
of the FUV SI12 images for the months of March, May, 
June and July 2001. In contrast to the arc events discussed 
in Section 3.1, these arc events on average occurred under 
quieter geomagnetic conditions and were located at higher 
magnetic latitudes. For each of these five events, the entire 
proton precipitation region maps to the equatorial plane 
outside of geosynchronous orbit, and thus it is not unex­
pected that the criteria used to identify arc events based on 
geosynchronous particle observations would be insufficient 
to identify these events. Also since the arcs map to such 

large radial distances, it is not possible, using EUV images 
and MPA observations alone, to unambiguously assess the 
relationship between the arcs and regions of enhanced cold 
plasma density for each of these events. 

4.1 Proton Arc Event: 22 May 2001 

One such example is 22 May 2001 as shown in Figure 
11a. The detached proton arc at 20:19 UT maps to a radial 
distance of between 8 and 10 RE in the pre-dusk sector. At 
the time of the arc, the IMAGE satellite was still at relatively 
low altitude such that the plasmasphere completely filled the 
EUV field of view. By 22:06 UT, the satellite was closer to 
apogee and the EUV extracted plasmapause locations indi­
cate a large bulge in the dusk to midnight quadrant which 
extends to edge of the EUV field of view to at least 7-8 RE. 
It is possible this bulge was collocated with the proton arc but 
in the subsequent two hours corotated eastward. Similarly, 
for the events of 12 Mar 2001, 03 May 2001, and 23 May 
2001, the association with cold plasma using the existing 
EUV and/or MPA data is difficult to establish precisely . 

4.2 Proton Arc Event: 15 May 2001 

One detached arc event which is clearly unrelated to any 
plasmaspheric density structure occurred on 15 May 2001 
(Figure l ib) . The proton arc at 16:45 UT maps to a radial 
distance of ~ 10 RE, further out than any other arc in this 

Figure 9. Plasmapause locations (black dots) and the mapped pro­
ton precipitation region (open squares) on 28 May 2001. 
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study. Although high quality EUV data was not available 
at the time the arc was present, observations at 19:02 UT 
indicated that the plasmasphere was devoid of any large 
scale bulges and the plasmapause was located at ~ 4.5 RE 

in the dusk sector. 

5. RELATIONSHIP BETWEEN DETACHED ARCS 
AND GEOMAGNETIC ACTIVITY 

The spatial distribution of all 16 detached proton arc events 
is shown in Figure 12. Each dot is the centroid of the the 
mapped precipitation region determined from one FUV 
image during the event with the gray dots corresponding to 
detached arcs identified by the MPA hot ion criteria (solid 
lines in Figure 1) and the open dots to those that did not 
meet the specified criteria (dashed lines in Figure 1). As 
previously mentioned, the open dots map to larger radial 
distances. The average location of all the proton arcs events 
is r = 7.4 RE. There is a clear correlation between the radial 
distance of the mapped arc centroid and the level of geomag­
netic activity as measured by the Dst index (Figure 13). The 
arcs tend to be located at lower latitudes, and thus map closer 
to the Earth, during geomagnetically disturbed periods. The 
linear correlation coefficient is 0.69 (high statistical signifi­
cance). The correlation between arc radial distance and Kp 
was similar (p = 0.70). Conversely, there was no correlation 
found between geomagnetic activity and the local time of 
the arc centroid. 

6. Relationship between Detached Arcs and Solar Wind 
Conditions 

Previous studies have reported that subauroral detached 
proton arcs can be observed after a change from negative to 

a) 24 Mar 2001 03:40 UT b) 11 Jul 2001 02:43 UT 

a) 22 May 2001 b) 15 May 2001 

Figure 10. EUV plasmapause locations on a) 24 Mar 2001 and b) 
11 July 2001 at times when MPA hot ion parameters exceeded the 
selected threshold, but FUV did not observe any detached subau­
roral precipitation. Dotted circles are 2 RE apart and dashed circles 
indicate 4 and 6.6 R^. 

FUV 20:19 UT 
EUV 22:06 UT 

FUV 16:45 UT 
EUV 19:02 UT 

Figure 11. EUV plasmapause locations and FUV mapped precipi­
tation regions for a) 22 May 2001 and b) 15 May 2001. The MPA 
hot ion criteria were not met during these detached arc events. 
Dotted circles are 2 RE apart and dashed circles indicate 4 and 
6.6 RE. 

positive of either the Bz or By component of the interplanetary 
magnetic field (IMF) [Burch et al, 2002; Spasojevic et al, 
2004]. As a result of either IMF transition, the main proton 
oval in the afternoon sector contracts poleward, while the 
equatorward part of the oval remains at its original latitude. 
Thus, a separation of several degrees in latitude is created 
between the new oval position and the presumably pre-exist­
ing proton arc. In addition, the previously reported detached 
arc events occurred during periods of relatively high solar 
wind dynamic pressure. 

To further explore the relationship between detached pro­
ton arcs and solar wind conditions, we performed a super­
posed epoch analysis of the parameters IMF Bz, B and 
solar wind dynamic pressure using all 16 arc events (Figure 
14). The solar wind data was taken from either the ACE or 
WIND satellites, and the data for each event interval was 
appropriately time shifted to account for propagation to the 
magnetopause. The epoch time of 0 hours (solid vertical line) 
corresponds to the time the detached arc was first observed. 
Thus, each panel in Figure 14 represents the average value 
of each solar wind parameter from eight hours prior to four 
hours after the detached arc was first observed. 

For IMF Bz, there is a clear pattern of southward IMF for 
about six to eight hours prior to the arc occurrence. This is 
not unexpected given that most of the arcs occurred during 
negative excursions of Dst and were associated with plasma­
spheric plumes which form during periods of enhanced mag­
netospheric convection. However, at the time the arc is first 
observed and in the hours that follow, the average value of 
Bis close to zero. In examining the 16 individual Bz records, 
in about half of the events, the arcs appear after a northward 
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Spatial Distribution of Detached Proton Arc Events 

0. 

\ . . \ ' 

Figure 12. The spatial distribution of all 16 subauroral detached 
proton arcs identified in the four month study period. Each dot 
is the centroid of the mapped precipitation region determined 
from one FUV image during the each event. The gray dots are the 
events which were identified during intervals which the MPA hot 
ion criteria were met while the criteria were not met for the open 
circles. Dotted circles are 1 RE apart and dashed circles indicate 4 
and 6.6 RE. 

IMF turning, and there are particularly abrupt transitions for 
the events of 05 Mar 2001, 18 June 2001 and 31 July 2001. 
On the other hand, in the remaining half of the events the 
IMF remains southward or near zero. Thus, a negative to 
positive IMF Bz transition is not a necessary condition for 
the formation of detached proton arcs. However, the fact that 
some of the arcs are only visible after a northward turning, 
which causes the main proton oval to contract poleward, 
suggests that at other times ring current precipitation as a 
result of interaction with the plasmasphere may contribute 
to the equatorward portion of the auroral oval even though 
a distinct and detached arc is not present. There does not 
appear to be a systematic trend in the IMF By in either the 
superposed epoch analysis, in which the average value before 
and after the arc observation is close to zero, or in the inspec­
tion of the ^ r e c o r d s for individual events. 

The detached proton arcs are in general associated with 
extended periods of enhanced solar wind dynamic pressure 
consistent with the previously reported case studies. The 
average dynamic pressure both before and after the arc 
observation is ~ 3.4 nPa while the average dynamic pres­
sure for the entire four month period is ~ 2.0 nPa. Only one 
of sixteen arc events did not occur during elevated dynamic 

pressure, so while high dynamic pressure is perhaps not a 
necessary condition, arcs are more likely to be seen during 
the high pressure intervals. The afternoon detached arcs do 
not appear to be associated with pressure pulses such as has 
been reported for another class of so-called dayside subauro­
ral proton flashes [Zhang et al, 2002; Hubert et al, 2003]. 

7. OBSERVATIONS OF ION CYCLOTRON WAVES IN 
ASSOCIATION WITH DETACHED ARCS 

The close association between afternoon subauroral 
detached proton arcs and regions of cold, dense plasma­
spheric material for the majority of arc events in this study 
supports the previous assertions of Burch et al [2002] and 
Spasojevic et al [2004] that the precipitation may be due to 
pitch angle scattering of energetic protons by electromag­
netic ion cyclotron (EMIC) waves which may preferentially 
be amplified in regions of enhanced cold plasma density. In 
addition, Immel et al [this volume] reported ground obser­
vations of magnetic pulsations in the Pel range in associa­
tion with four detached arc events. However, ion cyclotron 
waves are likely generated near the equatorial plane, and 
may be damped in the off-equatorial regions or affected by 
ionospheric transmission [Fraser et al, 1996; Mursula et 
a/., 2000]. 

During March of 2001 Polar crossed the magnetic equato­
rial plane at radial distances of 7-8 RE in the post-noon local 
time sector. We identified conjunction intervals during that 
month when Polar was near the magnetic equator while the 
IMAGE spacecraft was positioned at high northern latitudes 
imaging both the proton aurora and the cold plasma distri­
bution. Fortunately, two of the three detached arc events 
identified in March 2001 (12 Mar 2001 and 19 Mar 2001) 
occurred during conjunction times. Although Polar does not 
pass directly through the mapped precipitation region, the 
Magnetic Field Experiment (MFE) observed strong EMIC 

p = 0.69 o 
o Q 

o 
o 

o 
-

Radial Distance of Arc Centroid, RE 

Figure 13. Correlation between the radial distance of the arc cen­
troid and the Dst magnetic index at the time of the arc. The circle 
designations are the same as in Figure 12. The linear correlation 
coefficient is 0.69 (highly significant). 
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wave activity during both events. In analyzing the Polar 
MFE data for the remainder of the month, we found that 
there are no other periods of strong wave activity during 
IMAGE conjunctions, nor are there observations of detached 
arcs during conjunction times in the absence of waves. The 
third detached arc event of the month, 05 Mar 2001, did not 
occur during a conjunction with Polar. 

7.7 Proton Arc Event with EMIC Waves: 19 Mar 2001 

On 19 Mar 2001, FUV observed a detached proton arc 
during the main phase of a large geomagnetic storm (Figure 
1). The detached arc maps to the equatorial plane directly 
within a plasmaspheric plume observed by EUV (Figure 
15). About two hours earlier, the Polar spacecraft crossed 
the equatorial plane at slightly earlier local time than the 
mapped precipitation region. In Figure 15, the location of 
the Polar spacecraft from 20:00 to 22:00 UT was traced to 
the SM equatorial plane using the T96 magnetic field model. 
The magnetic field observations over that interval (Figure 
16) show the presence of strong ion cyclotron waves that are 
confined to below the H e + gyrofrequency (dashed line). We 
verified that the waves are left-hand polarized and propagate 
along the magnetic field direction. 

7.2 Proton Arc Event with EMIC Waves: 12 Mar 2001 

The detached proton arc on 12 Mar 2001 occurred near the 
onset of a small geomagnetic disturbance and the precipita­
tion region at 09:16 UT maps to the equatorial plane outside 
of geosynchronous orbit ( Figure 17). There were no EUV 
images available at the time of the detached arc, but about 

Solar Wind Superposed Epoch Analysis 

4 2 0 
Epoch Time, hours 

Figure 14. Superposed epoch analysis of a) IMF i? z, b) IMF BYand 
c) solar wind dynamic pressure for all 16 subauroral detached pro­
ton arcs. The solar wind data was propagated to the magnetopause 
for each event, and the epoch time of 0 hours refers to the time the 
detached arc was first observed. 

EUV 23:22 UT 
FUV 23:20 UT 
Polar 20:00 -22:00 UT 

Figure 15. Plasmapause locations (black dots) and the mapped 
proton precipitation region (open squares) are shown for 19 Mar 
2001 along with the location of the Polar spacecraft, mapped to 
the SM equatorial plane, for a two hour period during which MFE 
observed strong EMIC waves as shown in Figure 16. 

five hours earlier, EUV observed a rather expanded plas­
masphere with the plasmapause on the nightside extending 
to a radial distance of ^ 6 RE. The plasmapause location on 
the dayside could not be reliably identified due to sunlight 
contamination. The MPA instrument on LANL 1994-084 
observed cold plasma with densities greater than 10 c m - 3 in 
the afternoon sector (region bounded by the gray triangles in 
Figure 17a,b). At the time the proton arc was observed, MPA 
measured a cold plasma density of ~ 35 c m - 3 just Earthward 
of the proton arc (location of the gray star). 

From 08:15 UT to 10:00 UT, Polar MFE observed ion 
cyclotron waves at about the same radial distance as the 
mapped proton precipitation region but at an earlier local 
time. In this event, ion cyclotron waves were primarily above 
the H e + gyrofrequency (dashed line in Figure 18) although 
near 08:30 UT there is some wave energy below the H e + 

gyrofrequency. 
In both detached arc events (19 Mar 2001 and 12 Mar 

2001), the ion cyclotron waves are observed at about the same 
radial distance as the mapped precipitation region but Polar 
was at a slighter earlier magnetic local time. The difference 
in the wave spectra in the two events can be attributed to dif­
ferences in the heavy ion content of the plasma [Kozyra et al, 
1984]. In the non-storm time event, 12 Mar 2001, the wave 
energy was above the local H e + gyrofrequency and thus the 
energetic ions were likely primarily composed of protons. If 
a significant amount of cold plasma was present, it was also 
likely primarily protons. For the storm time event, 19 Mar 
2001, waves above the H e + gyrofrequency were absent and 
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Polar MFE Spectrogram 19 Mar 2001 dB 
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Figure 16. MFE spectrogram for the portion of the Polar orbit 
shown in Figure 15. The solid and dashed black lines are the H + 

and He + gyrofrequencies respectively. In addition to universal 
time, magnetic latitude, magnetic local time and L value (based 
on a dipole magnetic field) are also shown. 

high fractions of heavy ions have been shown to suppress 
wave growth in this range. Clearly, there was a significant 
amount of H e + in the plume region of the plasmasphere since 
EUV instrument images the H e + distribution, but there may 
have also been enhanced heavy ions in the hot plasma distri­
bution as is typical of the storm time ring current. 

8. DISCUSSION 

We have investigated the occurrence of afternoon subauro­
ral detached proton arcs observed by the IMAGE FUV SI 12 
instrument and their relationship with regions of enhanced 
cold plasma density, electromagnetic ion cyclotron waves as 
well as geomagnetic and solar wind conditions during the 
months of March, May, June and July 2001. 

In situ measurements of energetic ion parameters can be 
useful in identifying intervals when the detached proton arcs 
are likely to occur. Over the four month study period, we 
identified 13 intervals when enhanced hot ion densities and 
temperature anisotropy were observed at geosynchronous 
orbit on the dayside. FUV observed subauroral detached 
proton arcs during 11 of the 13 intervals. Although the exact 
choice of the hot ion criteria (nih > 1 and A > 0.25) was 
somewhat subjective, it was based upon measured values of 
18 June 2001, a time when wave growth would have been 
expected based on instability calculations using the in situ 
hot and cold plasma parameters inside the mapped precipi­
tation region [Spasojevic et al, 2004]. Only two of the 13 
hot ion criteria intervals did not appear to have subauroral 
precipitation (24 Mar 2001 and 11 July 2001), and EUV and 
MPA observations for those events indicate that plasma­

sphere was rather compact and no cold plasma extended to 
geosynchronous orbit. 

Five additional arcs were identified during intervals that 
did not meet MPA hot ion criteria. In general, these events 
occurred under quieter geomagnetic conditions and mapped 
to the equatorial plane well outside of geosynchronous orbit. 
Therefore, it is not unexpected that the criteria used to iden­
tify arc events based on geosynchronous particle observations 
would be insufficient to identify these events. Statistically, 
energetic proton distributions become more unstable to 
wave growth with increasing radial distance [Anderson et 
al., 1992], but due to a lack of satellite observations outside 
of geosynchronous orbit, we are unable to verify this effect 
for these higher latitude arc events. 

We found highly significant statistical correlation between 
the level of geomagnetic activity, using Dst and Kp, and 

07:00 08:00 09:00 10:00 11:00 12:00 
UT 

Figure 17. a) Same as Figure 15 for 12 Mar 2001. The MFE data for 
the segment of the Polar orbit is shown in Figure 18. Also included 
is the location of the LANL 1994-084 at the time of the FUV obser­
vation (gray star), b) LANL 1994-084 MPA measurements of cold 
ion density. MPA observed cold plasma with density > 10 c m - 3 in 
the region between the gray triangles in a) and b). 
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location of the detached arc. During disturbed conditions, 
the arcs tend to map in the equatorial plane to smaller radial 
distances (that is, the arc is located at lower magnetic lati­
tudes) while during quiet conditions, the arcs map to larger 
radial distances (located at higher latitudes). 

Overall, the majority of detached arc events in this study 
occurred during periods of moderate to strong geomagnetic dis­
turbance. For each of the disturbance-time events, there is a clear 
association between the mapped proton precipitation region and a 
global scale plasmaspheric plume. Supporting MPA observations 
of cold ion densities in the range of20-50 cm~3 within the plume 
are also available for many of these events. 

In contrast, since the events which occurred under quieter 
conditions map further out, it is not possible to unambigu­
ously confirm the presence of enhanced cold plasma. For the 
events of 12 Mar 2001, 03 May 2001, 22 May 2001, and 23 
May 2001, EUV observes a large, expanded plasmasphere, 
typical of quiet times, and MPA observes cold plasma at geo­
synchronous orbit. However, it is still difficult to link these 
observations of cold plasma to precipitation regions that 
map out to > 8 RE. In addition, the 15 May 2001 detached 
arc event appears to be completely unrelated to any plasma­
spheric structure. It is possible that the detached arcs which 
map to larger radial distances are still a result of wave scat­
tering, but the wave amplification proceeds in the absence of 
cold plasma [Kozyra et al, 1984]. Another possibility is that 
they may be related to detached blobs of cold plasma trapped 
in the outer magnetosphere in the aftermath of periods of 
enhanced convection [Carpenter et al, 1993]. 

Hot-cold plasma interaction provides an attractive mech­
anism for the formation of the proton arcs since it could 
explain why the arcs appear detached from the main proton 
auroral oval. In absence of cold plasma, the conditions for 
wave growth become more favorable as the magnetopause 

Polar MFE Spectrogram 12 Mar 2001 dB 
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Figure 18. Same as Figure 16 for the segment of the Polar orbit 
shown in Figure 17. 

is approached due to reduced magnetic field strength and 
increased temperature anisotropy resulting from drift shell 
splitting. Enhanced cold plasma in the middle magneto­
sphere (5-7 RE) might provide an isolated region closer to 
the Earth where wave growth and scattering is enhanced. 
The proton precipitation region in the ionosphere would 
then appear isolated and detached from the main oval. 

We also analyzed the solar wind conditions for each of 
the sixteen detached arc events. There is a preference for 
the arcs to occur during periods of enhanced dynamic 
pressure with the average dynamic pressure before and 
during the arc events about 1.7 t imes higher than the 
overall average dynamic pressure for the entire four month 
study interval. None of the detached arcs were associated 
with solar wind pressure pulses. There is also a clear trend 
of southward IMF for up to 8 hours before the detached 
arc is first observed. This is not surprising given the fact 
that most of the events occurred during disturbed peri­
ods and were associated with plasmaspheric convection 
plumes. Some arcs appear only after northward turning 
of the IMF such as was previously described by Burch 
et al [2002] and Spasojevic et al [2004]. This suggests 
that the equatorward edge of the proton oval may have 
contributions from ring current-plasmasphere interac­
tions at other times, but the precipitation region does not 
appear distinct and detached from the main oval unless 
a northward turning causes the main oval to retreat to 
higher latitudes. On the other hand, some arc events are 
still seen in the absence of northward turnings, such that 
the value of Bz in the hours after the arc is first observed 
averages to zero in the superposed epoch analysis of all 
sixteen arc events. 

In order to further link the detached proton arcs with 
wave scattering, we explored Polar MFE observations of 
EMIC waves during conjunctions with the IMAGE satel­
lite in the March 2001. Two of the previously identified 
detached arc events occurred during conjunction intervals 
and MFE observed strong ion cyclotron waves at about the 
same radial distance as the mapped precipitation region 
but at an earlier magnetic local time. For the rest of the 
month, there were no other periods of strong wave activity 
as Polar crossed the equatorial plane during conjunctions 
with IMAGE. Also, no other detached arcs were observed 
in the absence of waves. 

9. CONCLUSIONS 

It has long been recognized that energetic protons could be 
precipitated from the ring current as a result of wave-particle 
interactions occurring within the duskside plasmasphere. 
Imaging of the proton aurora and plasmasphere has allowed 
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us to extend previous observational work by exploring this 
process f rom a global perspective. We f ind that arcs o f pre­
cipitating protons which occur i n the afternoon local t ime 
sector equatorward o f and detached f rom the main proton 
auroral oval dur ing geomagnetic disturbances are consis­
tently associated w i t h sunward extending regions o f cold 
plasma or plasmaspheric plumes. We continue to explore 
the occurrence o f electromagnetic ion cyclotron waves i n 
association w i th the precipitating protons by means o f in situ 
observations presented here as wel l as the ground based mea­
surements reported by Immel et al. [this volume]. Finally, the 
afternoon subauroral proton arcs provide an excellent basis 
for comparison w i t h predicted proton precipitation patterns 
f rom wave scattering included in the increasingly sophisti­
cated global r ing current models. 
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The Influence of Wave-Particle Interactions on Relativistic 
Electron Dynamics During Storms 

Richard M. Thorne 1 , Richard B. H o m e 2 , Sarah Glauer t 2 , Nigel R Mered i th 3 , 
Yuri Y. Shprits 1 , Danny S u m m e r s 4 , and Roger R. A n d e r s o n 5 

Wave-particle interactions play a fundamental role in the non-adiabatic dynamics 
of energetic electrons. Plasma waves responsible for such interactions are substan­
tially enhanced dur ing s torms, causing rapid pitch-angle scattering (and ul t imate 
loss to the atmosphere) and energy transfer from low to high energies (leading to 
a hardening of the h igh-energy tail populat ion) . Several wave modes , including 
electromagnetic ion cyclotron waves and whistler-mode waves, contribute to pitch-
angle scattering loss on timescales comparable to a day. Local electron acceleration 
to relativistic energies is prevalent dur ing the s torm recovery, due to interactions 
with intense whistler-mode chorus emissions outside the plasmapause. Codes have 
recently been developed to evaluate rates of diffusion in pitch-angle and energy. 
However, these diffusion rates have yet to be integrated into mul t i -d imensional 
diffusion codes, to quantify the role of each wave mode in radiation belt variability 
dur ing storms. A major obstacle to developing accurate models for radiation belt 
dynamics is the l imited observational data on the power spectral density of each 
important wave. 

1. INTRODUCTION TO RADIATION BELT 
VARIABILITY DURING STORMS 

1.1. Energetic Electron Observations During Storms. 

The Earth's energetic (> a few hundred keV) electrons 
are distributed in two main belts separated by a pronounced 
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quiet-time "slot" between 2 < L < 4 (Figure 1). The inner belt, 
which tends to be very stable, is formed by slow inward radial 
diffusion [Lyons and Thorne, 1973] in the presence of loss to 
the atmosphere due to Coulomb scattering and whistler mode 
pitch-angle diffusion [Lyons et al, 1972; Abel and Thorne, 
1998]. The outer belt is extremely variable, especially during 
geomagnetic storms. During the main phase of a storm (e.g., 
Figure 1, orbit 186) pronounced flux depletions are observed, 
which have been attributed to a combination of adiabatic 
change associated with the formation of a storm-time ring cur­
rent (the so called Dst effect [e.g., Kim and Chan, 1997]) and to 
rapid pitch-angle scattering losses to the atmosphere [Albert, 
2003; Summers and Thorne, 2003; O'Brien et al, 2004] and 
drift losses to the magnetopause. Reeves et al [2003] have 
demonstrated that approximately 50% of the recently moni­
tored magnetic storms leave the outer zone either essentially 
unaffected or with a net flux depletion at relativistic energies. 
The remaining 50% of storms cause a net flux enhancement 
in the outer belt. A small subset of the latter has been attrib­
uted to drift resonant acceleration due to penetration into the 
magnetosphere of a strong interplanetary shock [e.g., Li et al, 
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Figure 1. Variation in energetic electron flux observed by the M E A instrument on C R R E S during different phases of 
the October 10-13, 1991 magnetic storm. 

1993]. But the majority of storm-associated acceleration fol­
lows a temporal evolution similar to that of the October 1990 
storm monitored on CRRES (figure 1). Usually, there is a 
rapid injection of medium energy (few 100 keV) electrons into 
both the slot region and outer zone following the main phase 
depletion. However, extremely energetic electrons (> 1 MeV) 
exhibit a more gradual build up over a period of several days 
during the storm recovery. Furthermore, during this gradual 
build up, pronounced peaks in phase space density develop 
[Brautigam and Albert, 2000; Green and Kivelson, 2004], 
indicative of local acceleration. 

Here we attempt to quantify the competition between loss 
and acceleration processes throughout the main and recovery 

phases of storms and thereby address the distinction between 
storms that do or do not lead to enhanced outer zone flux 
[e.g., Summers et al., 2004a]. We will also consider the dif­
ferent dynamical behavior of medium energy and highly 
relativistic electrons, due to resonant interactions with dif­
ferent magnetospheric plasma waves. 

1.2. Storm-time Distribution of Plasma Waves. 

In Section 2 we review the basic concepts of resonant 
scattering of electrons by plasma waves capable of violating 
the first or second adiabatic invariant. Such wave-particle 
interactions can lead to pitch-angle scattering and ultimate 
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loss of particles to the atmosphere, or to energy diffusion 
associated with a net transfer of energy between particles 
and waves. The spatial distribution of three plasma waves 
capable of interacting with relativistic electrons during a 
storm is sketched in Figure 2. 

Chorus emissions are intense whistler-mode waves, which 
are excited in the low-density region outside the plasmapause 
by the injection of plasmasheet electrons into the inner mag­
netosphere during enhanced storm-time convection. Chorus 
emissions are highly non-linear waves that occur in discrete 
micro-bursts at frequencies between 0.2-0.8 of the equatorial 
electron gyrofrequency [Tsurutani and Smith, 1977; Santolik 
et al, 2003]. These waves have been associated with intense 
microburst precipitation (with effective loss times ~ day for 1 
MeV electrons) [Lorentzen etal., 2001; O'Brien etal, 2004] 
and stochastic energy diffusion [Horne and Thorne, 1998; 
Summers et al, 1998; 2002]. A statistical survey has been 
made of the spatial distribution of chorus emissions seen on 
CRRES and their dependence on magnetic activity [Meredith 
et al, 2003b]. Nightside chorus is strongly confined to the 
equatorial region (^<15°), while dayside emissions are stron­
ger at high latitudes (k>20°). A significant correlation has 
been found between the storm-time acceleration of electrons 
to relativistic energies throughout the entire outer radiation 
belts and enhanced chorus emissions [Meredith et al, 2002, 
2003c] or micro-burst precipitation [O'Brien et al, 2003], 
suggesting that chorus plays an important role in the accel­
eration process. 

Plasmaspheric hiss is an incoherent whistler-mode wave 
(in the frequency band between a few hundred Hz and a few 
kHz), which is generally confined within the plasmapause 
[Thorne et al, 1973]. Resonant electron interactions with hiss 
cause pitch-angle scattering and loss of energetic electrons 
from the slot region [Lyons and Thorne, 1973; Albert, 1994; 
Abel and Thorne, 1998]. The intensity of plasmaspheric hiss 
(and corresponding rate of loss) is strongly enhanced during 
the recovery phase of storms [Smith et al, 1974] and dur­
ing substorm activity [Meredith et al, 2004]. Scattering by 
hiss can therefore contribute to the slow decay (over 5-10 
days) of enhanced outer zone relativistic electrons flux, as 
the plasmapause expands outwards to higher L following a 
storm [Spjeldvik and Thorne, 1975]. 

Electromagnetic ion cyclotron (EMIC) waves are lower 
frequency (Pcl-2 band) waves (0.1-5 Hz), which are excited 
in bands below the proton gyrofrequency during the injection 
of energetic ions into the ring current [Horne and Thorne, 
1994]. Wave amplification is enhanced by the increase in 
density along the dusk side plasmapause [Thorne and Horne, 
1997; Jordanova et al, 1998] and within plasmaspheric 
drainage plumes that are formed in the afternoon sector 
during storm conditions [Spasojevic et al, 2003]. EMIC 
waves can cause rapid ion precipitation [Jordanova et a l , 
2001; Spasojevic et al, 2004], but can also scatter relativis­
tic electrons [Thorne and Kennel, 1971; Lyons and Thorne, 
1972; Lorenzen et al, 2000; Summers and Thorne, 2003; 
Meredith et al, 2003a]. 

01 Nov 2003 05: 

Figure 2. Schematic model for the expected distribution of plasma 
waves during the recovery phase of the large 2003 Halloween 
storm. The plasmapause position was obtained from IMAGE 
observations (courtesy J. Goldstein). 

2. RESONANT WAVE-PARTICLE INTERACTIONS 

2.1. Resonant Interactions With Magnetospheric Waves. 

As particles undergo their adiabatic gyro, bounce and 
drift motion in the radiation belts, they can interact with 
the plasma waves described above. The first invariant of 
the electron motion can be violated during interactions with 
plasma waves whose frequency co is Doppler shifted to a 
multiple (n =0,±1,±2,. . . ) of the relativistic electron gyro­
frequency as expressed below: 

a)-knvn=nQe ly (1) 

where y = {1- (v /c ) 2 }" 1 7 2 is the relativistic factor and ku 

and vu are components of the wave propagation vector 
and particle velocity along the direction of the ambient 
magnetic field. During wave-particle interactions, there 
can be a net exchange of momentum and energy leading 
to particle scattering in momentum space. An example 
of momentum space scattering of electrons by a typi­
cal band of field-aligned equatorial chorus [Horne and 
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Thorne, 2003] is shown in Figure 3. For a prescribed ratio 
between the plasma frequency cop and electron gyrofre-
quency Q e , the n= l resonance condition (1), together with 
the whistler wave dispersion relationship, defines two 
resonant ellipses in velocity space associated with the 
minimum co/Q e=0.2 and maximum o/Q e =0.5 frequencies 
in the adopted chorus wave band. During first order reso­
nance, electrons are scattered along prescribed resonant 
diffusion surfaces [Summers et al, 1998], indicated by 
the solid bold lines. The preferential direction for scatter­
ing is controlled by the gradients in particle phase space 
density (PSD). As electrons move along these diffusion 
surfaces, their energy changes. Particle energy dimin­
ishes (leading to net wave amplification) during scatter­
ing towards the loss cone. Natural gradients (induced by 
loss to the atmosphere) in medium energy (10-100 keV) 
electron PSD near the loss cone can therefore provide a 
source of free energy for chorus excitation. However, 
the higher-energy electron distribution resonant at larger 
pitch-angles tends to be essentially isotropic [Home et 
al, 2003b]. Such electrons preferentially diffuse towards 
90° (i.e., towards regions of lower PSD, which occur 
at higher energy) and thus gain energy (as waves are 
damped). Such interactions lead to energy transfer from 
the medium to the high-energy electron population, using 
chorus waves as intermediaries. Since there are relatively 
few high-energy particles, the wave attenuation does not 
substantially affect the net wave growth, but naturally 
leads to the gradual stochastic acceleration of relativistic 
electrons in the radiation belts. 

3.0 • i • i i i i i i i i . . . i . . . . i i i i i , i I . i 
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Figure 3. The resonant region in momentum space for first order 
cyclotron interaction with a typical band of equatorial chorus 
[Home and Thorne, 2003]. Electrons are constrained to diffuse 
along the resonant diffusion surface (shown bold). 

When the waves propagation vector is oblique, the Landau 
(n=0) and higher order cyclotron resonances can also occur. 
This permits resonant scattering over a much broader region 
of momentum space [Lyons et al, 1971] and there is no unique 
resonant diffusion surface. For small angles of propagation 
first harmonic scattering will dominate, but higher order 
scattering (and the Landau resonance) becomes important 
for highly oblique waves (e.g., plasmaspheric hiss [Albert, 
1994; Abel and Thorne, 1998] or ECH emissions [Home 
and Thorne, 2000]). During the various permitted resonant 
interactions, particles will experience a random walk in 
momentum space, which can be treated by evaluating rates 
of pitch-angle and energy (or momentum) diffusion. 

The efficiency of energy diffusion (compared to pitch-
angle scattering) is largely controlled by the ratio between 
the resonant electron velocity and the wave phase velocity 
[Gendrin, 1981]. Since the wave phase speed is strongly 
influenced by the ambient plasma density, or more specifi­
cally the ratio co p /Q e , plasmaspheric hiss and EMIC waves 
mainly cause pitch-angle diffusion and precipitation loss to 
the atmosphere. Energy diffusion only becomes effective in 
the low-density region just outside the plasmapause [Home 
et al, 2003a]. Consequently, when intense chorus emissions 
(Bw~100pT) are sustained for a period of days they are able 
to provide substantial energy diffusion [Home et al, 2005]. 
Local acceleration to relativistic energies becomes effective 
for magnetic storms with prolonged chorus activity in the 
recovery phase [e.g., Summers et al, 2002] and has even 
been observed during prolonged substorm activity [Meredith 
et al, 2003c; Summers et al, 2004b]. 

Radial diffusion, driven by drift resonance with enhanced 
ULF waves [Hudson et al, 2001; Elkington et al, 2003], also 
leads to particle acceleration during inward radial transport, 
in locations where there is a positive radial gradient in par­
ticle PSD. The observed temporal variability of the outer 
zone reflects the competition between the acceleration and 
loss processes. The Fokker-Planck equation [e.g., Schulz 
and Lanzerotti, 191 A] provides a convenient mathematical 
framework for treating the temporal evolution of particle 
phase space density. Processes that violate each adiabatic 
invariant may be described in terms of diffusion coefficients, 
which scale in proportion to the power spectral density of 
the relevant resonant waves. Radial diffusion requires ULF 
fluctuations with periods comparable to the particle azi­
muthal drift time (~ 10 mins), while pitch-angle and energy 
diffusion require higher-frequency waves that satisfy (1). 
In the following section we describe how the quasi-linear 
formulation [Kennel and Engelmann, 1966] can be applied to 
quantify the bounce-averaged rates of pitch-angle and energy 
diffusion during resonant wave-particle interactions, which 
violate the first invariant. 
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2.2. Numerical Evaluation of Diffusion Coefficients. 

For a prescribed band of waves at any given location, reso­
nance (for any harmonic) with a given energy electron will 
only occur for a limited range of pitch-angles (e.g., Figure 
3). Furthermore, as particles move along their bounce orbit 
from the equator to their mirror point, the condition for reso­
nance (1) varies substantially, due to changes in magnetic 
field strength, plasma density and the particle parallel veloc­
ity. Latitudinal variations in the local pitch-angle diffusion 
rate D a a = <(Aa) 2>/2At for first harmonic scattering by a 
field-aligned band of chorus at L=4 are shown in the lower 
panels of Figure 4, as a function of equatorial pitch-angle. 
The net diffusion rates when bounce-averaged over the orbit 
of the electron are shown in the upper panels. For 100 keV 
electrons, first order cyclotron resonant scattering near the 
edge of the loss cone (oto~5.4°) peaks for interactions near 
15° latitude, while at 500 keV substantial scattering near the 
loss cone only occurs above 25° latitude. As a consequence, 
100 keV electrons can be scattered into the loss cone by 
night-side chorus emissions, with a loss time comparable to 
an hour (D a a ( a o )~3x l0~ 4 s"1). In contrast, precipitation loss 
of relativistic (>500 keV) electrons requires the presence of 

0 20 40 60 80 

high latitude chorus emissions. Such waves are only found 
on the dayside [Meredith et al, 2003b], thus explaining the 
MLT location of relativistic electron microbursts seen on 
SAMPEX [O'Brien et al, 2004]. Note also that the scattering 
loss times for relativistic electrons are comparable to a day 
(D ( a )~10~5 s"1), so that microbursts can cause substantial 
flux depletion during a storm. 

The intensity of plasmaspheric hiss [Meredith et al, 
2004] and EMIC waves [Braysy et al, 1998; Erlandson and 
Ukhorskiy, 2001] are also substantially enhanced during a 
storm. Both emissions will therefore contribute to storm­
time relativistic electron loss. Hiss is predominantly found 
on the dayside inside the plasmapause or within drainage 
plumes. Typical storm-time amplitudes of hiss are 100 pT, 
and relativistic electrons will be subject to scattering by such 
waves for about 50% of their drift orbit. To be scattered by 
left-hand polarized EMIC waves, electrons must overtake 
the wave (to reverse the effective sense of polarization in the 
electron frame) with sufficient velocity for the Doppler shift 
term in (1) to satisfy resonance. Scattering at energies near 1 
MeV can only occur in regions where cop /Q e >10-30 (namely 
inside the plasmasphere) and also requires the presence of 
EMIC waves at frequencies just below an ion gyrofrequency 

0 20 40 60 
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Figure 4. Comparison between the local pitch-angle diffusion rates (lower panels) at specified latitudes and the 
bounce-averaged values (upper curve) for first order cyclotron resonance between 100 keV and 500 keV electrons and 
field-aligned chorus. 
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[Summers and Thorne, 2003; Meredith et al., 2003a]. As 
a consequence of the restricted conditions for resonance, 
relativistic electron scattering by storm-time EMIC waves 
probably only occurs for 1% of the particle drift orbit. These 
properties have been used by Albert [2003] to evaluate the 
net bounce-averaged diffusion rate of MeV electrons by a 
combination of hiss and EMIC waves during a storm. The 
results (Figure 5) indicate an electron lifetime ~ 0.8 days 
compared to 3.5 days for hiss alone. Since EMIC waves dur­
ing the main phase of a storm can be more intense than the 
amplitudes (B w =lnT) adopted by Albert, EMIC scattering 
could be a dominant mechanism to account for the rapid loss 
of relativistic electrons during the onset of a storm (Figure 
1). EMIC scattering could also cause the rapid electron flux 
depletions reported by Onsager et al. [2002] and Green et 
al. [2004], and the intense hard X-ray events observed on 
balloons [Millan et al., 2002]. 

During part icularly strong geomagnetic storms, the 
intensification of the convection electric field causes the 
plasmapause to be compressed inwards to very low L val­
ues. Drainage plumes of high density also develop in the 
afternoon or dusk sector [Spasojevic et al., 2003]. Such 
extreme conditions allow chorus emissions to be excited 
at much lower L (<3) on the dawn side and for EMIC (and 
hiss) waves to be excited along the dusk side drainage 
plumes (Figure 2). Recently, a new PADIE code has been 
developed at the British Antarctic Survey, which is capable 
of evaluating pitch-angle and energy diffusion rates for 
multiple-harmonic resonance with any prescribed distribu­
tion of waves. Bounce-averaged pitch-angle diffusion rates 
for a realistic distribution of chorus at L=3 are shown in 
the left-hand panel of Figure 6. The corresponding bounce-
averaged energy diffusion rates D E E = <(AE) 2>/2E 2At are 
shown in the left panel of Figure 7. To compute these rates 
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Figure 5. Numerical evaluation of the bounce-averaged pitch-angle 
diffusion rate of 1 MeV electrons by storm-time plasmaspheric hiss 
(B w = 100 pT over 50% of drift path) and EMIC waves (B w = 1 nT 
over 1% of drift orbit [Albert, 2003]. 

of diffusion, we adopt a Gaussian distribution of wave 
frequency peaked at co/Q e o=0.35 with width 5co/Q e o=0.15 
based on the equatorial gyrofrequency Q e o . Following 
the formalism of Lyons et al. [1972], the wave energy is 
distributed over a 30° Gaussian distribution of wave nor­
mal directions (consistent with observations). We further 
assume that the chorus wide-band wave intensity is 100 pT 
within 30° of the equator, and only present on the dawn side 
(Figure 2). The oblique distribution of waves allows us to 
include the effect of Landau resonance and the multiple-
harmonic cyclotron resonances (for these calculations we 
include the first five positive and negative harmonics). We 
assume that the plasma density is 100/cc at L=3 (based on 
the trough model of Sheeley et al, [2001]), and independent 
of latitude over the region of interaction. 

The bounced-averaged results indicate that both pitch-
angle scattering and energy diffusion are extremely depen­
dent on energy and equatorial pitch-angle. Low energy 
electrons are subject to the most rapid pitch-angle scattering 
in the vicinity of the loss cone. At energies between 10-30 
keV (not shown here) scattering loss times (~ an hour) are 
shorter than the azimuthal gradient drift time. As a conse­
quence of scattering by chorus and ECH waves [Horne and 
Thorne, 2000], low-energy plasmasheet electrons should 
develop strong azimuthal gradients as they are injected into 
the inner magnetosphere during the storm [e.g., Meredith 
et al, 2004]. Since such particles contribute to the diffuse 
aurora, the latter should be far more intense at night than on 
the day side, as typically observed [Petrinec et al, 1999]. 
Conversely, above 100 keV the computed loss times exceed 
the electron azimuthal drift times and an azimuthally sym­
metric distribution should develop. Interestingly, the bounce-
averaged diffusion rates near the edge of the loss cone for 
100 keV electrons are comparable to those computed from 
an approximate analytic treatment based on first order cyclo­
tron resonance with field-aligned waves (e.g., Figure 4). 
This indicates the dominance of first harmonic scattering 
for the adopted wave characteristics. For energies >1 MeV, 
first order scattering can only occur at latitudes above the 
assumed wave cut off at 30°. Consequently, the relativistic 
electrons require higher harmonic scattering to be precipi­
tated into the atmosphere and the modeled lifetimes from 
chorus scattering become much longer than a day. The sharp 
change in the gradient of D a a near a o ~ 30-35° is a model-
dependent consequence of our adopted cutoff in the wave 
power above 30° latitude. Better information on the spatial 
distribution of chorus intensities will be needed to obtain 
accurate lifetimes at these relativistic energies. 

For E>100 keV, energy diffusion rates tend to maximize 
over a broad range of equatorial pitch-angles well away 
from the loss cone, so accelerated particles remain trapped. 
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Interestingly, relativistic electrons are only subject to the 
dominant first harmonic scattering at high latitudes, where 
the ratio of co /Q e is reduced. Since energy diffusion becomes 
far more effective at lower values of co /Q , the values 

p e 

of D E E for highly relativistic electrons tends to increase 
at lower equatorial pitch-angles, in sharp contrast to their 
rate of pitch-angle diffusion. The sharp decrease near a o ~ 
30-35° is again a consequence of our adopted cutoff in the 
wave power above 30° latitude. Nonetheless, although bet­
ter information on the latitudinal distribution of waves is 
needed to compute acceleration rates accurately, it is clear 
that chorus can induce substantial stochastic acceleration 
over the duration of a storm. 

3. TEMPORAL EVOLUTION OF PARTICLE FLUXES 
DURING A STORM 

The temporal evolution of the particle phase space density 
f(p, a, L, t) can, in principle, be obtained by a numerical 
integration of the Fokker-Planck equation once all relevant 
diffusion rates have been specified. Codes such as Salammbo 
[Bourdarie et al, 1996] and RAM [Jordanova et aL, 2001] 
have been developed to accomplish this, but currently they 
have not been able to incorporate all relevant physical pro­
cesses. Because of the greatly different timescales involved 

in the violation of the first and third adiabatic invariant, one 
may analyze the consequences of radial diffusion at a rate 
D L L = <(AL) 2>/2At with a simplified radial diffusion equa­
tion in which effects of local energy diffusion are treated as 
an effective source S, while loss from pitch-angle scattering 
is represented by a loss time T L 

#=L2ARI±^L + s_1_ (2) 
dt dL L dL rL 

Conversely, although radial diffusion can act as a source 
of PSD at a given L shell, and also modify the pitch-angle 
distribution, it is convenient to ignore such effects (to first 
order) in order to assess the effectiveness of processes that 
violate the first invariant. We will adopt an even simpler 
approach here: using the diffusion rates obtained from the 
BAS code to evaluate first the temporal evolution of the 
resonant particle pitch-angle distribution (and thus obtain 
lifetimes due to precipitation). We subsequently use this 
rate of precipitation loss to quantify the post-storm buildup 
of the high-energy tail population due to energy diffusion. 
This will allow us to specify the net source rate S(E) for 
relativistic electron acceleration by magnetospheric chorus 
emissions, which can subsequently be incorporated into the 
radial diffusion equation (2). Pitch-angle scattering by other 
waves can also be included in the loss term. 
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Figure 7. Bounce-averaged energy diffusion rates at L=3 during resonant interaction with chorus (left). Simulation 
(right) of the buildup of extremely relativistic electrons by local energy diffusion during the November 2003 storm. 

3.1. Formation of Relativistic Electron Flat-Topped Pitch-
Angle Distributions During Interaction With Chorus. 

Under pure pitch-angle diffusion the temporal evolution of 
the particle PDS f(a o , t) can be treated by the bounce-aver­
aged pitch-angle diffusion equation: 

dt s(aa)y dy 
— s(a0)yD f (3) 

where D y y ( a o ) is the bounce-averaged pitch-angle diffu­
sion rate, y = c o s a o , and s (a o ) ~ 1.3 -0.56 s ina o reflects the 
change in bounce time with equatorial pitch-angle a o . The 
results from the PADIE diffusion code (Figure 6) have been 
used to follow the temporal evolution of f (a o , t) by numeri­
cally integrating (3) assuming that x L is infinite for a o > a L 

and equal to the quarter bounce time for a o < a L . For the 
initial state we assume that f(a o , t=0)~sina o . Solutions for 1 
MeV electrons are shown in the right-hand panels of Figure 6 
every 1/2 day. After one day the pitch-angle distributions are 
already beginning to approach their equilibrium flat-topped 
shape due to resonant interactions with chorus. The approach 
to this equilibrium shape occurs first at larger pitch-angles, 
where the rate of diffusion is highest. Subsequently, the 
fluxes simply decay in time while retaining their flat-topped 
shape. From the decay rate we obtain a lifetime comparable 
to 3 days, which is similar to that estimated from SAMPEX 
micro-bursts [O'Brien et al, 2004]. It is also worth noting 

that the predicted flat-topped shape is a characteristic fea­
ture of relativistic outer zone electrons observed on CRRES 
during the recovery phase of storms [Home et al, 2003b]. 
This agreement substantiates the important role of chorus in 
scattering relativistic electrons during storms. 

3.2. Hardening of High-Energy Tail by Stochastic 
Acceleration During Interaction With Chorus. 

The approach described above can be used to quantify 
the scattering lifetimes T L ( E ) due to chorus for all relevant 
energies. Assuming that the particle phase space density is 
essentially independent of pitch-angle, the Fokker-Planck 
equation can be reduced to a one-dimensional form, which 
can be solved numerically to follow the temporal evolution 
of the particle phase space density f(p) subject to momentum 
(or energy) diffusion and precipitation loss: 

i t . 1 d 
- p2 dpp Dpp<% 

df f (4) 

where D is the bounce-averaged rate of momentum dif-
fusion. Using average values of the energy diffusion rates 
shown in Figure 7, we have solved (4) numerically for a 3 
day period to simulate the recovery phase of the Halloween 
magnetic storm when the plasmapause remained com­
pressed inside L=3. As an initial condition we adopted 
a very depleted relativistic population. We also assumed 
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that the flux at 200 keV remained fixed during the storm 
due to a balance between acceleration and loss processes. 
The results of the modeling are shown in the right-hand 
panel of Figure 7. The significant energy diffusion rate, 
together with the steep initial energy spectrum, causes 
a rapid enhancement of the high-energy tail population. 
Fluxes at 1 MeV increase to substantial levels within the 
first 12 hours of the storm recovery. Hardening of the 
spectrum continues throughout the recovery and 2-3 MeV 
electrons become apparent after 1-3 days. This timescale 
is comparable to the build up of relativistic electron fluxes 
observed on SAMPEX and HEO during the Halloween 
storm recovery [Baker et al, 2004]. 

4. CONCLUDING REMARKS 

Substantial progress has been made over the last few years 
in understanding the non-adiabatic dynamics of outer-zone 
radiation belt electrons. Observed variability during storms 
results from a competition between dramatically enhanced 
source and loss processes. Losses generally dominate during 
the storm main phase, whereas net acceleration can occur 
during the extended recovery. Two dominant source pro­
cesses have been identified: radial diffusion driven by drift 
resonance with long period ULF waves and local stochastic 
acceleration resulting from cyclotron resonance with higher 
frequency waves. Observational evidence indicates that both 
mechanisms contribute to the enhancement of radiation belt 
flux [Mathie and Mann, 2000; O'Brien et al, 2003]. The 
rate of radial diffusion increases at higher L, while local 
acceleration becomes most effective at lower L just outside 
the storm-time plasmapause. Losses due to pitch-angle scat­
tering into the atmospheric loss cone, and to a lesser extent 
drift loss into the magnetopause, are also greatly enhanced 
during storms. 

Outer zone radiation belt electrons can interact with 
several distinct magnetospheric waves, which become 
enhanced during geomagnetic storms. As a consequence of 
the interaction, electrons are either scattered in pitch-angle 
or experience energy diffusion. EMIC waves, excited along 
the dusk side plasmapause or within storm-time plumes, 
can induce precipitation loss at MeV energies on timescales 
less than a day. Such scattering is a potential candidate to 
account for the rapid depletion of relativistic flux during 
the storm main phase when EMIC waves are most intense. 
Storm-time plasmaspheric hiss can also contribute to loss 
but typical scattering times are longer (several days) and 
such waves are probably more effective during the extended 
storm recovery as the plasmapause expands outwards to 
higher L. High latitude chorus emissions observed outside 
the plasmapause in the prenoon sector can cause MeV 

micro-burst precipitation with effective loss times com­
parable to a day [Thorne et al, 2005]. Such waves also 
cause energy diffusion, which leads to a net flux increase 
at relativistic energies even in the presence of micro-burst 
loss. Substantial acceleration, to energies greater that 1 
MeV, can occur over a period of days, during the recovery 
phase of a magnetic storm. 

For particularly strong magnetic storms, when the plas­
mapause is compressed well inside the normal location of 
the slot (L<3), local acceleration by chorus emissions can 
cause the reformation of the relativistic outer belt on L shells 
normally associated with the quiet-time slot. Following 
such intense storms, this new belt decays relatively slowly 
(over several days probably due to scattering by hiss). In the 
absence of rapid loss, inward radial diffusion should cause 
subsequent flux enhancements in the inner zone. For more 
moderate storms, the average intensity of chorus is prob­
ably smaller than 100 pT and the plasmapause generally 
expands outwards past L=3 within 12 hours of the main 
phase. Consequently, there is insufficient time to allow local 
acceleration to relativistic energies near L=3. But local accel­
eration to several hundred keV can occur within 5-10 hours, 
causing the observed rapid filling of the slot at lower energies 
(Figure 1). This is probably why the slot is generally only 
well defined for E> 1 MeV. 

Our current theoretical understanding of radiation belt 
electron dynamics has evolved through the efforts of several 
research groups who have quantified different aspects of this 
intriguing puzzle. The important progress achieved to date 
has required a concentrated effort on each specific physical 
process, whereas in practice each processes is coupled. For 
example radial diffusion will modify the pitch-angle distri­
bution and provide a source of particles for the excitation 
of plasma waves. Losses, due to those waves, will decrease 
the PSD [Shprits and Thorne, 2004] and thus create radial 
gradients, which enhance the inward radial diffusive flux. 
Future modeling efforts should be directed towards simulta­
neous inclusion of each important process. This will require 
multi-dimensional diffusion codes in which all diffusion 
coefficients are well specified. It will also involve coupling 
such kinetic codes that treat the microphysics (including non­
linear scattering) with large-scale MHD and transport codes 
that can specify the injection of the source population. Aside 
from the numerical stability issues of such complex codes, 
the major obstacle in achieving such an holistic approach 
is our current limited knowledge of the spatial distribution 
and temporal variability of the power spectral intensity of 
each important wave mode. Future satellite missions, such 
as the Geosciences LWS radiation belt probes and the pro­
posed ORBITALS mission, should carry instrumentation to 
address this important issue. 
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Recent analysis of electric and magnet ic field wave data showing the distribution 
of plasmaspheric waves is reviewed. These studies find that equatorial electromag­
netic (EM) emissions (~30-330 Hz), plasmaspheric hiss (~330 Hz - 3.3 kHz) , chorus 
(~2 k H z - 6 kHz) , and V L F transmitters (~10-50 kHz) are the main types of trapped 
waves within the plasmasphere. Observations of the equatorial E M emissions show 
that the most intense region is on or near the magnet ic equator in the afternoon 
sector and that dur ing t imes of negative B z ( in terplanetary magnet ic field), the 
m a x i m u m intensity moves from L values of 3 to less than 2. These observations 
are consistent with the origin of this emission being particle-wave interactions in 
or near the magnet ic equator in the outer plasmasphere. Plasmaspheric hiss shows 
high intensities at h igh latitudes and low altitudes over L values from 2 to 3 in the 
early af ternoon sector. P lasmaspher ic hiss , t h rough par t ic le-wave interact ions , 
mainta ins the slot region in the radiation belts. The longitudinal distribution of the 
plasmaspheric hiss intensity is similar to the distribution of lightning: stronger over 
continents than over the ocean, stronger in the summer than winter, and stronger 
on the dayside than nightside. A lightning origin for plasmaspheric hiss is also sup­
por ted by the similarities in the latitudinal distribution of hiss with that of ground 
transmit ters and the quiet-time electron slot region located at slightly higher L (~3) 
dur ing solar m a x i m u m than at solar m i n i m u m (L~2.5). 

1. INTRODUCTION 

The plasmasphere is a high-density region of cold plasma 
around the earth residing on closed field lines capable of 
supporting trapped electromagnetic wave modes such as the 
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whistler mode. A whistler mode wave is an electromagnetic 
wave whose upper frequency cutoff is either the local elec­
tron plasma frequency (fp) or gyrofrequency (f g e); whichever 
is less [Stix, 1992]. Because of the large cold plasma density 
in the plasmasphere fp is greater than fge and supports whis­
tler mode waves up to frequencies of ~ 50 kHz. The index 
of refraction in the whistler mode is such that these electro­
magnetic waves have a natural tendency to travel along a 
magnetic field making repeated journeys from northern to 
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southern hemisphere and vice versa. In the plasmasphere, 
the main trapped waves include: equatorial electromagnetic 
(EM) emissions, lightning whistlers, plasmaspheric hiss, 
chorus, and VLF transmissions. The importance of plasma­
spheric whistler mode waves in limiting the flux of energetic 
radiation belt particles, particularly in the slot region, has 
been known for sometime, but the origin of these waves has 
a number of controversial aspects. 

The classic theoretical work by Kennel and Petschek 
[1966] held that whistler mode radiation can be amplified 
by gyroresonance interactions with radiation belt electrons 
near the magnetic equator, while causing the electrons to 
be pitch-angle scattered and precipitated (see Plate 1). The 
continuous interactions between the magnetospherically 
reflected whistler waves (those that are not purely ducted 
along the field line) and the trapped electrons are believed 
to be a contributing mechanism for generating and main­
taining the electron slot region between the inner and outer 
electron belts. 

A lightning strike generates a very broad spectrum of 
electromagnetic waves including the kHz frequency range 
that, under certain circumstances, couples through the high-
density ionosphere to reach the magnetosphere and becomes 
trapped in the plasmasphere. These signals start out as dis­
crete spherics and disperse in frequency as they propagate 
nearly along geomagnetic field lines giving the well-known 
"whistler" spectrum of a tone, decreasing with time [Storey, 
1953]. The role of lightning as a source of whistler mode 
waves that cause radiation belt electron precipitation has 
been studied extensively [see for example; Goldberg et al, 
1987; and Inan et al, 1989] but it is not believed that these 
waves are responsible for maintaining the slot region. 

A large number of radio transmitters have been established 
by a number of countries for the purposes of navigation and 
communication. The frequencies of these transmitters range 
from as low as 10 kHz. Like lightning, ground transmitter 
waves also couple through the ionosphere to the magneto­
sphere and are trapped in the plasmasphere, contributing to 
the total plasmaspheric whistler mode spectrum and are also 
known to precipitate low energy radiation belt electrons with 
energies less than 50 keV in the slot region between the inner 
and outer electron radiation belts [see for example: Imhof 
et al, 1981]. The narrow-band transmitter waves are only 
able to precipitate electrons at selected energies and as such, 
could not be responsible for the large decrease in high-energy 
electron fluxes over a large energy range as observed in the 
radiation belt slot region. 

Lyons et al [1972], Albert [1994], and Abel and Thorne 
[1998a,b] showed that plasmaspheric hiss would be the 
dominant whistler mode wave responsible for the slot 
region. For a recent review of the physics of wave-particle 

interactions between whistler mode waves and the trapped 
high-energy electrons in the Van Allen Belts see Thorne 
et al. [2005]. Plasmaspheric hiss is a broad diffuse band of 
electromagnetic radiation in the 100s of Hz to ~3 kHz range 
that is confined to the plasmasphere [Taylor and Gurnett, 
1968; Russell et al., 1969; and Dunckel and Helliwell, 
1969]. The last comprehensive review of plasmaspheric 
hiss was done by Hayakawa and Sazhin [1992]. Two of the 
most important characteristics of plasmaspheric hiss are 
its source location and generation mechanism. Even after 
three decades of space plasma wave research these two 
characteristics are still controversial as either generated 
by a gyroresonance process [see for example: Thorne et 
al, 1973; Huang et al., 1983; Church and Thorne, 1983] 
or by lightning [Sonwalker and Inan, 1989; Draganov et 
al., 1992 and Bortnik et al, 2003a] or both but the relative 
contribution from these two sources is still unknown even 
though the literature in this field is extensive. Thorne et 
al. [1979] suggested that plasmaspheric hiss would only 
grow in intensity from the background thermal noise to its 
observed intensity from gyroresonance acceleration as the 
whistler mode wave returned through the equator repeat­
edly. Based on limited data, Solomon et al. [1988] have 
shown that amplification of background noise to observed 
hiss intensities is possible. In addition, from ray tracing 
calculations of magnetospherically reflected whistlers, 
Thorne and Horne [1994] concluded that lightning gener­
ated whistlers could not be the source of plasmaspheric 
hiss because they are subject to significant damping due to 
Landau resonant interactions with suprathermal electrons 
with energies greater than about 100 eV. 

Observations from the low frequency linear wave receiver 
on DE by Sonwalker and Inan [1989] have shown that light­
ning-generated whistlers often trigger plasmaspheric hiss. 
These in situ observations were the first to demonstrate 
that lightning could be the original source of plasmaspheric 
hiss. Ray tracing calculations by Draganov et al. [1992] 
demonstrated that the refraction of lightning whistlers by 
the plasmasphere (higher frequencies waves move to lower 
L shells) produced a natural way to obtain a hiss like spec­
trum on lower L shells. In addition, Draganov et al. [1992] 
determined that the total wave energy from lightning whis­
tlers could maintain the experimentally observed levels of 
plasmaspheric hiss. Green et al. [2005] has recently shown a 
strong connection between the distribution of plasmaspheric 
hiss and that of lightning by matching their geographic 
distributions. The purpose of this paper is to review the lat­
est results of observations of plasmaspheric whistler mode 
waves and present new evidence for their origin further 
supporting the role lightning plays in the generation of plas­
maspheric hiss. 
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Plate 1. A schematic illustration showing radiation belt electrons interacting with whistler mode waves which scatters 
electrons into the loss cone. 
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2. DISTRIBUTION OF TRAPPED EM RADIATION IN 
THE PLASMASPHERE 

Most of the whistler mode wave research in the last 5 years 
has dealt with various aspects of plasmaspheric hiss and 
chorus. Chorus is primarily observed near the plasmapause. 
Resent results of plasmaspheric hiss research will be dis­
cussed in this review since chorus emissions and their interac­
tion with the outer-trapped radiation belt is well covered by 
another paper in this monograph [see Thorne et al, 2005]. 

The most extensive analysis of trapped EM waves in the 
plasmasphere has been recently accomplished by Andre et al 
[2002] using data from the plasma wave instrument (PWI) 
on the Dynamics Explorer-1 (hereafter DE) and by Green et 
al [2005] using DE/PWI and data from the Radio Plasma 
Imager (RPI) on the Imager for Magnetopause-to-Aurora 
Global Exploration (IMAGE) spacecraft. 

Andre et al [2002] presented the average plasmaspheric 
magnetic field spectral density showing frequency and 
radial distance distribution of whistler mode waves in the 
plasmasphere for disturbed and quiet conditions. However, 
that study did not take into account local time variations in 
producing their radial distributions (see their Plate 4 and 5). 
Using the same data set as Andre et al [2002], significant 
local time and latitudinal variations were found by Green 
et al [2005] over the entire wave spectrum. Latitudinal and 
local time variations in the distribution of trapped EM waves 
are an important clue as to their origin. 

The DE/PWI and IMAGE/RPI data used in the Green 
et al [2005] study were separated into bins of 5° in geo­
magnetic latitude and 12° in geomagnetic longitude for all 
radial distances < 3.5 R E , saving the total of the log of the 
spectral density and total numbers of measurements in each 
bin for each frequency. No normalization of spectral power 
densities as a function of radius or distance along a flux 
tube was attempted. The data values used for each bin in 
the wave maps are a weighted average over a bin and its 8 
nearest neighbors (total spectral density summed over nine 
bins divided by the total number of individual measurements 
summed over the nine bins). The DE/PWI data are from the 
period September 16, 1981 to June 23, 1984. The IMAGE 
data coverage is from January 1, 2001 to August 6, 2003. 
For additional details of the wave map technique used see 
Green et al [2005]. 

Plate 2 has been adapted from Green et al [2005] and 
shows significant intensity variations in the average DE/ 
PWI magnetic field spectral densities at three frequencies 
(176.1 Hz, 1.2 kHz, and 11.8 kHz) in both latitude and local 
time. White pixels indicate no DE measurements. The wave 
measurements for the latitudinal distribution (left side) in 
Plate 2 are sorted by using the sign of the z component of 

the interplanetary magnetic field (IMF B z ) . It is well known 
that the IMF B z parameter is an important factor in the gen­
eration of geomagnetic substorms. The average magnetic 
field spectral density is binned according to the absolute 
value of the magnetic latitude, times the sign of the IMF 
B z . Therefore, the +z axis in Plate 2 left hand panels are the 
subset of observations for which IMF B z is positive, while 
the -z axis are the subset of observations for which the IMF 
B z is negative. This method has a number of advantages and 
is applicable to whistler mode waves due to their expected 
generation and propagation symmetry about the magnetic 
equator. Green et al [2005] identified the waves in Plate 2 as 
Equatorial EM emissions (A, B), plasmaspheric hiss (C, D), 
and VLF transmitters (E, F). All the characteristic features 
of the magnetic field spectral density distributions shown in 
Plate 2 are also found over the entire frequency range from 
-30 to -330 Hz for the equatorial EM emissions, from -330 
Hz to -3.3 kHz for plasmaspheric hiss, and from -10 to 50 
kHz for VLF transmitters. 

Previous studies of the equatorial EM waves have been 
limited after first being pointed out by Russell et al [1970] 
and have left the impression that the EM equatorial emis­
sions have "no marked dependence on local time" [Gurnett, 
1976]. The EM equatorial waves are believed to play an 
important role in transferring energy from energetic protons 
convecting earthward from the plasmasheet to the thermal 
plasmaspheric ions flowing along the geomagnetic field lines 
[Gurnett, 1976; Boardsen etal, 1992]. The 176.1 Hz waves 
shown in Plate 2A are for measurements in the 1230-0030 
MLT meridian plane, and Plate 2B is a plot of measurements 
in the equatorial plane for the same frequency band in solar 
magnetospheric (SM) coordinates. The distribution of wave 
spectral densities shown in Plate 2A confirms previous 
studies of the near equatorial nature of these waves in the 
outer plasmasphere. In addition, Plate 2A strongly suggests 
that particle-wave interactions could occur within a few 
tens of degrees of the magnetic equator over a large range 
in radial distance (1.5-4 R E geocentric, typically outside the 
slot region) and that specific L shells for both positive and 
negative B z values (non-storm and storm conditions) have 
the highest intensities of the emission. Plate 2B shows that 
the most intense portion of the equatorial EM emissions is 
located in the mid to late afternoon local time region and that 
the emission is rarely measured in the pre-midnight sector. 

Although found essentially everywhere in the plasma­
sphere at some intensity, plasmaspheric hiss is most intense 
throughout the local afternoon sector (Plate 2C and 2D) and 
on L shells which contain the slot region in the electron radia­
tion belts. In the frequency range from -330 Hz to -3.3 kHz 
both magnetic meridian and equatorial plane plasma wave 
magnetic field spectral density maps from PWI data show 
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Plate 2. The latitudinal (left side) and local time (right side) distributions of the average magnetic field spectral density 
of low frequency EM waves in the plasmasphere at 176.1 Hz, 1.2 kHz, and 11.8 kHz [adapted from Green et al., 2005]. 
Closed L shells of 1.5, 3, and 4 are shown in Panels A, C, E along with field lines at 70°, 75°, and 80°. The local time 
plane for each of the latitudinal distributions is shown in the inset Plate and corresponds to the most intense region as 
determined by the local time distribution. These waves have been identified as EM equatorial emissions, plasmaspheric 
hiss, and radiation from ground transmitters. 
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essentially the same distributions as in Plate 2 for 1.2 kHz. 
Over the frequency range from 2.7 to 3.3 kHz the intensity 
and spatial extent of the emission decrease significantly. The 
transition from the EM equatorial emission to plasmaspheric 
hiss occurs over the frequency range from -230 Hz to -380 
Hz. The wave activity in Plate 2D, occurring in the early 
morning and near dawn (-0200-0300 hours MLT) sector is 
just the beginning of the chorus emissions that is discussed 
in Thorne et al. [2005]. 

VLF ground transmitters over the frequency range from 
-10 to 50 kHz operate with a narrow bandwidth (usually 
< 1 kHz) and generate wave energy that typically couples 
through the ionosphere and into the plasmasphere in the 
whistler mode. Plate 2E and 2F show the latitudinal and local 
time distribution in DE magnetic field spectral densities at 
11.8 kHz with f and f L H R indicated by red and green lines, 
respectively. The distributions shown in this Plate are similar 
to those at frequencies of all other ground transmitters from 
10-50 kHz. Panel E shows the latitudinal distribution of 
the magnetic field spectral density of the waves that follow 
mid-latitude field lines. Panel F shows that the maximum 
magnetic field spectral density of waves from ground trans­
mitters occurs on the nightside. It is important to note the 
similarity in the latitudinal distribution of plasmaspheric hiss 
(Plate 2C) and that of transmitters (Plate 2E) even though 
the most intense portions of these waves have different local 
time distributions. The similarity in the latitudinal distribu­
tions of these EM waves supports the Green et al. [2005] 
claim for a lightning origin for plasmaspheric hiss. 

3. ON THE ORIGIN OF PLASMASPHERIC HISS 

In order to investigate what contribution lightning may 
play in providing whistler mode radiation into the plasma­
sphere, Green et al. [2005] remapped the plasmaspheric hiss 
observations of DE/PWI and IMAGE/RPI into geographic 
coordinates and compared them with the average distribu­
tion of lightning. Plasmaspheric hiss that grows in intensity 
owing to particle-wave interactions from the background 
thermal noise, as suggested by Thorne et al. [1979], would 
have a distribution completely independent of any geographic 
mapping. In order for lightning to be even considered to be 
an element of plasmaspheric hiss, a geographic relationship 
would have to be established between lightning and the 
observed distribution of plasmaspheric hiss. 

The average distribution of lightning strikes worldwide 
has been measured from the Optical Transient Detector on 
board the MicroLab-1 satellite by Christian et al. [2003] and 
is shown in Plate 3 along with the main slot region L shells 
[after Rodger et al, 2003]. Plate 3A [adapted from Christian 
et al, 2003] shows the average lightning distribution for 3 

months in the summer (June through August) and Plate 3B is 
for 3 months in the winter (December-February). Both light­
ning distributions in Plate 3 clearly show that the lightning 
distributions are largely confined to the continents. Owing to 
the tilt of the magnetic pole, the continents of North America, 
Europe, and Russia, provide the vast majority of lightning 
whistlers into the slot region during the summer with eastern 
Australia and the southern tip of South American contrib­
uting during the winter months [Christian et al, 2003]. In 
addition, these seasonal distributions of lightning activity 
show significantly more lightning in the summer hemisphere 
then in the corresponding winter hemisphere. From an analy­
sis of their annual lightning distributions, Christian et al. 
[2003] determined that lightning occurs mainly over land 
areas, with an average land/ocean ratio of 10:1. Statistically, 
these authors found that there are an average of 44 (+/-5) 
lightning flashes occurring around the globe every second. 
In another recent study of lightning, Mazany et al. [2002] 
measured the day-night effect at mid-latitudes and found that 
as much as 10 times more lightning events occur in the post 
noon than in the post midnight sector. Note that in Plate 2D 
hiss is most intense in the post noon sector. 

Plate 4 from Green et al. [2005] shows the average wave 
electric field spectral density from all DE/PWI measure­
ments of plasmaspheric hiss at 3 kHz mapped to magnetic 
coordinates and also shows the continents, The left panels 
are dayside and the right panels, nightside. The top two pan­
els are summer data and the bottom two panels present the 
winter data. The equinox months of March and September 
were excluded in order to facilitate the comparison with 
strictly the summer and winter lightning distributions of 
Plate 3 while separating out the contributions of whistler 
mode lightning into the plasmasphere from the northern and 
southern hemispheres. The electric field wave measurements 
within 10° of the magnetic equator or in locations in which 
the gyrofrequency was less than the wave frequency were 
excluded. 

The resulting wave maps of Plate 4 shows the correspon­
dence between the enhanced plasmaspheric hiss intensities 
and continents. It is important to note that the plasmaspheric 
hiss distributions look very similar over the -500 Hz to about 
3 kHz frequency range. The geographic distribution of plas­
maspheric hiss, like the geographic distribution of lightning, 
qualitatively follows the continents and is stronger on the 
dayside than the nightside and is stronger in summer than in 
winter. Green et al. [2005] also found the same distributions 
were observed with the IMAGE/RPI data. 

During the summer (Plate 5A and 5B) peak intensities of 
plasmaspheric hiss are shown mainly over northern hemi­
sphere land with minimums over the ocean. During the win­
ter (Plate 5C), the peak in the plasmaspheric hiss corresponds 
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Plate 3. Panels A and B show the average distribution of lightning strikes world-wide measured from the Optical Transient 
Detector on board the MicroLab-1 satellite during summer (June-August) and winter (December-February) months, 
respectively [adapted from Christian et al, 2003]. The main slot region L shells are also drawn at L = 2.4,2, and 1.7. 
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Plate 4. The average electric wave spectral density from all DE/PWI data of plasmaspheric hiss mapped to geographic 
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the nightside and is stronger in summer than in winter [from Green et al, 2005]. 
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Plate 5. Electric field spectral density measurements and landmasses at 45° invariant latitude of data sorted in Plate 4. 
The summer data is shown panels A (dayside) and B (nightside) with winter data in panels C (dayside) and D (dayside). 
Peak intensities of plasmaspheric hiss are over land with minimums over the ocean with summer intensities being 
stronger than winter [adapted from Green et al, 2005]. Contributions from the southern hemisphere occur primarily 
during the winter (panels C and D). 
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to the longitude of eastern Australia, which has the largest 
southern hemisphere land mass that are on L shells that maps 
into the slot region and would be in its summer season where 
the peak in its thunderstorms occur as shown in Plate 3B 
with summer being stronger than the observations during the 
winter. The average variation of plasmaspheric hiss between 
the red and blue curves in both the top two and bottom two 
panels of Plate 5 is approximately 1 order of magnitude also 
paralleling the overall seasonal distribution of lightning. 
The analysis of the annual lightning distribution shows that 
lightning occurs mainly over the land areas with an average 
land/ocean ratio of -10:1. 

Like lightning (see Plate 3) the plasmaspheric hiss dis­
tribution in Plate 5 does not exactly follow the continents. 
There is an apparent shift with respect to the land in both the 
lightning and the plasmaspheric hiss in the easterly direction 
especially on the east coast of the United States, Australia, 
and the southern tip of South America. 

It is well known that the propagation of whistler mode 
waves in geospace is preferentially along the geomagnetic 
field but these waves are also refracted in longitude depend­
ing on the wave normal angle (WNA), which is the angle 
between the wave's phase velocity vector and the local mag­
netic field vector. The longitudinal refraction of whistler 
mode waves has the effect of broadening the plasmaspheric 
hiss longitudinal distribution. To illustrate this effect, whis­
tler mode ray-tracing calculations are shown in Plate 6. These 
rays model the resulting propagation of plasmaspheric hiss 
(as if generated by lightning) in a meridian plane projection 
(panel A) and longitudinal plane projection (panel B). The 
ray-tracing calculations are for 6 rays spread azimuthally 
around the local magnetic field all with a WNA, *F (see inset 
in Plate 6) of 30°. The selection of W = 30° is the expected 
initial WNA at these L values after the lightning has coupled 
through the ionosphere. The ray-tracing calculations for each 
ray are stopped after several bounces consistent with the 
lifetimes of less than 100 s for magnetospherically reflected 
whistlers. From multiple reflections these six rays produce 
-15° spread in longitude as shown in Plate 6B. From ray-trac­
ing calculations Draganov et al [1993] also found that the 
total azimuthal drift of lightning generated whistler mode 
waves did not exceed -30° depending on initial parameters 
and lifetimes. The large longitudinal extent of the Pacific 
and Atlantic Oceans which have a very low percentage of 
lightning, extends 60° or more and therefore corresponds to 
the dip in the plasmaspheric hiss waves over those locations, 
as shown in Plate 5. 

It is important to note that in Plate 5 there are modulations 
of the 3 kHz waves within the borders of continents while 
there are no such modulations as shown in the lightning 
emissions of Plate 3. That type of difference between these 

distributions may arise from a comparison of five year (1995-
2000) lightning averages with three-year (1981-1984) aver­
ages of plasmaspheric hiss data with unknown variations in 
the ionosphere as a filter that lies in between them. 

The continent-hiss correlation appears better on the night­
side than on the dayside. Since, ground transmitters produce 
a constant radiation throughout the day and night, the day-
night variation that exists in the ionosphere must be respon­
sible for more transmitter waves to be observed within the 
plasmasphere on the nightside. In contract, the most frequent 
lightning is in the local afternoon with much less lightning 
on the nightside but when generated, the nightside lightning 
couples through the ionosphere with less attenuation. 

When all these factors are considered, they strongly indi­
cate that lightning is the dominant source of plasmaspheric 
hiss. It is important to point out that this result does not 
exclude other processes that are also contributing to the 
generation or intensification of plasmaspheric hiss. 

4. SOLAR CYCLE VARIATIONS IN THE SLOT 
REGION 

It has been known for sometime [Helliwell, 1965] that 
ionospheric absorption of VLF signals generated on the 
ground depends mainly upon the electron density and col­
lision frequency (between electrons and neutrals) in the 
D layer. The D layer is the most extensive on the dayside 
since its dominant source is photoionization followed by 
precipitation (which is not significant at the mid-latitudes). 
It is important to note that given that ground transmitters 
generate a constant source of waves with local time the 
differences in the day-night distribution shown in Plate 2 
between panel D (plasmaspheric hiss) and panel F (ground 
transmitter) are most likely due to the day-night asymmetry 
in the absorbing D layer. Since photoionization is greatly 
enhanced during solar maximum over solar minimum some 
effect on the slot region location would be expected under 
certain circumstances. 

Recently, Fung et al [2005] reported that the main slot 
region between the inner and outer radiation belts at solar 
minimum (L = 2.5) tend to shift to a higher L (~ 3) during 
solar maximum. Plate 7 shows the count rates of >30 (red), 
>100 (green), and >300 (blue) keV electrons observed by the 
NOAA TIROS 5, 6, 7, and 8 satellites during quiet times in 
the months of May, June and July of each of the years in the 
solar maximum (left panels) and solar minimum (right panels) 
intervals. The quiet-time slot region, a characteristic feature 
of the electron radiation belts, is most visible in the > 300 
keV (blue) observations. The black solid lines mark the slot 
centers defined by the > 300 keV observations. It is apparent 
that the slot in each of the three consecutive years in the solar 
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Plate 6. Ray-tracing calculations that model the propagation of whistler mode waves in a meridian plane projection 
(panel A) and longitudinal plane projection (panel B). The ray-tracing calculations are for 6 rays spread azimuthally 
around the local magnetic field all with a wave normal angle, *P = 30° as shown in the inset. After multiple reflections 
these six rays produce about a 15° spread in longitude as shown in panel B. 
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Plate 7. Radiation belt electron count rates at >30 (red), >100 (green), and >300 (blue) keV observed at low altitudes by the 
NOAA TIROS 5, 6, 7, and 8 satellites during quiet conditions (K < 2 and solar wind speeds < 400 km s"1) in the months of 
May, June and July of three consecutive years during the solar maximum (left panels) and solar minimum (right panels). 
The quiet-time slot feature is best seen in the energetic (trapped) electron data (blue points). The black vertical lines indicate 
the nominal slot positions in L during the solar minimum and solar maximum intervals. A small shift in the slot location 
in L (AL- 0.5) is apparent between the two solar cycle phases [After Fung et al, 2005]. 
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maximum or solar minimum interval is similarly located, but 
there is a shift of the slot from a lower L (~2,5) during solar 
minimum to slightly higher L (~3) during solar maximum. 

5. DISCUSSION 

There is a growing body of evidence that indicates a light­
ning origin for plasmaspheric hiss. Sonwalker and Inan 
[1989] were the first to observe that lightning-generated 
whistlers often trigger hiss emissions. These observations 
led the authors to the conclusion that lightning served, to 
an unknown extent at that time, as an embryonic source of 
plasmaspheric hiss. Motivated by this study, Draganov et al. 
[1992] used ray-tracing calculations to demonstrate the evo­
lution of magnetospherically reflected whistler wave energy 
into hiss-like spectra, via the settling of wave energy on 
specific L-shells. Magnetospherically reflecting whistlers do 
not bounce off the plasmapause but are internally reflected 
within the plasmasphere. Draganov et al. [1992] found that 
the lightning-generated whistlers tend to settle on preferred 
L-shells in the plasmasphere with the lower frequency com­
ponents settling at higher L-shells and higher frequency 
components on lower L-shells and that these waves lead to 
the formation of a hiss-like spectrum with durations of up 
to ~10 2 seconds at low frequencies (~1 kHz). 

By combining the lightning whistler lifetimes with the 
power spectral density of lightning, Bortnik et al. [2003b] 
showed a clear maximum in wave energy in the slot region 
at an L of about 2-3 which is in agreement with the measure­
ments presented by Green et al. [2005]. The plasma wave 
intensity map technique, used in Plate 2, has allowed Green 
et al. [2005] to globally analyze the intensity of plasma­
spheric whistler mode waves in a quantitative and systematic 
fashion, thereby putting into context their spatial distribu­
tion and intensity. This unique approach focuses more on 
classifying the waves by a common origin and provides a 
method to determine the source region of these EM waves 
in the plasmasphere. The "hot spots" in the average wave 
intensities identify source regions and/or sites of plasma 
wave amplification. From the wave map analysis it is clear 
that the maximum average intensity of plasmaspheric hiss is 
geographically and seasonally controlled as shown in Plates 
4 and 5 in a similar manner as lightning. 

Electrons in the energy range from 100-300 keV have been 
observed by the Stimulated Emission of Energetic Particles 
(SEEP) experiment on the S81-1 satellite to precipitate by 
lightning-generated whistlers as reported by a number of 
authors [Voss et al., 1984; Inan et al., 1989; Voss et al., 
1998]. More recently, Able and Thorne [1998a,b] and Rodger 
et al. [2003] determined, from modeling calculations, that 
electrons in the ~50 to 150 keV energy range can precipitate 

out of the slot region (L = 2 -2.4) through gyroresonance 
interaction with lightning generated whistlers as the domi­
nant wave. 

Finally, a redistribution of the plasmaspheric hiss that is 
solar cycle dependent would be the prime explanation for 
the shift in the slot region as discussed in Section 4. Such 
solar-cycle movement of the slot may very well be related 
to a corresponding shifting in the plasmaspheric hiss dis­
tribution caused by the raised atmospheric densities dur­
ing solar maximum intervals producing more attenuation 
of lightning whistlers along the lower L shells of the slot 
region (below ~L = 3). 

6. CONCLUSIONS 

The five basic whistler mode waves found in the plasma­
sphere are summarized in Plate 8 as a function of their fre­
quency. From 10-50 kHz, Earth-based transmitters dominate 
the spectrum. Chorus emissions, observed from the plasmas-
pause outward typically in the frequency range from 0.3-12 
kHz, can be found extending from the magnetic equator to 
mid-latitudes, and generally intensify during storm periods 
[as discussed by Thorne et al, 2005]. Plasmaspheric hiss 
is observed in the plasmasphere at frequencies typically 
between ~330 Hz-3.3 kHz and is believed to be responsible 
for electron precipitation in the slot region between the inner 
and outer radiation belts. Electromagnetic (EM) equatorial 
waves are typically found from ~30-330 Hz and are confined 
to the magnetic equator (typically within 1 R E ) within the 
plasmasphere. The fifth emission, lightning whistlers, are 
also observed in the plasmasphere (see inset) and they have 
the frequency range of from -100 Hz to -10 kHz. The right 
hand panel of Plate 8 shows the frequency of the lightning 
power spectrum with amplitude (adapted from Pierce, 1977). 
The dashed lines are predictions of the spectrum and inten­
sity from a distance of 3000 km from the lightning source 
[Pierce, 1974] within the ground-ionosphere waveguide. The 
inset is a frequency time spectrogram of multi-hop lightning 
whistlers observed by the Polar spacecraft that has coupled 
through the ionosphere and into the plasmasphere. Although 
multi-hop whistler are not frequently observe, the Polar whis­
tler (inset) show the evolution of the initial lightning whistler 
emission into a hiss like structure after eight bounces. 

This paper puts a number of previous observations into 
context and presents strong evidence that lightning is the 
dominant source of plasmaspheric hiss based on the follow­
ing points: 

1. The latitudinal distribution of plasmaspheric hiss (Plate 
2C) and that of ground transmitters (Plate 2E) is nearly 
identical supporting an Earth origin for plasmaspheric 
hiss. 
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Plate 8. The left panel is a summary of trapped low frequency EM waves in the plasmasphere (transmitters, plasma­
spheric hiss, EM equatorial noise) as a function of frequency. Chorus emissions are observed at the plasmapause and to 
larger radial distances. The right hand panel is the frequency of the lightning power spectrum with amplitude [adapted 
from Pierce, 1974]. The dashed lines are predictions of the spectrum and intensity from a distance of 3000 km from the 
lightning source in the ground-ionosphere waveguide. The inset is a frequency time spectrogram of multi-hop lightning 
whistlers that has coupled through the ionosphere and into the plasmasphere. 
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2. The mainly geographic mapping of plasmasphere hiss is 
str ikingly similar to l ightning distributions for both day/ 
night and summer/winter var iabi l i ty and asymmetries 
(Plate 3,4, and 5). The l ightning and hiss intensities are 
stronger over continents than over the ocean, stronger 
in the summer than winter, and stronger on the dayside 
than nightside. 

3. Solar-cycle movement o f the slot region (Plate 7) is con­
sistent w i t h a corresponding shift in the plasmaspheric 
hiss distribution caused by the raised atmospheric densi­
ties dur ing solar max imum intervals when attenuation 
o f l igh tn ing whistlers is increased along the lower L 
range of the slot region (below ~L = 3), effectively rais­
ing the slot to higher L. 
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Direct Effects of the IMF on the Inner Magnetosphere 

R. A. Wolf 1, S. Sazykin 1 , X. X ing 1 , R. W. Spiro 1 , F. R. Toffoletto 1, 
D. L. De Z e e u w 2 , T. I. Gombos i 2 , and J. Golds te in 3 

Several d i rec t and wel l -es tab l i shed inne r -magne tosphe r i c effects fol lowing 
changes in Interplanetary Magnet ic Field direction find natural explanations in 
te rms of the Rice Convection Model . A southward turn ing of the I M F normal ly 
causes an increase in both cross-polar-cap potential drop and in polar-cap size. In 
R C M simulations, these two factors combine to produce a condition termed "under-
shielding," character ized by increased penetrat ion of the dawn-dusk convection 
electric field into the inner magnetosphere , erosion of the nightside plasmapause, 
and drainage of plasmaspheric p lasma via p lumes that stretch to the dayside mag­
netopause. A nor thward turn ing of the I M F causes a condition k n o w n as "over-
shielding," character ized by dusk- to-dawn directed electric fields across the inner 
magnetosphere . A recent run wi th the coupled B A T S R U S / R C M computer code 
suggests that the overshielding electric field peaks 12-25 minutes after the I M F 
direction at the dayside magnetopause turns northward, and that this t ime delay is 
about the same on both the day- and night-sides of the Earth. Changes in solar wind 
and I M F conditions may also influence the inner magnetosphere in more subtle 
ways, through their influence on the plasma-sheet p lasma distribution represented 
by the specific entropy. Results of combining a Tsyganenko magnet ic field model 
and Tsyganenko-Mukai representation of plasma-sheet plasma suggest that a north­
ward tu rn ing of the I M F may reduce the specific entropy in the p lasma sheet and 
cause interchange instability in the p lasma sheet and auroral ionosphere. 

1. I N T R O D U C T I O N 

Penetration to the low- and mid-lati tude ionosphere and 
inner magnetosphere o f electric fields associated w i t h the 
interaction of the f l ow ing solar w i n d plasma w i t h Earth's 
magnetosphere is known to have important practical effects 
on the near-Earth plasma environment and on manmade 
systems. This paper attempts a br ief summary of the effects 

!Physics and Astronomy Dept., Rice University, Houston, Texas 
2Center for Space Environment Modeling, University of Michigan, 
Ann Arbor, Michigan 

3Space Science and Engineering Division, Southwest Research 
Institute, San Antonio, Texas 

Inner Magnetosphere Interactions: New Perspectives from Imaging 
Geophysical Monograph Series 159 
Copyright 2005 by the American Geophysical Union. 
10.1029/159GM09 

that changes in the solar w ind and Interplanetary Magnetic 
Field ( IMF) have on the inner magnetosphere and underlying 
ionosphere. O f particular interest is the response o f the inner 
magnetosphere to changes in the direction and strength o f 
the IMF . I n the inner magnetosphere, electric f ie ld (ExB) 
and gradient/curvature dr i f ts determine the dynamics o f 
the inner edge o f the plasma sheet and the bu i ldup and 
evolution o f the r ing current. A t subauroral latitudes mag­
netospherically generated electric fields control the dynam­
ics o f the plasmapause and the formation and dynamics o f 
the main ionospheric trough. Under steady solar w ind and 
I M F conditions, the inner magnetosphere becomes shielded 
f rom the effects of the cross-tail magnetospheric convec­
t ion electric f ie ld by magnetic f ie ld-al igned currents (the 
so-called Region 2 current system) that couple the inner 
plasma sheet to the underlying ionosphere. Disruption o f this 
current system in response to changes in solar-wind/magne-

127 
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tosphere coupling causes inward penetration of convection 
electric fields that can have profound ionospheric implica­
tions, changing ionospheric layer heights and leading to the 
generation and evolution of a number of different plasma 
instability processes. 

Our discussion proceeds mainly from the viewpoint of the 
Rice Convection Model (RCM), a computer model specifi­
cally formulated to model the physics of the inner magne­
tosphere and its coupling to the ionosphere. In Section 2 we 
describe how empirical models of solar-wind/magnetosphere 
coupling are used to estimate the RCM's principal electro­
magnetic inputs, the cross-polar-cap electric potential drop 
and the structure of the magnetospheric magnetic field. In 
Sections 3 and 4 we summarize well-established ways in 
which the inner magnetosphere reacts to southward and 
northward turnings of the IMF. In addition, Section 4 also 
includes new results from a coupled MHD/RCM code that 
address the time delay of the inner magnetospheric response 
to a northward turning of the IMF. Section 5 discusses pos­
sible effects of IMF-associated changes in the specific-
entropy function PV513 at the RCM's tailward boundary, and 
the inner-magnetospheric implications of these changes. 

2. RCM-ASSUMPTIONS AND INPUT PARAMETERS 

The RCM was specifically designed for accurate treatment 
of the closed-field-line, slow-flow part of the magnetosphere. 
In the model, inertial currents are assumed negligible, pre­
cluding the inclusion of MHD waves and limiting the model 
to regions where the flows are highly subsonic. Magnetic 
flux tubes are assumed to contain plasma in bounce equilib­
rium. Cross-field motions of charged particles are assumed 
to consist of ExB, gradient, and curvature drift. The model 
assumes elastic pitch-angle scattering, resulting in isotropic 
pitch-angle distributions. For a detailed discussion of the 
formulation of the RCM, see Toffoletto et al [2003] and 
references therein. 

The ionospheric conductance distribution due to sunlight 
and other non-auroral processes is calculated by field-line-
integrating an IRI-90 ionospheric model [Bilitza et al, 1993] 
combined with the MSIS-90 empirical neutral atmosphere 
[Hedin, 1991]. Conductance enhancements associated with 
auroral electron precipitation are computed assuming that 
electrons scatter in pitch angle at a fixed fraction of the 
strong-pitch-angle-scattering rate and using the empirical 
formulas of Robinson et al [1987]. The effects of neutral 
winds are currently neglected. 

In the RCM runs discussed here, the magnetosphere is 
assumed to be initially empty, and the upward flow of iono­
spheric ions directly into the RCM-modeled inner magneto­
sphere is neglected. Magnetospheric plasma is assumed to 

enter the RCM modeling region through its tailward bound­
ary, where the distribution is assumed to have the form of 
either a Maxwellian or kappa distribution. For standard RCM 
runs, the values of PV513 and nVat the tailward boundary are 
estimated empirically, a subtle issue that will be discussed 
further in Section 5. 

The cross-polar-cap potential drop, which is a crucial input 
for the RCM because it measures the total strength of con­
vection, is estimated from solar-wind data using an empirical 
formula developed by Boyle et al [1997], but set to linearly 
saturate at 200 kV, in accordance with the observations of 
Hairston et al [2003]. That formula implies that the polar-
cap potential drop depends strongly on the southward com­
ponent of the IMF. Magnetospheric magnetic fields within 
the RCM modeling region have been estimated in various 
ways. The semi-empirical Hilmer-Voigt [1995] magnetic 
field model was used for the older RCM runs discussed in 
Sections 3 and 4, while a T96 model [Tsyganenko and Stern, 
1996] was used to obtain the results shown in Section 5. 
For the coupled MHD-RCM run discussed in Section 4, the 
MHD code [De Zeeuw et al, 2004] supplies theoretically 
computed magnetic fields. 

3. ELECTROMAGNETIC EFFECTS OF A 
SOUTHWARD TURNING OF THE IMF 

As predicted by Schield et al [1969], Vasyliunas [1970], 
and Wolf [1914], magnetic-field aligned currents (the so-
called "region-2 Birkeland currents") flow between the 
inner plasma sheet and ionosphere and act to shield the inner 
magnetosphere from the main effects of the dawn-dusk 
convection electric field. However, the shielding is clearly 
ineffective in times when convection is changing with time. 
For example, suppose that solar wind and IMF conditions are 
steady for a long period of time, resulting in a long period 
of steady convection such that the inner edge of the plasma 
sheet is able to adjust itself to shield the inner magnetosphere 
effectively. Then the IMF turns southward, causing a sud­
den increase in convection and leaving the region-2 currents 
inadequate to shield the inner magnetosphere under the 
changed conditions. Much of the dawn-dusk convection field 
will now penetrate into the near-Earth inner magnetosphere. 
The westward electric field across the night side will cause 
the plasma-sheet inner edge to move sunward, resulting in 
a gradual increase of the region-2 currents and more effec­
tive inner-magneto sphere shielding, but that takes time. The 
temporary penetration of the dawn-dusk field into the inner 
magnetosphere after an increase in convection is termed 
"undershielding." Figure 1 shows two electric equipoten-
tial patterns, as computed by the RCM for a time of good 
shielding just before a sudden increase in cross-polar-cap 
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potential drop, and just after the potential drop increase. 
The potential patterns are shown in the magnetospheric 
equatorial plane. The electric field that penetrates into the 
inner magnetosphere after the increase departs significantly 
from a simple dawn-dusk orientation, mainly because of the 
effects of the sharp conductance jumps associated with the 
dawn and dusk terminators; note the computed westward 
electric field near Earth in the midnight-to-dawn sector and 
eastward electric field in the dawn-to-noon sector. Figure 
2 shows very good agreement between RCM-computed 
downward ExB drift near the ionospheric equator and corre­
sponding average velocities derived by Fejer and Scherliess 
[1997] from Jicamarca radar data, using statistical analysis 
of many convection-increase events. Detailed theoretical 
discussions of shielding can be found in Wolf [1983] and 
Spiro etal [1988]. 

Recent years have produced one major change in the 1970s 
picture of the physics of undershielding. It is now clear that 
the undershielding that occurs after a southward IMF turn­
ing is not due entirely to the potential drop increase, but also 
to a change in the magnetic configuration. Wolf et al [1982] 
presented theoretical arguments showing that effective shield­
ing requires that dayside magnetic flux tube volume values 
exceed nightside values, while Fejer et al [1990] applied these 
arguments to the effect of magnetic configuration changes 
on low-latitude perturbation electric fields. Figure 3 displays 
magnetic field lines in the noon-midnight plane computed for 
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Figure 2. Comparison of RCM-calculated prompt-penetration-
induced downward drifts with those derived statistically from obser­
vations with the Jicamarca radar. Observational results are shown 
for times just after an increase in AE and 60 minutes later (bottom 
plot). RCM results are shown for times just after a 33 kV increase in 
potential and 10 minutes later (middle plot), then 60 minutes later 
(bottom plot). Adapted from Fejer and Scherliess [1997]. 
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Figure 3. Magnetic field lines in the noon-midnight meridian. The 
top diagram shows a Tsyganenko model, relaxed to equilibrium. 
The lower diagram shows how 50 minutes of strong adiabatic 
convection affects the configuration. The dashed curve in each 
diagram maps to 68° latitude. From Toffoletto et al. [2000]. 

steady-state conditions using the RCM coupled to an equilib­
rium magnetic field solver that maintains approximate force 
balance between the RCM-computed plasma distribution 
and the inner-magnetosphere magnetic field [Toffoletto et 
al, 2000]. The effect of a southward IMF turning is two­
fold: (1) an increase in the dawn to dusk convection electric 
field; and (2) an increase in the tail-lobe magnetic field and 
stretching of inner-plasma-sheet flux tubes. Because of this 
stretching, the equatorial mapping point of a given point aris­
ing from the nightside auroral ionosphere moves tailward: 
this stretching corresponds to ExB drift in an eastward 
induction electric field that exists in the tail but does not 
map to the ionosphere. This eastward induction electric field 
tries to move the inner edge of the plasma sheet tailward, 
increasing the flux tube volume and reducing or eliminating 
the shielding and thus contributing to the undershielding. 
The eastward induction field and westward potential field 
(undershielding) oppose each other near the equatorial plane; 
however, an ionospheric observer sees only the westward 
potential field, because the induction field does not map to 
the ionosphere. Thus, both the increase in polar-cap potential 
and the tail field-line stretching and associated increase in 
flux tube volume contribute substantially to undershielding 
following a southward turning of the IMF. 

Plate 1 shows the evolution of the plasmapause in an RCM 
simulation of the event of 10 July 2000, for which IMAGE 
EUV data have been analyzed by Goldstein et al. [2003a]. 
The plasmapause evolution was modeled by representing 
the assumed initial plasmapause in terms of a string of test 
particles, then following the string as the particles ExB drift 
in the model electric field; test particles are added by interpo­
lation when adjacent points get too far apart. The following 
features should be noted: 

(i) There is always a drainage tail. Theoretical models of 
plasmapause shape based on the assumption of time-depen­
dent convection have predicted such drainage tails for many 
years (e.g., Grebowsky [1970]), and early satellite observa­
tions showed regions of high density outside the main plas­
masphere {Chappell [1972] and references therein). However, 
there was a long-running controversy about whether those 
outer high-density regions were detached from the main 
plasmapause or connected to it, as suggested by the models. 
EUV observations from IMAGE seem to have settled that 
controversy in favor of drainage plumes that extend out from 
the main plasmapause [Sandel et al, 2001]. 

(ii) In this simulation, a plasmapause protuberance that 
was evident near local noon at 0000 UT rotated east over 
the next four hours and grew somewhat. Then the strong 
convection caught it and made it into a second drainage 
tail. Though the protuberance at 0000 UT depended on the 
way the code was initialized and is not necessarily physical, 
some instances of double drainage tails have been observed 
[Goldstein et al, 2004a]. 

(iii) The long period of strong convection on 10 July 2000 
caused the simulated drainage tail to become very thick, fill­
ing a large part of the dayside magnetosphere, a phenomenon 
that was first noted many years ago [e.g., Grebowsky, 1970; 
Chappell, 1972]. 

(iv) The plasma that filled the drainage tail and escaped 
to the magnetopause boundary layer came from the main 
plasmasphere, which has eroded substantially on the night 
side. The simulated plasmapause radius at local midnight 
decreased almost a factor of two between 0420 and 0800. 
EUV observations [Goldstein et al, 2003a] documented the 
severe erosion of the real plasmasphere in this event. The 
observed motion of the plasmapause to within about 3 RE of 
Earth's center is well reproduced by the model. 

A southward turning of the IMF that leads to sustained 
and substantial southward IMF causes severe convection 
effects in the inner magnetosphere. Fresh plasma is injected 
into the ring current from the plasma sheet, a process that 
has been extensively studied with several different ring-cur­
rent models [e.g., Fok and Moore, 1997; Kozyra et al, 2002; 
Jordanova et al, 2003; Chen et al, 2003], and also by a set 
of models which calculate electric fields that are self-con-
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(d) (e) 
Plate 1. RCM simulation of plasmapause evolution for an event that occurred 10 July 2000. In each panel, the upper 
plot shows model inputs (polar cap potential (blue) and Dst (black)) as a function of time, with the red bar indicating 
the time for the plasmapause plot. In the lower part of each panel, orange indicates the computed plasmasphere, and 
black contours show instantaneous streamlines for cold plasma. The view is of the equatorial plane, with the Sun to the 
left. The connected points shown in blue are IMAGE EUV measurements of the plasmapause location. The five panels 
represent times (a) UT=0, more than 4 hours before the beginning of the strong convection; (b) UT=0420, just before 
the strong convection; (c) UT=0520, after about an hour of strong convection; (d) UT=0800, the end of strong convec­
tion; (e) UT=0930, in a low-convection period. 
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sistent with the ring-current plasma—the Rice Convection 
Model [Garner et al, 2004] , the Comprehensive Ring 
Current Model [Fok et al, 2001; Ebihara et al, 2004] , and 
the RAM model [Liemohn and Ridley, 2002]. Most of the 
self-consistent calculations exhibit two features that are in 
striking agreement with recently discovered observational 
features. The storm simulations of Garner et al. [2004], 
for example, show strong poleward/outward electric fields 
in the dusk-midnight sector, which were observed near the 
equatorial plane [Rowland and Wygant, 1998; Burke et al, 
1998] and also in the subauroral ionosphere [Foster and 
Vo, 2002], where they are termed Subauroral Polarization 
Stream (SAPS) events. Self-consistent simulations [e.g., Fok 
et al, 2003] as well as calculations based on a high-resolu­
tion version of the AMIE empirical model supplemented 
by a penetration electric field [Jordanova et al, 2003] have 
shown a tendency for the main-phase ring-current-ion pres­
sure to peak near local midnight (and sometimes east of 
midnight), in agreement with energetic-neutral-atom results 
from IMAGE [Brandt et al, 2002]. 

4. ELECTROMAGNETIC EFFECTS OF A 
NORTHWARD TURNING OF THE IMF 
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Figure 4. RCM-computed equatorial equipotentials immediately 
after a factor-of-two reduction in polar-cap potential. From Sazykin 
[2000]. 

From an inner magnetosphere (RCM) point of view, the 
effect of a northward turning of the IMF is basically the 
opposite of the effect of a southward turning. The cross-
polar-cap potential drop decreases, and the magnetic field 
configuration changes in such a way that the polar cap 
shrinks and the inner-plasma-sheet magnetic field lines 
become less stretched. Both of these changes lead to a con­
dition of "overshielding." In this condition, the region-2 
Birkeland currents are stronger than necessary to shield 
the inner magnetosphere from the dawn-dusk convection 
electric field, resulting in a dusk-to-dawn-directed electric 
field in the inner magnetosphere. Figure 4 shows a typical 
RCM-computed overshielding pattern. The overshielding 
phenomenon was first identified in Jicamarca radar data by 
Kelleyetal [1979]. 

Although RCM calculations predict typical lifetimes of 
undershielding electric fields that are in good agreement with 
observations, RCM-computed overshielding electric fields 
have noticeably shorter lifetimes [Fejer et al, 1990], even 
when the time-dependent magnetic field effect is included 
[Sazykin, 2000]. In other words, when the polar-cap potential 
drop changes and magnetic field changes are symmetric 
for undershielding and overshielding cases, the response of 
the ionospheric penetration electric field is not. A possible 
reason for this discrepancy is our lack of knowledge of how 
the magnetic field responds to IMF northward turnings. The 
problem can only be addressed with coupled RCM-MHD 

codes that compute the magnetic field in a self-consistent 
manner (see below). 

One of the first discoveries from the IMAGE EUV instru­
ment was the occasional development of a shoulder on the 
plasmapause [Goldstein et al., 2002], which was quickly 
interpreted as the result of overshielding. The near-Earth 
electric potential pattern of Figure 4 shows eastward electric 
field before dawn and westward electric field after dawn. 
Goldstein et al. [2002, 2003b] used the Magnetospheric 
Specification Model, which does not compute the electric 
field but uses a prescribed electric field pattern based on 
typical RCM results, to show that the pre-dawn eastward 
electric field moves the plasmapause out in that local time 
sector, while the westward post-dawn field moves it earth­
ward; the result is development of a shoulder in the plasma­
pause during the period of overshielding. If northward IMF 
continues for some hours after the period of overshielding, 
convection near the plasmapause is weak, and the shoulder 
approximately corotates around into the day side. Goldstein 
et al. [2002] showed the effectiveness of overshielding in 
a case where the IMF switched quickly from southward to 
northward, while Goldstein et al. [2003b] showed a larger 
shoulder that resulted when the IMF underwent a longer and 
more gradual transition from southward to northward IMF. 

Although the RCM has been used for many years to study 
prompt-penetration electric fields, it has never been possible 
using the RCM alone to make detailed predictions about the 
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timing of these fields in response to solar-wind changes, 
because we lacked detailed information on the time-depen­
dence of the RCM boundary conditions. For example, we 
typically assumed that the potential at the RCM poleward 
boundary switched suddenly in response to a sudden change 
in IMF, but the truth must be more complicated: the IMF 
change must be felt first near local noon and then gradually 
spread toward the night side. We have similarly lacked a 
quantitative representation of how the magnetic field config­
uration responds to an IMF change, as a function of time. 

Embedding Rice Convection Model machinery in the 
BATS-R-US global MHD code [De Zeeuw et al, 2004] 
promises to allow more detailed theoretical analysis of how 
the inner-magneto spheric electric field reacts to a specified 
change in IMF, since the new coupled BATSRUS/RCM code 
treats solar-wind/magnetosphere coupling and the inner and 
outer magnetospheres self-consistently. The MHD code com­
putes the time evolution of both the high-latitude potential 
distribution and the magnetic reconfiguration as a function 
of time and provides those inputs to the RCM. The RCM uses 
its many-species representation to keep track of the inner-
magneto spheric particle distribution and passes its pressure 
distribution back to the MHD code, which nudges its pres­
sures to maintain approximate agreement with the RCM. 

Plate 2 shows the time-dependent ionospheric-potential 
distribution after a northward turning of the IMF. The results 
displayed are similar to those reported by De Zeeuw et al 
[2004], except that, in the present run, the RCM uses its own 
computational machinery to compute Birkeland currents 
and electric potential in its modeling region. For the earlier 
run, the RCM used MHD-computed Birkeland currents 
and potentials. The two procedures should give the same 
results in principle, but the RCM uses a finer grid in the 
ionosphere, for better numerical accuracy. In order to study 
the penetration-electric-field problem, the present run com­
putes ionospheric potentials down to the equator, whereas 
the low-latitude boundary for the earlier run was set at about 
51 degrees latitude. 

For the present simulation, the solar wind was assumed 
steady for eight hours, with n=5 c m - 3 (protons), F=400 
km/s, Bx=By=0, Bz=-5 nT. At 0800 UT, Bz was switched 
to +5 nT at the sunward boundary of the MHD modeling 
region (X=32 RE). In the simulation, the northward IMF hit 
the dayside magnetopause at about 0809 UT. The simplest 
way to get a theoretical estimate for when the northward 
IMF should arrive at the dayside magnetopause would be 
to divide the geocentric distance of the sunward edge of 
the modeling region by the solar wind speed, which gives 
a time delay of 8.5 minutes. There are two obvious sources 
of error in this simple estimate: (i) the magnetopause stands 
upstream from the Earth; (ii) the speed slows drastically as 

the flow passes through the bow shock and approaches the 
magnetopause. Since the simple estimate agrees well with 
the simulation, apparently effects (i) and (ii) approximately 
cancel in the present case. 

It is clear from Plate 2 that the effect of the northward turn­
ing on the polar-cap electric field distribution begins at local 
noon and gradually propagates across the polar cap to the 
night side. Remarkably, the same is not true of the penetra­
tion field: it intensifies and then de-intensifies but maintains 
basically the same spatial pattern throughout the event. This 
may be due, in part, to the fact that the overshielding electric 
potential is basically a 2D dipole pattern. The higher multi-
pole moments that describe the concentration of the effect 
in the local-noon region shortly after 0809 UT die off more 
rapidly with increasing colatitude than the dipole term does 
and consequently do not strongly affect the field that pen­
etrates to the low-latitude ionosphere. 

Figure 5 shows a quantitative index of electric-field pen­
etration, in the form of the total potential difference along 
the low-latitude ionospheric boundary of the RCM at 9.84 
degrees latitude. The penetration potential increases gradu­
ally over the first ten minutes after the northward turning at 
the magnetopause, peaks 12-25 minutes after the northward 
turning, then decays on a time scale ~30 minutes. 

Considerable work has been done with the EUV instru­
ment on the IMAGE spacecraft, comparing the time-depen­
dence of electric fields at the nightside plasmapause with 
IMF Bz or solar wind E (e.g., Goldstein et al, 2003a, 2003c, 
2004c, Goldstein and Sandel, 2004). That work concentrates 
mostly on southward turnings of the IMF and concludes that 
plasmasphere erosion is delayed about 30 minutes from the 
arrival of the IMF turning at the magnetopause. Examination 
of sharp northward turnings in the plots from Goldstein et al 
[2004c] suggests that a time delay ~30 minutes applies also to 
northward turnings. It is not clear how much significance to 
attach to the difference between the IMAGE-observed time 
delay (-30 minutes) and our preliminary theoretical estimate 
(12-25 minutes). About 2-3 minutes of the difference can be 
explained by the fact that Goldstein and collaborators assume 
that plasma travels at full solar-wind speed between the 
upstream spacecraft and the magnetopause, whereas we use 
the MHD model to calculate the magnetopause arrival time. 
More realistic modeling with realistic ionospheric conduc­
tances, plus more detailed study of measured time profiles 
of the plasmapause electric field for specific northward-turn­
ing events, will be needed to determine whether there is a 
meaningful discrepancy between theory and observations 
with regard to the magnitude of time delay. 

Dayside and nightside plasmapause responses often seem 
to occur with comparable delays (J. Goldstein, private com­
munication), in agreement with the simulation. In some 
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Plate 2. Ionospheric potentials computed by the coupled BATSRUS/RCM code after a northward turning of the IMF. 
The views are from high above the north pole, with the Sun to the left. The black circles represent 30 and 60 degrees 
latitude. The northward turning was imposed at the sunward boundary of the simulation box (X=32 RE) beginning at 
0800 UT. The color bar shows electric potential values ranging from -20 kV to +20 kV. The orange-yellow colors on 
the dusk side at low- and mid-latitudes represent overshielding, as do the blue colors on the dawn side. 



WOLF ETAL. 135 

Penetrat ion potential 

18000 

16000 

14000 1 

12000 1 

0 I—— 
8:00 8:10 8:20 8:30 8:40 8:50 9:00 9:10 9:20 9:30 9:40 9:50 10:00 

UT 

Figure 5. Total magnetospherically generated potential drop along the equator as a function of UT, after the northward 
turning of the IMF. 

substorm events, the effect seems to propagate from night 
side to day side [Goldstein et al, 2004b, c, Goldstein and 
Sandel, 2004]. Of course, our present simulation does not 
include substorm effects. 

It should be noted that this simulation, the first in which 
the coupled BATSRUS/RCM calculated electric fields in 
the low-latitude ionosphere, assumed uniform ionospheric 
conductance (4 S per hemisphere Pedersen conductance, 
zero Hall). Thus the results shown in Figures 6-7 must be 
regarded as preliminary, since experience has shown the 
importance of conductance variations on the local-time dis­
tribution of the electric penetration potential. Nonetheless, 
these results represent an important first step in fully self-
consistent modeling of prompt-penetration electric fields. 

5. EFFECT OF PLASMA-SHEET PV513 

As discussed in Section 2, considerable effort has been 
expended in development of empirical algorithms for esti­
mating polar-cap potential drop and magnetospheric mag­
netic fields as functions of solar-wind parameters. Much 
less effort has been devoted to algorithms that would allow 
empirical estimation of nV and PV513 at the RCM's tail-
ward boundary. Garner et al. [2003] produced a first set 
of estimates by combining a Tsyganenko [1989] magnetic 
field model with several statistical studies of plasma-sheet 
parameters. That study has recently been redone using a 
Tsyganenko and Stern [1996] magnetic field and the new 

Tsyganenko-Mukai [2003] empirical plasma model. Sample 
results for the most crucial parameter PV513 are shown in 
Figure 6 for two different solar-wind conditions, one with 
southward IMF and one with northward. 

Figure 6 illustrates two difficulties involved in using pres­
ently available empirical models to estimate PV513 at any 
given time: 

(i) For southward IMF, PV5^ shows a huge maximum near 
X= -28 , 7=0 in the case of southward IMF, which is due to 
very weak equatorial magnetic fields in that region in the 
T96 model; that makes the flux-tube volume large. It is not 
clear whether such a peak is ever typical of the real plasma 
sheet for southward IMF. Its occurrence in the Tsyganenko 
and Stern [1996] magnetic field model might result from 
inclusion, in the averaging process, of periods when Bz is 
southward at X~ -28 due to occurrence of a neutral line 
earthward of the observing spacecraft. A configuration 
where PV513 decreases tailward, as in a region tailward of 
X= -28 in the bottom panel of Figure 6, would be strongly 
interchange unstable, so it is not clear that such a gradient in 
PV513 could actually exist for extended periods. 

(ii) PV513 systematically increases tailward through the 
inner plasma sheet, which means that the value supplied 
to the RCM depends substantially on where the boundary 
is placed. This is a symptom of the pressure-balance incon­
sistency [Erickson and Wolf, 1980]. 

Nevertheless, it is clear from Figure 6 that PV513 values in 
the inner plasma sheet (-20 < X < -10) are generally larger 
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Figure 6. The top and middle panels show equatorial contour 
plots of logj^PF 5 7 3) for northward and southward IMF, in units 
of nPa(i? £/nT) 5 / 3. The assumed solar wind parameters are n=5 
cm"3, F=400 km/s, Bx=By=5 nT, for both panels, but B=+5 nT in 
the top panel and - 5 nT for the middle panel. The bottom panel 
shows log 1 0 (P^ / 3 ) along the -Xaxis. 

for southward IMF than for northward. This suggests that a 
northward turning of the IMF would cause a reduction in PV513 

at the RCM tailward boundary, if that boundary is held fixed 
in space. This implies that, shortly after a northward turning 
of the IMF, low- PV513 flux tubes may exist tailward of higher-
PV513 tubes. Such a configuration is interchange unstable. 

Plate 3 shows results from an RCM simulation of the 
March 31, 2001 magnetic storm, in which PV513 at the tail-

ward boundary was varied in time, based on estimates from 
the Tsyganenko [2003] storm-time magnetic field model 
and the Tsyganenko-Mukai [2003] plasma model. Strong 
interchange instability occurs several times in the simula­
tion, and Plate 3 shows snapshots from one such period. 
Low-PF 5 7 3 flux tubes (green in the figure) are supplied 
through the tailward boundary, and interchange fingers 
develop, with the \OVJ-PV513 flux tubes swept rapidly into 
the near-Earth part of the plasma sheet. Differential gradi­
ent/curvature drift, which becomes increasingly important 
near the Earth, tends to blur the fingers when they get to the 
inner magnetosphere. It should be remarked that the north-
south component of the IMF is not the only solar-wind 
parameter that affects PV513, according to the Tsyganenko/ 
Tsyganenko-Mukai combined models. Solar-wind density 
and velocity also have effects, which were included in the 
simulation shown in Plate 3. 

We should also note that if the reduction in plasma-sheet 
PV513 occurs near the end of the main phase of a magnetic 
storm, when PV513 is high in the ring-current region, then 
the interchange instability extends deeper into the inner 
magnetosphere and is able to transport the higher density 
main-phase ring current plasma outward [Sazykin et al., 
2002], speeding storm recovery. 

From these results we infer that a northward turning of the 
IMF may generate interchange instability in the plasma sheet, 
a possibility that was pointed out earlier by Golovchanskaya 
et al. [2002] in the context of explaining auroral-arc struc­
tures. However, our theoretical argument rests on the highly 
undertain assumption that the Tsyganenko/Tsyganenko-
Mukai combined models can provide a valid estimate of time 
variations in plasma-sheet PV513 in the period immediately 
after a northward turning of the IMF. 

6. SUMMARY 

Some effects of IMF Bz changes on the inner magneto­
sphere are well-established and can be understood, at least 
to zero order, in terms of changes in the electromagnetic 
inputs to the RCM, particularly the polar-cap potential and 
the magnetic-field configuration. These effects include over-
shielding and undershielding, SAPS events, ring-current 
injection, as well as plasmaspheric erosion, drainage tails, 
and shoulders. 

One detail that is not yet well established, but is ripe for 
both theoretical and observational investigation, is the exact 
time dependence of the prompt-penetration electric field 
in response to a step function change in IMF Bz. We have 
made a theoretical prediction concerning this time depen­
dence, based on a simulation with the new BATSRUS/ RCM 
coupled code. 

file:///ovj-PV513
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Another area o f current study is the effect of I M F changes 
on plasma parameters in the plasma sheet. Empir ical models 
suggest that a nor thward tu rn ing o f the I M F may reduce 
inner-plasma-sheet PV513 and trigger interchange instabil i ty 
i n the plasma sheet. 
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A new model is proposed to describe the electrodynamic coupling between the 
magnetosphere and ionosphere. In contrast with existing models, the ionospheric 
electric field is not assumed to be a potential field. The equation coupling the electric 
currents flowing into the ionosphere to the ionospheric electric fields is integrated 
analytically. This approach results in a simple, local and physical ly reasonable 
boundary condition, coupling the local tangential plasma velocity values in the mag­
netosphere to the tangential magnetic field through a properly integrated ionospheric 
conductivity. For simplified test cases the simulation results are in good agreement 
with those obtained wi th a tradit ional ionospheric electric potential model . The 
proposed approach improves computational efficiency and also allows prediction of 
the electromotive forces acting on closed electric current loops at the surface of the 
Earth. Such electric current loops can be induced by non-potential electric fields, 
generated by rapid changes in the ionosphere and magnetosphere. 

INTRODUCTION 

To a large extent the state of the magnetosphere is con­
trolled by conditions in the solar wind and in the ionosphere. 
In a first approximation the distant solar wind is unaffected 
by the presence of the magnetosphere: therefore a "one­
way" coupling adequately describes the interaction with 
the magnetosphere-ionosphere system. The magnetosphere-
ionosphere (M-I) coupling, on the other hand, is a highly 
non-linear two-way interaction, which strongly affects the 
large-scale behavior of both domains. 

Self-consistent global magnetosphere models include 
some kind of dynamic ionosphere model which interacts 
with the magnetosphere and provides ionospheric bound­
ary conditions that actively respond to changing magneto­
spheric conditions [Ogino and Walker, 1984; Lyon et al, 
1986; Tanaka, 1995; Raeder et al, 1995; Janhunen, 1996; 
White etal, 1998; Powell et al, 1999]. 

Inner Magnetosphere Interactions: New Perspectives from Imaging 
Geophysical Monograph Series 159 
Copyright 2005 by the American Geophysical Union. 
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While mass exchange between the ionosphere and the 
magnetosphere is undoubtedly of major importance, the 
dominant component of M-I coupling is a system of field-
aligned currents (Birkeland currents) connecting the magne­
tosphere and the high-latitude ionosphere. These Birkeland 
currents carry momentum and energy along stretched mag­
netic field lines connecting the ionosphere and the magneto­
sphere. Self-consistent global magnetosphere models need 
to describe the generation and closure of these Birkeland 
currents through appropriate boundary conditions and 
embedded non-MHD models. 

The most important current systems coupling the iono­
sphere and the magnetosphere are the so called Region 1 
and Region 2 Birkeland currents. Region 1 currents, flow­
ing near the open-closed magnetic field boundary, con­
nect the magnetopause current to the ionosphere where 
they are closed through ionospheric Pedersen currents. 
Region 2 currents flow along closed magnetic field lines 
and connect to the ionosphere at lower magnetic latitudes 
than the Region 1 current. Region 2 currents are gener­
ated in the inner part of the plasma sheet and in the ring 
current region. 

141 
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Most global MHD magnetosphere models use the so called 
electrostatic ionosphere approximation. The MHD code has 
an inner boundary at a radius of RB (most codes use values 
of RB = 2 .5-4.5 R^. At this inner boundary, the MHD 
model is coupled to the ionosphere model with the help of 
appropriate boundary conditions. In practice, either plasma 
velocities or corresponding electric fields are imposed at the 
boundary that are calculated in the ionosphere in a three-step 
process: 

1. Field aligned currents are calculated in the magneto­
sphere from the curl of the magnetic field near RB, and these 
Birkeland currents are mapped down to the ionosphere along 
unperturbed (intrinsic) magnetic field lines. 

2. A height-integrated ionospheric conductance pattern is 
generated and the ionospheric potential is calculated from 
the equation: 

a (/?,)= [ v , - ( E - v ^ ) j * = R l (i) 

This describes the relationship between the height integrated 
conductance tensor, D, the ionospheric electric potential, ^ , 
and the radial component of the current, j R (here Rl is the 
radius of the ionosphere and the subscript t denotes the two 
tangential components of a 3D vector along the spherical 
surface). 

3. The electric potential is mapped out along unperturbed 
field lines to the inner boundary at RB where electric fields 
and velocities are generated. The corotation velocity field is 
added to the ionosphere generated velocity field. 

The details of this method were summarized by Goodman 
[1995] with some corrections by Amm [1996]. 

The electrostatic ionosphere approximation captures some 
of the fundamental features of the M-I coupling process, but 
it suffers from several shortcomings, including: (1) inconsis­
tency between the Birkeland currents and the dynamic (non-
intrinsic) component of the magnetic field, and (2) neglect 
of skin-effect currents in the ionosphere (which cannot be 
described by potential electric fields). 

There are additional limitations to the electric potential 
description of the ionosphere: (1) near strong electric fields, 
such as auroral arcs, the electric field is not a potential field, 
so the potential description is incorrect. (2) For a space 
weather predicition model, the ground induced currents 
(GICs) are an important consideration. These GICs are driven 
by electric fields by strongly varying magnetic fields, which 
are related to varying magnetic fields by Faraday's law: 

f = - [ V x E ] , (2) 

where E is the electric field and B is the magnetic field. If 
the electric field is described as a potential field, it has no 

curl. Therefore it cannot have a dB/dt associated with it. 
(3) The calulation of the potential solution is costly in terms 
of computational time, and typically do not spread out well 
over large numbers of processors. On massively parallel 
machines, this can slow the main MHD solver down sig­
nificantly. Therefore, the coupling is done only every few 
seconds, instead of every MHD iteration, which is the way 
the coupling should be done. 

Another methodology is to relate the electric field (and 
therefore ion velocity) directly to the magnetic field structure 
at the boundary. This method allows the coupling to take 
very little computation time, so it can be completed every 
iteration. In addition, it has the physical properties which can 
clearly describe the dB/dt term, so it can be used for space 
weather applications. Furthermore, it will better physically 
model strong electric field sources, such as those that occur 
near auroral arcs. 

In this paper we describe an electrodynamic ionosphere 
model that addresses these limitations. 

MODEL ASSUMPTIONS AND EQUATIONS 

Here we describe the main features of the proposed M-I 
coupling technique and compare it step by step with pres­
ently used methods. 

M-I Boundary Is at RB = RY 

In this model the interface between the ionosphere and 
the magnetosphere is placed at the top of the ionosphere. 
Therefore, there is no need for any mapping of either the field 
aligned currents or of the electric field potential between the 
ionosphere and the magnetosphere. The MHD equations are 
solved above the ionosphere (R> RB= R^. 

It should be emphasized that in most global MHD models 
relatively large values were chosen for RB in order to exclude 
regions with very high Alfven speeds (and consequently with 
very small explicit time-steps). However, moving the inner 
boundary away from the actual M-I interface necessitates 
mapping physical quantities between the ionosphere and the 
inner boundary of the MHD simulation region. This mapping 
process includes additional simplifying assumptions that are 
not well justified. For example, it is usually assumed that the 
total electric current density in the mapping region (R{<R< 
R^ is directed along the unperturbed magnetic field line, B Q . 
The conservation of the total current density yields a map­
ping relation that couples the electric current density jR(RI) 
flowing into the ionosphere (see Eq.(l)) to the Birkeland cur­
rent at the magneto spheric inner boundary R = RB: 

JR = n R • JHCRO (3) 



SOKOLOV ET AL. 143 

where n R is the uni t vector i n the radial direction and the 
f ie ld aligned current at the inner boundary of the simulation 
is given by: 

j „ ( * , ) : 
B,(f l , ) 

Mo 
B „ ( * . ) - [ V x B ( * B ) ] 

(4) 

Here a point on the sphere wi th radius of Rl is connected by the 
magnetic f ield line B Q to a corresponding point on the sphere 
w i th radius RB. On the other hand, i f the total electric current 
is not f ield aligned, then there is no conservation law for the 
f ield aligned component and Eq. (4) is no longer valid. 

The condi t ion for the tota l electric current to be f ie ld 
al igned (" force-free" magnetic conf igurat ion) appears to 
require that there is no mot ion and absolutely no pressure 
gradient in the region Rj<R<RB. Obviously, this condition 
is not satisfied in the real M- I system. For this reason it is 
advantageous not to impose any assumption on the orienta­
t ion o f the electric current and to derive it directly f rom the 
M H D numerical solution. We also th ink that the problem of 
very small explicit t ime steps when the inner boundary is i n 
the region of h igh magnetic f ie ld (RB = Rj) can and should 
be solved using available numerical technology, such as local 
or impl ic i t t imestepping [Hirsch, 1990] or a physics-based 
convergence acceleration [Gombosi et al, 2002], rather than 
by using assumptions that are not wel l just i f ied. 

Arbitrarily Directed Coupling Current 

The boundary condit ion for coupling the solution o f the 
M H D equations in the magnetosphere to the electric current 
density distr ibution in the ionosphere (see Eq. 1) is obtained 
f rom the radial component of the s impl i f ied Ampere's law 
by neglecting the displacement current: 

Po\ = V x B (5) 

The radial component o f this equation is: 

jR(Rl)= = (6) 
Mo Po 

The easiest way to prove the transformation f rom the radial 
component o f V x B to the two-dimensional divergence 
of a two-dimensional vector is to compare the appropriate 
expressions for the components o f an arbitrary vector A (see 
Appendix in Landau et al [1985]): 

nR-[Vx A] 

V t - A 

1 
R sin6 

_ ( 8 m e A , ) - — 

i 
Rs inO 

d dA^ 

(7) 

(8) 

and note that A x n R = (0, A^,—Ae) for A = (AR, A^ Ae) 
We note two important points. First, Eq. (6) is not equivalent 

to Eq. (4), even in the l imi t when RQ —>i? r In this l imi t ing case 
Eq. (4) becomes identical to Eq. (6) only i f the electric current 
near Rj is f ield aligned. Second, equation Eq. (6) automatically 
ensures that the total radial current vanishes when integrated 
over the entire outer boundary of the ionosphere: R jRdRt = R 
r t • [B t x nR]tdRt = 0 as a complete integral o f the divergence 
(here dRt is a spherical surface element). This is significant 
because the corresponding integral for the f ield aligned cur­
rents in Eq. (4) does not have to vanish. 

It should also be mentioned that the magnetic f ie ld i n Eq. 
(6) is the magnetic f ield perturbation (the deviation f rom B Q). 
Al though it is typical ly small compared to the unperturbed 
B Q f ie ld, it controls the electric current density (B o is usually 
a potential f ield). 

Non-Potential Electric Fields in the Magnetosphere and 
Ionosphere 

I n a good approximation the motional electric f ie ld near 
the boundary surface is 

E(RI)= [ B 0 x u]R = R l (9) 

where u is the plasma bu lk velocity. Here the contr ibut ion 
f rom the magnetic f ie ld perturbat ion B is neglected. The 
electric f i e ld is perpendicular to the magnetic f ie ld l ine 
(E • B 0 = 0), so that its radial component can be expressed 
in terms o f the tangential components: 

£ R ( * I ) = " 

E f • B 0 ^ 
(10) 

A consequence o f Faraday's law is that the tangent ial 
components o f the electric fields are continuous at any sur­
face. This means that the same tangential electric f ield E t ( i y 
should be used i n Eq. (1) (the general electric f ie ld now 
replaces — V ^ ) : 

A ( * i ) = - [ V t - C E - E , ) , ] ^ (11) 

I n Eq. (11) it is not assumed that the electric f ie ld has a 
scalar potential, and consequently, the electric f ie ld is not 
necessarily curl-free, V x E = — dB/dt ^ 0. We w i l l discuss 
the magnetospheric and the ionospheric consequences o f this 
point separately. 

The present generation o f global M H D models assume 
that magnetic f i e ld l ines are equipotentials between the 
ionosphere and the inner boundary o f the magnetospheric 
simulation domain ( ( B o • V ) ip= 0). We know that only curl-
free electric fields can be characterized by scalar potentials, 
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therefore in the mapping region the V x E = 0 condition must 
hold. Using Faraday's law (Eq. (2)) one can readily see that 
the assumption of a potential electric field is equivalent to the 
assumption of a time independent (steady-state) magnetic field 
in the region between the ionosphere and the magnetospheric 
inner boundary. Since we place the inner boundary at RB = Ru 

we do not need to assume that the magnetic field lines in the 
inner magnetosphere are time stationary equipotentials. 

In the ionosphere the assumption of a potential electric 
field is more restrictive resulting in mathematical and physi­
cal inconsistencies. Non-potential ionospheric electric fields 
also lead to important physical and technological effects. 
Metallic tubes, power transmission lines, huge transform­
ers, land, sea-water and oceans form monumental closed 
conducting contours, that are not connected to the ionosphere 
by pairs of wires. However, they all are inductively coupled 
to the non-potential electric fields in the ionosphere. The 
non-potential part of the electric field, E?(i?j), induces the 
time variation of the radial magnetic field, B R , which can be 
obtained as long as E ^ j ) is known (see Eq. 2): 

^ = -V, x E ( (12) 

The voltage induced in a closed contour can be obtained 
by integrating Eq. (12) overthe area enclosed by the contour 
or alternatively, by integrating the ionospheric electric field 
along the contour: 

This interesting effect is completely ignored and cannot be 
included in a potential field model for the ionospheric elec-
tricfield: it follows from the assumption of E (i?T) = — V ^ , 
that the value of Eq. (13) is exactly zero. 

The use of the Eq. (1) with a potential electric field as a 
boundary condition for the MHD equations also results in a 
mathematical problem. Substituting a potential electric field 
for E t in Eq. (12) one can find that this equation requires that 
dB^R^/dt = 0. Therefore, the potential boundary condition 
is applicable only if BR(RY) is known and it is constant in 
time (steady state). 

Without assuming a potential electric field, the ionospheric 
field Et can be written as the sum of a potential and non-
potential component: 

E, = -V , i |> + [ n R x n E ] 
V , = -V?oj; (14) 

V, * E , = n R V ? n E 

Here I 1 E is a 2D scalar potential. Eqs. (6) and (11) can be 
combined to yield: 

V , . ( K ^ _ E . E , ) = 0 ( 1 5 ) 

Eqs.(14) and (15) are the key to the new M-I coupling 
method. 

Height Integrated Ionosphere With No Radial Electric 
Currents 

We treat the ionosphere as a thin conducting layer occu­
pying a very narrow altitude region, hL < h < hv (here hL 

and hjj represent the lower and upper boundaries of this 
layer). In addition, we ignore any altitude dependence. The 
physical and chemical processes responsible for the iono­
spheric conductivity are parametrized in terms of the height 
integrated components of the 2 x 2 conductance tensor E. 
The well known way to construct this tensor is described in 
Appendix A. 

In addition, Eq. (15) implies that all the radial electric cur­
rent flowing into or out of the ionosphere is only due to the 
M-I coupling and ignores all other radial electric currents, 
just as in the TIEGCM model [Richmond et al, 1992]. Until 
these additional currents are properly incorporated into the 
model, it cannot provide a quantitative description of some 
important geophysical phenomena. 

Under these assumptions we integrate Eq. (15) over alti­
tude for the ionosphere: 

[ " r X B ' ] - E - E , = In .* B ; ] (16) 
Mo Mo 

where B't is the tangential magnetic field below the ionosphere. 
From Eq. (15) it follows that satisfies the condition 

v , - k x B ; i = - n R -\y, x b ; j= o (17) 

i.e., the tangential magnetic field below the ionosphere is a ID 
potential field: 

Bf

t = [VtUM]R = RE + hL (18) 

where WM is a 2D scalar. 
The boundary condition relates the ionospheric electric 

field to that of below the ionosphere. From the continuity of 
the radial electric field and fromEqs.(12 and 14) we see that 
the non-potential part of the electric field should be continu­
ous through the lower boundary of the ionosphere: 

b ; = b r ; [ v x e;i = v ? n E 09) 
The electrostatic potential part of the ionospheric electric 
field is strongly distorted by charge separation at the lower 
ionospheric boundary and it is mostly radial: E' R = — i/j/hL. 
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We note that the potential electric field does not induce cur­
rents and it only produces the charge separation. 

THE ELECTRODYNAMIC PROCESSES BELOW THE 
IONOSPHERE ARE DECOUPLED 

So far the assumptions relating to the M-I coupling model 
have been formulated in terms of variables, parameters and 
equations associated with the magnetosphere and/or iono­
sphere. However, eq.(16) goes beyond this and it couples the 
ionospheric electric field to the tangential magnetic field 
below the ionosphere. This magnetic field, in turn, depends 
on physical processes below the ionosphere. 

Generally, there is a two-way coupling in this region 
because the magnetic field below the ionosphere is a func­
tion of [V, x E t] = V 2 n E and can be thought of as a linear 
response of some very complicated electrodynamic system 
(the Earth plus everything conducting on it) to the rotational 
part of the electric field. Using Eqs. (18) and (19), the most 
general linear response function can be written in the follow­
ing form: 

IIM = ff F(UE)dtdRt (20) 

Investigating such current systems is very interesting 
but complicated and we intend to explore this subject in 
subsequent publications. Here we discuss some simple 
limiting cases, in which the M-I coupling problem can be 
more or less readily decoupled from the electrodynamics 
below the ionosphere. All the discussed models allow 
some evaluations for the magnitude of the ground induced 
currents (GIC). 

Concentrated Ground Impedance 

Assume that the magnetic field variations and the electric 
fields are shielded by Earth's conductivity in a thin skin layer 
of hs ~ (ty/cj Ep0)l/ 2 , where tyis a time scale for magnetic 
variations and 6E is the ground conductivity. Hence, at h « 
—hs the magnetic field vanishes, B —> 0. 

For this case the physical interpretation of the [n R x B ' J 
term in Eq.(16) is as follows. Our formulation takes into 
account all the currents and electric fields in the ionosphere 
and allows for non-potential electric fields that can induce 
closed electric current loops in the ground, ocean and so on 
(see Eq. 13). These currents in turn can induce some addi­
tional magnetic fields. 

An explicit and unambiguous expression for B't can be 
directly obtained from Ampere's law (Eq. 5). The height 
integrated tangential components of Eq. (5) can be written 
as follows: 

[nR x BJ]- [nR x Bt]h=_hs 

nRBRdh = po \tdh (21) 
hs J-hs 

The induced magnetic field at h = — h is assumed to tend to 
zero, hence the second term vanishes in the left hand side of 
Eq. (21). Comparing Eqs. (18 and 21), one can represent Eq. 
(21) in the form of Eq. (16) with the following unambiguous 
expression for B't = [n R x V,IIM]: 

n R x V , [IIM- [ BRdh) = p0 [ )tdh (22) 
\ J-hs J\ J-hs 

Our simple model of a concentrated ground impedance 
assumes that the integral of BR in the left hand side can be 
evaluated as (hL + hJBf

R, while the height integrated ground 
induced current density I = f°_hs \tdh that is a function of 
dBR/dt = - V x E [cf. Viljanen et al, 1999], is assumed to 
be linearly proportional to the rotational part of the electric 
field: 

Igr = £ E [ n R x Vf lL] (23) 

where the integrated surface conductivity is S E ~ <JEhs. 
With these simplifications Eq.(22) becomes: 

UM = jUoEEUE + (hs + hL)BR, 
dBR 

dt = -V?nE (24) 

(25) 

Together with these relationships, the rotational part of 
Eq.(16) 

V 2n E + Vx E " 1 ^ x V ^ / i o 
= Vx E _ 1 [ n R x Bt]/pQ 

forms a closed system of equations that allows us to find ]TE, 
] 1 M and then the ionospheric electric field Et for any given 
B^ above the ionosphere. 

The total jump in the magnetic field, [n R x 2? t ] / / / 0 , through­
out the Earth skin layer, atmosphere and ionosphere can be 
related to the total current using Eqs. (15, 16, 17 and 23) in 
the following form ([cf. Untiedt and Baumjohann, 1993]): 

n R x B t _ 

Mo 
liono = S ' Et 

V = £ E [ n R xV,n E ] 
hnd ~ n R x V , 

(hL + hs)BR 

po 

-,(26) 

n R x B t 

Mo 
= Vt-(Igr + Iind)=0 
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Without neglecting the displacement current, the magnetic 
field B ' , would be equal to the magnetic field in the Earth 
wave-guide (see [Yoshikawa and Itonaga, 2000]). The mag­
netic field above the ionosphere is separated from the effects 
of the ionospheric current (that is proportional to the total 
ionospheric electric field), from the GIC (proportional to the 
rotational part of the ionospheric electric field) and from the 
small reactive impedance (proportional to the radial mag­
netic field). Usually the latter term is small as compared 
to the input from GIC, Appendix B discusses the opposite 
limiting case for the interested reader. 

Potential Ionosphere 

In two limiting cases the M-I coupling can be decoupled 
from the processes taking place below the ionosphere and it 
becomes independent of the poorly defined E £ . 

First let us assume an infinite Earth conductivity: E E » 
|E|. According to Eq.(25), such a conductivity completely 
eliminates the rotational part of the ionosphere electric field 
(J1 E = 0). In this case Eq. (1) describes the total electric field 
that becomes a purely potential field. From Eqs. (1, 16, 24 
and 25) with Y\E = 0 one can find an expression describing 
the GIC for this model: 

I g r = - [ U r X B f ] E • V ^ , nE = 0, BR = 0 . (27) 
Po 

We note that according to Eqs. (15, 16 and 27) the resulting 
GIC are divergence-free. 

In this approximation we obtained the traditional poten­
tial ionosphere and the GIC as the limiting case of the con­
centrated impedance model. Mathematically, the potential 
ionosphere model is not anyway easier than the more realistic 
concentrated impedance model, because Eqs. (24 and 25) are 
of the same type and of the same complexity as Eq. (1). At 
the same time the physical model is still oversimplified and 
inconsistent because it includes GIC, but does not include 
the non-potential electric field. To improve the model, more 
realistic non-potential electric fields and related GIC should 
be incorporated. 

Non-Potential Ionosphere With No Ground Induced 
Currents 

The processes below the ionosphere also can be decou­
pled in the opposite limiting case when E E « |E|. This 
assumption means that we neglect the GIC, or more precisely, 
we neglect the feedback of GIC on the ionospheric electric 
field through the magnetic field below the ionosphere. The 
D M = 0 condition makes it possible to obtain an explicit 
expression for the ionospheric electric field from Eq. (25): 

E _ 1 

For brevity we denote Bt — (hs + hJVtBR as Bt. The non-
potential part of the electric field can be recovered, if desired, 
from the V | I I E = [Vt x Et] equation. One can also obtain 
the small GIC by using I I M = E E I I E . 

This model is again oversimplified and one needs the 
incorporation of a more realistic GIC description and related 
non-potential electric fields. However, this GlC-free non-
potential model is very simple and computationally benefi­
cial because it does not require the solution of an elliptic 
equation like Eq. (1) or Eq. (25) We perfomed a large number 
of numerical tests (see below) and found that the potential 
ionosphere model and the non-potential GlC-free model give 
similar results for the overall M-I coupling, so we can take 
advantage of the mathematical and numerical simplicity and 
physical reasonability of the GlC-free model. We choose this 
model to be used in our M-I coupling model. We note that 
improving these models requires more mathematical and 
computational sophistication. 

We thus chose a simple boundary condition for the 
mag-netosphere relating the tangential components of the 
magnetic field perturbation to those of the electric field. It 
describes the M-I coupling in a very simple, local manner. 
Comparing Eq. (28) to Eqs. (87.1-6) of Landau et al. [1985] 
we see that our boundary condition is basically identical to 
the Leontovich boundary condition that was introduced for 
describing the interaction of electromagnetic waves with 
a thin conducting layer (ionosphere or, originally, the skin 
layer of metals). 

RESISTIVE SLIP VELOCITY 

No Mass Exchange Solution 

Eqs. (9, 10 and 28) can be combined to express the plasma 
velocity at the M-I boundary. However, the field aligned 
component of the plasma velocity (the component along the 
intrinsic field, BQ) is undefined since the cross product has no 
contribution from the parallel component. This uncertainty 
had been noted by Goodman [1995] and means that addi­
tional assumptions need to be made about the field aligned 
plasma velocity component at the M-I interface. 

In this paper we focus on the electrodynamic coupling 
between the ionosphere and magnetosphere. While we rec­
ognize the importance of ionospheric outflow to magneto­
spheric composition and dynamics, we focus on the simple 
case when the mass exchange between the ionosphere and 

E t = [n R x ( B t - [hs + hL)VtBK)] , 
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magnetosphere is neglected. We will generalize our approach 
in a subsequent publication. 

For the sake of simplicity we choose the radial plasma 
velocity to be zero at the M-I boundary. By combining Eqs. 
(9, 10 and 28), we find the boundary condition coupling the 
velocity and the magnetic field perturbation: 

E~ 1 

B0R [nR x u t ] = [nR x Bt] (29) 

In addition, we have the uR = 0 condition at the boundary, 
describing no mass exchange between the ionosphere and 
the magnetosphere. 

Boundary Conditions at the M-I Interface 

Combining Eqs. (29 and B8) we finally find the boundary 
condition at the magnetosphere - ionosphere interface in a 
simple vector form: 

uR = 0 (30) 

n R x Bt Bt± B t | | U/ = \ r o t — H + -— (31) 
u0eNe B 

The condition for the tangential velocity is surprisingly sim­
ple and has a transparent physical interpretation: the tangen­
tial velocity component of the nearly perfectly conducting 
plasma near the ionosphere is equal to the sum of corotation 
velocity plus the current velocity —Jt/(eNJ (in the general 
case this term can differ from both the electron and ion cur­
rent velocities but it is of the same physical nature), plus the 
"resistive slip" velocity: 

The "slip velocity" is due to finite ionospheric plasma resistance 
because the magnetic field lines can slip through the plasma as 
long as the magnetic field is not completely frozen in. 

NUMERICAL MODEL 

We use the BATSRUS code of the University of Michigan 
[Powell et al., 1999] to simulate the magnetosphere. The 
ideal MHD equations with full energy equation are solved 
using a conservative finite volume scheme with second order 
of accuracy. An adaptive block grid is used, the control vol­
umes ("cells") being rectangular boxes. 

The values of the MHD variables are interpolated to the 
faces of the control volume using the van Leer /3-limiter 
[Hirsch, 1990] with (3 = 1.2, applied to the increments of the 
primitive variables (density, velocity, magnetic field B and 
pressure), as in the MUSCL scheme [cf. Toro, 1999]. 

The monotone numerical fluxes through the faces of the 
control volume are upwinded using the Artificial Wind 
scheme [Sokolov et al., 1999, 2002]. Second order time 
update is used as in the second order Runge-Kutta scheme. 

The boundary conditions given by Eqs. (30 and 31) are 
used to construct the first order monotone boundary condi­
tion (via a Riemann solver) at the inner boundary for the 
MHD computational domain at R = Rv that is interpreted as 
the interface between a moving perfectly conducting fluid 
(magnetosphere) and a rotating thin spherical shell of finite 
conductivity (ionosphere). 

For comparison we also used the potential ionosphere 
model. The equation for the potential Eq. (1) with the same 
conductivity tensor as in the Eq. (B6) can be written in the 
following form: 

V 'A ( " p ) B l t

 + E ' V ' * J (32) 

- \yti\)x n R ] - V t ( E ; cosa ) = 7'R (R,) 

Eq. (32) is numerically solved using GMRES algorithm. 

SIMULATION RESULTS 

The main purpose of the present simulation is to com­
pare the newly introduced non-potential model for the M-I 
coupling with the existing potential model. That is why we 
choose a test problem for which the widely used potential 
model is applicable and should give a physically reasonable 
answer. That is we simulate the steady-state plasma flow 
around the Earth, the direction of the magnetic field dipole 
axis being perpendicular to the velocity of solar wind. For 
our non-potential model chosing a steady-state problem is not 
important, however, the potential model is strictly applicable 
only for a steady-state problem. In the simualtions the solar 
wind parameters are: n = 5 c m - 3 , velocity=500 km/s, tem­
perature T = 1.5 • 105 K and southward I M F = - 5 nT. 

In the first test we consider the case of a single constant 
conductivity, E ± = E N = 4 Ohm~l, E ' H = 0. Again, for the 
non-potential model any conductivity gradients are unim­
portant, while for the potential model the results obtained 
with non-constant conductivity depend on a particular choice 
of the scheme for the conductivity gradients. 

Plate 1 shows the field aligned current distribution 
calculated at the R = 2RE surface. This seems to be a repre­
sentative characteristics for M-I coupling because, although 
calculated in the magnetosphere, it is known to be sensitive 
to any change of the ionosphere parameters [cf. Ridley et 
al., 2003]. 

In the top panel of Plate 1 we present the distribution of 
the ionosphere current obtained using non-potential M-I 
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Plate 1. Ionospheric radial current distribution obtained with Plate 2. Ionospheric radial current distribution obtained with the 
the non-potential technique for M-I coupling (upper panel) and non-potential technique including Hall conductivity (top panel) and 
the same current density obtained with a potential model (lower the same, obtained with a potential model (lower panel), 
panel). 
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coupling model with the boundary condition in the form of 
Eq. (31). The result seems to be reasonable. In the bottom 
panel of Fig. 1 the same distribution is presented obtained 
from the potential model in solving the Eq. (32). The agree­
ment between the results is very good. 

In Plate 2 we present the results of the same simulations 
but with the Hall conductivity taken into account. In the 
simulations we used Ja]ldh= 1000 Q~l and fopdh = foHdh 
= 4 Q~l with the proper latidude dependence according to 
Eqs. (B2-B5). The difference in the results is again reason­
ably small, mainly due to the significant differences in the 
numerical algorithms we used in the potential and non-
potential models. 

DISCUSSION AND CONCLUSION 

We demonstrated that the results obtained using the 
new non-potential model for M-I coupling are very simi­
lar to compared to the results obtained with the potential 
model. 

The non-potential model seems to be physically more rel­
evant when describing fast and abrupt processes in the M-I 
system, for which the essentially non-potential perturbations 
of the electric field are not applicable. 

The non-potential model is of higher computational effi­
ciency, since the electric potential is not needed for describ­
ing the M-I coupling, and consequently there is no need to 
solve Poisson's equation Eq. (32). 

The non-potential model allows us to find the non-poten­
tial electric field, calculate and predict the electromotive 
forces, which are induced in the natural and technological 
large-scale closed electric circuits at the Earth during fast 
geomagnetic processes. 

APPENDIX A: SOURCE SURFACE METHOD AND 
ACCELERATED DAMPING RATE FOR NON-

POTENTIAL ELECTRIC FIELD 

In the case of the terrestrial ionosphere with no ground 
conductivity, the normal component of the magnetic field 
(that is continuous across the ionosphere in the thin iono­
sphere approximation) can be expressed as a series of spher­
ical functions, Y : 

BR\R = RE + hL

 = ^^anm Ynm (0, (J>) 

Once the expansion coefficients, anm, are specified, the full 
magnetic field vector at the sphere can be expressed in the 
following form: 

(A2) 

Next we can substitute Eq. (A2) into Eq. (16) and express the 
tangential electric field in the ionosphere in terms of all the 
three components of the magnetic field: 

E - E , - — [nR x B , ] 
Mo 

1 
Mo 

(i?E + / 0 [ n R x V j V ^ 
L—^ n 

(A3) 
Ynm (6, <f>) 

A physically instructive simplification of Eq. (A3) can be 
obtained by neglecting the factor l/n in the series expansion, 
even though this approach overestimates the influence of the 
magnetic field B° below the ionosphere. Now one can rec­
ognize that the series expansion is the radial magnetic field 
component at the sphere and we can combine Eqs. (Al) and 
(A3) to obtain the following: 

/ / 0 E - E , = [nR

 x B , ] - (RE + A L ) [n R x Vt]BR (A4) 

The physical interpretation of this equation becomes clear 
if we consider the case of a uniform and scalar conductivity 
E o , and take the time derivative of Eq. (A4): 

Consider the limiting case when Earth is a perfect insu­
lator (with zero conductivity) and there are no GICs. In 
this case, the magnetic field below the ionosphere is purely 
potential, hence, it can be unambiguously expressed in terms 
of its radial component (BR) at a sphere, using the so-called 
source surface method. This method is widely used in solar 
physics, allowing to reconstruct 3D spatial distribution of 
the coronal magnetic field from measurements of the radial 
component of the field at the solar surface [Altschuler et al, 
1977]. Recently our group applied this method to simulate 
the 3D solar wind driven by solar magnetogram observations 
[Roussev et al, 2003]. 

1 dEt = 

dt / / 0 E , 

R^ + hL 

n R x 
dBt 

dt 

[UR >< V,] 
dBR 

(A5) 

ju0T,0 dt 

This equation can be further simplified using Eq. (12): 

1 dEt 

dt ju0^Q 

Mo ^ 0 

n R x 
dB, 
dt (A6) 

[nR x v,](V, x E,) 
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Finally, we apply the V, x operator to Eq. (A6): 

| ( V ^ E , ) - ^ V j ( V f x E ( ) 
ot ju0E0 (Al) 

dt ju0E0 

The solutions of Eq.(A7) with vanishing right hand side 
would decrease in time, not slower than ~ exp(—vt), where 
the damping rate v is: 

1 1 

2(RE + hL)ju0Z0 4E0[mhos] 
[s~l] (A8) 

This means that the perturbat ion of the non-potential 
electric field caused by a variation of the magnetic field 
above the ionosphere (which comes from the magneto­
sphere) spreads over the ionosphere and decreases in time. 
Approximation (A4) overestimates the damping rate for 
spherical harmonics with larger n values. However, Eq. 
(A8) is correct in any case, because it is derived for n = 
1 spherical harmonics and the omission of l/n factor is 
justified for it. The maximum damping rate approximation 
given by Eq. (A4) is useful both from the theoretical (it 
allows to treat non-potential time-varying electric fields, 
while it rapidly converges to the steady-state solution for 
purely potential electric field) and from the practical points 
of view (it results in a simple and fast converging numeri­
cal method). 

On the other hand, the physical reasoning under this model 
is rather poor. The magnetic field is assumed to freely pen­
etrate to the ground down to the Earth center due to infinitely 
small conductivity, while with realistic finite Earth conduc­
tivity aE, which is especially high at larger depths, the time 
ju0RlcrE needed for such the penetration is enormously long 
and is a way greater than time scale tv for any geomagnetic 
variation: t v »> / / 0 R e

2 J E . 

APPENDIX B: CONDUCTANCE TENSOR 

In this section we discuss some properties of the height 
integrated electric conductance tensor, E. Our observations 
are simple and we make them to avoid misunderstandings 
about the physical nature of the various terms. In the liter­
ature both the conductance and resistance tensors are used, 
and, in addition, in the M-I coupling problem the height 
integrated 2D conductance tensor is used, rather than the 
3D conductivity tensor. 

The generalized Ohm's law in the ionosphere plasma is: 

i = ( <TII 
(E' B 0 ) B 0 

+ c r P E' -
[E ' x B 0 ] 

where cr p and aH the Pedersen and Hall conductivity, crN is the 
conductivity along the magnetic field, E' = E + [vrot x B Q ] is 
the electric field in the rotating frame of reference, v r o t is the 
velocity of rotation (the ionosphere is assumed to rotate with 
the Earth). Eq. (Bl) is discussed in textbooks [cf. Gombosi, 
1998] and is well-known. 

Next we consider the ionosphere as a thin conducting layer. 
This assumption allows us to neglect the radial component 
of the current density j R in Eq. (Bl) that is small compared 
to the tangential components (see Amm [1996]). By finding 
the radial electric field Ef

R from the condition j R = 0, one 
can reduce Eq. (Bl) to an equation for the tangential current 
density 

\ - W / \ ( E ? B Q ^ B Q , , , 

a 0 t (B2) 

where 

-cr H cosa[E( x n R ] 

an cos 2 a + dp sin a ' 

(TiiO-p cos 2 a + ( a 2 

sin a 
aji cos 2 a + aP sin 2 a 

a i l cos 2 a + a P sin a 

(B3) 

(B4) 

(B5) 

and 

cosa B0 

We note that the conductivity a'^, which is usually denoted 
as (Jee, is 'parallel' only with respect to the (small) projec­
tion of the full magnetic field on the ionosphere layer Bf, 
but the physical processes under it are mostly the same as 
for the Pedersen conductivity, because the BQR component is 
dominant. Eqs. (B2-B5) are identical to the results obtained 
by Amm [1996]. Eq. (B2) can be height integrated assuming 
that the tangential electric field in the thin conducting layer 
does not depend on altitude: 

j , = ( e ; - e ; ) 
(Ef

t - Bot)Bot 

R1 + e p e ; 

•Eg cosalEj x n R ] 
(B6) 

E;= Ja[dh9T!^ = jaf

?dh,ZR/= Ja'udh (B7) 

Note, that in the 2D Ohm's law (Eq. B6) the difference 
between the "parallel" and "Pedersen" conductances is small, 

(Bl) especially at high latitudes (at sin 2 a —• 0): E ; 

B0 
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j credit, a l though for actual 3D conduct iv i ty coeff ic ients 
usually <T|| » a p in the ionosphere. This point is physically 
evident, because, due to the large radial magnetic f ie ld, the 
tangential current is not f ie ld aligned at al l and is not much 
sensitive to the comparatively small tangential component of 
the magnetic f ie ld. Particularly, in our f i rst numerical test 
(see above) we use E ' = E ' N = 4 Ohm~l. 

Finally, we should consider the right hand side o f Eq. (B6) 
as the product o f the 2 x 2 matr ix, E, mult ipl ied by the vector 
E^ and invert this matr ix (see Eq. (29)) by expressing the 
tangential electric f ie ld in terms of the tangential current: 

E ; = s - ' j t = Ia+ £ i l + [ J ; x " r ] b o r ( B 8 ) 

where 

£;£J +(X'h cosa) 2 

(B9) 

= e ; e p + ( e ^ < W 

B o ( e ; e ; + ( s ^ c o s a ) 2 ) ( B 1 1 ) 

eEJ, 

here the parallel and perpendicular components o f the tan­
gential currents are defined w i t h respect to the tangential 
magnetic f ie ld: J*h = B0t (Jt • B0t) IB %t, Jt± = Jt - Jt]l. 

Here E j | and E ± are proper non- l inear combinat ions 
o f the height in tegrated conductances. Nevertheless, i f 
only the electrons are responsible for the conduct iv i ty and 
their conduct iv i ty coefficients can be considered as height 
independent variables i n the integrat ion, then E N = E ± = 
/ C T | | dh and they become the height integrated Lorentz 
conduc t i v i t y and do not depend on the magnet ic f i e l d . 
Analogously Ne is also some formal ly introduced non-linear 
combination o f the height integrated conductances, wh ich 
has noth ing to do w i t h the electron density i n a general 
case, but i n the same par t icu lar case i t becomes Ne = J 
ndh, ne being the electron density. This s impl i f icat ion is 
not used i n our numer ica l solutions, i t is inva l id for the 
Earth ionosphere, because the ions are main ly responsible 
for the Pedersen conduct iv i ty , but i t is useful i n analyz­
ing the physical interpretat ion o f the boundary conditions 
described in the body o f this paper. 
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Pressure-Driven Currents Derived from Global ENA 
Images by IMAGE/HENA 

E d m o n d C. Roelof 

Johns Hopkins University/Applied Physics Laboratory, Laurel, Maryland 

The global ion distributions extracted from E N A images obtained by I M A G E / 
H E N A can be used to calculate the distribution of partial p lasma pressure through­
out the r ing current region. Knowing the p lasma pressure and the magnet ic field, 
one can calculate the three-dimensional current system that is driven by the pres­
sure gradient, assuming force equilibrium in the absence of convection with V J = 0. 
For an isotropic pressure tensor P = PZ, the complete current intensity J can be cal­
culated from Euler potentials, one of which is the pressure (P) itself, while the other 
(Q) is the partial volume of the magnet ic flux tube measured from the min imu m- B 
equator. For a dipole field, the latter is a simple analytic function, but in principle 
Q can be calculated from any magnet ic field model. If P is not isotropic, a solution 
still exists, but it is not expressible directly in terms of Euler potentials. Examples of 
effects in estimating the ion pressure from I M A G E / H E N A images will be presented 
in order to explain the underes t imate of the actual Region 2 field-aligned currents 
by the magnetometers on the constellation of I r idium communica t ion satellites. 

INTRODUCTION 

Ion intensity distributions have been extracted from 
IMAGE/HENA ENA images -10-200 keV using a condi­
tioned linear inversion algorithm [Demajistre et al, 2004]. 
These ENA image inversions have been validated by com­
parison with in situ ion measurements from Cluster/CIS 
during 6 geomagnetic storms [Vallat et al., 2004]. 

Another type of "ground truth" comparison can be made 
with ion intensity distributions obtained from these ENA 
image inversions. The corresponding partial pressure dis­
tributions calculated from the inverted ion intensities can be 
used to estimate the global pressure-driven electric current 
system [Roelof, 1989]. Field-aligned (Region 2) currents 
that should be driven into the ionosphere by the pressure 
distribution have been computed and compared with simul-

Inner Magnetosphere Interactions: New Perspectives from Imaging 
Geophysical Monograph Series 159 
Copyright 2005 by the American Geophysical Union. 
10.1029/159GM11 

taneous FAC (field-aligned currents) measured by magne­
tometers on the Iridium communication satellites [Roelof 
et al, 2004]. 

The purpose of this paper is to summarize the present 
method for obtaining pressure-driven currents from ENA 
images and to discuss the effects that lead to underestimates 
of the measured Iridium Region 2 FAC values. 

COMPUTING PRESSURE-DRIVEN ELECTRIC 
CURRENTS FROM HENA IMAGES 

For an isotropic pressure tensor P = PI, the complete cur­
rent intensity J satisfying V J = 0 can be calculated from 
Euler potentials, one of which is the pressure (P) itself, and 
the other (Q) is the partial volume of the magnetic flux tube 
measured from the minimum-B equator [Roelof, 1989]. If P 
is not isotropic, a solution still exists, but it is not expressed 
directly in Euler potentials. 

With the assumption of isotropic pressure balance in the 
absence of convection 
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J x B = VP 

there is an easy method for obtaining the complete pres­
sure-driven current system. That method [Roelof, 1989] 
introduces Euler potentials for the electrical current, thus 
automatically satisfying the steady state condition V J = 0. 
We chose two arbitrary Euler potentials Q and R so that 

J = VQ x VR 

Not to be coy about it, R will indeed turn out to be the pres­
sure P, but that is not assumed to be so at the outset. It is 
determined when we require that J x B = VP. Note that this 
force balance requires that BVP = 0, or that the pressure is 
constant along a field line. 

J x B = ( B V Q ) V R - ( B V R ) V Q 

We now observe that if we set R = P that BVR = BVP = 
0, so the second term vanishes. Then we are left with only 
the first term, so that 

(BVQ)VP = VP 

which will be satisfied if 

B V Q = 1 or aQ/ds = 1/B 

J d S - J = JdS-VQ x VP = - JdS-V x (PVQ) 

and then apply Stokes' theorem around the curve C bound­
ing S. 

JdS-V x (PVQ) = Jdc-PVQ = c JdQP 

Define the area S normal to J and as being bounded by the 
four surfaces (Q, Q+AQ, P, and P+AP) = constant. Along 
the first two, dQ = 0, and along the second two, P has a 
constant value. 

J d Q P = PAQ - (P+AP)AQ = -APAQ 

Al = J d S - J = AQAP 

EULER POTENTIALS FOR CURRENT IN A DIPOLE 
MAGENTIC FIELD 

For a dipole field (again assuming negligible perturbations 
by the electric currents), the integral of ds/B can be done 
analytically and Q turns out to be a separable function of L 
and G. The simple formula follows from 

ds = b d r = — (2cos0dr+sin0rd0)/y 

The formal solution can be written 

Q = 0 j s dsVB(s') 

where it is understood that the path integration is along a 
field line. Therefore, the correct condition for the existence 
of a pressure-driven current is that the surfaces Q = constant 
(not B = constant) and P = constant must intersect. 

BASIC PROPERTIES OF EULER POTENTIALS 

The lines of current intensity J lie in the intersections of 
the surfaces Q = constant and P = constant. This is because 
the gradients VQ and VP are normal to their two surfaces, 
respectively. However, the vector cross-product of the nor­
mals must lie in both surfaces, because it must be locally 
perpendicular to either normal. Therefore it must lie in the 
common line formed by the intersection of the two sur­
faces. 

The net current Al integrated across an area of surface S 
normal to the current itself is AQAP, where Al, AQ, and AP 
may be finite increments. To prove this, we use the equiva­
lency of Euler and vector potentials 

= - d 6 (2cosedr/d0+rsin0)/y 

where y = (3cos 2 0+l) 1 / 2 . For a dipole field B = B 0(a/r) 3y and 
the field line is given by r = aLsin 20 (holding L constant) so 
that dr/d0 = 2aLsin0cos0. Now we can integrate the equation 
dQ = ds/B, holding L constant: 

Q(L,u) = (a /B 0 )L 4 J^ d u ^ l - u 2 ) 3 

= (a/B 0 )L 4 up(u) 

where p(p) = 1—ju2+(3/5)jli4— (1/7) u 6 , an even polynomial. 
The separability of Q(L,u) with regard to the (L,p) depen­
dence greatly facilitates the analytical calculation of VQ in 
spherical polar coordinates. 

The vector cross-product J = VQ x VP can either be 
formed directly from the (r,0,(|)) components, or it can be 
expressed in terms of the coefficients of VL, Vju, and V(|>. 
Both calculations give the final result for the components of 
the current density: 

J r = -(L2/aBo)[8|a2p(|Li)/sin60+sin20]aP/a(|) 
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J e = -(4L2/aB0)[jup(|Li)/sin5e]aP/a(t) 

= +(L 3sin 30/aB 0)dP/dL 

A straightforward but tedious calculation shows that these 
components satisfy the condition V J = 0 for any pressure 
distribution of the form P(L,(|)). Note that this form satisfies 
the ancillary condition B VP = 0 because B^ = 0 and BVL = 
0 for a dipole magnetic field. 

The current density in the equatorial plane (ju = 0) is sim­
ply 

J r = - ( L 2 / a B 0 ) SP/S<|> 

h = 0 

= +(L 3 /aB 0 ) DP/dL 

These equations may be rewritten (again, for ju = 0 so that r 
= aL and e e = — e z) 

J e q = ( r V B ^ ) e e x V e q P = [-1/B e q (r)] e z x V e q P 

This form shows that the current lines in the equator follow 
the contours of constant pressure. 

DIRECT CURRENT CALCULATION USING 
CONSTANT-PRESSURE SURFACES 

We can generate the partial pressure surfaces P(L,(|)) = 
constant from the ion intensities obtained from the HENA 
image inversions, and then directly calculate their intersec­
tions with the analytic surfaces Q(L,u) = constant. If we 
generate surfaces at equal intervals in Q and P, then their 
intersections will give current "lines", all carrying the same 
current Al (in amperes) = AQAP. This gives an easy way to 
visualize the global pressure-driven current system. 

However, in the ionosphere where r=a so that L = s in _ 2 0, Q 
depends purely on the cosine of the co-latitude (ja = cosG) 

Q^Ca/BoJupGiVa-H 2) 4 

Take the contour (used above in the proof of Euler's theo­
rem) to be a box bounded by (9,6+A6) and (c|),(|)+A([)) on the 
surface r = a in the ionosphere. On the lines of constant co-
latitude, dQ = 0, so the line integral 

Al = - J dc-PVQ = - J dQ P 

becomes 

Al = 0 j e + A 0 dju (dQ/dju) [P(sin-2e,(|)+A(|))-

P(sin-20,(t))] 

and the normal area into which this current flows is 

A n = (a2sin6cosx)A0A(() tanx = tan0/2 

so the current intensity is J^amp/m 2 ) = AI/A n 

The integral for Al can, in principal, be evaluated numeri­
cally, but dQ^dju contains a term that varies as s in - 1 0 ©. The 
current into the ionosphere is J^O,^) = —Jr evaluated at r = a 
so that L = l/sin 29. The analytic expression for the current 
into the ionosphere is 

J{ = (l/aB0)[8jLi2p(|Li)sin-10e+sin-2e]aP/a(t) 

The very strong inverse dependence on sin0 shows that the 
ionospheric current density will be extremely sensitive to the 
azimuthal pressure gradient in the near-Earth plasma sheet. 
However, we should remember that the magnetic field in the 
same region becomes significantly deformed from that of a 
simple dipole, and our calculation is based on the simple geom­
etry of a dipole field. At best, this divergence as sinO^O (if 
dP/d§ remains finite for large values of L) is an indication that 
azimuthal pressure gradients in the near-Earth plasma sheet play 
an important role in driving the Region 2 current system. 

ERROR FACTORS IN ESTIMATING 
FIELD-ALIGNED CURRENTS FROM 

IMAGE/HENA PRESSURE DISTRIBUTIONS 

My colleagues and I have made preliminary quantitative 
comparisons [Roelof et al, 2004] between the pressure-driven 
currents deduced from IMAGE/HENA image inversions 
(following the method described in this paper) with the FAC 
intensities measured by the magnetometers on the constella­
tion of Iridium communication satellites (data courtesy of Dr. 
Brian Anderson of JHU/APL). We find that our estimates of 
the low-altitude (Region 2) FAC intensities yield the same gen­
eral morphology in the sub-auroral regions, but the estimated 
intensities are a factor of 5-50 smaller than those estimated 
from the Iridium measurements. We now identify four effects 
that we believe are contributing to the present discrepancies. 

Partial pressure. The energy range of the HENA TOF 
system should capture most (but not all) of the pressure in 
the ring current region (10-200 keV/nuc). The partial pres-
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sure for a given ion species P ( E p E 2 ) between two energies 
Ej and E 2 is given by 

P(E 1 ,E 2 ) = E 1 J E 2 dEpj(E) 

where p is the particle momentum and j is the ion uni-direc-
tional differential intensity. If P is the total pressure for that 
species, then 

P(E 1 5 E 2 ) : f P 

where fp = P ( E p E 2 ) / P is the error factor due to the partial 
pressure. Clearly we have f p <l for each species. 

Gradient smoothing. The algorithm we use [Demajistre et 
al., 2004] for obtaining the ion distribution j i o n(L,(|)) imposes 
a smoothness condition. Consequently, the gradients in the 
(partial) pressure will always be underestimated to some 
degree. It is primarily the azimuthal gradient (d¥ld§) that 
drives the low-altitude field-aligned currents measured by 
Iridium. Consequently 

measured |aP(E 1 ; E 2 )/3^| t r u e = fQ \d?(EvE2)/dM 

where we will always have f c < l . 

Anisotropic pitch-angle distribution. If the ion pitch-angle 
distribution is not isotropic, it is most likely to be a trapping 
distribution P = / P ^ B B ^ - P ± ) / B 2 with P||<P±. ENA images 
obtained at moderate to high latitudes would respond more to 
P|l than Pj_. Therefore when we assume that P is isotropic for 
the inversion, we will obtain a pressure that is too low 

P = f p 
inversion A 

where f A <l . We outline in the Appendix a computational 
approach that can accommodate anisotropic ion pitch-angle 
distributions. It involves the same function Q that is an 
Euler potential (along with the pressure P in the isotropic 
case). Unfortunately, however, the more general solution 
for the current J is not expressible purely in terms of Euler 
potentials and thus does not possess their considerable com­
putational advantages. 

Stretched field lines. The assumption of dipolar field lines 
is certainly not valid in the outer ring current region. At an 
equatorial distance r, the dipole field B d (r) will be smaller 
than the actual stretched field B(r). Suppose we characterize 
the stretching by a dipolar increment AL>0 such that B(r) 
= B d ( r -AL) . 

For a dipole field, we have shown that the low-altitude FAC 
J|l is proportional to L5dF/d^. Assuming this relation holds 
for the stretched field lines, we should correct the L-value in 
the formula to r - A L so as to make the dipole field as strong 
as the stretched field at r = L. 

measured ~ ( l - A L / r ) 5 J. 5 T true 

S O We have T r e a s u r e d : -• f s J H

t r u e and f s =( l -AL/ r ) 5 <l . 

Cumulative effects. In our initial attempt [Roelof et al, 
2004] to compare the calculated low-altitude FACs with those 
observed on the Iridium satellites (data courtesy of Dr. Brian 
Anderson, JHU/APL), we found that the FACs measured by 
Iridium showed a similar MLT dependence in the sub-auroral 
(Region 2) latitudes, but they were a factor of 5-50 larger than 
our values calculated from the ion partial-pressure distribu­
tions obtained by inverting the IMAGE/HENA images. We 
now believe that this is a reasonable result in the light of the 
four error effects analyzed above, each of which is character­
ized by a factor <1. Since the effects are essentially indepen­
dent of each other, we can write 

j HENA „ (f p f Q f A f s ) J| Iridium,^, j M d i u m / ( 5 _ 5 0 ) 

Now suppose the factors all have comparable values (f). 
They will explain the discrepancy if 

f ~ l / ( 5 - 5 0 ) 1 / 4 = 0.67-0.38 

Since we consider that each effect is significant, a typical 
value of about 1/2 for any of the four factors seems reason­
able in explaining the observed discrepancy between J | | H E N A 

and J^1"111111111 (particularly since we included only the H + pres­
sure in our estimates and completely neglected that of 0 + ) 

SUMMARY AND CONCLUSIONS 

The Euler potential representation of pressure-driven 
currents offers a global visualization of this magneto­
spheric electric current system and its interaction with 
the ionosphere through field-aligned (Region 2) currents. 
At present, we have used it only in the approximation of 
a dipole magnetic field. There is no reason why the same 
technique cannot be used for a more realistic empirically-
based magnetic field model. All that is required in using, 
for example, a Tysganenko-type model is the additional 
computational burden for the Euler potential (Q) because 
one can no longer make use of the simple analytic expres­
sions in the dipole approximation for the Euler potential 
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(Q). The step up to an anisotropic pressure tensor is also 
possible in principle (see the Appendix), but it requires 
extracting the pitch-angle dependence of the ion distribu­
tion from the ENA images. 

Our first attempts [Roelof et al, 2004] to compare our 
pressure-driven current system with the low-latitude (Region 
2) FAC intensities measured by the Iridium magnetometers 
revealed a significant discrepancy in magnitude that we 
believe we now understand in terms of the four effects dis­
cussed in the previous section. 

In the near future, we hope to make a new type of compari­
son between our estimates of the pressure-driven currents 
with the curlometer measurements of electric currents made 
in situ within the heart of the ring current region by the four 
Cluster spacecraft [Vallat et al, 2005]. 
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ATM-0302529. Dr. Brian Anderson of JHU/APL has graciously 
been providing the Iridium FAC measurements prior to publication 
for comparison with the estimates from IMAGE/HENA. 

APPENDIX: COMPUTATION OF ELECTRIC 
CURRENTS DRIVEN B Y ANISOTROPIC PRESSURE 

The pressure balance equation for an anisotropic pressure 
tensor P is 

J x B = V P 

A solution to this equation is suggested by the existence of 
the Euler potentials (Q,P) for an isotropic pressure tensor 
Tr(P) = 2P 1+P | |-»3P. The Euler potential Q then satisfied 
the relation 

B V Q = 1 

Thus the Euler potential was found by integrating dQ = 
ds /B along differential intervals (ds) along a given field line. 
For a dipole field, this could be done analytically. 

A possible solution for the general case of an anisotropic 
pressure tensor (P) is 

J = V Q x V P + WB 

where W is a (so far) arbitrary scalar function of position. 
Substitution in the pressure balance equation gives 

J x B = ( B V Q ) V P - ( B V P ) V Q 

However (also from the pressure balance equation), we 
must have B V P = 0, so the first term vanishes. Thus if BVQ 
= 1, the second term satisfies J x B = VP. This means that 
Q is the same Euler potential we derived for the case of an 
isotropic pressure, defined completely by the spatial depen­
dence of the magnetic field B(r). 

The reason that the (parallel) term WB was added to J is 
in order to satisfy V J = 0. 

V J = (V x V Q ) V P - ( V x V P ) V Q + B V W = 0 

Thus W must satisfy the equation 

B V W = (V x V P ) VQ 

which has the same form as that for Q . In other words, the 
equation 

dW = (ds/B) (V x V P ) V Q 

can also be integrated along any field line, because all the 
functions on the RHS are presumed known. 
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On the Relation Between Electric Fields in the Inner 
Magnetosphere, Ring Current, Auroral Conductance, and 

Plasmapause Motion 

P. C. Brandt 1 , J. Golds te in 2 , B. J. Anderson 1 , H. Kor th 1 , T. J. I m m e l 3 , 
E. C. Roelof 1 , R. DeMajistre 1 , D. G. Mitchell 1 , B. Sandel 4 

At around 19:30 U T on 17 April 2002, an undulative motion of the plasma-pause 
was observed by the Ex t reme Ultraviolet ( E U V ) camera on board the I M A G E 
satellite. The motion expanded wes tward into the duskside and at the same t ime 
a r ing current pressure increase was observed by the High Energy Neutral A tom 
(HENA) imager on board IMAGE. The pressure increase was due to a substorm 
injection wi th a localized auroral onset at 19:05 UT. It has been shown that the 
motion of the plasmapause was caused by an electric field set up in the sub-auroral, 
duskside ionosphere, by the closure of the Region-2 currents, poleward to Region-1 
as originally proposed by Anderson et al. (1993). In this paper we discuss the cause 
of the wes tward propagation of the motion of the plasmapause, and suggest that it 
may be caused by the wes tward expansion of the aurora. 

INTRODUCTION 

The electric field of the inner magnetosphere determines 
to a significant extent the dynamics of ions around and below 
ring current energies. Observations of the global ring current 
during storms by the High Energy Neutral Atom (HENA) 
(Mitchell et al, 2000) imager onboard IMAGE (Burch, 2000) 
have revealed an eastward rotation of the peak of the ring 
current for many storms (Brandt et al, 2002b). It is clear 
from these observations that the electric field of the inner 
magnetosphere is not just a superposition of the dawn-to-dusk 
electric field and the corotational electric field, which has 
come to be the classical picture. Already Wolf (1910) found 
that the electric field of the inner magnetosphere is a product 
of the self-consistent closure of the current systems through 
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the ionosphere. During enhanced convection, the electric 
potential pattern is rotated eastward and there are regions of 
enhanced and decreased electric fields, as compared to the 
classical picture. All these deviations from the classical picture 
are an effect of the coupling between the magnetosphere and 
ionosphere. In order to understand the cause and effect of the 
coupling processes, we need to study the global response of 
the magnetosphere-ionosphere system. 

In this paper we study a region of enhanced electric field 
in the evening side magnetosphere/ionosphere that occurs 
during enhanced convection. The phenomenon has been 
known to the ionospheric community for quite some time 
(Foster, 1993; Foster and Rich, 1998) and has been termed 
the Sub-Auroral Polarization Stream (SAPS) (Foster and 
Burke, 2002). It manifests itself as fast (>1000 m/s), sun­
ward, ionospheric drifts at sub-auroral latitudes. This implies 
that there is a strong (~60 mV/m at ionospheric heights) pole­
ward electric field in the same region. Anderson et al (1993) 
suggested a production mechanism for the SAPS, which is in 
agreement with both models and observations. Figure 1 illus­
trates this mechanism. Enhanced pressure gradients in the 
ring current region leads to an enhanced downward Region-
2 field-aligned current (FAC) in the duskside, sub-auroral 
ionosphere. Here, the Pedersen conductance dominates over 

159 
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Figure 1. Illustration of the production mechanism of the Sub-
Auroral Polarization electric field as proposed by Anderson et al. 
(1993). The duskside Region-2 FAC is driven by pressure gradients 
in the ring current. The Region-2 FAC closes through Pedersen 
currents in the ionosphere through the sub-auroral ionosphere, 
poleward to the Region-1 current system. Since the poleward cur­
rents flow through a region with low conductance, the induced 
poleward electric field can be significant. 

the Hall conductance, so the Region-2 current closes pole­
ward to the Region-1 current system. The conductance in the 
sub-auroral region is much lower than in the auroral region, 
which means that even a modest ionospheric closure cur­
rent flowing across this low-conductance gap, will produce 
a large potential drop, or, strong poleward electric field. 
This will translate to a radially outward electric field in the 
equatorial magnetosphere around the inner edge of the ring 
current (outer edge of the plasmasphere). 

It was not until the Extreme Ultraviolet (EUV) (Sandel et 
al, 2000) camera onboard IMAGE returned global images of 
the plasmasphere that the effects of the electric field on the 
inner magnetosphere could be appreciated on a global scale. 
Since the dynamics of the plasmasphere are solely governed 
by electric fields, tracking the motion of the plasmasphere 
constitutes a powerful tool to retrieve information about the 
electric field (Goldstein et al, 2004b). Global enhancements 
of the convection electric field as well as local enhancements 
of the SAPS electric field modify the dynamics of the plas­
mapause. Goldstein et al (2003) showed that the motion of 
the duskside plasmapause required a SAPS-like electric field 
in addition to the convection electric field to be consistent 
with observations. 

At 19:00-20:00 UT on 17 April 2002, a peculiar motion of 
the plasmapause was caught by IMAGE/EUV. The motion 

was consistent with a localized onset of a SAPS-like electric 
field that expanded in local time as shown in more detail by 
Goldstein et al (2004a). All instruments on the IMAGE satel­
lite were operating during this event, which allows us to study 
what controls the evolution of the SAPS-electric field. 

First we present the observations of the plasmasphere for 
this event. Second, we describe the ring current oservations 
by HENA and how electrical currents can be derived. Third, 
we discuss how the electric field relates to the pressure-
driven FAC and ionospheric conductance, inferred from 
auroral Far-Ultraviolet (FUV) observations. 

PLASMASPHERE OBSERVATIONS—INDICATIONS 
OF PROPAGATING ELECTRIC FIELD 

Figure 2 shows the observations from the EUV imager. 
A more detailed description of this event has been given by 
Goldstein et al (2004a). The images show the EUV images 
projected onto the equatorial plane with the outer dashed line 
at geosynchronous. The EUV camera consists of three heads, 
and during this observation the middle head suffered from 
sunlight contamination. The plasmapause has been traced 
manually and is marked with a solid line in each image. The 
dashed lines are the plasmapause locations for each previ­
ous image. The image sequence shown tries to capture the 
undulative motion of the plasmapause. 

The first indentation of the pre-midnight plasma-pause 
was detected at around 19:05 UT. At 19:26-19:36 UT the 
plasmapause showed a mild outward bulge in the 19-21 MLT 
sector. Such a motion is indicative of an eastward electric 
field, which may be related to the sudden increase of ring 
current pressure and inflation of the magnetic field. This 
pecularity will not be discussed here. At 19:46 UT EUV 
observed an indentation of the eastern edge of the outward 
bulge, which was formed previously. Then, until 20:30 UT 
the indentation propagated westward, stripping away the 
outward bulge. Since it is only an electric field that can 
modify the shape of the plasmapause on these timescales, 
this suggests that a localized, radially outward electric field 
was initiated in the pre-midnight sector, and then gradually 
propagated or expanded westward. 

SOLAR WIND CONDITIONS 

The interplanetary magnetic field (IMF) had been fluctu­
ating most of the day of 17 April, but became more south­
ward around 16:00 UT. For our period of interest, the GSE 
z-component of the IMF increased from southward -20 nT, 
to a couple of nT's (positive) at around 19:00 UT. This means 
that a modest ring current pressure was in place before our 
event. At or shortly after 19:00 UT the IMF B decreased to 
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about -14 nT. At the same time (-19:05 UT) a substorm onset 
could easily be seen in the FUV images onboard IMAGE. 
The IMF Bz increased gradually after this, reaching about -2 
nT around 22:00 UT. This means that we can expect a strong 
increase in ring current pressure after 19:00 UT. 

RING CURRENT OBSERVATIONS 

Plate 1 shows the global ring current observations by 
HENA at the same times as for the EUV images in Figure 
2. The upper panel shows the hydrogen ENA images in the 
10-60 keV range. These images are projected in an equidis­
tant azimuthal projection extending 100°x 100°. This projec­
tion is almost identical to how a human eye would see it. 
Two set of dipole field lines, L=4 and 8, are drawn at noon, 
dawn, midnight and dusk, marked with the local time. The 
limb of the Earth is represented by the circle in the center 
of each image and the terminator line is drawn across it. 
Note that there is a sharp,and artificial, cut-off in ENA flux 
a couple of ten degrees in on the dayside. This is caused by 
the shutter on the HENA imager that protects the detectors 
from direct sunlight. It blocks out the ENA fluxes coming 
from the dayside in this particular orbit geometry, but leaves 
the nightside complete. We can note that later in the orbit the 
coverage becomes gradually more complete of the dayside. 

The lower panel Plate 1 shows the proton distribution in 
the equatorial plane, obtained by applying a constrained 
linear inversion technique to the above images. The proton 
pressure has been derived for 10-81 keV energy range, using 
images with a 10-minute integration time. The inversion 
technique has been described in detail by DeMajistre et al. 
(2004) and the results have been validated against Cluster 
in-situ in data in the 27-39 keV range (Vallat et al, 2004). 

At 19:04 UT there was already a modest (partial) ring cur­
rent in place, and at 19:37 UT we note a significant increase 
in ENA flux and corresponding increase in the nightside pro­
ton pressure. From careful inspection of the ENA images and 
inversion results the increase started around 19:20 UT and 
was most likely the result of the substorm injection that had 
its auroral onset at around 19:05 UT. Brandt et al. (2002a) 

and Mende et al. (2002) have shown that the ring current 
fluxes increase about 10-20 min after the auroral onset. 

At 19:57 UT the fluxes (and pressure) remained unchanged 
at large, which is probably due to the continuous convection 
still maintained by the significantly southward component 
of the IMF. At 20:58 UT we can note that the injected proton 
population has drifted slightly westward, which is expected 
keeping in mind that the IMF Bz is gradually increasing dur­
ing this time, and so we can expect a gradually decreasing 
convection electric field, which is expected to make the ring 
current morphology more symmetric. 

PRESSURE-DRIVEN CURRENTS 

The ring current connects to the ionosphere via the 
Region-2 current system. This system can be viewed as the 
three dimensional current system driven by the ring current 
and plasma sheet pressure distribution. For a typical ring 
current configuration during enhanced convection as we 
observe here, the currents follow the isopressure contours 
in the equatorial plane and there are no FAC in the equato­
rial plane. Further off from the equatorial plane, the field-
aligned component of the currents increases and horse-shoe 
like current lines connect the magnetospheric current to the 
ionospheric currents. The pressure-driven FACs flow up 
from the dawn side ionosphere, connect at lower latitudes 
with the outer edge of the ring current pressure, and then 
flow back into the ionosphere on the duskside. 

Ionospheric FACs 

In order to quantitatively relate the ring current pressure 
distribution to ionospheric phenomena, it is essential to 
be able to compute at least a part of the 3D current system 
from the pressure distributions. With the global ring current 
observations at hand we have an unprecedented opportunity 
to perform this calculation. Although this calculation is still 
in its early development, it will be a good measure of the 
temporal development of the current intensity with a time 
resolution of about ten minutes. 

IMAGE EUV Plasmapauses 19:05 - 20:37 UT, 17 April 2002 
19:05 19:26 19:36 19:46 19:56 20:07 20:17 20:37 

Figure 2. Plasmapause locations in the equatorial plane extracted from observations of the plasmasphere by the 
Extreme Ultraviolet (EUV) camera onboard IMAGE on 17 April 2002, Note the duskside undulation of the plasmapause 
19:26-20:37 UT. 
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The following method was developed by Roelof (1989) and 
applied to HENA data by Roelof et al (2004) and Brandt et 
al (2004). Below follows a brief description. Once a pressure 
distribution is obtained, one may compute the 3D current 
system by solving the force balance equation below. 

J x B = V P (1) 

Here J is the current density vector, B is the vector magnetic 
flux density, which we assume to be dipolar in this case. 
Preliminary results using a more realistic magnetic field 
model will soon be available. The general pressure tensor is 
denoted P, but in this case we will assume it to be isotropic 
and therefore a scalar P. Roelof (1989) realized that if one 
assumes that the current can be expressed in terms of the 
following Euler potentials, 

J = VQ x V P (2) 

then it turns out that the Euler potential P will simply be the 
scalar pressure and the potential Q will express the flux-tube 
volume for a unit magnetic flux, or, 

f ds 

where the integral is taken along the magnetic field line. 
Plate 2a shows the FAC pattern obtained from the Plate 2 

magnetometer data on board the Iridium satellites (Anderson 
et al, 2000). Red is upgoing (positive) FAC density, and 
blue is downgoing (negative) FAC density. Only FAC densi­
ties above the two-sigma level are displayed. The magnetic 
latitude is marked and noon is to the left. The pattern was 
obtained during a 60 min accumulation during 19:30-20:30 
UT. The Region-2 FACs are below approximately 60.lati­
tude and are upgoing (red) on the dawnside and downgoing 
(blue) on the duskside. Plate 2b shows the result the above 
calculation using the derived HENA pressures in the 10-81 
keV range at 19:37 UT. For this we assumed a dipole field 
and isotropic pressure. A dipole L-shell of 6 maps to about 
65.invariant latitude and we see that the HENA-derived 
FACs are at too high latitudes compared to the Iridium FACs. 
This is an effect of the dipole approximation used and an 
implementation of a more realistic magnetic field is being 
tested during the writing of this paper. The HENA-derived 
FACs also underestimate the FAC density by about a factor 
of 5-10, which is an effect of the dipole approximation as 
well as the lack of complete energy and mass coverage of 
the ion population that contributes to the plasma pressure. 
Nevertheless, the HENA-derived FAC should provide a 
proxy for the true FAC, with a much higher time resolution 
than Iridium currently can provide. 

RELATION BETWEEN PLASMAPAUSE MOTION, 
IONOSPHERIC ELECTRIC FIELD, CURRENT AND 

CONDUCTANCE 

From Figure 2 we know that the westward motion of the 
indentation in the plasmapause starts around 19:26 UT. In 
order to compare to the temporal evolution of the Region-2 
FAC we have integrated the HENA-derived FACs over the 
duskside, northern, ionosphere below 65° magnetic latitude. 
The result is shown in Figure 3. 65° latitude corresponds to 
about dipole L-shell Figure 3 of 6, beyond which the uncer­
tainties in the proton pressure retrieved from the HENA 
images becomes larger. The times of the snapshots of the 
plasmapause in Figure 2 are indicated by dashed lines in 
this figure. We see that there is a slight elevation in FAC 
intensity already at 19:05. At 19:18 UT the FAC intensity 
display a sharp rise and about 8 min later the indentation of 
the plasmapause started propopagating westward. The FAC 
intensity stayed elevated until about 20:30 UT. This tempo­
ral sequence is consistent with the mechanism proposed by 
Anderson et al (1993). 

At this point, the question is what governs the undulative 
motion as seen in Figure 2. Since it is most likely an electric 
field enhancement that propagates in local time at the plas­
mapause, we can assume that the same must be true for the 
electric field pattern at ionospheric heights. There are two 
factors that govern the electric field in the ionosphere: iono­
spheric conductance and the FAC entering and exiting the 
ionosphere. This is expressed by the following equation 

V - ( £ - V<|>) = J„, (4) 

where E is the height integrated conductance tensor, § is the 
electric potential, and Jy is the scalar FAC perpendicular to 
the ionosphere. 

The morphology and dynamics of the ionospheric electric 
field therefore depend on these two factors. A propagat­
ing electric field can therefore be explained in terms of a 
propagating conductance pattern and/or FAC pattern. In the 
simplest example, consider a uniform, downward Region-2 
FAC and an isolated region of high conductance at higher 
latitudes. Since any current closes in such a way to minimize 
the resistance along its path, the resulting ionospheric cur­
rent in this case will flow from the footprint of the Region-2 
FAC towards the isolated region of conductance. Now, if the 
region of conductance expands or propagates in local time, 
the ionospheric current flowing poleward to the conductance 
region will also expand/propagate in the same direction. 

An approximate estimate of the conductance can be 
obtained through the Robinson formula (Robinson et al, 
1988) using the mean energy and energy flux of the aurora. 
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Figure 3. The FAC intensity derived from HENA measurements, integrated over the duskside ionosphere below 65° 
magnetic latitude. The dashed lines mark the times of the plasmapause snapshots shown in Figure 2. 

In this paper we will not estimate the conductance but assume 
that the conductance is proportional to the intensity of the 
aurora as measured by the Wideband Imaging Camera (WIC) 
in the IMAGE/FUV experiment (Mende et al, 2000). 

Plate 3 shows for similar plots of the northern ionosphere 
including the FAC pattern with the FUV/WIC countrate con­
tours in logarithmic scale are overplotted. The FAC pattern 
was obtained with a 60 min accumulation starting at 18:30, 
19:00, 19:30, and 20:30 UT for each image and is displayed 
in the same format as for Figure 2. Only FAC densities above 
the two-sigma level are displayed. The FUV/WIC contours 
were obtained with a 2 min integration time, and a dayglow 
subtraction has been applied. The contours of the >10 3 6 s _ 1 

are marked in green. We see that the auroral onset starts 
out around midnight in a localized region and then spreads 
westward towards the duskside. 

The duskside, downward FAC is below the aurora in all the 
FAC patterns. For the first image (18:30-19:30 UT) we see 
that there is a very weak downward current. In the second 
image (19:00-20:00 UT), a significant increase of the down­
ward current can be seen extending from midnight to noon. 
This is consistent with increase of ring current pressure 
observed by IMAGE/HENA at the same time. In the third 
image (19:30-20:30 UT) there is still a downward current, 
but the most intense region has moved slightly towards the 

dayside. This is consistent with the ring current pressure 
drifting slightly in the westward direction as pointed out in 
the two last images of Figure 1. In the last image (20:30-
21:30 UT) the downward current has decreased significantly, 
which is consistent with the decrease in the pressure gradi­
ents as can be seen in the last image of Figure 1. 

SUMMARY 

We discussed the westward motion of an indentation in 
the plasmapause around 19:30 UT on 17 April 2002, as was 
reported by Goldstein et al (2004a), who also showed that 
the indentation of the plasmapause was caused by the SAPS 
electric field driven by the Region2 current (Foster and Burke, 
2002). We showed simultaneous observations of the ring 
current, the plasmasphere, the aurora, and the ionospheric 
FACs. Ring current observations were obtained from IMAGE/ 
HENA; plasmasphere observations from IMAGE/EUV, and 
auroral observations from IMAGE/FUV/WIC. The FACs 
were obtained from Iridium magnetometer data (Anderson et 
al, 2000). The ring current proton pressure in the 10-81 keV 
range was derived from the HENA data using a constrained 
linear inversion technique (DeMajistre et al, 2004). The pres­
sure was assumed to be isotropic and the FACs in and out of 
the ionosphere was computed in a dipole field approximation 
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using the force balance equation with an Euler potential solu­
tion (Roelof, 1989). The HENA derived FACs were integrated 
over the duskside and their temporal behavior in relation to 
the plasmapause motion was found to be consistent with the 
scenario proposed by Anderson et al. (1993). 

In order to invetigate the cause of the westward motion, 
we overplotted auroral intensity contours on the FAC pat­
tern obtained by Iridium. During this event, the duskside, 
sub-auroral, downward Region-2 FAC is enhanced and the 
auroral onset displays a localized intensification that expands 
westward. Since the SAPS electric field is the produced by 
the poleward closure of the Region-2 FAC to the enhanced 
auroral conductance, these observations indicate that it could 
be the local-time expansion of the enhanced auroral con­
ductance that leads to the expansion of the electric field, 
and, hence, the westward expansion of the indentation in 
the plasmapause. 

Acknowledgments. This paper has been funded by NASA and 
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Small-Scale Structure in the Stormtime Ring Current 
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The par t ia l r ing current t r ies to l imit itself t h rough the electr ic field associ­
ated wi th the ionospheric closure currents . The relat ionship be tween the hot ion 
pressure peak and the electric potent ia l s t ruc ture is examined , and the negat ive 
feedback of the s to rmt ime r ing current on itself is discussed. To investigate this 
issue, s imulat ion results for the magnet ic s torm of Apr i l 17, 2002 were analyzed. 
It was found that the smal l -scale we l l - and-peak potent ia l pa i r s , formed w h e n 
m a g n e t o t a i l p l a s m a is in jec ted or convec t ed in to the i nne r m a g n e t o s p h e r e , 
s ignif icantly change the near -Ear th p l a sma dis t r ibut ion. T h o u g h the potent ia l 
s t ructures are not a lways visible in the potent ia l dis t r ibut ion plots or energet ic 
neutral a tom images , their effect is not iceable because the m a i n pressure peak is 
broken into m a n y smaller peaks and the f low pa t te rn of the hot ions is altered. 
The consequences of these par t ia l r ing current- induced potential s t ructures were 
also discussed. In part icular , subauroral polar iza t ion s t reams and injection f low 
channe l s were seen in the po ten t ia l d i s t r ibu t ions at va r ious t imes d u r i n g the 
s torm, formed w h e n the small-scale electric field is a l igned wi th the large-scale 
electric field in some local region. 

1. INTRODUCTION 

When hot plasma moves from the magnetotail into the 
inner magnetosphere, it adiabatically accelerates and thus 
undergoes additional gradient-curvature drift [Alfven and 
Fdlthammar, 1963]. During times of strong convection, this 
"partial ring current" easily dominates the plasma pressure 
in near-Earth space [e.g., Akasofu and Chapman, 1964; 
Frank et al, 1970]. It is a partial ring because the current 
does not go all the way around the Earth. Instead, the plasma 
is convected away from Earth on the dayside, is adiabatically 
de-energized, and then flows to the dayside magnetopause 

Inner Magnetosphere Interactions: New Perspectives from Imaging 
Geophysical Monograph Series 159 
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[Takahashi et al, 1990]. The resulting plasma morphology 
is a pressure crescent that extends across the nightside/dusk-
side of the Earth [e.g., Ejiri, 1978; Liemohn et al, 2001a]. 

The perpendicular current flows along the pressure iso­
bars, but it is inversely proportional to the local magnetic 
field strength [Parker, 1957, 2000]. When the current flow 
(that is, a pressure isobar) is not parallel to the magnetic 
field isocontours, currents must flow along the magnetic 
field to balance this inequality [Vasyliunas, 1970]. These 
field-aligned currents (FACs) flow in to and out of the iono­
sphere. There, the electric conductivity is high enough that 
the current can cross the field lines and close the circuit loop 
[e.g., Farley, 1959; Banks and Kokarts, 1973]. The latitude 
and longitude distribution of the conductivity, as well as the 
distribution of the sources and sinks (the FACs), determine 
the ionospheric current circulation [e.g., Heppner, 1972]. 

167 
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These currents are directly related to the ionospheric electric 
fields through Ohm's law. Because the inner magnetospheric 
field lines can be treated as perfect conductors (no electric 
potential drop along them), the ionospheric electric fields 
map out to the inner magnetosphere and exert a force on 
the charged particles there. So, moving hot plasma into the 
inner magnetosphere by some electric field changes the 
electric field. 

Several studies have examined the self-consistent feed­
back loop between the subauroral ionosphere and the inner 
magnetosphere. Jaggi and Wolf [1973] predicted severe 
distortions of the potential pattern near the Earth around 
local midnight. Southwood and Wolf [1978] showed that 
this feedback takes a few hours to readjust the plasma and 
the electric field into a stable balance. This final, quasi-
equilibrium state is known as the shielding effect [Spiro 
and Wolf 1984]. During this adjustment interval, under-
shielding occurs where the high-latitude potential pattern 
penetrates to low latitudes [e.g., Spiro et al, 1988; Fejer 
et al, 1990]. Not only does the high-latitude pattern shift 
to lower latitudes, the subauroral potential pattern is dis­
torted and often amplified, resulting in a different form of 
penetration electric field [e.g., Ridley and Liemohn, 2002]. 
The main feature of second kind of penetration field is a 
potential well near midnight. This potential well can be 
large and causes a severe alteration in the plasma drifts in 
this region [Fok et al, 2001, 2003; Khazanov et al, 2003; 
Jordanova et al., 2003; Garner et ah, 2004; Liemohn et 
al, 2004]. 

Indeed, with every injection of a blob of plasma into the 
inner magnetosphere, a potential well develops at the eastern 
end of the pressure crescent and a potential peak devel­
ops at the western end (according to the physical process 
described above). Figure 1 shows a schematic illustration of 
this phenomenon. The electric fields point in toward the well 
and out away from the peak. Because the magnetic field in 
the magnetospheric equatorial plane points northward, the 
resulting plasma drifts are counter-clockwise around the well 
and clockwise around the peak. So, with every injection, a 
vortex pair is formed that alters the local flow of plasma. 
Sazykin et al. [2002] investigated similar vortices as a cause 
of structure in the hot plasma morphology. In that case, how­
ever, the vortices were from the interchange instability. The 
flow around the western end of the plasma pressure peak is 
said to be the cause of the skewed ion distributions (shifting 
the peak to the post-midnight sector) seen in the energetic 
neutral atom images [Brandt et al, 2002]. 

As seen in Figure 1, the flows from the twin vortices 
merge in the middle, creating an outward flow co-located 
with the peak of the pressure crescent. Therefore, the 
mere existence of the pressure peak creates a flow pattern 

Figure 1. Schematic of the relationship between the partial ring 
current, the field-aligned closure currents, and the strong electric 
fields in the inner magnetosphere. The large, lightly-shaded region 
is an example partial ring current (out to some arbitrary isobar). 
The two darker shaded regions are the regions of strong field-
aligned current (again, drawn out to some arbitrary FAC level). 
The lightly-shaded arrows show the electric fields associated with 
the large-scale potential difference (big arrows on the right), and 
the potential peak and well associated with the FAC regions. The 
dark, dashed arrows show the ExB drift direction for each electric 
field arrow. 

that acts to expel the peak from the inner magnetosphere. 
However, only in the middle of the pressure crescent, where 
the two vortices meet, do strong outward flows exist. The 
rest of the pressure crescent does not experience expelling 
forces, and the ends of the crescent actually are pushed in 
towards the Earth. 

The story above describes the basic scenario of what hap­
pens when hot plasma is moved into the inner magneto­
sphere. The details of this process, however, are not well 
understood. For instance, are any of these electric fields 
significant relative to the large-scale dawn-dusk convec­
tion electric field? Remember that at this time, shielding is 
broken down and the large-scale field can penetrate deep 
into the inner magnetosphere (that is, to low latitudes). If 
so, when are the vortex electric fields significant and how 
big are they? 

The study presented here addresses these questions with 
the use of a kinetic transport model. A particular case 
study, the April 17, 2002 magnetic storm, will be examined 
in detail in the next section. The following section gives a 
general discussion of these results, and relates it to previous 
work on the inner magnetospheric electric field structure. 
It is found that the ring current is self-limiting; the fields 
are locally quite strong and the net result of the negative 
feedback loop is that the initially-large pressure peaks are 
broken up into small-scale peaks and valleys, eventually 
forming a rough but symmetric ring current in the late 
recovery phase of the storm. 
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2. EXAMPLE CASE STUDY: 
THE APRIL 17, 2002 STORM 

The April 17, 2002 magnetic storm was caused by the initial 
interplanetary shock and sheath passage of the multi-storm 
sequence that month. At least 4 interplanetary coronal mass 
ejections (ICMEs) struck the magnetosphere from the 17th 
to the 24th, with varying degrees of geomagnetic activity 
associated with each hit. The first shock arrived at -11:55 
UT on April 17, and the subsequent sheath passage lasted 
over 12 hours (followed by a magnetic cloud, which caused 
the second storm in the sequence). The solar wind velocity 
jumped from -350 km/s to -500 km/s, and the solar wind 
density exceeded 20 cm - 3 for over 6 hours, with spikes up to 
60 cm - 3 . The interplanetary magnetic field (IMF) oscillated 
wildly during the sheath, especially during the first 8 hours, 
with southward excursions of up to —25 nT. This solar wind 
disturbance caused a magnetic storm with a Dst minimum 
value of —105 nT (at 17:00 UT), recovering to roughly -50 
nT early on April 18 (when the cloud arrived and the second 
storm began). Liemohn et al. [2004] provides more details of 
the solar wind and geophysical conditions during this event. 

This storm was modeled with the version of the ring cur­
rent-atmosphere interaction model (RAM) described by 
Liemohn et al. [2004]. This version of RAM, based on earlier 
versions by Fok et al. [1993], Jordanova et al. [1996], and 
Liemohn et al. [1999], solves the time-dependent, gyration-
and bounce-averaged kinetic equation for the phase-space 
density f(t, R, E, p 0 ) of one or more ring current spe­
cies. The five independent variables are time, geocentric 
radial distance in the equatorial plane, magnetic local time, 
kinetic energy, and cosine of the equatorial pitch angle. 
The code includes collisionless drifts, energy loss and pitch 
angle scattering due to Coulomb collisions with the thermal 
plasma (densities from the Ober et al [1997] model), charge 
exchange loss with the hydrogen geocorona (densities from 
the Rairden et al. [1986] model), and precipitative loss to 
the upper atmosphere. Solution of the kinetic equation is 
accomplished by replacing the derivatives with second-order 
accurate, finite volume, numerical operators. Note that this 
is not a particle-tracking code but actually a "fluid" calcula­
tion, with the "fluids" being the several million grid cells in 
phase space for each plasma species. 

The source term for the phase space density calculated 
by RAM is the outer simulation boundary, where observed 
particle fluxes from the magnetospheric plasma analyzer 
(MPA) [McComas et al., 1993] and synchronously orbiting 
plasma analyzer (SOPA) [Belian et al, 1992] instruments 
on the LANL geosynchronous-orbit satellites are applied 
as input functions. Variations in the observed plasma sheet 
density at a single satellite are assumed to represent temporal 

variations of a spatially uniform nightside plasma sheet. Data 
gaps are filled in using data from earlier and later local times 
if the ion data is not significantly degraded by losses. The 
composition of the inner plasma sheet is assumed to vary 
with solar and magnetic activity according to the statistical 
relationship derived by Young etal. [1982]. Additional details 
of the present state of RAM are presented by Liemohn et al. 
[1999, 2001a, b, 2004]. 

The electric field description is an important component 
of RAM. Simulations with two different field descriptions 
are discussed in this study. The first is a self-consistent 
electric field inside the simulation domain. That is, field-
aligned currents calculated from the hot ion results are 
used as a source term in a Poisson equation solution for the 
ionospheric potential. A high-latitude boundary condition 
from the Weimer potential model [Weimer, 1996] is used at 
-72°. A time-varying conductance pattern is also prescribed. 
Specifically, a static but spatially nonuniform dayside and 
nightside conductance pattern is defined, and then a dynamic 
"smooth auroral oval" ring of conductance is also applied. 
These rings (north and south hemispheres) vary with the 
location and strength of the field-aligned currents calculated 
from RAM. Please see Ridley et al. [2004] and Liemohn et 
al. [2004] for additional details of the conductance pattern. 
The second electric field description used in this study is the 
Weimer [1996] pattern, applied everywhere instead of just 
at the high-latitude boundary. Therefore, the two potential 
descriptions have the same large-scale, dawn-dusk electric 
field, but different inner magnetospheric patterns. 

2.1. Hot Ion Pressures 

Plates 1 and 2 show the calculated hot ion ( H + plus 0 + ) 
pressure distributions at 12 times throughout the April 17 
magnetic storm. The maximum total energy content (that 
is, the integral of this pressure over the simulation domain) 
occurs at 17:00 UT for the self-consistent electric field run 
(Plate 1) and at 17:30 UT for the Weimer-96 run (Plate 2). 
The main similarity between Plates 1 and 2 is that the pres­
sure peaks in the evening sector throughout the main phase 
and first few hours of the recovery phase, but then this peak 
weakens and moves around the Earth during the late recov­
ery phase. A primary difference between these simulation 
results is that Plate 1 shows far more small-scale structure 
than seen in Plate 2. The pressure peak in Plate 2 is always a 
well-defined, very smooth crescent. It is highly asymmetric 
during the main phase of the storm (before the peak), and 
relaxes to a nearly symmetric local time pressure distribu­
tion by 21:00 UT. 

In contrast, Plate 1 reveals a somewhat larger symmetric 
ring current component during the main phase but a stronger 



RING CURRENT STRUCTURE 

1 5 : 3 0 8 : 0 0 

2 8 6 i 
10 100 

Ion Pressure (nPa) 
Plate 1. Equatorial plane plasma pressures in the inner magnetosphere for the simulation with the self-consistent elec­
tric field description throughout the simulation domain. The view in each subplot is over the north pole, with the sun 
to the left and dusk down, with distances in Earth radii. The maximum hot ion pressure in these 12 dial plots is listed 
in the lower right. 

1 5 : 3 0 
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Ion Pressure (nPa) 
Plate 2. Like Plate 1, plasma pressures in the inner magnetosphere for the simulation with the Weimer-96 electric field 
description throughout the simulation domain. 
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partial ring current component in the recovery phase (relative 
to that in Plate 2). There are many localized peaks within the 
main pressure peak. In particular, it appears that the pres­
sure peaks are azimuthally long and radially narrow on the 
duskside inner magnetosphere but more spot-like in structure 
on the dawnside. Another primary difference between Plates 
1 and 2 is that the pressure peak in the self-consistent run 
(Plate 1) extends much farther eastward (toward dawn) than 
that created by the Weimer-96 electric fields. 

In general, the hot ion pressure values from the two results 
are quite similar in magnitude. The peak value for all 12 
times shown (listed in the lower right corner of each plate) is 
-10% bigger for the self-consistent electric field result than 
for the Weimer-96 electric field result. The reason for this 
is that the vortices trap some of the plasma on the nightside 
and don't let it convect as easily through the inner magne­
tosphere. There is less convective trapping with the Weimer 
E-field. The rotational flow of the vortices also means that 
particles are injected more deeply in localized regions of the 
nightside, which leads to extra adiabatic acceleration and a 
(slightly) higher peak pressure value. 

2.2. Electric Potentials 

Figures 2 and 3 show the electric potential distribution in 
the simulation domain for the self-consistent and Weimer-
96 simulations, respectively. Figure 2 contains far more 
small-scale potential structure than does Figure 3. The main 
feature in the plots of Figure 3 that resembles the potential 

well-and-peak pairs from plasma injection is the exten­
sion of the duskside potential well over to the midnight 
meridian near 4 R E . Otherwise, Figure 3 shows the standard 
two-cell convection pattern (a dawn-to-dusk electric field) 
that is very strong in the main phase of the storm and tapers 
off to much lower values in the recovery phase. 

Figure 2 also has this basic pattern, with a strong large-
scale convection field in the main phase that weakens in the 
recovery phase. However, it also contains several (sometimes 
many) local maxima and minima. At 17:00 UT, the brief 
interval of weakened large-scale convection reveals a rather 
strong overshielding potential pattern throughout the inner 
magnetosphere (causing reverse convection) and significant 
small-scale potential structure near dusk. When the large-
scale convection field is strong, however, the only consistent 
feature is that seen in the Weimer-96 potential patterns: the 
extension of the duskside potential well towards (or past) 
midnight near the Earth. A substantial difference between 
Figure 2 and 3 is that the complexity of the self-consistent 
potential distribution persists throughout the recovery phase 
of the storm. In fact, because of the weakening large-scale 
convection field, the potential wells and peaks from the 
localized pressure peaks are much more noticeable in the 
lower row of plots in Plate 4 than in the upper row. 

2.3. Observational Perspective 

It is useful to consider what data might be able to tell us 
about the existence of these small-scale features in the hot ion 

1 7 : 3 0 1.8:00 

Well Peak 

- 1 0 0 - 5 0 0 50 100 
Potential (kV) 

Figure 2. Electric potentials in the inner magnetosphere for the simulation with the self-consistent electric fields. The 
format is like Plate 1. Contours are drawn every 8 kV. 
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Potential (kV) 
Figure 3. Like Figure 2, electric potentials in the inner magnetosphere for the simulation with the Weimer-96 electric fields. 

pressure distribution of the stormtime ring current. A con­
venient data set is that from the HENA instrument [Mitchell 
et al., 2000] onboard the IMAGE spacecraft [Burch, 2000]. 
This instrument records energetic neutral atoms, a bi-product 
of the charge exchange decay mechanism of the ring cur­
rent, and is able to view the entire inner magnetosphere at a 
relatively high time cadence. For this study, a single example 
data-model comparison will be shown in order to highlight 
a few critical points. 

The selected data for this comparison is a 10-minute 
integral image of hydrogen ENAs from 20:00 UT on April 
17 in the 39-60 keV energy range. Plate 3 presents the data-
model comparisons. Plates 3a and 3c show the equatorial 
plane hot ion fluxes from the Weimer-96 and self-consis­
tent electric field simulations, respectively (averaged over 
pitch angle and energy in the 39-60 keV range). Plate 3b 
and 3d show the simulated ENA fluxes that HENA would 
have seen from the ion distributions in Plates 3a and 3c, 
respectively, by passing the ion fluxes through a forward-
modeling routine (assuming pitch-angle isotropy and a 
dipole magnetic field). Plate 3e shows the HENA observa­
tions for this time and energy range. Note that the 3 ENA 
images in Plate 3 only show pixels in which the line of sight 
passes through the magnetic equatorial plane between 2 and 
5.5 R E geocentric distance. This truncation of the images 
focuses the presentation on the spatial region where the 
data-model comparison is most valid. For more details on 
the forward-modeling routine, please see DeMajistre et al. 
[2004]. For more details on the data-model comparison 
technique, please see Liemohn et al. [2005]. 

There are several features of Plate 3 that should be high­
lighted. One significant result is that the small scale features 
in the ion flux distribution of Plate 3c do not appear in the 
corresponding forward-modeled ENA flux distribution (Plate 
3d). The lines of sight for each pixel pass through many 
flux tubes, and small-scale features are lost. The HENA 
image also shows no small-scale structure and it is likely 
that HENA cannot resolve it, so it cannot be used to prove or 
disprove the existence of these small-scale features. 

A second point is that the ion flux values are very similar 
between the 2 simulations (compare Plates 3a and 3c). The 
self-consistent results have a flux peak in the evening sec­
tor and show significant structure while the Weimer results 
have a flux peak in the afternoon sector without much small-
scale structure. The peak magnitudes, however, are almost 
identical. 

A third point is that the simulated ENA fluxes from the 
self-consistent result (Plate 3d) are much closer in magnitude 
and morphology to the observed ENA fluxes (Plate 3e) than 
are those from the Weimer electric field simulation (Plate 
3b). This isn't always the case (that is, for other times and 
energy channels, the results using the Weimer-96 field are 
sometimes a better match), but the example result shown 
in Plate 3 provides some amount of validation for the self-
consistent result. 

3. DISCUSSION 

The purpose of this study was to assess the relative mag­
nitude and the timing of the potential well-and-peak pairs 
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(a) Weimer-96 ion flux 
Ring Current Simulation Results 
Energy range = [ 39.0, 60.0] 
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(b) Weimer-96 E N A flux 
17 April 2002 (DOY 107) 20:00 

Simulation Results 

(c) Self-cons, ion flux 
Energy range = [ 3 9 . 0 , 6 0 . 0 ] 

(d) Self-cons. E N A flux 
Ring Current Simulation Results 17 April 2002 (DOY 107) 20:00 
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1 (e) Observed E N A flux 
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Plate 3. Data-model comparisons between RAM results and HENA observations for 20:00 UT on April 17. (a) Dif­
ferential ion fluxes in the 39-60 keV energy range for the simulation with the Weimer-96 electric field description, 
and (b) the corresponding forward-modeled ENA fluxes from the IMAGE-HENA perspective. Similar plots for the 
simulation with the self-consistent electric field are shown in (c) and (d), respectively. Shown in (e) are the observed 
ENA fluxes from HENA for this energy channel. The ENA images only show pixels with lines of sight that cross the 
magnetic equatorial plane between 2 and 5.5 R £ geocentric distance. The view is from over the North Pole and slightly 
anti-sunward, with the Sun direction to the left and slightly upward, as indicated. 
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generated around localized plasma pressure peaks in the 
inner magnetosphere. The answer is that they appear to 
always be important, as evidenced by the structure in the 
plasma pressure distributions plotted in Figure 1. However, 
they are not particularly visible in the potential pattern (at 
least on the chosen colorscale, with contours every 8 kV) 
when the large-scale convection field is strong. Furthermore, 
the resulting small-scale features in the ion flux and pressure 
distributions are not visible in the corresponding simulated 
ENA images. 

The net effect of the self-consistent potential structures in 
the inner magnetosphere is that the injected plasma cannot 
simply convect around the duskside of the planet as a smooth 
and continuous pressure crescent. Some regions stagnate, 
others are pushed outward or inward, and still others are 
westwardly convected faster than expected. While the self-
consistent electric fields are not strong enough to completely 
stop the large-scale Earthward flow of plasma sheet mate­
rial into the inner magnetosphere, they are strong enough to 
destroy the coherence of the pressure peak. Potential vortices 
can exist right in the heart of the pressure peak and, assum­
ing a certain conductance distribution in the inner magneto­
sphere, these potential well-and-peak pairs can significantly 
change the flow of plasma in the inner magnetosphere. 

These differences in the hot ion pressure distribution 
between these two simulations are entirely consistent with 
the narrative in the previous section. The Weimer-96 poten­
tial model was compiled from observations but is sorted by 
solar wind and IMF conditions. Therefore, the transient, 
small-scale potential vortices associated with plasma injec­
tions are not resolved in the model. In fact, they largely can­
cel themselves out, because the injections can be localized or 
broad, and the plasma (and also the potential vortices) sweep 
through the inner magnetosphere. 

Note that there can be very strong "inward" gradients in the 
potential in the self-consistent simulation (that is, westward 
flows). For instance, at 15:30, the electric fields in the evening 
sector near 4 R E reach 3 mV/m, and they reach 2 mV/m at 
16:30 and 18:30 UT. These strong dawn-dusk electric fields 
have been observed both in the topside ionosphere [Yeh et al, 
1991; Anderson et al, 1991, 2001; Foster and Vo, 2002] and 
near the equatorial plane [Rowland and Wygant, 1998; Wygant 
et al, 1998; Burke et al, 1998]. They are so strong because at 
these places and at these times, a strong pressure-peak-induced 
flow is adding to a strong large-scale convection field. These 
regions of strong westward flow (that is, outward electric field 
in the magnetosphere) are known as sub-auroral polarization 
streams (SAPS) [Foster and Burke, 2002]. In these simula­
tions, they are formed as a direct consequence of the additive 
superposition of the large-scale field and one of the small-scale 
fields in the inner magnetosphere during the storm. The SAPS 

can wax and wane and move around over the course of the 
storm, but the place where two fields add together to form the 
strongest westward drifts is near dusk. 

Similarly, strong westward electric fields are occasionally 
generated in localized regions (particularly the evening sector) 
near the outer simulation boundary. This are exactly analogous 
to the "flow channels" described by Chen et al. [2003] and 
Khazanov et al. [2003, 2004] in both self-consistent electric 
field calculations and in AMIE potential distributions. Note 
that, in these simulation results, they are not induced electric 
fields formed by substorm dipolarizations, but rather potential 
electric fields formed by the additive effect of the large-scale 
field and a localized pressure peak field. In Figure 2, these 
flow channels are mainly seen in the evening sector and 
sometimes in the pre-dawn sector, just where they were seen 
in the previous studies. 

It is interesting that the self-consistent potential pattern 
shows more fine-scale structure in the recovery phase than 
in the main phase (Figure 2). This is because some of the 
injected plasma is essentially trapped on the nightside, unable 
to convect sunward because of the pressure peak induced 
electric fields. There is a timescale for the nightside peak 
to eventually dissolve into a symmetric ring. In the mean­
time, though, the pressure peak is like a hydra: as the vortex 
flows break up one pressure peak, the result is two smaller 
peaks, each with their own vortex pairs. Westward drift is, 
of course, occurring throughout the storm (both main phase 
and recovery phase). The small-scale vortices simply alter 
these flows and hinder some of the plasma from completing 
its circuit. 

Let us return to the schematic diagram of the process being 
discussed (Figure 1). The largest shaded region denotes the 
pressure peak (out to some arbitrary isobar). The partial 
ring current then flows westward in the outer half of this 
region and eastward in the inner half, turning around at each 
end. The inward-directed magnetic field gradient, however, 
means that the westward partial ring current is stronger 
than its eastward counterpart. The two smaller (and darker) 
shaded regions give the approximate locations of the FACs 
in to and out of the ionosphere that close the unbalanced 
portion of the partial ring current. There is a potential well 
coincident with the FACs flowing out of the ionosphere, and 
there is a potential peak coincident with the FACs flowing 
in to the ionosphere. Electric fields then radiate out from the 
potential peak and in towards the potential well. The result­
ing ExB drift is then a pair of vortex flows, counterclock­
wise around the well and clockwise around the peak. This 
is exactly like the high-latitude two-cell convection pattern 
formed by the region 1 current system, except these vortex 
pairs are much smaller. Right over the central region of the 
pressure peak is an outward flow where the two vortices 
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overlap. The strength o f the vort ices, o f course, depends 
on many factors, most notably the plasma intensity, energy 
and pitch angle distr ibution, and the ionospheric conductiv­
i ty distr ibution. For the nominal conditions chosen for the 
simulation presented in this study, the vortices were strong 
enough to create significant and noticeable structure in the 
plasma pressure d is t r ibut ion i n the inner magnetosphere 
throughout the storm event. 

4. CONCLUSIONS 

This study addressed the question o f the t im ing and mag­
nitude of the potential structures formed by the closure o f 
the part ia l r ing current. To investigate this issue, simula­
t ion results for the magnetic storm of A p r i l 17, 2002 were 
analyzed. It was found that the small-scale well-and-peak 
potential pairs, formed when magnetotail plasma is injected/ 
convected i n to the inner magnetosphere, s ign i f i can t ly 
change the near-Earth pressure distr ibut ion. I n particular, 
the main pressure peak is broken into many smaller peaks. 
The ma in phase asymmetr ic pressure peak also extends 
farther eastward towards dawn. I n addit ion, relative to non-
self-consistent results, the symmetric component o f the r ing 
current is larger in the main phase (although it is sti l l smaller 
than the part ial r ing current) and the part ial r ing current is 
larger in the recovery phase (although it is st i l l smaller than 
the symmetric r ing current at this t ime). Wh i le the small-
scale potent ia l structures were not always vis ib le i n the 
plots, especially when the large-scale convection electric 
f ie ld was strong, the f ine structure in the plasma pressure 
distr ibution was always visible. However, these features are 
not present in the simulated E N A images, and the H E N A 
observations are also devoid of such features. Therefore, it 
is unresolved whether these small-scale structures in the hot 
ion distr ibution o f the stormtime r ing current are real. The 
magnitude and morphology o f the simulated E N A f luxes 
are quite close to the observed values, though. This lends 
support to the concept o f r ing-current generated potential 
vortices inh ib i t ing the rapid f l ow of particles through the 
inner magnetosphere. 

The consequences o f these part ia l r ing current-induced 
potential structures were also discussed. In particular, SAPS 
and f l ow channels were seen in the potential distributions at 
various times dur ing the storm. They form when the small-
scale electric f ie ld is al igned w i t h the large-scale electric 
f ield in some local region. The pr imary regions o f formation 
(dusk and evening, respectively) are consistent w i th previ­
ous studies o f these phenomena. Whi le both the SAPS and 
f l ow channels wax and wane and move around throughout 
the event, they are a persistent feature o f the stormt ime 
potential pattern. 
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Solar and Ionospheric Plasmas in the Ring Current Region 

T. E. Moore 1 , M-C. Fok 1 , S. P. Chr is ton 1 , S.-H. Chen 1 , M. O. Chandle r 2 , 
D. C. Delcour t 3 , J. Fedder 4 , S. Sl inker 5 , M. L i e m o h n 6 

We consider formation of r ing current-like plasmas in the inner magnetosphere 
and explore the degree to which they derive from heat ing and outflow of iono­
spheric plasmas. Recent observations show ring current proton injection into the 
r ing current is relatively smooth and cont inuous, while 0 + injection is episodic 
in close association with substorms. We use collisionless test particle motions in 
magnetospheric fields from a magnetohydrodynamic simulation. The simulation is 
used to generate bulk properties and detailed velocity distributions at key locations, 
for compar ison with observations. Particles are initiated in regions representative 
of the solar wind proton source ups t ream of the bow shock, the polar wind proton 
source, and the auroral zone enhanced outflows of 0 + , which we t e rm "auroral 
wind". Results reflect steady growth phase conditions after 45 minutes of southward 
interplanetary field. Solar w ind protons enter the r ing current principally via the 
dawn flank, bypass ing the midnight p lasma sheet, while polar wind protons and 
auroral w ind 0 + enter the r ing current through the midnight p lasma sheet. Thus , 
solar wind and ionospheric p lasmas take very different t ransport paths to the r ing 
current region. Accordingly, they are expected to respond differently to substorm 
dynamics of the magnetotai l , as observed recently by remote neutral atom imaging 
from the I M A G E mission. Polar wind protons make a minor contribution to r ing 
current pressure under steady conditions, but auroral wind 0 + has the potential to 
dominate the r ing current, when outflow is strongly enhanced during per iods of 
enhanced solar wind dynamic pressure fluctuations. 

1. INTRODUCTION 

Since the definitive observation of geogenic ( 0 + ) ions in 
the magnetosphere [Shelley et al, 1973], it has been known 
that ionospheric cold plasmas contribute to the hot plasmas 
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of the magnetosphere. But it was also observed that heavy 
ions are an important constituent during times of mag­
netospheric storms, when there is substantial dissipation 
of energy in the ionosphere proper, below a few thousand 
km altitude [Peterson et al, 1981, 1982; Sharp et al, 1985; 
Hamilton et al., 1988; Daglis et al., 1999]. Observations have 
gradually revealed that energy dissipated in the ionosphere 
goes partly into energization of heavy ions sufficient to 
overcome their gravitational binding to the Earth [beginning 
with Sharp et al., 1977; Klumpar et al, 1979]. A review of 
the ionospheric supply of magnetospheric plasma sources 
was given by Moore et al., [1999a]. More recent trajectory 
work by Cully et al. [2003] shows that the ionospheric supply 
of plasma to the plasma sheet, especially heavy 0 + plasma, is 
not only important but is strongly modulated by convection 
as driven by the interplanetary magnetic field. Moreover, 
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the 0 + in the energetic ring current has been observed to be 
much more strongly modulated by substorm dynamics than 
the proton component [Mitchell et al, 2003]. 

The ionosphere has been known to supply cold light ion 
plasma to the magnetosphere since the discovery of the plas­
masphere [Freeman et al., 1977]. On openly convecting field 
lines, polar wind flows continuously as convection opens the 
field lines and empties their accumulations into the polar 
lobes and downstream solar wind, so that they never reach 
equilibrium pressures. Dense plasmaspheric plasmas result 
from polar wind-like light ion outflows into the nearly co-
rotating inner magnetosphere, where they are trapped and 
accumulate to equilibrium pressures, and are therefore called 
"refilling flows." Recently, the outer plasmasphere has been 
shown to flow sunward during magnetospheric disturbances 
[Elphic et al., 1997; Sandel et al., 2001; Goldstein et al., 
2003]. The roots of plasmaspheric plume flux tubes create 
a corresponding plume of enhanced plasma density in the 
ionosphere proper [Foster et al., 2002]. Moreover, these cold 
plasmas have been discovered to be present in the subsolar 
low latitude magnetopause region under a wide variety of 
conditions [Su et al., 2001; Chandler and Moore, 2003; Chen 
and Moore, 2004]. When strong convection drains away part 
of the plasmasphere, the supply of plasma is enhanced in a 
transient way by the rapid release of accumulated plasma. 
Under steady conditions, however, the plasmasphere remains 
trapped and the magnetosphere is supplied only from the 
higher latitude polar wind outflow regions. 

The contribution of ionospheric light ions to magnetospheric 
hot plasmas is less well established and is complicated by 
the difficulty of discriminating protons of solar or geogenic 
origin. Christon et al. [1994] used energy spectral features, 
in comparison with H e + + assumed to be of solar origin, to 
estimate the relative contributions. They found that both solar 
wind and polar wind contributed comparable densities to the 
hot magnetospheric plasmas, with a somewhat greater iono­
spheric contribution for high solar activity levels. 

In this paper we simulate the entry of solar wind plasmas 
into the inner magnetosphere under growth phase condi­
tions of southward interplanetary field. We also consider the 
light ion polar wind outflows that are pervasive, continuous, 
and at most weakly responsive to solar wind intensity or 
magnetospheric activity. Finally, we consider the outflow 
of heavy ions from the active auroral zones, associated with 
electromagnetic and kinetic energy dissipation within the 
ionosphere proper, referring to the latter as "auroral wind". 
We defer consideration of more typical "Parker spiral" IMF 
with By dominant. Light ion auroral outflows have fluxes 
similar to polar wind, while the heavy ion outflows have 
fluxes that range from much less than to much greater than 
polar wind outflows depending on the free energy available 

[Moore et al., 1999b]. Using these simulations, we address 
the question of how solar and polar wind protons, and auro­
ral wind oxygen ions, are distributed in the magnetosphere 
during conditions that lead toward storm time ring current 
development. 

2. OBSERVATIONS 

We begin by presenting, in Plate 1, velocity distribution 
observations from the Polar spacecraft, the orbital apogee 
of which reached to the equatorial plasma sheet at 9-10 Re 
and swung through the midnight region during the Fall of 
2001, and 2002. The plasma sheet is highly dynamic on time 
scales that cannot be sampled continuously using the 18 hour 
orbit of Polar. In the present paper, we focus instead on the 
persistent structure of this region and the ion velocity dis­
tributions that define that structure in relatively quiet times, 
but we also point toward variations that would be expected 
during more active periods. 

A pervasive feature of the Polar observations in this region 
is the existence of cold high Mach number field-aligned 
flows away from the Earth in the lobe regions. We term these 
"lobal wind", defining them as a mixture of polar wind and 
dayside auroral winds from the cleft ion fountain region. A 
second pervasive feature is the hot and therefore low Mach 
number flow of ions, embedded within the colder lobal wind 
outflows. These are identified as nightside auroral wind 
outflows of either the beam or conic varieties, depending on 
the ratio of perpendicular to parallel thermal speed. These 
appear with varying prominence, presumably dependent 
upon the conjugate auroral activity at the point of observa­
tion. They have higher parallel and perpendicular energy, 
with a broader angular pattern, than the relatively cold lobal 
wind flows. While the range of energies is continuous, such 
auroral outflows are usually distinguished from the lobal 
wind flows within which they are embedded. 

Plate 1 summarizes these observations schematically, 
showing the various velocity distribution types in their typi­
cal arrangement along a Polar orbit, relative to the current 
sheet, plasma sheet, and lobes. The plasma sheet appears 
as a layered structure of velocity distribution features, as 
described above. There is considerable variability in the 
extent and prominence of the various features from pass 
to pass, presumably associated with convection and auro­
ral activity. A substantial repeatability of this pattern is 
observed over many passes through the region, and it can be 
considered as an underlying structure, upon which variations 
are superposed. In the following sections, we investigate the 
degree to which this structure can be understood in terms 
of the particle populations that enter and travel through the 
plasma sheet region. 
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Plate 1. A schematic collage of the velocity distribution types and their association with observing position relative to 
the current sheet, along a typical Polar Orbit during Fall 2001-2002. 
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Motivation for considering the contributions of polar and 
auroral winds to the ring current has been found in recent 
observations from the IMAGE mission. In Plate 2, we repro­
duce an illustration of the compositional variability of the 
ring current, from Mitchell et al. [2003]. The main point of 
this study is that ring current oxygen ions are strongly modu­
lated by substorm activity, while the lighter protons are less 
influenced by individual substorms, appearing to respond 
primarily on longer time scales to the storm growth phase. A 
possible interpretation of this observation is that 0 + injection 
to the ring current is relatively direct and driven by indi­
vidual substorms while proton injections are related to larger 
scale magnetospheric phenomena such as global convection. 
Another related hypothesis is that substorm energization 
mechanisms are more effective on higher mass species. Here, 
we focus on global convection and transport simulations, 
rather than substorm dynamics. However, our results will 
turn out to have implications for this observation. 

Intimately related to the injection of new plasmas from the 
nightside plasma sheet, into the ring current region, is the 
stripping away of the outer plasmaspheric plasmas to form 
a cold plasma plume. This in turn is transported sunward 
toward the magnetopause [Goldstein et al., 2003]. In Plate 
3, we exhibit recent observations that clearly reveal the 
arrival of those plasmas in the subsolar magnetopause region 
[Chandler and Moore, 2003]. It is clear that these plasmas 
flow into subsolar reconnection regions and are entrained 
into the downstream flows of the low latitude boundary layer 
and high latitude mantle [Chen and Moore, 2004]. They 
thus provide a source of relatively slow ions that may later 
be recycled into the flows returning through the inner mag­
netosphere, serving as a delayed source of the ring current, 
to the degree that they are energized by the process. In this 
process the dominant light ions may be expected to mimic 
the behavior of entering solar wind protons. 

Our objective in what follows is to contribute toward 
understanding of the ionospheric plasma circulation cycle, 
driven by its contact with the solar wind flows. We seek to 
describe the nature of solar wind proton flows around and 
through the magnetospheric system, to accomplish the same 
for polar wind and auroral wind flows, and then to develop a 
basis for comment on observations of detailed velocity distri­
butions and of substorm variations within storms. These will 
serve as a basis to plan further studies involving dynamic 
fields during the growth phase of storms. 

3. MODELING 

For this study, we implemented a 3D full particle motion 
calculation in fields that are specified on a regular spatial 
grid of points to accept field prescriptions from dynamic 

models. This calculation is based on the full particle simula­
tion of Delcourt et al. [1993]. The particles are propagated 
in self-consistently computed fields from the magnetohydro­
dynamic simulation of Lyon, Fedder, and Mobarry [Fedder 
et al, 1995; Mobarry et al, 1996]. The advantage of using 
MHD fields is that we can consider the entry of solar wind 
through realistic boundary layer fields with reconnection 
operative in at least a qualitatively realistic way. Ionospheric 
outflows were not included in this calculation, but the F 
region ionosphere is modeled so that there is drag on the 
system at the roots of the flux tubes, represented by field-
aligned current systems and ionospheric conductivity. For 
computational efficiency, we resampled the LFM fields onto 
a spherical grid with polar axis aligned to the GSM-X axis. 
The spacing in polar angle is a uniform 2° and the resolution 
in azimuthal angle on the GSM YZ plane is -5.5 deg. The 
grid spacing in radius varies with polar and azimuth angles 
with higher spatial resolution on the dayside and lower on the 
nightside. This approach allows very rapid identification of 
the current cell in which a particle is positioned, as it moves, 
conserving computing resources. 

Interpolation between the grid points of the MHD simu­
lation enables calculation of field values at any point, as a 
particle moves about within the simulation space. This is 
accomplished by simple linear interpolation in place of more 
sophisticated techniques that would allow continuous field 
gradients at the grid points. The inevitable field gradient 
discontinuities at grid points are a source of numerical dif­
fusion, decreasing with the spacing of the grid used. 

We step the particles in time many cycles per gyro period, 
typically 72 times or every 5 deg. of gyrophase, using 
Delcourt's double precision implementation of a 4 t h order 
Runge-Kutta algorithm. We have previously shown [Moore 
et al, 2001], that the trajectories are precisely reversible over 
flight paths of many 10s of R £ , and many hours (when used 
with analytically continuous fields). 

Our results are sensitive to grid and temporal spacing, 
indicating numerical errors. To minimize such effects, we 
used the finest practical grid spacing for our MHD simula­
tion fields, and determined that the numerical effects were 
substantially reduced. The main effect of such errors is a 
diffusive effect on the particle trajectories that mimics real 
field variability, but is not currently guided by observed field 
fluctuations. We plan to introduce observed or simulated 
field fluctuations and reduce numerical effects to a compara­
tively negligible level, as soon as practicable. 

For the solar wind, initial positions were randomly selected 
from a uniform distribution over the GSM YZ plane at Xgsm 
= 15 R E , upstream of the simulated bow shock. For the polar 
wind, we started protons at 4 R E altitude with invariant 
latitudes randomly distributed above 55° and over all local 
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IMAGE HENA and FUV 21 Oct 2001 

Plate 2. Variation of H+ and 0+ ring current fluxes in association 
with substorms as documented by auroral imagery [after Mitchell 
et al.,2003]. 
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Plate 3. Observations of plasmaspheric plume formation (upper 
panel after Sandel et al. [2001], and of the presence of plasma­
spheric plasma at the dayside magnetopause (lower panel, after 
Chandler and Moore [2003]. 
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times. Auroral acceleration processes have not been applied 
to polar wind protons originating from that region. Though 
the total escaping flux of protons is relatively unaffected by 
such processes [Moore et al, 1999a], the circulation of pro­
tons accelerated by auroral processes will be more like that 
of 0 + ions treated as accelerated nightside auroral wind. For 
the auroral wind, we started 0 + at 1000 km altitude within 
a nominal auroral oval that was divided into dayside and 
nightside parts along the dawn-dusk meridian, as described 
in Table 1. Initial velocities were selected randomly from a 
uniform distribution of boxcar width equal to the specified 
bulk and thermal speeds, as shown in Table 1. Particles were 
run until they precipitated into the atmosphere, escaped from 
the simulation volume, or exceeded a time limit of 10-24 
hours to assure that each particle makes at least one circum­
navigation of the Earth, regardless of energy. A given particle 
contributes to a given cell only upon its first entry into that 
cell. Subsequent returns to the same cell are ignored. 

A large number of particle trajectories was run and accu­
mulated into a database of bins with resolution of 1 R E

3 , for all 
particles. The record for each particle consists of one record 
describing the particle initial conditions, and many records 
describing the particle state as it crosses each boundary in 
physical space. Entry and exit times are recorded as particles 
transition between cells, providing a time of flight through 
each cell. Particles were run with randomly selected initial 
conditions (within specified ranges) until the most populated 
bins contained >1000 particles. Some bins tend to remain 
empty, particularly for solar particles, because most of them 
pass through the system without entering the magnetosphere. 
To counter this, additional solar particles were run, focusing 
on the upstream regions with the highest probability of entry, 
until the most populated inner magnetosphere bins contained 

Table 1. Source region particle initial conditions 

Parameter Value Comment 

Solar Wind Density 
Thermal speed (Temp) 
Velocity 
Flux 

Polar Wind Density 
Thermal speed (Temp) 
Velocity 
Flux 

Auroral Wind 0+ (day) 
Density 
Thermal speed (Temp) 
Velocity 
Flux 

Auroral Wind 0+ (night) 
Density 
Thermal speed (Temp) 
Velocity 

6.5 cm-3 
31 km/s (5 eV) 
400 km/s 
3 x 108 cm-V1 

0.5 cm-3 
17 km/s (1.5 eV) 
100 km/s 
3 x 108 cm-V1 

1000 cm-3 
10 km/s (10 eV) 
10 km/s 

10 cm-3 
100 km/s (1000 eV) 
100 km/s 

typical 

Suet al., 1998 

75° to 65° ILat range 
Pollock et al., 1990 

75° to 60° ILat range 
YauetaL 1988 

>100 solar particles. Requiring 100 particles in each bin pro­
vides reasonable statistical errors (<10%) for assessing the 
dominant transport paths, the shape of the particle velocity 
distribution, and for bulk properties of the plasma. 

Bulk properties were estimated following an extension of 
the method described by Chappell et al. [1987] and Delcourt 
et al., [1989]. Examples of both are exhibited in subsequent 
figures. For each particle in a given spatial bin, the particle 
velocity and transit time for that bin are calculated. For a 
particle (i) passing through a particular bin (j), the contribu­
tion of density in this bin by this particle is: 

1 r, • T\( V( (1) 

where F i is the ion source flux in ion/s for particles of the 
specified velocity, is the residence time of particle i in bin 
j , and Vj is the volume of bin j , that is 1 R E

3 in our case. 
F { is specified directly by means of the density and flow of 

the source plasma across the source boundary. 

v § * dA ; dA = A/N T (2) 

Here dA is the area of the source surface allocated to each 
particle, which is the total area of the source divided by the 
number of particles emitted, assuming a uniform distribution 
of particle emission on the source surface, which is must be 
assured when randomizing the initial locations. The source 
number density and flow velocity may be specified, or the 
product of those two is just as useful, if better known. 

Substituting (2) into (1), we have 

n i j = n g . v g . A - T y / ( V j . N T ) (3) 

The density at bin j is just the summation of n{. over all 
particles that are passing through bin j : 

J (4) 

These relations can be applied to any source flowing across 
a boundary surface. The density from the ionospheric outflow 
can be calculated in a similar way. In that case, V s w should by 
replaced by V p w or V a w and other parameters are replaced with 
values appropriate to the polar wind or auroral wind. 

Once densities are calculated, the total (dynamic plus 
kinetic; we don't separate the two here) pressure at bin j is 
given by, 

Pr-Vij (5) 



MOORE ET AL. 185 

where E .̂ is the average energy of particle i in bin j . 

For the solar wind case: 
n s = 6.5 cm"3; v s = 400 km/s or 4 x l 0 7 cm/s; A = 3600 R E

2 ; 
N T = 800000 

For the polar wind case: 
n s • v s = 3xl0 8 (1.15/4)3 c n r V 1 = 7.1xl0 6 c n r V 1 ; A = area 
of sphere 4 Re radius for invariant latitudes above 55 deg; 
NT = 20000 

For the auroral wind dayside case: 
n § • v s = lx lO 9 cm~ 2s _ 1; A = area of sphere 1.15 R E within 
specified auroral oval; NT = 20000 

For the auroral wind nightside case: 
n § • v s = 1x10 s c n r V 1 ; A = area of sphere 1.15 R E within 
specified auroral oval; N T = 20000 

This method distributes the source weighting properly 
with the number of particles emitted from any particular part 
of the boundary so that the results are unaffected by the num­
ber of trajectories initiated. This allows us, for example, to 
concentrate solar wind particles in the region with maximum 
probability of entry (subsolar), while using a smaller number 
of particles to define the magnetosheath flow. 

The method also allows for the diffusive filling of velocity 
space from source populations that become highly struc­
tured in velocity space at some spatial locations [Moore 
et al, 2000]. If the relatively low resolution fields we use 
were realistic on all spatiotemporal scales, and there were 
no diffusive processes present, observed velocity distribu­
tions would be very finely structured with narrow features. 
In practice, magnetospheric fields include fluctuations over 
a wide range of frequencies, which are evidently diffusive, 
since extremely fine features are not observed within hot 
plasmas, though of course certain anisotropies are observed, 
as discussed above. Our bulk properties calculation attributes 
to each particle both a mean phase space density and a veloc­
ity space volume over which each particle is representative 
of the source. This allows for the particle weighting to be 
spread over the full region of velocity space at each location 
in the simulation space, rather than characterizing only a 
single point in velocity space. 

The MHD fields for these simulations come from a time 
sequence that involves a few hours of northward Bz, an 
abrupt southward turning for two hours, and finally, a return 
to northward IMF [Slinker et al, 1995]. We selected a time 
about 45 minutes after the southward turning, well after the 
formation of a distant reconnection X line, but before the 
appearance of a near-Earth X line and ejection of a plasmoid. 

That is, we chose a state representative of the substorm 
growth phase, when the magnetotail closely resembles a 
Level-2 T89 field (corresponding to Kp ~ 1-2) earthward of 
the distant neutral line at - 40 R £ . 

In Plate 4, the field snapshot is visualized in the XY and 
XZ planes. For the SBz case, subsolar reconnection and 
distant plasma sheet reconnection are both present, but are 
not in balance, and the plasma sheet is growing. Subsolar 
reconnection drives a high latitude flow that reinforces and 
becomes part of the double cell circulation flow in the equa­
torial plane. The magnetotail pressure distribution drives 
an earthward flow up to about 150 km/s in the inner plasma 
sheet and especially along the flanks. The action of the dis­
tant neutral line helps to inflate the plasma sheet during this 
period, but it is being convected tailward and has relatively 
little influence on driving sunward convection at this point 
in the growth phase. 

4. RESULTS 

In Plate 5 we display the plasma pressure in the GSM-
XZ or noon-midnight meridian plane for the three sets of 
particles: solar wind, polar wind, and auroral wind. The 
bow shock and magnetosheath are prominent features, as 
are the cusps and the cross section of the inner ring current­
like region. Solar wind protons tend to avoid the lobes and 
plasma sheet Earthward of -40 R E , and it is unclear, from this 
view, how they are reaching the plasma sheet and the inner 
magnetosphere to form the ring current-like structure, where 
pressure of these protons reaches about 1 nPa. A clear plasma 
mantle has formed, from the lowest energy solar wind par­
ticles, which meet at the plasma sheet beyond 30-50 Re. 

The polar wind outflow fills the lobes, some of it reaching 
the plasma sheet Earthward of about -40 Re and then con­
vening back toward the Earth to form a region of drifting 
ring current-like protons that has a pressure of < 0.1 nPa. 
Polar wind protons are also seen to convect to the magneto­
pause where they are jetted up over the poles, participating 
in the magnetosheath flow as they escape downstream with 
a low partial pressure. 

The auroral wind flows through the polar lobes (day-
side part) or directly into the plasma sheet (nightside part), 
and reaches the plasma sheet earthward of about 25 Re. 
Most of this auroral wind flows sunward through the inner 
magnetosphere, forming a ring current population. It con­
tinues sunward to the magnetopause where it is entrained 
into the mantle and polar cap flows again, but this time at 
higher energy than when initially leaving the ionosphere. 
Consequently, it travels substantially farther down tail, in 
part beyond the limit at 70 Re in the simulation space, and 
in part returning Earthward through the plasma sheet a 
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Plate 4. The computed magnetohydrodynamic fields for the SBz 
case, (top) The magnetic (B) lines are indicated in the noon-mid­
night meridian, (bottom) The electric field is indicated as color 
contoured values of the Vx in the GSM-XY plane, coded to dis­
criminate sunward (reddish) from tailward (bluish) flows, with 
green indicating regions of relatively low velocity flows. 
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Plate 5. Plasma pressure is color contoured in the GSM-XZ or 
noon-midnight meridian plane. Solar wind particle pressures are 
shown in the upper panel; polar wind particle pressures are shown 
in the middle panel; and auroral wind pressures are shown in the 
lower panel. 
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second time. The ring current region contains contributions 
from both first and second pass 0 + ions from the auroral 
wind, the latter being substantially more energetic, but less 
numerous. 

In Plate 6, we display the plasma pressure in the XY or 
ecliptic-equatorial plane, comparing solar wind, polar wind, 
and auroral wind contributions in the three panels. Features 
of interest for the solar wind include the bow shock, the mag­
netosheath, and the low latitude boundary layer flows, and 
formation of a cavity in the wake region, within which few 
trajectories penetrate, while those that do have a relatively 
low associated pressure compared with the solar wind proper. 
This probably reflects a requirement for entering solar wind 
ions to be of relatively low energy to convect to the neutral 
sheet before their parallel motion causes them to escape the 
system. The figure (with overlaid path/arrow) clearly reveals 
the principal path along which solar wind protons enter the 
inner magnetosphere, through the magnetopause along the 
dawn flank, then looping back to form a drifting ring cur­
rent-like population, with a pressure reaching -1 nPa. This 
feature is not as close to Earth as a full storm-time ring 
current, reflecting relatively weak inner magnetospheric 
convection. This owes in part to the moderate SBz conditions 
for this simulation. 

Polar wind ions populate the plasma sheet, escaping down­
stream where they land beyond the convection reversal of 
Plate 5, and returning Earthward where they land within 
the Earthward flow. The latter illuminate a clear plasma 
sheet structure that connects directly with the inner mag­
netospheric closed drift region. Ionospheric plasma that 
is convected to the sunward magnetopause region is then 
entrained into the inner magnetosheath along flanks of the 
magnetosphere and downstream as part of the low latitude 
boundary layer. 

The auroral wind behaves similarly to the polar wind in 
this view, but with substantially greater pressure contribu­
tion, especially in the inner magnetospheric ring current 
region, where pressure reaches ~2 nPa for the outflow fluxes 
assumed here. In addition, there is a larger dawn dusk asym­
metry of both the plasma sheet and ring current pressure 
distributions for the auroral wind. Substantial downstream 
plumes are formed in the low latitude boundary layers here 
as in the polar wind case. 

In Plate 7, we display the plasma pressure in the last of 
the three cardinal planes, the GSM-YZ plane at X = 0, or the 
dawn-dusk meridian. This cross section is dominated by 
solar wind and magnetosheath flows. The magnetospheric 
lobes are prominent in both solar wind and polar wind pro­
ton pressure, though for solar protons, they are profoundly 
empty at the core, but with a mantle of low energy solar 
protons as well. 

The polar wind protons populate the lobes, but at relatively 
low pressure. The magnetosheath contains an enhancement 
of polar wind proton pressure, but it is still a minor addition 
to solar wind pressure. For the solar wind, a dawn-dusk 
asymmetry between the magnetosheath and the inner region 
hints at the dominant entry pattern into the inner magneto­
sphere via the dawn flank, but the view of this is better in 
Plate 6. 

The auroral wind 0 + also shows the dawn-dusk asymme­
try seen earlier in the XY plane, which extends into the lobes, 
where it has the opposite sense as in the inner magnetosphere 
(and the same sense as in the plasma sheet. This presumably 
reflects circulation asymmetries in convection, combined 
with the recirculation of auroral wind outflows reaching the 
dayside magnetopause. 

In Plate 8, we display an array of velocity distributions 
for solar, polar and auroral wind particles. In the upper row, 
angular integrations are used to derive energy distributions 
by density contribution. We find that the solar wind contri­
bution contains components at around 1 keV and at about 
40 keV. The polar wind, in contrast, yields a population 
dominated by the lowest energies around 100 eV, declining 
steeply into the 10's of keV. The auroral wind has a 10's eV 
component evidently deriving from direct outflow from the 
dayside region, and a dominant 10's keV component that 
exceeds all others. 

In the middle row, the full (2D) velocity distributions are 
given with color coding according to density contribution 
(a normalized phase space density). Here we see angular 
structure mainly in the polar wind core particles, which 
have a pancake distribution in this region. In the auroral 
wind particles, field alignment is seen in the lowest energy 
population, which originates from the night side auroral zone 
outflows. Additional details indicate the density, pressure 
and average energy for these populations. 

In the lower row of panels, the same velocity distributions 
are coded with a color indicating the maximum excursion of 
each particle from Earth during its history prior to arrival 
in this spatial bin. The main point here for solar wind par­
ticles is that the energetic component has generally entered 
the inner magnetosphere without exceeding their original 
distance of 15 Re upstream. The low energy component has 
evidently traveled farther downstream, and these are the low 
energy particles of the incident solar wind that formed the 
mantle flow. The polar wind has an opposite trend with the 
most energetic component having traveled farthest down 
the tail before returning, with a sprinkling of exceptional 
particles. The lowest energy core of the polar wind par­
ticles has evidently been locally emitted from the ionosphere 
without passing through the plasma sheet. For auroral wind 
particles, there is a similar mixture of local low energy core 
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Plate 6. The plasma pressure is color contoured in the GSM-XY 
or equatorial plane. Solar wind particle pressures are shown in the 
upper panel; polar wind particle pressures are shown in the middle 
panel; and auroral wind pressure in the lower panel. 
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Plate 7. For the SBz case, the plasma pressure is color contoured 
in the GSM-YZ or dawn-dusk meridian plane. Solar wind particle 
pressures are shown in the upper panel; polar wind particle pres­
sures are shown in the middle panel; and auroral wind pressures 
in the lower panel. 
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Plate 8. Energy, velocity, and maximum radius distributions, at the indicated dusk sector geosynchronous location, for 
solar wind, polar wind and auroral wind ions. 
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Figure 1. Example trajectories for the auroral wind 0 + ions. The upper set of panels show three projections and the 
energy history for a dayside emitted auroral wind ion. The lower set of panels show three projections and the energy 
history for a nightside emitted auroral wind ion. Initial and final conditions are summarized in the inset text listings 
for each trajectory. 
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and energetic component that has traveled farther down tail, 
but then at the highest energies we again see that the origin 
becomes more local. 

In Figure 1, we display a pair of 0 + trajectories typical 
of dayside and nightside outflows, illustrating some of the 
points made above. In particular, the upper panels show a 
dayside 0 + ion, launched near 11 MLT with an initial energy 
of 42 eV, and initially convected tailward through the polar 
lobe. As a consequence of its low energy, the ion is deflected 
dawnward as it arrives in the near-Earth plasma sheet and 
convects sunward. When it reaches the dayside cusp region, 
it again travels tailward through the lobe, this time at higher 
altitude, and traveling farther down tail. It is significantly 
accelerated upon traversing the neutral sheet and transported 
duskward. Its energy is then high enough to drift through 
the dusk sector toward the dayside magnetopause, where it 
is again sent tailward, but this time with too much energy to 
be captured in the tail, approximately 25 keV. 

The lower panels of Figure 1 illustrate a nightside auroral 
0 + ion, launched at about 2100 MLT with an initial energy of 
2.4 keV. This is a high enough energy that the ion travels sun­
ward through the dusk sector on its first pass. The ion misses 
the stretched part of the plasma sheet and gains no significant 
energy in its first pass. It reaches the dayside and is again 
carried tailward through the lobes, reaching the neutral sheet 
at about -45 R E and gaining substantial energy as it swings 
across the neutral sheet and is then convected earthward, but 
swings wide toward the dusk flank, where it escapes into the 
downstream magnetosheath. The final energy is similar to 
that of the dayside outflow 0 + ion, but whereas the dayside 
auroral wind ion is retained in the inner magnetosphere, the 
nightside auroral ion drifts duskward and fails to make a 
second pass through the inner magnetosphere. 

5. SUMMARY DISCUSSION 

We have previously suggested [Moore et al, 2001] that 
much of the plasma sheet and ring current plasma may be 
provided by ionospheric sources, even though it is clear that 
the solar wind supplies the energy to power magnetospheric 
phenomena. Delcourt et al. [1992] looked at solar wind entry 
and concluded that it was exceedingly difficult to get solar 
wind protons arriving via the dayside cusp region to reach 
the inner magnetosphere through the plasma sheet. We failed 
at that time to consider entry along the low latitude boundary 
layers near the flanks of the magnetosphere, but others have 
suggested or pointed out that entry path [Lennartsson, 1994; 
Richard et al, 2002, Walker et al, 2003, Peroomian, 2003, 
Winglee, 2003; Thomsen et al, 2003]. On the other hand, 
the polar wind contribution to the plasma sheet has not been 

studied as carefully as the solar wind since Hill [1974]. We 
have taken a more comprehensive approach to both solar 
wind entry and polar wind circulation than we did earlier, 
by initiating particles in the boundary regions and tracking 
them through a realistic interaction from MHD simulations 
[Moore et al, 2005]. To that we have now added the iono­
spheric source of 0 + from the auroral zones, both dayside 
and nightside, which we have termed "auroral wind". 

To explore both the transport paths and kinetic behaviors 
of the plasma ions, we treated them using single particle 
motions in global fields. The fields derive from a snapshot of 
magnetohydrodynamic simulations and are therefore realistic 
in terms of bulk plasma and electrodynamic parameters, 
but frozen in time during the particle motions. No diffusive 
effects were included, but particles were introduced with 
randomized gyrophase and suffer some diffusive numerical 
effects. The fields are based only on a solar wind plasma 
source, revealing an implicit assumption that the ionospheric 
plasma does not alter the dynamics of the MHD simula­
tion. The magnetosphere was considered at equinox with 
no dipole tilt off normal to the Sun-Earth line. These limi­
tations have been introduced to make this work practical. 
We believe them to have relatively minor impacts on the 
conclusions drawn from this work, but plan to explore the 
dynamic effects of polar and auroral winds in future work 
using similar or multifluid simulations. 

In agreement with results of others cited above, we find 
that the dawn low latitude boundary layer region is the most 
effective source of solar wind particles to the ring current 
region. This route supplies the inner ring current region inde­
pendent of the path through the midnight plasma sheet near 
the reconnection region and dominates over that path, which 
is much lower in solar proton density and pressure, compared 
with the dawn entry route, but is well-populated with polar 
wind, which then flows into the ring current region along the 
traditional path. For the SBz conditions we studied, the solar 
wind contribution to the inner magnetospheric ring current 
region is dominant over the polar wind contribution in pres­
sure and the two are comparable in density, with the solar 
wind energy distribution having a greater mean energy. This 
result supports the conclusions reached by Hill [1974]. 

The current results should be considered in the context of 
the geopause suggested by Moore and Delcourt [1995]. It is 
apparent that solar wind protons enjoy a special access route 
to the inner magnetosphere that is quite different from that 
taken by ionospheric outflows (with the possible exception 
of such outflows into the dawn flank region). This effect, 
which appears to result from magnetic gradient drifts of solar 
wind protons, leads to an effective "wormhole" or leak of 
solar protons from the dawn low latitude boundary layer to 
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the ring current region. It produces considerable mixing of 
the two sources in the inner magnetosphere, for the condi­
tions considered here and allows the solar wind plasma to 
dominate the interior ring current-like region. 

In contrast with the solar wind, the auroral wind follows 
the polar wind path to the plasma sheet and ring current 
region, but has a substantially larger source flux and a lower 
velocity (dayside) or smaller convective separation (night­
side) from the ring current region. As a result, the auroral 
wind is initially more confined to the inner magnetosphere 
and can for active conditions have a larger flux than the polar 
wind by an order of magnitude or more. 

In contrast with the polar wind, the auroral wind remains 
slower, even after passage through the inner magnetosphere. 
When it reaches the dayside reconnection region, it subse­
quently acts more like solar wind mantle (slow) than solar 
wind core (fast). Therefore, it convects to the plasma sheet a 
second time and is recirculated to the inner magnetosphere a 
second time, again raising its energy and pressure. Together 
these make for substantially greater pressure of 0 + in the 
inner magnetosphere. Auroral 0 + is energized to a greater 
degree by its interactions with the plasma sheet and magne­
tospheric convection, and is successively energized during 
two or more passes through the system. Being slower at given 
energy, the auroral wind must reach higher energies before 
it is fast enough to escape downstream in the boundary lay­
ers. The net affect appears to be that heavy ion auroral wind 
is energized and concentrated within the magnetosphere to 
a greater degree than polar wind, and can also exceed the 
pressure of the solar wind proton component. 

6. CONCLUSIONS 

Solar wind ions enter principally along the dawn flank, 
bifurcating into a component that continues down the dawn 
flank, and another component that convects immediately into 
the inner magnetosphere and into the ring current without 
passing through the midnight plasma sheet. Polar wind fills 
the plasma sheet proper and supplies a plasma pressure 
contribution that is appreciable but minor, for the conditions 
we've studied in the ring current region. The density con­
tributions of solar and polar wind protons are comparable, 
but the solar wind protons have a substantially higher mean 
energy and dominate the proton pressure. 

In contrast, auroral wind 0 + has the capability to form the 
dominant component of the ring current pressure, particu­
larly under active conditions that drive substantial dayside 
outflows [Moore et al, 1999b; Strangeway et ai, 2000], 
which we have assumed to be present here. Moreover, the 
auroral wind follows the polar wind path to the ring cur­
rent and is thus arguably subject to substorm effects as 

observed by Mitchell et al. [2003]. Relatively slow auroral 
wind heavy ions are uniquely capable of making multiple 
circuits around the global magnetospheric circulation flow, 
gaining energy from each cycle. This new finding suggests 
the possibility of cumulative effects on the ring current 
involving sustained magnetospheric convection, but needs 
additional investigation using a dynamic multifluid global 
simulation. Somewhat surprisingly, accelerated nightside 
auroral wind flows do not appear to contribute substan­
tially to the ring current pressure here. Contributing fac­
tors include the following: we have assumed their flux to 
be substantially smaller; they do not initially travel as far 
down the tail; their greater initial energy means that they 
drift duskward and tend to escape downstream through the 
dusk side flank, rather than being recirculated through the 
inner magnetosphere. 

Simulated velocity distribution features in the inner plasma 
sheet agree well with Polar observations of high Mach num­
ber lobal wind supply of the plasma sheet, with interpenetra-
tion of the polar wind streams from the two lobes and heating 
to form counterstreaming plasma sheet boundary layer popu­
lations and a hot isotropic central plasma sheet population. 
In the region observed by Polar, a hot solar wind proton dis­
tribution is found to occupy the current sheet region. These 
protons are on closed drift paths encircling the Earth for 
these conditions and may be considered part of the outer ring 
current. In the ring current-like region, the energy distribu­
tions of polar wind and solar wind protons agree very well 
with the results from AMPTE/CCE shown by Christon et al 
[1994] and support their identification of a soft component 
of polar wind origins, and an energetic peaked component 
of solar wind origins. The principal observed features of the 
inner plasma sheet are thus formed naturally from a combi­
nation of cold lobal wind outflows, combined with solar wind 
proton entry through the dawn flank region. 

For conditions of moderate activity, magnetospheric trans­
port of ionospheric and solar wind ions is very different. 
The solar wind entry path is via the dawn flank and thence 
rather directly into the inner plasma sheet and ring cur­
rent regions. Consequently, the solar proton ring current 
should be less affected by substorms and other magnetotail 
phenomena, while the auroral wind outflows are expected 
to depend greatly on such processes. Thus, the behavior 
observed recently by Mitchell et al. [2003], with strong sub­
storm modulation of oxygen fluxes in the ring current, but 
with relatively little modulation of proton fluxes, appears to 
follow from our results. However, to fully explore this will 
require trajectory simulations in dynamically evolving fields. 
Though this was beyond the scope of the current study, have 
developed the tools necessary for this and will report on it 
in the near future. 
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Statistical Properties of Dayside Subauroral Proton Flashes 
Observed With IMAGE-FUV 

Benoit Hubert 1 , Jean-Claude Gerard 1 , Stephen B. M e n d e 2 , Stephen A. Fuselier 3 

The SI 12 ins t rument of the F U V exper iment onboard the I M A G E satellite is 
specifically devoted to the observation of the proton aurora. Transient subauroral 
proton aurora was detected with SI12 in response to a solar wind dynamic pressure 
increase. These Dayside Subauroral Proton Flashes (DSPF's) take place on field 
lines of L-Shell as low as 4, and possibly result of an increase of E M I C growth rate 
instability due to the compression of the dayside magnetosphere by the increased 
solar wind dynamic pressure. In this study, a set of 75 DSPF's observed with SI12 
related with a solar w ind dynamic pressure increase is studied. Statistical distribu­
tions of relevant quantitative and morphologic indicators of the DSPF's propert ies 
are computed. Correlations be tween these indicators and the solar wind propert ies 
are also studied. It is found that the solar wind dynamic pressure is the key param­
eter controlling the DSPF m a x i m u m power, m a x i m u m flux, magnet ic latitude and 
extent in MLT. Also, DSPF's occur preferentially in the afternoon sector, where the 
p lasma temperature anisotropy is higher, so that the E M I C instability threshold is 
more easily exceeded. Moreover, no correlation is found be tween the DSPF's char­
acteristic decay t ime and the solar wind properties, suggesting that this parameter is 
internally controlled by the properties of the magnetospheric plasma. In this dataset, 
no correlation is found relating the I M F and the DSPF propert ies. 

1. INTRODUCTION 

Since the launch of the IMAGE spacecraft in March 2000 
[Burch 2000], the Spectrographs Imager at 121,8 nm (SI12) 
instrument of the IMAGE-FUV experiment [Mende et a l , 
2000 a, b] has been widely used to image the Earth's proton 
aurora on a global scale. This experiment also includes 
two other far ultraviolet imagers, the Wideband Imaging 
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Camera (WIC) and the Spectrographic Imager at 135.6 nm 
(SI13), providing images of the N 2 -LBH band and 01-135.6 
nm emissions respectively. These two emissions are mainly 
excited by electron impact, but they are also present in the 
proton aurora [Hubert et al, 2001]. 

Recently, a new transient dayside subauroral feature was 
observed by Hubert et al [2003]. These Dayside Subauroral 
Proton Flashes (DSPF) are connected to an increase of the 
solar wind dynamic pressure compressing the dayside mag­
netosphere. A comparison of the SI12, SI13 and WIC obser­
vations revealed that DSPF's are due to proton precipitations. 
Using in situ particles measurement, Zhang et al [2003] 
confirmed that the precipitation causing these features is 
mostly composed of energetic protons. As shown by Hubert 
et al [2003], the field lines threading the observed DSPF's 
map in the equatorial plane at distances as low as 4 R E . It 
must be noted that DSPF's are possibly related with the sub­
auroral emissions previously reported by Liou et al [2002] 
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Figure 1. SI12 counts remapped in geomagnetic coordinates showing the subauroral proton flash of November 8 2000 
at 0614 UT. The background has been removed. Concentric yellow circles are 10° MLAT apart, noon is at the top of 
each picture (MLT=12). 

using POLAR-UVI data, without the ability to distinguish 
between electron and proton precipitations. 

Fuselier et al. [2004] described a mechanism responsible 
for the proton precipitation in Dayside Subauroral Proton 
Flashes (DSPF): following compression of the dayside mag­
netosphere by the increased solar wind dynamic pressure, the 
Electromagnetic Ion Cyclotron (EMIC) growth rate turns 
unstable. This instability diverts protons into the loss cone 
along low L-shell field lines. Indeed, the stable/unstable 
issue of the EMIC growth rate is controlled by the p plasma 
parameter and the temperature anisotropy. Balance of the 
competing effects leads to an instability region correspond­
ing to subauroral latitudes, eventually leading to a gap sepa­
rating the auroral oval and the proton flash, as observed by 
Hubert etal [2003]. 

In this paper, we use a set of 75 Dayside Subauroral Proton 
Flashes observed with IMAGE-FUV in order to determine 
their statistical properties. This set of events was built fol­
lowing a detailed inspection of the IMAGE-FUV dataset and 
of the solar wind properties measured with the ACE, WIND 
and GEOTAIL spacecrafts. In the present study, events were 
selected when a transient proton precipitation is seen in the 
SI 12 images and is related with an increase of the solar wind 
dynamic pressure obtained from the ACE, GEOTAIL and/or 
WIND satellites (DSPF's appearing in the absence of a pres­
sure increase are not included in this dataset and will be the 
subject of further studies). Not only CME-induced events 
were included in the set, but also weak proton flashes related 
with a moderate solar wind dynamic pressure increase. 

2. POWER AND DECAY TIME 

2.1. Statistical Distribution 

The power precipitated into each proton flash was deter­
mined using the SI12 observations. Figure 1 presents the SI12 
images obtained for the DSPF observed on November 8 2000 

at 0614 UT, as already presented in Hubert et al. [2003] and 
reproduced here for convenience. The DSPF clearly appears 
on the dayside, well centered on the noon sector, and detached 
from the auroral oval. The power of the proton precipitation 
of the flash observed on November 8 2000 is calculated for 
each SI12 image [Hubert et a l , 2002]. It is plotted versus 
time in Figure 2, with t = 0 corresponding to 0612 UT. The 
sudden increase of the power is conspicuous, and takes place 
on a time scale shorter than 2 minutes, i.e. less than the time 
resolution of the SI12 observations. The maximum power 
obtained from the SI 12 data is 0.53 GW. After reaching its 
maximum value, the power decreases roughly exponentially, 
with a characteristic decay time of ~2 minutes. In this case, 
a second minor peak is observed some 12 minutes after the 
main peak. Considering that the solar wind dynamic pressure 
related with this event [Hubert et a l , 2003], as deduced from 
the ACE satellite measurements, presents two successive 
ramps separated by ~12 minutes, it may be speculated that 
the main peak of the subauroral proton flash is related to the 
first pressure increase, whereas the second dynamic pressure 

5 10 15 
time (minutes) 

Figure 2. Proton power deduced from the SI12 observations of 
the Dayside Subauroral Proton Flash that occurred on November 
8 2000 at 0614 UT, versus time. The time=0 mark corresponds to 
0612 UT. 
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increase, though much more spectacular than the first one, is 
responsible for the minor peak of the observed DSPF, the day-
side flux tubes having already been emptied of a significant 
part of their proton population. 

Considering this example, it is natural to define two param­
eters describing the properties of a DSPF: the maximum power 
reached during the event, and its characteristic exponential 
decay time. The maximum power is an indicator of the bright­
ness of the flash as a whole. The actual peak value can be 
larger, as the time resolution of 2 minutes could easily miss the 
peak value. Figure 3 shows the distribution of the maximum 
proton power for our set of selected DSPF's. This asymmet­
ric distribution has an average value of 0.24 ± 0.003 GW, the 
standard deviation of the distribution being a = 0.26 GW. 
The relation between the amplitude of the solar wind pressure 
pulse and the power of the proton precipitation of the resulting 
Dayside Subauroral Proton Flash will be investigated later. 
Figure 4 presents the distribution of the DSPF characteristic 
decay time obtained by fitting an exponential function to the 
proton power curve of each event. It is, on average ~199 ± 15 s. 
Anticipating on the following section, we note that no correla­
tion could be found between the determined decay time and 
the solar wind properties. This suggests that the decay time is 
internally controlled by the properties of the magnetosphere. It 
must also be stressed that decay times smaller than 2 minutes 
are poorly estimated, because the FUV experiment has a time 
resolution of 2 minutes. 

2.2. Correlation With the Solar Wind Parameters 

In the present study, the criterion used to asses the cor­
relation or uncorrelation between two parameters is the 

3 
•a 
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Power (GW) 

Figure 3. Distribution function of the maximum power reached 
during the observed DSPF's. The vertical dashed line represents 
the average value (m=0.24 GW), the vertical dotted lines are the 
average plus/minus one standard deviation (cj=0.26 GW). The 
uncertainty on m is thus ~.003 GW, that is ~13%. 
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Figure 4. Distribution function of the characteristic decay time 
of the observed DSPF's. The average value is m=199 ± 15 s, and 
the standard deviation of the distribution is g=132 S. The verti­
cal dashed line represents m, the vertical dotted lines represent 
m ± a. 

uncorrelation criterion of Fisher [Press et al, 1989]. If r is 
the linear correlation coefficient, Z is defined as 

Z = l l n ] 
1 + r 
1-r (1) 

Let also u p be defined such that there is a probability p for a 
Gaussian random variable of mean 0 and standard deviation 
1 to be smaller than U p . Fisher's criterion then states that 
two variables are uncorrelated under a level of confidence 
a when the relation 

Vn^T <z< Vn^T 
(2) 

is verified, where n is the number of observations (n > 10). 
We will thus accept the hypothesis that two variables are cor­
related under the level of confidence 1-a when the relation 
(2) is not verified, that is when 

z> (3) 

The larger | r |, the larger | Z |, so that one need | r | to be 
sufficiently large to accept the correlation hypothesis. As 
Up increases with (3, it is clear that the smaller a, the more 
constraining the constraint of relation (2) being not fulfilled. 
As a consequence, an increase of the level of confidence 1-a 
strengthens the requirements for Fisher's correlation test, as 
expected. If we select a confidence level of 0.9, i.e. a = 0.1, 
it follows that 1 ^ = 1 . 6 5 , so that for n=75, the critical value 
for Z discriminating between uncorrelated and correlated 
variables corresponds to r ~ 0.2 only. 

For those DSPF's apparently driven by a solar wind 
dynamics pressure increase, it is expected that the bright­
ness, and hence the power of the observed DSPF's is 
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Figure 5. Correlation between the decay time of the proton power of the observed DSPF's and the corresponding 
maximum value of the temporal derivative of the solar wind dynamic pressure (a), the average value of the derivative 
(b), the solar wind dynamic pressure variation (c) and the maximum value of P d y n (d), deduced from solar wind data 
of the ACE, WIND and GEOTAIL satellites. Each diamond represents an event, the solid line is a linear best fit to the 
observations. All four correlation coefficients are smaller than the threshold value of 0.2, so that the decay time is not 
correlated with these four quantities. 

related in some way to the solar wind dynamic pressure 
P d y n (assuming that the protons content of the disturbed 
flux tubes is sufficiently high). The time interval of the 
solar wind data related with an observed DSPF was indi­
vidually identified for each case, accounting for the solar 
wind propagation time from the satellite to the front of the 
magnetosphere. Several quantities can then be defined to 
describe the dynamic pressure pulse (even in the case of a 
weak pulse) that is responsible for the DSPF proton precipi­
tation. First, the maximum value reached by the temporal 
derivative of P, , 4 r is an indicator of the strength of the 

dyn' Qt max ° 

dynamic pressure increase. However, this maximum value 
is only a punctual indicator, and a second indicator can 
be considered for the pressure ramp as a whole: the aver­
age temporal derivative of P d y n , computed on the time 
interval starting right prior to the pressure increase and 
ending when the dynamics pressure reaches its maximum. 

Even if the average temporal derivative of P d y n is large, the 
pressure increase may take place during such a short period 
of time that the pressure shock would actually be of small 
amplitude. Consequently, both the maximum pressure 
reached during the event, P m a x , and the solar wind dynamic 
pressure variation AP, i.e. the solar wind dynamic pressure 
increase across the event, also appear as valuable indicators 
of the properties of the solar wind pressure pulse. 

As already mentioned in a previous paragraph, no correla­
tion could be found between the characteristic decay time of 
the power of the Dayside Subauroral Proton Flashes and the 
solar wind properties (Figure 5). Correlation coefficients of 
-0.024, -0.037, -0.045 and -0.094 were found with 4^ , ^ , 
AP and P m a x respectively. The absence of correlation suggests 
that this parameter is controlled by the internal properties of 
the magnetosphere, which integrates over the longer term 
history of the system. 



HUBERT ET AL. 199 

Figure 6a presents the correlat ion between the proton 
flash max imum power W a x and "dt~max. W i th a correlation 
coeff icient o f 0.78, larger than the threshold value o f 0.2 
determined before, these two quantities are s igni f icant ly 
correlated. The outlier at W p m a x ~ 1 . 8 G W is a reliable point 
representing an event characterized by a large solar w i n d 
velocity o f - 9 0 0 km/s. This point strongly constrains the 
regression. I f ignored, the correlation coefficient is r = 0.54, 
st i l l leading to the same conclusion regarding the correla­
tion. The relations between W p _ m a x and the average temporal 
derivative the pressure variation AP and the max imum 
solar w i n d dynamic pressure P m a x are shown as wel l and 
al l present a statistically signif icant correlation. As the four 
correlation coefficients are roughly equal to each other, the 
four indicators proposed here to quant i fy the strength o f 
the solar w i n d pressure pulse appear as equivalent. These 
correlations simply indicate that the stronger the solar w i n d 

disturbance, the stronger the response in power of the proton 
precipitation to the solar w ind pressure pulse. However, the 
large dispersion o f the data indicates the solar w ind dynamic 
pressure is not the only parameter control l ing the strength o f 
the proton precipitation. One can indeed expect that the state 
o f the magnetosphere also constrains the auroral response 
to the pressure increase. In addit ion, a correlation does not 
necessarily imply a causal l ink. From a physical standpoint, 
inferr ing such a causal l ink at the l ight of a correlation study 
only makes sense i f an underlying precipitation mechanism 
dr iven by the pressure increase can be ident i f ied. Such a 
mechanism divert ing protons into the loss cone was br ie f ly 
proposed by Hubert et al. [2003] and thoroughly analyzed by 
Fuselier et al. [2004]. Two possible behaviors o f the observed 
DSPF's may explain the dependence of W p _ m a x on the solar 
w i n d dynamic pressure: the precipitated proton f l ux can be 
stronger, or the spatial extent o f the DSPF could be larger 
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Figure 6. Correlation between the maximum power reached during the observed DSPF's and the corresponding maxi­
mum value of the temporal derivative of the solar wind dynamic pressure (a), the average value of the derivative (b), 
the solar wind dynamic pressure variation (c) and the maximum value of P d y n (d) , deduced from solar wind data of 
the ACE, WIND and GEOTAIL satellites. Each diamond represents an event, the solid line is a linear best fit to the 
observations. All four correlation coefficients are larger than the threshold value of 0.2, so that the maximum power is 
correlated with these four quantities. 
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Figure 7. Statistical distribution of the maximum proton f lux 
reached during the observed DSPF events. The average value is 
m = 0.27 ± 0.02 mW/m 2 and the standard deviation of the distri­
bution is a = 0.16 mW/m 2 . The solid vertical line represents the 
average m, and the dotted vertical lines are at m + a. 

(or both), when the solar wind pressure increase is stronger. 
We discuss these points in the next paragraphs. 

3. PROTON FLUX 

The maximum value reached by the proton flux during 
the event, F m a x , can also be considered as an indicator of 
the brightness of the observed DSPF's. This indicator works 
at the local scale, in contrast with W a x that concerns the 
global scale. Figure 7 presents the statistical distribution of 
F m a x . The predominance of rather weak events also appears 
in the asymmetry of the distribution. The average value is 
0.27 ± 0.02 mW/m 2 . 

dP 
Figure 8 presents the correlation of F m a x with ~dfmax (a), 
(b), AP (c) and P m a x (d). The correlation coefficients 

are 0.69, 0.66, 0.67 and 0.69 respectively. These results 
indicate that larger solar wind pressure pulses result 
in larger proton precipitation. This can be understood 
in terms of the mechanism proposed by Fuselier et al. 
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Figure 8. Correlation between the maximum proton flux reached during the observed DSPF's and the corresponding 
maximum value of the temporal derivative of the solar wind dynamic pressure (a), the average value of this derivative 
(b), the solar wind dynamic pressure variation (c) and the maximum value of P d y n (d ) , deduced from solar wind data 
of the ACE, WIND and GEOTAIL satellites. Each diamond represents an event, the solid line is a linear best fit to the 
observations. The correlation coefficients are all larger than the threshold value of 0.2. 
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Figure 9. Distribution of the central MLAT of the observed 
DSPF's. The average MLAT is m = 68° + 0.4° (dashed line), the 
standard deviation of the distribution is a = 3°. The dotted lines 
are for m ± a. 

[2004]: the stronger the compression of the dayside magne­
tosphere, the larger the disturbance of the inner geomagnetic 
field at dayside. Thus the EMIC growth rate will be larger 
and will turn more unstable. 

4. MORPHOLOGICAL PARAMETERS 

4.1. Statistical Distributions 

We now focus on the magnetic latitude (MLAT) and 
the extent in magnetic local time (AMLT) of the proton 
precipitation of the observed DSPF events. A relation 
between these morphological parameters and the solar 
wind variat ion t r igger ing the DSPF is expected. The 

MLAT location of the observed DSPF is determined by 
the field lines along which the disturbance efficiently fills 
the loss cone, by establishing an unstable EMIC growth 
rate for example. The MLT extent of the DSPF quantifies 
the size of the magnetospheric region compressed by the 
solar wind pressure increase. 

Figure 9 shows the distribution of the MLAT of the 
center of the dayside subauroral proton flash, defined 
as the average MLAT weighted by the proton flux. The 
distr ibution of MLAT is centered on 68° ± 0.3°, with 
a standard deviation of 3°. About 8% of the observed 
DSPF's occur at an average MLAT less than 65°. Figure 
10 presents the distribution of the average magnetic local 
time (MLT) of the observed DSPF's and their MLT extent 
(AMLT). The DSPF's are seen preferentially in the after­
noon sector (MLT = 1258 ± 0009 MLT on average). This 
may be related with the asymmetry of the temperature 
anisotropy observed in the dayside magnetosphere, this 
anisotropy being higher in the afternoon sector [Thomsen 
M. F., personal communication, Anderson et al., 1996]. A 
larger temperature anisotropy favors the EMIC instabil­
ity thought to be responsible for the proton precipitation 
in DSPF's [Fuselier et al., 2004]. The average value of 
AMLT is 3.6 ± 0.18 MLT hours, the standard deviation of 
its distribution is 1.3 MLT hour. 

4.2. Correlation With Solar Wind Parameters 

As shown in Figure 11, the magnetic latitude of the 
observed DSPF's appears statistically anticorrelated with 
the solar wind dynamic pressure variation and maximum 
value. The correlation coefficients with , AP and 

8 10 12 14 16 0 2 4 6 8 
MLT (h) MLT range (h) 

Figure 10. Statistical distribution of the average MLT of the observed DSPF's (a) and of their MLT extent (b). Vertical 
dashed lines indicate the average m of the distribution, dotted lines indicate m + a . The average MLT distribution is 
centered on 1258 ± 0009 MLT with a standard deviation of 0118 MLT hour. The MLT extent is 3.6 ± 0.18 MLT hours 
on average, the standard deviation of its distribution is 1.54 MLT hour. 
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Figure 11. Correlation of the magnetic latitude of the observed DSPF's and the corresponding maximal value of the 
temporal derivative of the solar wind dynamic pressure (a), the average value of this derivative (b), the solar wind 
dynamic pressure variation (c) and the maximum value of P d y n (d), deduced from solar wind data of the ACE, WIND 
and GEOTAIL satellites. Each diamond represents an event, the solid line is a linear best fit to the observations. The 
correlation coefficients are all larger (in absolute value) than the threshold of 0.2. 

P m a x are -0 .45 , -0.37, -0.47 and -0.50 respectively. This 
tendency is weakly pronounced, as the low correlation coef­
ficients suggest, but it is nevertheless compatible with the 
EMIC mechanism proposed by Fuselier et al. [2004]: a 
stronger compression of the magnetosphere results in stron­
ger disturbances at deeper L-shell, causing the instability 
threshold to be overcome on field lines threading regions of 
lower magnetic latitude. 

Figure 12 examines the correlation of the MLT extent 
of the DSPF's and # , ^ , AP and P . The correlation 

at max' at ' max 

coefficients are 0.22, 0.13, 0.22 and 0.17 respectively. Only 
correlation coefficients larger than 0.2 can be considered 
as representing a correlation at a level of confidence of 0.9, 
as was discussed before. Nevertheless, rejecting the outlier having 4r ^0.39 nPa/s from the dataset leads to Correla­te UL max 

tion coefficients of 0.32, 0.16, 0.30 and 0.23 respectively, 
so that the correlation hypothesis can be considered with 
all variables but this case being disturbed by a second 
outlier at 4 r « 0.95 nPa/s. The correlation of the MLT extent 

with the solar wind dynamic pressure indicators of the pres­
sure pulse is not sharp at all. The morphology of the proton 
precipitation in DSPF's can also depend on other solar wind 
parameters, such as the orientation of the shock normal e tc , 
but also on the state of the disturbed flux tubes, if we refer 
to the EMIC-based precipitation mechanism of Fuselier et 
al. [2004]. The magnitude of the solar wind pressure pulse 
is probably not the factor controlling the MLT extent of the 
DSPF precipitation. 

5. INFLUENCE OF THE IMF 

No correlation could be found between the IMF compo­
nents and the morphological and quantitative properties of 
the observed DSPF's. Most of the correlation coefficients of 
the DSPF's properties and the IMF components were close 
to 0.2, and generally lower. The visual inspection of the few 
cases of correlation revealed that outliers were responsible 
for the alleged correlation. We also tested the correlation 
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between the I M F components averaged over a few minutes 
to an hour before the DSPF events and found no correlation, 
so that no preconditioning of the magnetosphere by the I M F 
could be established based on our dataset. Sonnerup and 
Cahill [1967] proposed a method to determine the shock 
normal based on I M F measurements. We conducted a study 
to determine the possible relation between the shock normal 
orientation and the central M L T o f the observed DSPF's. 
This study revealed inconclusive, but it must be noted that 
the concept o f shock normal is loosely defined in the case of 
a small pressure increase. 

6. DISCUSSION 

Figure 6 suggests a correlation between the proton f lash 
power (indicator o f the global brightness o f the observed 
dayside subauroral proton flashes) and the four dynamic 
pressure indicators used here, despite the scatter o f the data. 
The E M I C mechanism is compatible w i t h such a correla­

t ion, and the causal relation between the pressure increase 
and the proton flashes is demonstrated, as expected. A 
s imi lar conclusion can be drawn concerning F m a x ( local 
indicator o f the DSPF brightness) and its correlation w i t h 
the solar w i n d dynamic pressure var iat ion. Figure 8 shows 
the tendency: a stronger pressure increase leads to a more 
intense proton precipitation at dayside subauroral latitudes, 
w i t h nevertheless some scatter o f the data. Both the quan­
t i tat ive stat ist ical c r i te r ion and the physical mechanism 
proposed to explain the proton precipitat ion are compatible 
w i th the conclusion o f a correlation between the intensity o f 
the pressure increase and the peak proton f l ux o f the proton 
f lash. The dispersion o f the data is actual ly not surprising, 
as the compression o f the dayside magnetosphere is not the 
only parameter cont ro l l ing the precipi tat ion mechanism. 
The var iab i l i ty o f the plasma properties, i n part icular the 
magnitude o f the trapped part icle reservoir inside o f the 
magnetosphere, probably play a role on the amount o f pre­
cipitated proton f l u x and power. 
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Figure 12. Correlation of the magnetic local time extent (AMLT) of the observed DSPF's and the corresponding maximal 
value of the temporal derivative of the solar wind dynamic pressure (a), the average value of this derivative (b), the solar 
wind dynamic pressure variation (c) and the maximum value of P d y n (d) , deduced from solar wind data of the ACE, 
WIND and GEOTAIL satellites. Each diamond represents an event, the solid line is a linear best fit to the observations. 
The correlation coefficients are 0.22 with dP 

dt, , 0.13 with 0.22 with AP and 0.17 with P at 
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The correlation between the magnetic latitude of the 
observed DSPF's and the solar wind dynamic pressure 
variation also suffers a large scatter of the data, as shown 
in Figure 11. Visual inspection ojfjhe plots raises doubts 
concerning the relation between ^ and MLAT (Figure 11 
b). Nevertheless, the tendency remains apparent for the three 
other pressure indicators. Actually, a strict causal link is not 
expected between MLAT and the solar wind dynamic pres­
sure increase, for the location of the proton precipitation is 
directly related with the field lines mapping to the region 
where the magnetospheric plasma has the required properties 
to allow the EMIC growth rate to turn unstable. The morpho­
logical properties of the proton flashes are thus expected to 
be only partly related with the solar wind dynamic pressure 
increase. The correlations found in this study, though low 
in the absolute sense, may be significant considering the 
complex mechanism relating the P d y n increase and the final 
proton precipitation. 

The lack of correlation of the characteristic decay time of 
the observed DSPF's and the solar wind properties suggests 
an internal magnetospheric control of the decay time. The 
absence of correlation between the observed proton flashes 
and the IMF is actually not unexpected considering that the 
precipitation mechanism is not directly related to a recon­
nection process. 

The dataset presented in this study only includes cases of 
DSPF's observed in conjunction with a solar wind dynamic 
pressure increase. In addition, 47 weak DSPF cases were 
also found that developed in the absence of a solar wind 
dynamic pressure increase. These cases are not in contra­
diction with the causal link between the solar wind pressure 
and the subauroral proton precipitations, if one admits that 
any disturbance able to modify the EMIC growth rate up to 
the instability threshold can generate a dayside subauroral 
proton flash. We thus suspect that there exists at least one 
process other than dynamic pressure pulses able to trigger 
a DSPF precipitation. One such possibility is a directional 
discontinuity [Burlaga, 1971] causing a sudden change in the 
normal direction, so that, at the dayside magnetopause, local 
dynamic pressure variations generate local disturbances 
propagating to the inner magnetosphere and trigger subau­
roral proton precipitation. 

7. CONCLUSIONS 

In this study, we investigated the statistical morphology 
and the relation between the Dayside Subauroral Proton 
Flash phenomenon and the solar wind properties. A solar 
wind dynamic pressure increase is a driver able to trigger a 

DSPF, the intensity of which is dependent on the intensity 
of solar wind dynamic pressure increase, both at the global 
and local scales. This parameter also partly controls the 
morphology of the flash, its magnetic latitude and magnetic 
local time extent being weakly correlated with the magni­
tude of the pressure increase. The IMF does not appear as 
a factor controlling the precipitation mechanism, excluding 
the possibility of a mechanism dependent on a reconnection 
process between the magnetospheric field and the IMF. The 
characteristic decay time of the DSPF's does not depend on 
the solar wind conditions. We thus speculate that the decay 
time is internally controlled by the properties of the plasma 
of the inner magnetosphere. The dataset presented here all 
appear compatible with the mechanism based on the EMIC 
growth rate proposed by Fuselier et al. [2004]. Other trigger­
ing mechanisms than a solar wind dynamic pressure increase 
must also be considered, as DSPF's were also observed in the 
absence of such a pressure increase. 
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Geospace Storm Processes Coupling the Ring Current, 
Radiation Belt and Plasmasphere 

M.-C. Fok 1 , Y. Eb iha ra 2 , T. E. Moore 1 , D. M. Ober 3 , and K. A. Kel ler 4 

The plasmasphere/r ing-current/radiat ion-belt are interacting systems. The mag­
netic field generated by the r ing current changes the drift paths of energetic par­
ticles. Pressure gradients in the r ing current produce the region 2 field al igned 
currents , which close in the ionosphere and create an electric field that acts to 
shield the lower-lati tude region from the full force of convect ion. In tu rn , this 
shielding field alters the t ransport of the r ing current and plasmaspheric plasmas. 
Fur thermore , the anisotropy in the r ing current p lasmas excites waves that cause 
pitch-angle and energy diffusion of radiation belt and r ing current particles. On the 
other hand, the precipitation of energetic electrons modifies the ionospheric conduc­
tances, and thus the electric field configuration in the magnetosphere- ionosphere 
system. A number of models of the plasmasphere, r ing current and the radiation 
belt have been developed to study the behaviors of the inner magnetosphere during 
geospace storms. However, the majority of these models are designed to study a 
part icular plasma population, without the consideration of interactions from others. 
In this paper, we briefly describe state-of-the-art models of the plasmasphere, r ing 
current , and radiation belt, and present results from a pre l iminary coupling effort. 
The coupled models are shown to produce certain observed features of the inner 
magnetosphere: the post-midnight peak of s torm main phase r ing current ion flux; 
the plasmaspheric disturbance produced by impulsive substorm plasma injections, 
and the slow ramp-up of geosynchronous fluxes associated wi th energy diffusion. 
We conclude by present ing a framework on coupling these models together inter­
actively to make significant progress toward a realist ic p lasmasphere / r ing-cur-
rent/radiation-belt interaction model . 
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1. I N T R O D U C T I O N 

The inner magnetosphere is common ly def ined i n the 
v i c in i t y above the topside ionosphere at ~ 1000 k m to L ~ 
8. I n the inner magnetosphere, the particle magnetic dr i f ts 
are strong and depends on particle energy and pi tch angle. 
As a result, charged part icles w i t h di f ferent energies and 
pi tch angles d r i f t d i f ferent ly and they cannot be described 
as a single f l u i d . There are three major plasma popula­
tions i n the inner magnetosphere: the plasmasphere, the 
r i n g cur rent and the rad ia t ion bel t . The plasmasphere 
consists o f cold (~ 1 eV) electrons and ions w i t h density 
on the order o f 1000 c m - 3 ins ide the sharp b o u n d a r y 
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called the plasmapause, whose location can vary from L 
~ 2 to 6 depending on magnetic activities [Carpenter and 
Anderson, 1992]. The particle source of the plasmasphere 
is from the ionosphere. The shape of the plasmapause is 
controlled by convection, refilling rate from and loss rate 
to the ionosphere. The ring current is a population of hot 
electrons and ions with energies ranging from ~ 1 to 300 
keV. It occupies from L~ 2 to 8 with particle density in 
the range of 0.1—10s cm"3. Even though the ring current 
is much less dense than the plasmasphere, it carries most 
of the plasma pressure (~ 10-100 nPa) in the inner mag­
netosphere. The main particle source of the ring current 
is the plasma sheet, which consists of particles from the 
solar wind and the ionosphere. During geospace storms, 
particles are injected and accelerated from the plasma 
sheet into the ring current region. Strong convection force 
can push the ring current deeply inward to L < 2 on the 
nightside. During the main phases of storms, the ring 
current is highly asymmetric in local time with the peak 
located on the nightside [Le et al, 2004]. The ring cur­
rent decays in the storm recovery and gradually becomes 
uniform in local-time. The radiation belt consists of rela­
tivistic electrons (E > 30 keV) and ions (E > 20 MeV). It 
occupies in the same region of the ring current. Radiation 
belt particles are originated in the solar wind, ionosphere 
and cosmic rays [Walt, 1996; Baker et al., 1996]. They 
can be accelerated and enhanced in intensity during vari­
ous events and processes: solar energetic proton events, 
interplanetary shocks, storm sudden commencements , 
storm and substorm injections [Baker et al., 1996; Hudson 
et a l , 1996; Summers etal, 1998; Elkington etal, 1999]. 
Though radiation belt particles contribute insignificantly 
in plasma density and pressure in the inner magneto­
sphere, their sources, sinks and variabilities are subjects 
of great interest because of the possible radiation hazards 
to spacecraft electronics and humans in space. 

The plasmasphere, the ring current and the radiation 
belts are not independent populations. They interact with 
each other in many different ways. The plasmasphere pro­
vides the environment for various plasma wave generation 
and propagation. These waves may interact with the hot 
plasmas, causing diffusion, degradation and acceleration 
in energy and pitch angle of the energetic particles. Ring 
current ions experience energy degradation by interact­
ing with the plasmaspheric electrons and ions through 
Coulomb collisions. Fok et al [1991] found that Coulomb 
interactions are more important than charge exchange in 
determining the decay lifetimes for ring current H + below 
a few keV and for ring current H e + and 0 + below a few 
tens of keV. On the other hand, the energy transferred to 
the plasmaspheric ions and electrons through Coulomb 

collisions with the ring current ions is a source of plas­
masphere heating. Fok et al. [1993] calculated the energy 
deposition rate to the plasmasphere electrons and the cor­
responding heat flux to the subauroral ionosphere. The 
calculated heat flux is sufficient to produce a subauroral 
electron temperature enhancement and stable auroral red 
(SAR) arc emissions that are consistent with observations 
during active periods. The effects of ring current heating 
to the plasmasphere ions through Coulomb interactions 
were also investigated by Fok et al. [1995]. They calcu­
lated the plasmaspheric ion temperature with the addi­
tional heat flux from the ring current and reproduced the 
high ion temperatures often seen at high altitudes during 
storm times. 

Energetic particles in the ring current often have aniso­
tropic phase space distribution functions. When the effec­
tive ion temperature anisotropy A = TLI T^- \ exceeds some 
positive threshold, these particles will provide the free 
energy source needed to generate electromagnetic ion 
cyclotron (EMIC) waves [Cornwall, 1964, 1965; Kennel 
and Petsheck, 1966; Lyons and Williams, 1984]. In turn, 
the EMIC waves provide a mechanism to control the ring 
current evolution and precipitation loss rate [Cornwall et 
al, 1971]. During the storm main phase, the ring current 
decay rate due to resonant interaction with EMIC waves 
can be substantially faster than the decay rate due to charge 
exchange or Coulomb scattering. Fok et al. [1993] and 
Kozyra et al. [1998] investigated the decay of the ring cur­
rent ions using simple magnetic storm models considering 
loss mechanisms such as charge exchange and Coulomb 
collisions. They found additional loss processes, possibly 
wave-particle interactions, have to be included to account 
for the observed decay rates. Ring current particles also 
play important roles on the global convection in the inner 
magnetosphere and the subauroral ionosphere. A non-zero 
divergence in the ring current produces field aligned cur­
rents that flow out or into the ionosphere, where currents 
are closed through ionospheric currents [Wolf, 1983]. The 
resultant electric field generated in the ionosphere often 
opposes the original convection electric field and provides 
shielding of the inner magnetosphere from the full force of 
convection [Wolf1995]. Another signature of the ring cur­
rent is the self-generated magnetic field. During the main 
phase of a storm, the magnetic field produced by the ring 
current can significantly deplete the main field and alter the 
drift paths of plasmas, especially radiation belt particles. 
In order to conserve the third adiabatic invariant, energetic 
charged particles drift outward when the magnetic field 
is reduced. The particle energy thus decreases, and some 
of them may be lost from the trapped region if their drift 
paths encounter the magnetopause boundary. This is the 
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well-known Dst effect of the radiation belt that is often seen 
as a flux decrease during storm main phases [Dessler and 
Karplus, 1961; Kim and Chan, 1997]. 

Similar to the ring current ions, anisotropic pitch-angle 
distribution in energetic electrons (10-100 keV) excite 
whistler-mode waves in the magnetosphere [Kennel and 
Petschek, 1996; Lyons et al., 1972]. Wave-particle interac­
tions play important roles on the development of radiation 
belt plasmas. Lyons et al. [1972] suggested that pitch-angle 
diffusion of radiation belt electrons resulting from reso­
nant interactions with plasmaspheric whistler-mode waves 
(~ 300-1000 Hz) is responsible for the formation of the 
quiet-time electron slot region. Summers and Ma [2000] 
derived the energy spectra of relativistic electrons (> 1 
MeV) in the inner magnetosphere by solving an energy 
diffusion equation, with the diffusion coefficient calcu­
lated based on gyroresonant electron-whistler mode wave 
interaction and parallel wave propagation. They found this 
stochastic acceleration of electrons is a viable mechanism 
for generating killer electrons during geomagnetic storms. 
This diffusive interaction is strong just outside the plas­
mapause, where the cold plasma density is low and the 
magnetic field strength is still relatively high [Summers 
et al., 1998]. As the shape of the plasmasphere evolves 
during a storm, the region of strong energy diffusion will 
vary accordingly. This is another ample example of plas-
masphere/radiation-belt coupling. Furthermore, energetic 
electrons have influences on the electric coupling in the 
global magnetosphere-ionosphere (M-I) system. Enhanced 
electron precipitations during geospace storms increase 
the ionospheric conductances and change the convection 
electric field, which, in turn, modifies the transport of the 
ring current and plasmasphere. 

A number of physics-based models of the plasmasphere, 
ring current and the radiation belt have been developed 
to study the behavior of the inner magnetosphere during 
geospace storms [Rasmussen et al., 1993; Ober et al., 
1997; Chen et al, 1994; Fok and Moore, 1997; Fok et al, 
2001b, Toffoletto et al, 2003; Jordanova et al, 1997; 2001, 
Bourdarie et al, 1996; 1997; Fok et al, 2001a; Zheng 
et al, 2003]. However, the majority of these models are 
designed to study a particular plasma population, without 
the vigorous consideration of interactions from others. In 
this paper, we will briefly describe state-of-the-art models 
of the plasmasphere, ring current, and radiation belt. Only 
one model from each plasma population will be discussed 
as well as results from a pre l iminary coupling effort. 
We conclude by presenting a framework on coupling all 
these plasma populations together interactively to make 
significant progress toward a realistic plasmasphere/ring-
current/radiation-belt interaction model. 

2. STATE-OF-THE-ART MODELS OF THE 
INNER MAGNETOSPHERE 

2.1 The Radiation Belt Environment (RBE) Model 

The Radiation Belt Environment (RBE) model is a kinetic 
model that calculates the temporal variation of the phase 
space density of energetic electrons by solving the following 
bounce-averaged Boltzmann transport equation [Fok et al, 
2001a; Zheng et al, 2003]: 

dt 
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where fs = ^(t^^^M^K), is the average distribution 
function on the field line between mirror points. Xf and fa 
are the magnetic latitude and local time, respectively, at the 
ionosphere foot point of the geomagnetic field line. M i s the 
relativistic magnetic moment and K = j/yJSm0M, where J is 
the second adiabatic invariant. The motion of the particles is 
described by their drifts across field lines which are labeled 
by their ionospheric foot points. The M range is chosen to 
well-represent the energy ranges of electrons from 10 keV to 
4 MeV The K range is chosen to cover the loss cone so that 
particle precipitations can be estimated as well. 

The left hand side of (1) represents the drifts of the particle 
population and the terms on the right hand side of (1) refer to 
diffusion and loss. The calculation of the bounce-averaged 
drift velocities, <Xf) and (fa)9 were described in detail in 
Fok and Moore [1997]. These drifts include gradient and 
curvature drift, and ExB drift from convection and corota­
tion electric fields. The effects of inductive electric field due 
to time-varying magnetic field are also taken into account 
implicitly in the model. For this purpose, we have assumed 
that field lines are rooted at the ionosphere, so that the induc­
tive electric field there is zero. However, the shapes of field 
lines at higher altitudes vary as a function of time according 
to the magnetic field model. If field lines are perfect conduc­
tors, the field line motion at high altitudes, e.g., at the equa­
tor, will generate an induction electric field of the form, 

E i n d = - V o X B o (2) 

where v o and B Q are the field line velocity and magnetic field 
at the equator. 

The first term on the right hand side of (1) represents 
particle diffusion in M as a result of energy diffusion due 
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to interactions with plasma waves. The relation between 
energy diffusion coefficient (Dee) a n d m e corresponding 
coefficient in M (X>MM) is given as, 

D MM •D; EE • D 
rE+E^2 

EE (3) 

where E is the electron rest energy and B is the magnetic 
o ° - / m 0 

field at the mirror point. The second term on the right hand 
side of (1) represents pitch-angle diffusion from interacting 
with waves, where a o is the equatorial pitch angle. For pure 
pitch-angle diffusion (E unchanged) in the (M, K) coordinates, 
we first map the particle phase space density from the (M, K) 
to (E, aQ) coordinates, perform diffusion in a o , and then map 
the updated distribution back to the (M, K) coordinates [Fok 
et al, 1996]. The diffusion terms are followed by the loss 
term of the loss cone, the boundary of which is assumed to 
correspond to mirror height of 120 km. Particles in the loss 
cone are assumed to have a lifetime of one half bounce period 
(0.5 xb). 

Eq. (1) includes multiple terms of different processes. We 
use the method of fractional step to decompose the equation 
and solve only one term at a fractional step [Fok et al, 1993]. 
To solve (1), we have to specify the electric, magnetic fields 
and the particle distribution on the nightside boundary, which 
is set at 10 Earth radii (RE). We have been using empirical 
models such as Tsyganenko 1996 model [Tsyganenko 1995] 
for the magnetic field and Weimer model [Weimer 2001] 
for electric field [Zheng et al, 2003]. We have also run the 
RBE model with the magnetic and electric fields output from 
the Block-Adaptive-Tree-Solarwind-Roe-Upwind-Scheme 
(batsrus) MHD model [Groth et al, 2000; Gombosi et al, 
2003]. Both the electric and magnetic fields are updated every 
5 minutes or less. The effect of radial diffusion is integrated 
in these time-varying fields. 

The RBE model is almost the unique existing model that 
provides predictions of energetic electron distributions covering 
the entire radiation belt region and energy, with the considering 
of realistic and time-varying magnetic and electric fields. Zheng 
et al [2003] showed that the RBE model gives reasonably well 
agreements with the observed energetic (50 keV-1.5 MeV) 
electron fluxes at the geosynchronous orbit. The model-data 
agreements are better when time-varying magnetic field was 
employed, indicating the importance of magnetic field configu­
ration in controlling the transport of radiation belt particles. 

2.2 The Comprehensive Ring Current Model (CRCM) 

The Comprehensive Ring Current Model (CRCM) com­
bines the Rice Convection Model (RCM) [Harel et al, 1981] 

and the Fok ring current model [Fok et al, 2001b]. The Fok 
ring current is similar to the RBE model described above, 
except the M range is chosen to cover the ring current energy 
(~ 1-300 keV) and charge exchange loss is also included. To 
couple with the Fok model, the RCM algorithm for calculat­
ing Birkeland currents has been generalized to arbitrary pitch 
angle distribution [Fok et al, 2001b]. Plate 1 shows the model 
logic of the CRCM. Given an initial ring current distribu­
tion (fs), the RCM component of the CRCM computes the 
ionospheric electric current: 

• % = f X b . V r 7 , . x V £ y (4) 

where is the current per unit area parallel to B.; posi­
tive current is down into the ionosphere, B{ is the magnetic 
field strength in the ionosphere, t]j is the number of par­
ticles of type j per unit magnetic flux in the range AMAK, 
and E. is the kinetic energy. The ??7 associated with a range 
AMAK is related to the distribution function,^, by [Fok et 
al, 2001b]: 

n ml/2M)/2AMjAKj (5) 

The summation in (4) sums all the contributions from differ­
ent particle type (Mand^Q to the field aligned current. Given 
a specification of ionospheric conductance, the ionospheric 
potential, O, is calculated by solving 

> ( - £ * V O ) : (6) 

where X is a conductance tensor, and / is the magnetic dip 
angle. The Fok model then advances the plasma distribution 
using the electric field computed by (6) and at the same time 
calculates particle losses along drift paths. The updated 
distributions are then returned to the RCM to complete the 
computation cycle. 

Input models required for running the CRCM include a 
magnetic field model, the electric potential at high-latitude 
ionosphere boundary (near the polar cap), an ionospheric 
conductance model, and the plasma sheet distribution func­
tion at the equator at the CRCM outer boundary. Currently 
the Tsyganenko 1996 model [Tsyganenko 1995] is used for 
the magnetic field configuration. The electric potential at 
the polar boundary is modeled by the Weimer 2000 model 
[Weimer 2001] or by the Boyle model [Boyle et al, 1997]. 
The CRCM conductance model superimposes a Hardy et al. 
[1987] auroral enhancement on a background conductance 
based on the MSIS neutral atmosphere [Hedin, 1991], the 
IRI-90 ionospheric model [Bilitza et al, 1993], and collision-
frequency expressions given by Riley [1994]. The plasma 
sheet distribution at 10 RE is assumed to be a Maxwellian 
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Plate 1. The model logic of the Comprehensive Ring Current Model. Blue boxes are the Rice Convection Model, red 
boxes the Fok model, and green boxes input models. 

Inverted H E N A H+ flux Simulated flux from C R C M Simulated flux from Weimer 

Plate 2. Left panel: equatorial flux of 32 keV H + inverted from the HENA image at 09:00 UT on 12 August 2000. 
Middle panel: simulated flux at the same energy and time calculated by the CRCM. Right panel: simulated flux using 
the Weimer electric field model. 
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with constant density of 0.5 cm - 3 and temperature 5 keV. 
In some studies, we varied the boundary temperature and 
density according to the upstream solar wind conditions 
[Fok et al, 2003]. 

The CRCM is the first ring current model that self-con-
sistently solves the magnetospheric plasma distribution 
and ionospheric current and potential, with the consid­
eration of arbitrary pitch-angle distribution in the ring 
current plasmas. The CRCM has been very successful in 
reproducing observable features of the storm-time ring 
current. In modeling the storm on 2 May 1986, near the 
peak of the storm when convection was strong, the model 
developed a region of strong outward electric field at L 
- 3 in the dusk-midnight sector [Fok et al, 2001b]. This 
appears to be the same feature that was noted by Rowland 
and Wygant [1998] and Burke et al. [1998] in CRRES elec­
tric data for major storms. In the ionosphere, this signature 
corresponds to a strong poleward field in the subauroral 
region that has very similar characteristics as the subau­
roral polarization stream (SAPS) identified by Foster and 
Vo [2002]. The CRCM also reproduced and provided pos­
sible explanations to the post-midnight enhancements in 
storm-time ring current seen by the High Energy Neutral 
Atom (HENA) imager on the Imager for Magnetopause-
to-Aurora Global Exploration (IMAGE) mission [C:son 
Brandt et al., 2002]. Fok et al. [2003] found that the post-
midnight peak is a combined effect of the irregularities in 
the ionosphere conductance and the strong shielding field 
generated by the ring current ions. Plate 2 shows the equa­
torial flux of 32 keV H + inverted from the HENA image 
[Roelof and Skinner, 2000] at 09:00 UT on 12 August 2000 
(left panel), showing a flux maximum near dawn. The 
middle panel plots the simulated flux at the same energy 
and time calculated by the CRCM. It can be seen that the 
CRCM produces a very similar local-time distribution. In 
contrast, the simulation using the empirical electric field 
model of Weimer [1995] gives the peak flux at the dusk-
midnight sector (right panel). This comparison strongly 
illustrates the superiority of self-consistent electric field 
over empirical models. 

2.3 Dynamic Global Core Plasma Model (DGCPM) 

A Dynamic Global Core Plasma Model (DGCPM) has 
been developed to calculate the plasma flux tube contents 
and equatorial plasma density distribution versus time 
throughout the magnetosphere, including the influences 
of convection on the flux tube volumes, as well as daytime 
refilling and nighttime draining of plasma [Ober et al., 
1997]. The model solves the following continuity equation 
of the total ion content of a magnetic flux tube: 

D±N_FN+FS 

(7) 
Dt Bt 

where DIDt is the convective derivative in the ExB frame 
of the flux tube, TV is the total ion content per unit magnetic 
flux, FN and Fs are the ionospheric fluxes in or out of the 
flux tube at northern and southern ionospheres, and Bi is the 
magnetic field at the ionospheric foot points of the flux tube. 
The equatorial plasma density is assumed to be equal to the 
average density in the flux tube. 

The net flux of plasmas in or out of a flux tube depends 
on the instantaneous content of the flux tube. The particle 
flux on the dayside, Fd, is given by: 

-F^ (8) 

where nsat is the saturation density [Carpenter and Anderson, 
1992], n is the plasma density in the flux tube, and Fmax is 
the limiting flux from the ionosphere [Chen and Wolf, 1972]. 
The nightside flux, Fn, is approximated by: 

F=-
N B: 

(9) 

where r is the downward diffusion lifetime on the nightside, 
which is assumed to be 10 days. 

Observable features in the plasmasphere are reproduced 
by the DGCPM. A subauroral ion drift (SAID) event was 
modeled by the DGCPM [Ober et al, 1997]. They found 
that imposing a SAID event in the dusk-evening sector of 30 
minutes leads to the formation of a narrow embedded plasma 
density troughs generally resemble plasmasphere density 
profiles observed from DE 1 measurements. The DGCPM 
has the feasibility to allow user provided convection field 
and magnetic field (flux tube volume), and is thus easy to 
couple with other models. 

3. PRELIMINARY RESULTS ON MODEL COUPLING 

We have started coupling the DGCPM, CRCM, and RBE 
in various ways. We have incorporated the DGCPM inside 
the CRCM, driving the plasmasphere model with the electric 
field output from the CRCM. The storm on 17 April 2002 
is studied. At 10:20 UT on 17 April 2002, an interplanetary 
shock was recorded by the Advanced Composition Explorer 
(ACE) satellite. About 50 minutes later at - 11:10 UT, the 
shock arrived at the Earth, strongly compressed the dayside 
magnetopause and produced a sharp jump in the symH 
index. A magnetic storm commenced after the compression 
and symH attained a value of -90 nT at -19:00 UT. From 
19:00-20:40 UT, IMAGE was ascending from the apogee. 
The EUV imager [Sandel et al, 2000] on IMAGE captured 
clear images of the plasmasphere during this period of time. 
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The upper panels of Plate 3 show four EUV images from 
19:05-20:37 UT. The dim area on the nightside is the shadow 
of the Earth. As shown in Plate 3a, a plasma plume was seen 
on the dusk-side at 19:05 UT. At this moment, a substorm 
onset was detected by the IMAGE/FUV SI13 aurora images 
and IMAGE/HENA saw ring current injection after the onset 
(Jerry Goldstien, private communication). At 19:46 UT, an 
indentation of the plasmapause was seen in the EUV image 
(Plate 3b). This notch feature then moved westward to the 
dayside in the following hour and disappeared at ~ 20:37 
UT (Plate 3c, d). 

The lower panels of Plate 3 display the calculated plasma­
sphere density by the DGCPM, which drives the flux tube 
motion by the CRCM electric field. The black dashed lines 
are convection potential contours with co-rotation. As shown 
in Plate 3e-h, the combined DGCPM/CRCM reproduces 
the plasmasphere undulation seen by IMAGE/EUV data. 
By comparing the calculated electric potentials during and 
prior the undulation event, we found that the model predicts 
a strong shielding field produced by ring current injection 
during the undulation. The weak convection field at the 
plasmapause at 18-21 MLT causes outward motion or undu­
lation of the plasmapause at this local time region (Plate 3f). 
The notch is then striped westward by the stronger convec­
tion later in time (Plate 3g-h). This scenario is consistent 
with the HENA data, which detect a substorm injection and 
enhanced ring current pressure during the plasmasphere 
undulation at ~ 19-20 UT. The field aligned current gener­
ated from the freshly injected ring current ions shields (or 
even over-shields) the plasmasphere region from the convec­
tion field and produces this wavy structure of the plasma­
sphere. Liemohn et al [2004] simulated the plasmasphere 
shape during this storm using three electric field models: the 
Mcllwain analytical model, the Weimer statistical model, and 
a self-consistent model. They also found the self-consistent 
model is the best in reproducing the plasmapause locations 
observed by the IMAGE/EUV data. 

An accurate specification of the plasmasphere is necessary 
in order to precisely calculate the pitch-angle and energy dif­
fusion of radiation belt particles due to wave-particle inter­
actions. We have also integrated the DGCPM with the RBE 
model, driving both the transport of the plasmasphere and 
radiation belt plasmas with the same electric and magnetic 
fields. We have used the combined DGCPM/RBE model to 
simulate the energetic electron fluxes during the space storm 
on May 2 -6 , 1998. A coronal mass injection (CME) and 
magnetic cloud were observed by the ACE satellite on May 
2-4 . At the end of the CME on May 4, a high-speed stream 
was observed with large increases in solar wind speed, tem­
perature and magnetic field [Skoug et al, 1999]. This stream 
hit the magnetosphere on early May 4 and triggered a geo­

space storm with a minimum Dst of -200 nT. The recovery 
phase was long and jagged as seen in the Dst index. 

We calculated the energetic electron fluxes on May 2-6 , 
1998 using the RBE model with the electric and magnetic 
fields output from the batsrus MHD model. The magnetic 
and electric field is updated every 4 minutes. The plasma 
sheet distribution at the nightside boundary of the RBE 
model at 10 RE is assumed to be a kappa function with den­
sity (A^s) and characteristic energy (Eps) modeled by linear 
relations with the upstream solar wind conditions [Zheng et 
al, 2003]: 

Nps (t) = [0.02 * Nsw (t - 3hr) + 0.316] * Va^u" 

Eps(t) = 0.0\6*Vsw(t-3hr)-2A 
(10) 

where A^s is in cm - 3 , Nsw is the solar wind density in the same 
unit, amu is the atomic mass unit of electron, E is in keV, 
and Vsw is solar wind velocity in km s' 1. Note that there is a 
3-hour time lag between the plasma sheet condition and solar 
wind condition at the dayside magnetopause. 

We have performed two model runs for this event. In the 
first one we consider particle drift and loss-cone loss only. In 
the second run, we include the effect of energy diffusion due 
to interacting with the whistler mode waves. Summers and 
Ma [2000] have derived a simple expression for the energy 
diffusion coefficient based on gyroresonant electron-whistler 
mode wave interaction and parallel wave propagation. They 
expressed the energy diffusion coefficient, DEE, as: 

DEE=D0[En(En+2)f/2/(En+l) 

n(y-l) e ABB„ 

v fc J 

(11) 

where E is electron kinetic energy normalized by electron 
rest mass energy, y is the turbulence spectral index which 
is assumed to equal to 5/3, AB is the whistler amplitude, BQ 

is the magnetic field at the equator, ne is the plasmasphere 
density, and the rest of the symbols represent their commonly 
used definitions. In order for electrons to resonate with whis­
tler waves, the kinetic energy of the electron must exceed a 
critical value [Summers and Ma, 2000]: 

E„ >En 1 + 
2 \ V 2 

m0c2 

(12) 

where Ec is the normalized critical energy and vA is the 
Alfven speed. As shown in (11), strong energy diffusion 
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Plate 4. Top panel: simulated geosynchronous electron fluxes at 104° longitude on May 2-7, 1998, without energy dif­
fusion. Middle panel: same as the top panel except with energy diffusion. Bottom panel: energetic electron data from 
LANL satellite 1994-084. 
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Plate 5. The model logic of the plasmasphere/ring-current/radiation-belt interaction model (PRRIM). 
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happens just outside the plasmapause, where BQ is strong and 
ne is low. While the shape of the plasmasphere is changing 
during a storm, the region of strong energy diffusion varies 
accordingly. We calculate the energy diffusion coefficient 
using (11) with ne given by the DGCPM imbedded in the 
RBE model. The whistler wave amplitude (AB) is assumed 
to be a constant of 50 pT throughout the storm. 

Plate 4 shows the simulated and observed electron dif­
ferential fluxes at energies from 50 keV to 1.3 MeV at the 
geosynchronous orbit at the longitude of the Los Alamos 
National Laboratory (LANL) satellite 1994-084. The top 
and middle panels are calculated electron fluxes without and 
with energy diffusion, respectively. The LANL Synchronous 
Orbit Particle Analyzer (SOPA) data are plotted in the bottom 
panel. As shown in the figure, the calculated fluxes generally 
agree well with the LANL data. The sharp flux drop out at 
04:00-06:00 UT on May 4 is seen in both the observed and 
calculated data. This flux decrease is due to the incursion of 
the dayside magnetopause inside the geosynchronous orbit. 
The batsrus MHD model is able to reproduce the shape 
of this severely-compressed magnetosphere. During the 
recovery phase of the storm from late May 4 to May 7, the 
observed fluxes with energies > 300 keV slowly increased 
except at 04:00-06:00 UT on May 5. The simulated fluxes 
show a jump also at 04:00-06:00 UT on May 5 when the 
interplanetary magnetic field (IMF) was turning northward 
(Plate 4, top two panels). However, other than this fluctua­
tion, the calculated fluxes are pretty steady during the storm 
recovery. With the inclusion of energy diffusion (middle 
panel), the calculated fluxes are higher than those without 
energy diffusion and agree better with the LANL data. In 
particular, on late May 4 to early May 5, the calculated elec­
tron distributions with energy diffusion show a slow increase 
in fluxes, consistent with the LANL data. 

4. A PLASMASPHERE/RING-CURRENT/RADIATION-
BELT INTERACTION MODEL 

The simulation results from coupling the ionosphere-mag-
netosphere and hot-cold plasmas presented in the previous 
sections are very encouraging. However, there is still much 
room for improvement. The CRCM ion flux shown in Plate 
2 is calculated using an empirical model of the height inte­
grated ionospheric conductance. Khazanov et al. [2003a] 
calculated the ionosphere conductance according to the 
precipitated energetic electron and ion fluxes output from 
their self-consistent ring current model during the storm on 
2 May 1986. They found deeper penetration of the convection 
electric field when conductances were calculated self-con-
sistently. In order to estimate the effects of energy diffusion 
on radiation belt enhancement, we have applied a constant 

wave amplitude. In fact, it is well known that the rate of wave 
growth and thus wave amplitude depends on the temperature 
anisotropy of energetic electrons and ions [e.g., Kennel and 
Petsheck, 1966]. 

Plate 5 presents our design of a comprehensive plas-
masphere/ring-current/radiation-belt interaction model 
(PRRIM). Many of the important processes linking the 
ionosphere, ring current, plasmasphere and radiation belt are 
included. In PRRIM, the geospace system is solely driven by 
the solar wind, IMF and solar radiation. The magnetic field 
model, cross polar cap potential, ion and electron plasma 
sheet distributions are determined by the IMF, solar wind 
density and temperature in the subsolar region. The back­
ground conductance varies with the solar F10.7 flux. The 
simulated ion and electron precipitations from the CRCM 
and RBE model are utilized to calculate the auroral con­
ductance. The energy and pitch-angle diffusion of energetic 
ions and electrons are computed consistent with the ion and 
electron anisotropics [Jordanova et al., 2001; Khazanov et 
al, 2003b; Home et al, 2003], in the core plasma environ­
ment given by the DGCPM. 

The CRCM, RBE and DGCPM are driven by the same 
magnetic field model and the electric field output from the 
CRCM. In the recent Tsyganenko models [Tsyganenko 1995; 
2002], Dst is used to model the strength of the symmetric 
and partial ring current. We propose a more self-consistent 
way to simulate the ring current effect on the global magnetic 
configuration, that is to modify the symmetric and partial 
components of the ring current in Tsyganenko models by the 
actual ion currents calculated in the CRCM. In the case of 
MHD provided magnetic and electric fields, implementing 
the ring current contribution to the magnetic field would 
not be so straight forward. However, better description of 
the subauroral electric field can be obtained by replacing 
the MHD electric field by the field output from the CRCM. 
The MHD model only provides the potential at the CRCM 
high-latitude boundary. 

5. DISCUSSIONS AND SUMMARY 

The main purpose of this paper is to present our design of a 
plasmasphere/ring-current/radiation-belt interaction model. 
With all the components having been developed in certain 
degree of maturity, it is timely to couple and integrate these 
models together interactively. The PRRIM outlined in Plate 5 
does not represent a perfect and fully completed model of the 
inner magnetosphere. One obvious weakness of the PRRIM 
is its crude or lack of self-consistency in handling the mag­
netic field. A vigorous way to treat the magnetic coupling 
self-consistently requires a large amount of computer time 
and careful schemes to assure numerical stability [DeZeeuw 
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et al, 2001; Gombosi et al., 2003]. We have chosen a sim­
ple approach (modifying the ring current component in 
Tsyganenko models) to implement the effect of ring current 
on the magnetic field because we aim to develop a precise 
but efficient model of the inner magnetosphere. The scheme 
presented in Plate 5 already represents a major progress in 
modeling the M-I system. In summary, we have 

(1) given brief descriptions of three state-of-the-art models 
of the ring current (CRCM), radiation belt (RBE) and 
plasmasphere (DGCPM). 

(2) Coupling results of these models produce certain 
observed features of the inner magnetosphere: the 
post-midnight peak of storm main phase ring current 
ion flux; the plasmaspheric disturbance produced by 
substorm plasma injections, and the slow ramp-up of 
geosynchronous fluxes associated with energy diffu­
sion. 

(3) We have outlined a framework on coupling these mod­
els interactively to develop a comprehensive plasma-
sphere/ring-current/radiation-belt interaction model. 
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national security applications is the threat posed by artificial radiation belts produced by 
high altitude nuclear explosions (HANE) . The HANE-produced environment, like the 
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belt remediation programs aim to exploit our knowledge of natural loss processes 
to artificially enhance the removal of particles from the radiation belts. The need to 
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NATURAL VARIABILITY OF THE EARTH'S 
ELECTRON RADIATION BELTS 

The discovery of the Earth's radiation belts was one of the 
first of the space age. Since that time many measurements 
of the radiation belts have been made and, as recently as ten 
years ago, the radiation belts and the processes affecting 
them were considered to be relatively well-understood. Text 
books still teach that radiation belt dynamics are primarily 
controlled by radial and pitch angle diffusion as described 
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by Schulz and Lanzerotti, [1974]. However, observations 
from a variety of satellite programs (such as CRRES, geo­
synchronous, GPS, HEO, SAMPEX, POLAR, Akebono, 
and others) have revealed fundamental holes in our under­
standing of radiation belt structure and dynamics (plate 1). 
The shift of radiation belt physics from a sleepy backwater 
of space physics to a cutting edge research topic [Friedel et 
al, 2002; Kintner et al, 2002] and a national science priority 
[NRC Space Studies Board, 2002; National Security Space 
Architect, 1997] can be traced to the March 1991 CRRES 
satellite observation that an entirely new belt of >13 MeV 
electrons was produced in a matter of minutes through the 
interaction of an interplanetary shock with the Earth's mag­
netosphere [Blake et al, 1992]. 

To date most studies have focused on the radiation belt 
electron flux increases seen at geosynchronous orbit. Those 
studies showed that the peak fluxes are typically observed 
one to three days after the storm main phase, in the middle 
of the ring current recovery phase [Baker et al, 1990]. The 
delayed response was originally explained by the "recircula­
tion" model of Fujimoto and Nishida [1990]. More recently, 
multi-spacecraft observations revealed that this delay is 
primarily a characteristic of the outer edges of the radia­
tion belts near geosynchronous orbit, while in the heart of 
the radiation belts the enhancement can occur in a matter 
of hours, too fast for classical radial diffusion or recircu­
lation [Reeves et al, 1998; Li et al, 1999]. New theories 
are being developed that account for enhanced diffusion 
through, for example, enhanced ULF drift resonance [e.g. 
Elkington et al, 1999; 2003] but other observations are 
even more of a challenge to the "diffusion-only" scenario. 
Green and Kivelson [2004] have published observations of 
peaks in the radial profile of phase space density that provide 
strong evidence that local stochastic acceleration and/or 
radially-localized pitch angle scattering from wave particle 
interactions may dominate over diffusive processes. Those 
proposed stochastic processes have led to new theoretical 
studies of relativistic wave-particle interactions [e.g. Horne 
and Thorne, 2003]. Another challenge for theory and models 
came from the discovery that enhanced geomagnetic activity 
could produce either large increases or large decreases in rel­
ativistic electron flux suggesting a delicate balance between 
enhanced electron acceleration and enhanced storm-time 
losses [Reeves et al, 2003]. Summers and Ma [2000] pro­
posed a framework which included the combined processes 
of radial diffusion and interactions between electrons and 
both whistler and EMIC waves. The combined effect of the 
different interactions could produce both enhanced energiza­
tion and enhanced precipitation operating simultaneously. 

All of these proposed processes (and others not dis­
cussed here—See Friedel et al, [2002] for a review) are 

still somewhat speculative or poorly quantified because the 
observational evidence has not been combined with global 
physics-based models in a way that can definitively prove or 
rule out competing scenarios. One reason for this is that under­
standing acceleration, transport, and losses requires simul­
taneous multi-point measurements of phase space densities 
at fixed values of the three invariants of the particle motion, 
which in turn requires knowledge of the global, storm-time 
magnetic field—knowledge that can only come from global 
models. In order to enable a future space weather capability 
these models will need to be time-dependent and data-driven. 
But, they must also apply over sufficiently long time scales to 
enable reliable and cost-effective spacecraft design. 

MAN-MADE BELTS FROM HIGH ALTITUDE 
NUCLEAR EXPLOSIONS (HANE) 

Like the March 1991 interplanetary shock event, high 
altitude nuclear explosions (HANE) are known to produce 
sudden, intense, and long-lived radiation belts (plate 2). 
Therefore the acceleration, transport, and loss processes that 
apply to the natural radiation environment are equally impor­
tant for the HANE environment. However, understanding 
and mitigating the threat to space-based systems from man-
made belts presents additional challenges to modeling. One 
of the biggest challenges to modeling is that we must apply 
those models to conditions that have never been observed or 
have been poorly observed. This requires a high degree of 
confidence in the physical understanding of key processes 
that are encoded in the models' algorithms, a high degree of 
validation based on the variability of the natural environ­
ment, and event-specific scenarios that incorporate the full 
set of space observations. 

The impact of a single high altitude nuclear explosion 
can be severe. It is estimated that the STARFISH explosion 
(1.4 Mt at 400 km altitude) set off in July 1962 produced 
about 10 2 6 fission electrons with MeV energies [Brown et 
al, 1963; Van Allen et al, 1963]. No measurable high energy 
protons were produced. The belt was relatively narrow, being 
centered at L = 1.2 with a peak flux of ~ 10 9/cm2-s, with 
the electron density reduced to 10% at L = 1.8 and 1% at 
L = 2.2 [Hess, 1963]. However, some fission electrons were 
detected as far out as L ~ 5 -6 , implying some outward 
radial transport. (Similar cases have been proposed for the 
natural environment by Reeves et al [1998] and Green and 
Kivelson[2W4-~\?) Most of the initial electrons were in the 
range 1-4 MeV, consistent with fission (where electrons 
occur up to about 10 MeV), and the artificial enhancement 
of the radiation belts was observed to have a lifetime of 
years. However, at low L, the calculated lifetimes (based on 
pitch angle diffusion and atmospheric precipitation) were 
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Plate 1. This schematic illustration shows some of the resources available for global data-assimilation based models 
of the Earth's radiation belts. Illustrated are the color-coded MeV electron fluxes as viewed from above the equato­
rial plane. Also illustrated are the relative positions of satellites expected to be operational during the coming years: 
geosynchronous orbit (in which currently 2 GOES and 6 LANL satellites are currently operational), the GPS orbits 
(24 satellites with 4 in each of 6 orbits), Molniya orbits (with 2 polar highly elliptically orbiting satellites), and the 2 
Radiation Belt Storm Probes (RBSP) that are one component of NASA's Living With A Star program in an equatorial 
elliptical orbit shown in black. 

Natural and Enhanced Electron Population 
One Day After Burst Over Korea 

explosion-excited region 

Plate 2. A schematic illustration of the fluxes of natural radiation belts and those produced by a hypothetical high 
altitude nuclear explosion (HANE) of 1 Mt over Korea. The artificial, HANE belt is expected to be relatively narrow 
but have peak fluxes 100-1000 times higher than the average at the peak of the outer belt. Predicting the evolution 
and the potential effects of an artificial belt requires the same physical understanding and modeling that is currently 
being applied to the natural belts. This is particularly true when one considers that the observations and models must 
be extrapolated to conditions that have never been observed or have been only poorly observed. 
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longer than observed by an order of magnitude, implying an 
unknown mechanism source of strong diffusion over short 
periods of time. Similar results have been seen for inter­
planetary shock-produced radiation belts by the SAMPEX 
satellite, but possible mechanisms for enhanced wave-par­
ticle scattering have not yet been modeled or compared with 
observations. 

Since the enactment of the Limited Nuclear Test Ban 
Treaty in 1963, the likelihood that a country would detonate a 
weapon in space has been a mater of policy debate and depen­
dent on the current global political conditions. Currently, 
several scenarios have emerged as having the greatest risk 
to systems that are space-based or depend on critical space-
based components (e.g. communications and navigation) 
[Murch, 2001]. The scenario currently considered the most 
likely is collateral damage from regional nuclear conflict. 
A high altitude nuclear explosion could be used as a nuclear 
warning shot in an escalating regional conflict or a deliberate 
effort to damage adversary forces and infrastructure through 
a nuclear-generated electromagnetic pulse (EMP). A second 
scenario is detonation of a salvage-fused warhead during an 
attempted exoatmospheric intercept. A third scenario has 
been described as a 'Space Pearl Harbor'—a deliberate effort 
to cause economic damage and decreased military capability 
through asymmetric attack. Such a strategy could be used 
by a rogue state facing economic strangulation or imminent 
military defeat and could occur over their own sovereign 
territory. Increasingly, risk scenarios must include terrorist 
actions that seek to pose large-scale economic and cultural 
impact with lower risk of nuclear retaliation. 

While there is ample room for debate over the prob­
ability that any of these scenarios would actually occur, the 
potential consequences are sufficiently severe that it would 
be unwise not to develop modern models that could better 
predict the creation and evolution of man-made radiation 
belts. Studies by the Defense Threat Reduction Agency 
(DTRA) [Murch, 2001] concluded that "One low-yield (10-20 
kt), high-altitude (125-300 km) nuclear explosion could dis­
able (in weeks to months) all LEO satellites not specifically 
hardened to withstand radiation generated by that explosion." 
Satellites at risk include communications, imaging-mapping, 
and manned spaceflight. Replacement cost alone is estimated 
at over $50 billion. Reduced lifetimes of even a few critical 
Department of Defense (DoD) satellite systems would have 
a significant detrimental effect in conducting military cam­
paigns [Metz and Babcock, 2004]. 

RADIATION BELT REMEDIATION 

In space as on the ground the old joke still applies: 
"Everybody talks about the weather but nobody does any­

thing about it." Increasingly though, the civilian and military 
space community is moving from a strategy that has been 
described as "cope and avoid" to one that is characterized 
as "predict and control". Improved physical understanding 
of the natural loss processes in the radiation belts has the 
potential to enable systems that can exploit those processes 
and reduce or remediate the threat from natural or man-made 
radiation belt electron fluxes. 

Relativistic electron fluxes are depleted either by loss 
through the magnetopause, precipitation into the atmo­
sphere, or possibly through de-energization—removing 
electrons from the system or reversing the initial accel­
eration processes. Comparisons between satellites such 
as SAMPEX and POLAR show that the fluxes in the drift 
loss cone (which are precipitated in one drift period or 
less) track the fluxes at high altitude closely [Kanekal et 
al., 1999]. This shows that relativistic electron precipita­
tion occurs nearly continuously. However, in contrast to 
the quasi-steady "drizzle" of electrons from the radiation 
belts, strong geomagnetic activity during storms can pro­
duce very rapid rates of precipitation leading to permanent 
and dramatic reductions in the trapped electron fluxes 
[Onsager et al., 2002; Reeves et al., 2003]. Green et ah, 
[2004] have reviewed the possible causes of this loss, evalu­
ated those mechanisms against observations, and concluded 
the most probable mechanism for loss is electron precipi­
tation through enhanced pitch angle scattering through 
wave-particle interactions [e.g. Home and Thorne, 2003]. 
Low-altitude satellite measurements of electron precipita­
tion "bands" and "microbursts" yield electron loss rates that 
could completely remove all relativistic electrons from the 
radiation belts in a matter of days. (See e.g. Nakamura et 
al., [1995, 2000]; Lorentzen et al, [2000, 2001]; Millan et 
al, [2002]; Blake et al, [1995] for further discussion.) 

While some radiation belt remediation schemes are, to 
say the least, impractical (for example, wrapping the Earth's 
equator with a solenoid to cancel out the geomagnetic 
dipole field) others aim to exploit our knowledge of natural 
processes to artificially enhance the rates of electron pre­
cipitation at specific times, energies, or altitudes to mitigate 
radiation hazards from natural or man-made events. One 
promising method of radiation belt remediation under cur­
rent investigation involves enhancing the electron pitch-
angle scattering rate via cyclotron-resonant wave-particle 
interactions. VLF radio waves can be injected either from 
space or from ground-based sources (such as ionospheric 
heaters that modulate ionospheric conductivity). Properly 
coupled, the wave-induced scattering will reduce the mag­
netic mirror altitude of trapped electrons, increase atmo­
spheric collisions, and dramatically increase precipitation 
losses [e.g. Inan et al, 2003]. Other methods to increase 
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the pitch-angle scattering rate being investigated include 
electrostatic and magnetostatic processes implemented by 
space based tethers or DC magnets. 

In order to evaluate any of the proposed radiation belt 
remediation techniques, or to optimize the effectiveness of 
any particular technique, one must be able to accurately and 
quantitatively predict the effects on a global scale. To achieve 
this level of understanding and predictive capability requires 
improved understanding of natural processes, targeted active 
experiments in space, and the global, data-driven physical 
models that we describe in further detail below. 

DATA ASSIMILATION FOR RADIATION BELT 
MODELING 

To address the needs and solve the questions posed in 
the preceding sections requires a focused international effort 
with three components: (1) a targeted, multi-satellite obser­
vational campaign such as the NASA Living With A Star 
(LWS) Radiation Belt Storm Probes [Kintner et al, 2002] 
to fill in holes in our knowledge of radiation belt dynam­
ics; (2) a strong program to develop improved theoretical 
descriptions of key processes such as wave-particle interac­
tions and multi-dimensional relativistic electron diffusion; 
and (3) development of global, time-dependent, data-driven 
but physics-based models of the radiation belts. Here we 
address the elements that would enable the successful execu­
tion of the third component—a next-generation radiation 
belt model. 

To be useful for the applications described above, a next-
generation radiation belt model must have several features. 
It must have high fidelity to the known physical equations 
governing the particles and fields in the inner magneto­
sphere—not just for physical understanding, but also to be 
useful in extrapolating to conditions or scenarios that have 
not yet been observed. (However, this does not necessar­
ily require a first-principles model, such as global MHD 
models, that start with conditions in the solar wind or at 
the solar surface.) At the same time, the model must use all 
available observations in order to accurately represent the 
dynamic changes that occur during any specific individual 
event. The model must also be able to accurately represent 
the changes in the global magnetic field during geomag­
netic storms. This is particularly critical for transforming 
spacecraft observations from a spatial coordinate system 
to a magnetic coordinate system where data from multiple 
satellites can be properly compared and physical equations 
can be solved consistently. While purely empirical and purely 
first-principle physics models are most appropriate for some 
applications, the requirements discussed here lead us toward 
data assimilation models that use physical equations together 

with all relevant observations to produce a "best fit" descrip­
tion of the dynamics of the radiation belts. 

Data assimilation techniques are ideally suited for com­
bining the data and models in such a way that the limita­
tions of one component are balanced by the strengths of 
another component. Data assimilation models have been used 
extensively in other fields such as meteorology and climate 
modeling [e.g. Ghil et al, 1997] but, except in the area of 
ionospheric physics models, they have not been extensively 
applied to space. Radiation belt dynamics are well-suited to 
the methods of data assimilation—more so than other prob­
lems in space plasma physics. Compared to other regions of 
the magnetosphere, the inner magnetosphere is relatively 
well-ordered by the geomagnetic field, the physical equations 
governing the majority of particle dynamics relatively well-
known, and there is a relatively large number of satellites 
(tens) covering the volume of the system. 

There are a number of well-established techniques 
for data assimilation but among the most powerful and 
widely-used is Kalman filtering [Kalman, 1960] (and here 
we use the term to included extended Kalman filtering). 
Kalman filtering is a technique to simultaneously incorpo­
rate data (with specified errors) and adjust physical param­
eters within the model using a recursive solution to the 
discrete-data linear filtering problem. The Kalman filter is 
a set of mathematical equations that provides an efficient 
computational (recursive) means to estimate the state of a 
process, in a way that minimizes the mean of the squared 
error. The filter is very powerful in several aspects: it sup­
ports estimations of past, present, and even future states, 
and it can do so even when the precise nature of the mod­
eled system is unknown [Welsh and Bishop, 1995]. Since 
the technique was first described in the 1960's the method 
has been the subject of extensive research and application 
due in large part to advances in digital computing that allow 
for the solution of highly-coupled systems like the storm­
time inner magnetosphere. 

Irrespective of the specific data assimilation technique 
used, there are several components that need to be combined 
to solve the coupled system of ring current, radiation belts, 
electric potentials, magnetic fields and waves in the inner 
magnetosphere. A realistic model of radiation belt dynamics 
that is valid for geomagnetic storm times must also include 
a self-consistent calculation of the storm-time ring cur­
rent (carried by keV protons), a sophisticated description 
of diffusion in energy, pitch angle and L-shell (including 
off-diagonal matrix elements), a specification of the spatial 
and temporal distribution of whistler and EMIC wave fields, 
and a calculation of the stochastic effects of wave particle 
interactions. All the necessary components of such a model 
now exist. 
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To be realistic, this model must also be consistent with 
all the available data sources—measurements of radiation 
belt particles, ring current particles, wave fields, local mag­
netic fields, and solar wind inputs. An unprecedented set of 
all these measurements has now been collected and critical 
new measurements will be added by the LWS Radiation Belt 
Storm Probes (and possibly, by other proposed missions such 
as ORBITALS and COMPASS). 

A comprehensive program is needed to coordinate 
all the aspects of theory, modeling, data validation, and 
application of data assimilation techniques. Such a com­
prehensive program is a significant, but highly valuable, 
endeavor. We now outline the components of such a pro­
gram and the initial steps that have been taken to bring 
these pieces together. 

DIRECT DATA INSERTION USING 
THE SALAMMBO CODE 

One example of the value of even very simple data 
assimilation is provided by a three-satellite study of one 
month of storms using the Salammbo code [Boscher et al, 
1996; Bourdarie et al, 1996]. The Salammbo model is a dif­
fusion model that solves the Fokker Planck equation in three 
dimensions: L-shell, Energy, and pitch angle. Salammbo 
currently uses the simplifying assumption that the magnetic 
field is a pure dipole and therefore not time-dependent and 
not azimuthally asymmetric. The model uses statistical 
relationships between solar wind parameters and indices of 
geomagnetic activity (such as Kp) to parameterize processes 
such as diffusion rates or wave-particle interactions where 
the radiation belts overlap plasmasphere. 

Plate 3 shows the period of September 21-October 20, 
1998: one of the intervals selected for study by the NSF 
Geospace Environment Modeling (GEM) working group 
on radiation belt dynamics. Plate 3-a shows the results of a 
run in which only a single geosynchronous spacecraft was 
used as input into the simulation. The top panel in plate 3-a 
shows the fluxes measured by the Aerospace Corporation's 
instruments on a highly elliptical orbit (HEO) satellite. 
Electron flux above ^ 4 MeV is plotted as a function of 
L-shell and time. The bottom panel shows the Dst index. 
There are three clear enhancements of fluxes (of dimin­
ishing intensity) in the range L « 3-8 in response to three 
intervals of enhanced geomagnetic activity. The second 
panel of plate 3-a shows the output of the Salammbo model 
using the geosynchronous data as input and the next panel 
shows the ratio of the measured and model fluxes on a log 
scale and in the same format of L vs. time. In the plot of 
ratios, black represents a value of 1 or perfect agreement; 
red represents measured fluxes that are ten times higher 

than the model predicts and dark blue represents measured 
fluxes that are up to ten times lower. 

One, known, problem with the location of plasmapause 
in the Salammbo model produces a pair of bright red bands 
near L=3. More troubling is the relative lack of dynamic 
changes in the Salammbo model compared to the observa­
tions. This is particularly true in regions above L=5.5. One 
might expect that region to be more well-specified since the 
input from geosynchronous is at L=6.6. However, the HEO 
satellite, which is the basis for the observational comparison, 
crosses L=6.6 at high magnetic latitudes and is therefore 
quite sensitive to the assumed (isotropic) pitch angle distribu­
tion at geosynchronous orbit. Therefore, even at L=6.6 the 
agreement between model and measurement is poor. 

Plate 3-b is identical to plate 3-a except that in this run 
two satellites were used as input into the model LANL-
GEO 1994-084 and GPS NS-33. The data were incorporated 
through simple 'direct data insertion' which involves adjust­
ing the values at certain grid points to exactly fit the observa­
tions when the satellite was at that location and then allowing 
the solution to propagate from those points throughout the 
system as defined by the equations of motion. Once again 
the HEO fluxes were used as an independent comparison 
and not as an input to the model so the top panel of plate 3-b 
is the same as previously. In the second and third panels of 
plate 3-b we can see that the inclusion of GPS makes a sig­
nificant difference in the output from the model. While the 
GPS data (with coverage only above L>4.2) do not change 
the problems at very low L-shells, the addition of those data 
make the three intervals of enhanced electron flux much 
more apparent in the model. The ratio plot shows signifi­
cantly better quantitative agreement with more regions of 
black throughout the plot. The substantially better agreement 
in the vicinity of geosynchronous orbit is due to the fact that 
GPS crosses L=6.6 at high magnetic latitudes (similar to 
HEO) and the two point measurements on the same L-shell 
allow a direct (but limited) determination of the pitch angle 
distribution. 

This relatively simple illustration shows the value of 
incorporating multiple data sets but does not yet show the 
full potential of data assimilation. With even as few as two 
satellites it is possible to allow adjustable, time-dependent 
diffusion rates in the model—a technique known as adaptive 
data assimilation. For example, Roller and Friedel, [2005] 
have recently demonstrated that we can use this technique to 
not only determine radial diffusion rates that best reproduce 
the observations, but actually to determine the time depen­
dence of those diffusion rates. The result is not just a better 
match to the HEO data (after all we could just use the HEO 
observations for that) but rather an improved understanding 
of the time-dependence of the diffusion rates and their rela-
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Plate 3 shows observations and models of a storm on September 21-October 20, 1998. Column A shows the results of 
a run in which only a single geosynchronous spacecraft was used as input into the simulation. The top panel in plate 
3-a shows the fluxes measured by the Aerospace Corporation's instruments on a highly elliptical orbit (HEO) satellite. 
Electron flux above ^ 4 MeV is plotted as a function of L-shell and time. The bottom panel shows the Dst index. The 
second panel of plate 3-a shows the output of the Salammbo model using the geosynchronous data as input and the next 
panel shows the ratio of the measured and model fluxes on a log scale and in the same format of L vs. time. In the plot 
of ratios, black represents a value of 1 or perfect agreement; red represents measured fluxes that are ten times higher 
than the model predicts and dark blue represents measured fluxes that are up to ten times lower. Column B is identical 
to Column A except that in this run two satellites were used as input into the model LANL-GEO 1994-084 and GPS 
NS-33. Again the HEO fluxes were used as an independent test and not as an input to the model. In the second and third 
panels of plate 3-b we can see that the inclusion of GPS makes a significant difference in the output from the model. 
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tionship to geomagnetic activity. Improved understanding 
provides improved confidence in our ability to extrapolate 
other energies, locations, and conditions. 

As noted above, Salammbo uses a relatively simple 
dipole description of the magnetic field. Recently, though, 
the model has been extended to better incorporate non-dipole 
fields. This is done by transforming the spacecraft observa­
tions from spatial coordinates (latitude, longitude, radius) 
into magnetic coordinates (most importantly pitch angle 
and L*). All calculations and spacecraft intercomparisons 
are done in magnetic coordinates. To compare against an 
independent set of observations such as HEO, the transfor­
mation is reversed. This improvement allows much more 
accurate and consistent treatment of the data which is espe­
cially important as additional data from Geo, GPS, POLAR, 
SAMPEX, HEO, and Akebono are added. 

STORM-TIME RING CURRENT MODELING 

While diffusion is certainly one of the most important 
processes affecting the radiation belts, full understanding 
of the structure and dynamics of the radiation belts requires 
a more physically realistic description that self-consistently 
represents a variety of interacting populations and processes. 
Those include, time-dependent convection electric fields, the 
development of the storm-time plasma sheet and ring current, 
the interaction of the ring current with the plasmasphere to 
produce EMIC waves, the interaction of EMIC and storm­
time whistler waves with the radiation belt electrons, the 
inflation of the geomagnetic field due to the ring current, 
and the adiabatic response of the radiation belt electrons to 
the changing geomagnetic field. 

Several models of this type have been developed, origi­
nating with work done at the University of Michigan [e.g. 
Jordanova et al, 1994; Liemohn 2001; Fok, 2001]. We have 
been using the UNH version of the RAM code which incor­
porates all the above-mentioned processes and has already 
been used with considerable success to reproduce realisti­
cally the storm-time evolution of the near-Earth plasma sheet 
and ring current [e.g., Jordanova et al, 2003a,b]. 

The model numerically solves the bounce-averaged 
kinetic equation for the distribution function of charged 
particles in specified global electric and magnetic fields. The 
model treats ions (H+, 0 + , and He+) with kinetic energies 
from 15 eV to 400 keV and has recently been extended up to 
relativistic energies for electrons [Jordanova et al, 2005]. 
Like Salammbo, the present version of UNH-RAM repre­
sents the magnetic field of the Earth as a dipole. However, 
the code is capable of solving the equations of motion in an 
arbitrary magnetic field. The model has been updated to 
use any electric field specification including new models 

with high temporal and spatial resolution like the AMIE 
model [Richmond and Kamide, 1988], the Weimer [2001] 
model, or real-time data-driven descriptions that are under 
development. 

All major loss processes of magnetospheric particles 
are included in the UNH-RAM model, including charge 
exchange, Coulomb collisions, wave-particle interactions, 
and loss due to atmospheric precipitation (see Jordanova et 
al [1996; 1997] for more details). For example, the convec­
tive growth rates are obtained from the dispersion relation, 
which is coupled and solved simultaneously with drift trans­
port in order to treat the process of wave-particle interactions 
self-consistently. 

STORM-TIME MAGNETIC FIELD SPECIFICATION 

As discussed above, a major challenge in understand­
ing important radiation belt processes such as diffusion, 
stochastic acceleration, or particle precipitation is to accu­
rately calculate the phase space density at fixed values of 
the adiabatic invariants. While the first invariant (defined 
by electron gyromotion) can be calculated based on local 
measurements of particle pitch angle distributions and mag­
netic field strength, the second (bounce) invariant requires 
an integral along a magnetic field line and the third (drift) 
invariant requires an integral around the entire drift orbit of 
the electron. Therefore, highly accurate, time-dependent, and 
event-specific magnetic field models are required. 

The requirements on the global magnetic field model 
are most stringent during the main phase of geomagnetic 
storms when acceleration and loss processes may both be 
most intense but when the perturbation to the magnetic field 
is also the most dramatic. The diamagnetic effects of the 
ring current decrease the field, moving particles outward 
and decreasing their energy in order to conserve the third 
invariant [Kim and Chan, 1997]. This can result in flux 
changes of 2-3 orders of magnitude during a storm main 
phase—which is exactly the time when the other processes 
have their largest effects. In order to calculate radiation belt 
dynamics correctly we need to separate the nonadiabatic 
acceleration and loss processes from the adiabatic effects 
of the ring current (the "Dst effect"). Equally important is 
including the full local time asymmetries of the inflated 
magnetic field (the asymmetric ring current) in order to 
correctly map spacecraft at different local times to the same 
magnetic coordinate system. 

Two classes of storm-time magnetic field models cur­
rently exist. One provides a statistical representation of the 
average storm time field [Tsyganenko et al, 2002] but is 
not event specific and is only parameterized by solar wind 
and geomagnetic conditions. The other class is represented 
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by the UNH-RAM code which calculates the perturbation 
field produced by the ring current but solves the electron 
and ion motion in a dipole field. We have investigated two 
approaches to solving this problem which can ultimately be 
combined together. 

Self-Consistent Magnetic Field-Ring Current Calculations 

No ring current models currently calculate ring cur­
rent dynamics in a self-consistent magnetic field. Particle 
dynamics are calculated in a dipole field and then used to 
determine the perturbation field produced by those particle 
distributions. In reality, though any perturbation to the field 
perturbs the trajectory of the ring current particles them­
selves and hence, to be realistic, the particle trajectories and 
global magnetic field must be calculated self-consistently. 

This adds several layers of complexity. First, the codes 
must be generalized to be able to solve the equations of 
motion in a non-dipole field, which requires more numerical 
integration (and computation time) but is not conceptually 
complex. In an arbitrary field, bounce-averaging of the 
general gradient-curvature drift is necessary [Shukhtina, 
1992]. In order to study the process of wave-particle interac­
tions and address questions related to acceleration and loss 
of energetic particles by plasma waves, the full pitch angle 
dependence of the distribution function in the equatorial 
plane must be retained. Incorporating a self-consistent field 
specification therefore has impacts on pressure distributions, 
wave growth, wave particle interactions, and particle trajec­
tories as well as the large adiabatic effects discussed above. 
We have recently implemented a parallel computing version 
of the UNH-RAM code using the Message Passing Interface 
standard to implement domain decomposition, making the 
added computations easily feasible. 

The second problem is that the complex 3-dimensional 
magnetic field that would be in force balance with the par­
ticle (plasma) population needs to be found and can no longer 
be represented analytically. Additionally, in the inner mag­
netosphere large temperature anisotropics are common and 
equilibrium solutions must accommodate those anisotropies. 
There are several ways to solve the problem of the magnetic 
field/plasma equilibrium in 3 dimensions. Among the most 
promising, and the method we have chosen, is an iterative 
solution [Zaharia et al, 2004] that uses an Euler Potential 
specification of the field and finds the magnetic configura­
tion in force balance with a prescribed pressure distribution 
(plate 4). The pressure only needs to be prescribed at one 
location along each field line (e.g. on the equatorial plane), 
as mapping along the field line provides it everywhere else. 

These two changes to the numerical calculations will 
enable a fully self-consistent calculation of the ring cur­

rent and the perturbed global, storm-time magnetic field. 
To do so, first we calculate the plasma pressure distribu­
tions as already specified by UNH-RAM code. We then 
calculate a 3-dimensional magnetic configuration in force 
balance with those pressure distributions, using our Euler 
potential equilibrium code. Once the field and the electric 
currents have been found, we need to replace the dipole field 
in UNH-RAM with the new, more realistic field. This cycle 
will be repeated iteratively until the solution converges. The 
first step has been successfully demonstrated by Zaharia et 
al [2005]. The resulting field can be used to calculate the 
dynamics of radiation belt electrons directly since they do 
not carry sufficient currents to further perturb the magnetic 
field. 

Empirical Magnetic Field Specification 

Another, complementary, technique to specify the global 
magnetic field is to exploit the magnetic drift motion of 
energetic particles and Liouville's theorem, which states that 
particle phase space density is conserved along a dynamic 
trajectory. The technique is illustrated in plate 5 [Reeves et 
al, 1997]. For simplicity, imagine particles with 90 degree 
equatorial pitch angles that drift along contours of constant 
equatorial magnetic field strength. Two satellites that cross 
the same contour of constant equatorial field strength at 
nearly the same time should, according to Liouville's theo­
rem, measure the same phase space density provided that 
there has been no appreciable acceleration or loss of par­
ticles as they drift from one satellite location to the other. 
Furthermore this must be true for all energies and all pitch 
angles (which follow slightly different trajectories in a non-
dipole field). Thus since all particles move in the same mag­
netic field, each energy and each pitch angle measured can 
essentially provide an independent constraint on the configu­
ration of the large-scale magnetic field. Those constraints 
can be used either to verify the accuracy of the magnetic 
field calculated by other means (e.g. through self-consistent 
ring current modeling) or can be used to specify where the 
phase space densities should match and hence how the mag­
netic field model should be modified to ensure that match. 

Another strength of this technique is that it can be 
applied to observations for which only particle measure­
ments, and not magnetic field measurements, are available. 
In that case, phase space density can be calculated based 
on the model magnetic field. Again phase space densities 
at two (or more) satellite locations can be compared and 
adjustments made to the field as needed. Of course this 
modifies the phase space density based on the model field 
calculation so the process must be repeated iteratively. For 
spacecraft with magnetometer measurements the field is 
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known and those known values of the field need to be used 
in the process of optimizing the magnetic field model so that 
any adjustments to the field do not produce contradictory 
values of the field. Practically this is done through the use 
of an error function that one minimizes in order to get the 
best agreement between phase space densities and measured 
vs model field values. 

At low energies electric field drifts dominate over mag­
netic gradient-curvature drifts and at intermediate energies 
both electric and magnetic drifts contribute. Thus, in prin­
ciple, with a sufficiently dense set of measurements over the 
right range of energies the electric field can be constrained in 
the same manner as the magnetic field (although validation 
of the electric field is more straight-forward than specifica­
tion of the field). 

Whether magnetic and electric fields or just magnetic 
fields are being specified, the more satellite measurements 
that are available the more powerful this technique can be. 
Currently there are six geosynchronous satellites carrying 
LANL particle instruments, two GOES satellites carrying 
SEC particle and field instruments, POLAR, HEO, and 
Akebono in inclined orbits, SAMPEX and numerous other 
low-Earth-orbit satellites, and the GPS constellation. Within 
the next six years we expect the full constellation of 24 GPS 
satellites to be equipped with energetic particle detectors. In 
about the same time frame NASA also plans to launch the 
two Radiation Belt Storm Probes into CRRES-like equato­
rial elliptical orbits. This represents a sufficiently dense set 
of satellites that many and frequent conjunctions occur over 
a broad range of L-shells. 

This technique has already been demonstrated for the 
field in the vicinity of geosynchronous orbit by Onasger et 
al, [2004] and Chen etal, [2005a, b]. Onsager et al, [2004] 
used the fact that two geosynchronous satellites at different 
longitudes are also at different latitudes and therefore trace 
out different trajectories through L* (which is a common rep­
resentation of the drift invariant [Roederer, 1970]). At two 
points on the orbit the satellites cross the same L* where the 
phase space densities should match. (See plate 6.). At other 
locations the two satellites measure the instantaneous local 
radial gradient in phase space density. Chen et al, [2005a, 
b] extended this technique using both the GOES and LANL 
measurements. They calculated phase space density for a 
variety of equatorial pitch angles which all follow slightly 
different contours of L* and cross in slightly different loca­
tions. They found that, at times the standard empirical mag­
netic field models (e.g. Olsen Pfitzer [1974]; Tsyganenko 
[2002]; etc.) gave excellent agreement over a very broad 
range of adiabatic invariants. Chen et al, [2005Z?] then went 
beyond verification to use the particle measurements to 
specify the magnetic field. They implemented 7 different 

magnetic field models and constructed an error function 
based on matching both the magnetic field (vector or unit 
vector) and particle phase space densities. By calculating 
the error function in each field they could determine which 
empirical field best matched the global magnetic conditions 
near geosynchronous orbit at any given time and then switch, 
dynamically, between models to determine the evolution of 
the magnetic field throughout a storm. 

So far this technique has been limited by the choice of 
spacecraft and field models. The next logical steps are to 
extend it in L-shell by using other spacecraft and to use a 
continuously deformable magnetic field to remove the current 
temporal discontinuities caused by instantaneously switch­
ing magnetic field models. Ultimately, the two techniques 
described in this section—empirical and self-consistent 
calculations of the magnetic field—can be combined using 
the standard, but powerful, techniques of data assimilation 
that we have discussed briefly here. 

SUMMARY 

The Earth's radiation belts provide a rich field of study for 
basic physical processes as well as an important topic for the 
design and operation of space-based technology systems. 
Recent observations and newly-emerging theories have made 
significant advances in our understanding but still leave many 
important questions unanswered. Better understanding and 
quantitative prediction of changes in Earth's natural radiation 
belts have high value for spacecraft design, systems opera­
tions, and manned exploration programs. These issues are 
generally well-known within the space physics community. 
Less well-known are the threats posed by high altitude nuclear 
explosions (HANE) or the possible steps that could be taken 
to mitigate those threats through active radiation belt reme­
diation (RBR). Evaluating the production and dynamics of 
artificial radiation belts, understanding their potential impact 
on national space-based infrastructure, and quantitatively 
evaluating the effectiveness of mitigation strategies requires 
the same ability to understand and model physical processes 
as does study of the natural variation of the Earth's belts. 

Developing physical understanding of the key transport, 
acceleration, and loss processes requires a three-pronged 
approach: (1) a targeted, multi-satellite observational cam­
paign to fill in holes in our knowledge of radiation belt 
dynamics; (2) a strong program to develop improved theo­
retical descriptions of key processes; and (3) development of 
global, time-dependent, data-driven but physics-based mod­
els. We have described one promising approach to provide 
the third of these critical components, a next-generation data 
assimilation model of the radiation belts. Our approach com­
bines data-driven but physics-based modeling of the storm-
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30keV 
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Plate 5 shows how particle measurements can be used to further improve the accuracy of global magnetic field models. 
Shown, schematically, are the drift paths of 100 keV and 30 keV protons along with a proposed configuration for a 
multi-satellite inner magnetosphere mission [Reeves et al, 1997]. Particle measurements can be used along with field 
models to calculate phase space density at each observation point. Liouville's theorem specifies that (in the absence of 
non-adiabatic effects) the phase space density must be constant where satellites measure particles on the same dynamic 
trajectory. This must be true at all energies and all pitch angles independently (but for the same global field). Thus 
Liouville's theorem can be used with multi-point particle measurements to adjust the global field (and recalculate the 
adiabatic invariants) until optimal matching of phase space densities is obtained. 
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Plate 6 shows the application of phase space density matching to determination of the optimal global magnetic field 
configuration in the vicinity of geosynchronous orbit. Panel A illustrates the technique. Because of the Earth's dipole 
tilt geosynchronous satellites at different longitudes are at slightly different magnetic latitudes and therefore trace out 
different paths in L* as they complete their 24-hour orbit around the Earth. Panel B shows the phase space density color 
coded as a function of location (in L*) and time for two geosynchronous satellites. Each satellite traces a different path 
in L*. Where those paths cross the phase space densities should match (as shown by the same color dots). Where satel­
lites sample different L* the phase space density gradient over that range of L* can be measured [Chen et al, 2005a, b]. 
(This plot shows phase space density calculated by optimally fitting 7 different magnetic field models to measurements 
of the geosynchronous magnetic field made by GOES. Some discontinuities in L* appear where the optimal magnetic 
field model changes.) 
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time ring current, a self-consistent specification of the global 
magnetic field, and powerful data assimilation techniques 
that are well-developed in other fields but only recently 
applied to the radiation belt problem. One of the promises 
of this proposed approach is that many of the limitations of 
the current (extensive) set of spacecraft observations can be 
overcome through assimilation with physics-based models. 
For example the lack of magnetometers, pitch angle mea­
surements, or the specification of adiabatic invariants can 
be compensated for if one applies a magnetic field model 
that is physically realistic. At the same time the observations 
can be used not only as input or as a consistency check on 
the models but can actually modify the models to have the 
accuracy and realistic dynamics required. 

The space physics community has begun to take critical 
steps to implement the program outlined in this paper. We 
have verified that the key techniques do work, that criti­
cal observations are available and can be assimilated with 
physical models, that the needed improvements in numeri­
cal methods and implementation are possible: in short, the 
problem can be solved if the right resources are applied. 
Clearly the program outlined here is not trivial and certainly 
requires effort significantly larger than commonly provided 
by individual research grants. However, those challenges do 
not seem insurmountable—especially when compared to 
the potential reward in scientific understanding, in real cost 
savings to satellite designers and operations, and to improved 
reliability and risk assessment for commercial and military 
programs that depend on systems in space. 
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Using drift-loss simulations, we investigate the s tormtime r ing-current magnet ic 
field p roduced by protons and electrons dur ing the 19 October 1998 storm. We 
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1. INTRODUCTION 

The defining feature of a magnetic storm is the formation 
of a ring current that perturbs the Earth's geomagnetic field. 
This magnetic perturbation contributes significantly to the 
widely used Dst index that represents the longitude-averaged 
magnetic field perturbation at low-latitudes on the surface 
of the Earth due to all current systems. Thus, the strength of 
the ring current and magnetic storms has been conveniently 
associated with the Dst index. Large depressions (~ -100 
to -200 nT) in the magnetic field due to the ring current 
has also been measured in-situ at L of 3-4 during the main 
phase of storm events [Cahill, 1966]. Several recent statis­
tical analyses of large databases of in-situ magnetic field 
measurements of the inner magnetosphere [Tsyganenko 
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et al., 2003, Lui, 2003; Ostapenko and Maltsev, 2003; Le 
et al., 2004] have shown that during disturbed conditions 
there are large and longitudinally asymmetric depressions 
in the magnetic field intensity in regions of the inner mag­
netosphere (L < 9). The stormtime depressions are thought 
to be predominantly due to the asymmetric ring current. 
Thus, the ring current significantly distorts the geomagnetic 
field in the inner magnetosphere and this distortion needs 
to be taken account of in global representations of the inner 
magnetosphere. 

In this paper we investigate the magnetic field produced 
by protons and electrons forming the stormtime ring current 
using numerical simulations. This approach allows us to 
obtain physical understanding of the ring-current magnetic 
field based on the transport and loss of the ring current par­
ticles. Using our simulation model, we compute and compare 
the contributions of proton and electrons to the overall ring-
current magnetic field. We present results for the large 19 
October 1998 storm that attained a minimum Dst of -112 
nT. Figure 1 shows the Dst trace for this storm. During the 
main phase of this storm, the southward component of the 
interplanetary magnetic field was negative and did not vary 
widely (see Figure 6 of [Chen et al., 2003]). The solar wind 
pressure was very low during the main phase of this storm 
so there was very little compression of the magnetosphere 
during the main phase of the storm. In this sense, this was a 
very "clean" storm event. 

2. SIMULATION MODEL 

We perform phase-space mapping simulations for both 
protons and electrons in a magnetospheric B field mod­
eled as the superposition of a dipolar magnetic field and a 
uniform southward AB parallel to the dipole axis [Dungey, 
1963]. For this study we have kept AB constant and have 
chosen AB (= 14.7 nT) so that the circular boundary between 
closed and open field lines intersects the Earth at a constant 
colatitude 0* = 20°, and thus the radius of the circular neutral 
line (12.82 RE) is constant during the storm. We use AMIE, 
the Assimilative Model of Ionospheric Electrodynamics 
[Richmond and Kamide, 1988], to prescribe the electric 

potentials in our simulation model. The AMIE potentials are 
based on an analytical expansion in terms of colatitude and 
magnetic local time in the ionosphere and are fit to ground-
based magnetometer and available satellite data. Since we 
use a simple magnetic field model, the AMIE potentials can 
be mapped analytically to anywhere in our magnetic field 
model. Details of this mapping procedure are described in 
Chen et al. [2003]. Plate la shows the equatorial electric 
field intensity \E\ in the Earth's corotating frame averaged 
over 0000 UT to 2200 UT on 18 October 1998 (see Figure 1), 
which corresponds to the pre-storm period. The pre-storm 
equatorial |E| is relatively small being typically a fraction of 
a mV/m. However, during the storm main phase, the electric 
field intensity can be quite large in the inner magnetosphere. 
At 0800 UT on 19 October 1998 (Plate lb) the AMIE electric 
field intensity was quite strong (> 2 mV/m) on the dusk side 
at L ~ 3-7, as well as in the evening sector at L > 4 and the 
morning sector at L ~ 3-6. There is quite a bit of spatial and 
temporal variability in the AMIE electric field during the 
storm main phase. For example, at 1130 UT (Plate lc) the 
region where the electric field intensities exceed 2 mV/m is 
narrower in radial extent than at 0800 UT (Plate lb). What 
is common is that there are regions of intense (> 2 mV/m) 
electric field within the inner magnetosphere (L < 6) during 
the storm main phase. 

Within the model magnetosphere, we trace the relativistic 
bounce-averaged guiding center E x B and gradient-curva­
ture drift of particles that conserve the first two adiabatic 
invariants M and/backwards in time (see [Chen et al. 1994; 
1998] for further details). In this study we consider only 
equatorially-mirroring particles (J= 0). For each adiabatic 
invariant M of interest, we set up a grid of representative 
particles spaced 0.2 RE apart in the equatorial plane from an 
equatorial radial distance rQ of 2 RE to 6.6 RE and every 10° 
in MLT. We then trace the particles backwards in time to 
either the pre-storm location or to the outer boundary of our 
model. The left column of Plate 2 shows the transport or drift 
times of protons with M= 3 MeV/G (33 keV at r Q = 3 RE) from 
geosynchronous altitude to the equatorial plane within geo­
synchronous orbit at (a) 0500 UT, (b) 0800 UT, and (c) 1130 
UT on 19 October 1998. The right column of Plate 2 shows 
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the corresponding transport times of electrons with M = 3 
MeV/G. About one hour into the main phase at 0500 UT, the 
region of very rapid transport (< 1 hr) is roughly the same 
for both protons and electrons. However, protons with M 
= 3 MeV/G drift westward while electrons drift eastward. 
Thus, for times later in the main phase the drift times in the 
afternoon quadrant are shorter for protons than for electrons 
and vice-versa in the morning quadrant. 

The boundary conditions for both protons and electrons 
during the storm are based on fluxes obtained from the MPA 
instruments on LANL satellites at geosynchronous altitude. 
The MPA instrument measures total ion counts. However, 
for this study we have assumed the measured total ion flux 
is the proton flux. To obtain the longitudinal variation of 
the boundary fluxes, we performed a least-squares fit of the 
i n d e p e n d e n t averaged LANL data of Korth et al. [1999] to 
MLT for each Kp values. Then, we renomalized this MLT-
dependence to the LANL real time data for the associated 
Kp value to the real time data. 

We obtain initial conditions for the trapped (on closed 
drift trajectories) proton phase-space density distribution 
by solving the steady-state transport equation that balances 
quiet-time radial diffusion against proton charge exchange, 
the dominant collisional loss process for the protons. Details 
about this solution can be found in [Chen et al., 1994]. 
Outside of the trapping region, the proton phase-space den­
sity distribution is assigned to be same as that at the outer 
boundary of our model which represents the plasma sheet. 
We use the LANL ion data for Kp = 0 of Korth et al. [1999] as 
our quiet-time outer boundary conditions. For each M value 
of interest, we find the drift separatrix under the pre-storm 
AMIE electric field to demarcate the boundary between the 
quiet-time trapped and untrapped (on open drift trajectories) 
populations. 

The electron initial conditions is obtained by using the 
numerical solutions of the steady-state transport equation 
that balances radial diffusion with loss due to electron pre­
cipitation in the limit of weak pitch-angle diffusion [Albert, 
1994]. The solutions provide the phase-space density dis­
tributions within an assumed plasmasphere of rQ = 5.5 RE. 
We extrapolate the phase-space distribution from 5.5 RE 

to geosynchronous orbit and renormalize the initial condi­
tions using the quiet-time boundary conditions based on the 
quiet-time Korth et al. [1999] LANL electron data. Details 
on the electron ring-current model can be found in Liu et 
al. [2003]. 

We use the particle trajectory simulation results and 
invoke Liouville's theorem of conservation of phase-space 
density modified by loss to obtain the stormtime phase-space 
density distributions. As the particles drift, we take account 
of their loss. For protons we consider their loss against charge 

exchange with neutral H. Plate 3a shows a plot of the lifetime 
against charge exchange for protons with M = 3 MeV/G. 
Protons with M = 3 MeV/G have an energy of 3.2 keV at 
rQ = 6 RE and have a lifetime against charge exchange of 
approximately 2 days. For electrons we consider their loss 
due to pitch-angle scattering due to waves. Plate3b shows 
the lifetime against pitch-angle scattering for electrons with 
M= 3 MeV/G. We use the theoretical weak-diffusion life­
times due to plasmaspheric hiss of Albert [1994] earthward 
of the plasmapause. Outside of the plasmapause, the electron 
lifetimes are based on the theoretical calculations of diffu­
sion against electrostatic cyclotron harmonic waves of Lyons 
[1974] or strong diffusion [Schulz, 1998]. Electrons with 
M = 3 MeV/G at r Q = 6 RE have a lifetime against pitch-angle 
scattering of approximately 2.4 hours. Thus, the lifetime 
of ring-current electrons can be significantly shorter than 
those of ring-current protons. The electron lifetimes are on 
the order of the storm main phase. See [Liu et al, 2003] for 
further details on the ring current electron model. 

3. SIMULATION RESULTS 

3.1 Perpendicular Pressure Distributions 

We map the stormtime phase distributions for both protons 
and electrons at selected times of interest during the storm 
main phase: 0500 UT, 0800 UT, and 1130 UT (see Figure 1). 
We consider M values from 1 to 100 MeV/G and extrapolate 
the phase-space density spectra beyond 100 MeV/G as a 
power law. For M < 1 MeV/G, we consider that the phase-
space spectrum is equal to the boundary spectrum. From the 
phase-space density distributions, we compute the perpen­
dicular particle pressure P± over all energies or first invariant 
values. The derivation of the perpendicular pressure equation 
for our field model can be found in Chen et al. [1994]. Plate 
4 shows examples of the simulated perpendicular pressure 
for protons (left column) and electrons (right column) at 
different times during the 19 October 1998 storm. Only 
about one hour into the main phase of the storm (0500 UT; 
Plate 4b), P± is the most intense on the duskside at roughly 
r Q = 3.5-5 RE. One can see that the perpendicular pressure 
distribution is longitudinally asymmetric. Later in the main 
phase (1130 UT; Plate 4c), the distribution of PL looks more 
nearly azimuthally symmetric as more of the protons have 
been transported to the morning side and the cross polar cap 
potential has weakened. 

In Figure 2, radial profiles of the model proton perpen­
dicular pressure at 2100 MLT for pre-storm (dotted curve), 
0500 UT (solid curve), 0800 UT (dashed-dotted-dotted 
curve), and 1130 UT (dash-dotted curve) are plotted. The 
dashed curve shows the average proton perpendicular pres-
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M = 3 MeV/G 
Plate 3. (a) Equatorial lifetimes against charge exchange between protons with 3 MeV/G (3.2 keV at 6 RE) and neutral 
H. (b) Equatorial lifetimes against electron pitch-angle scattering for electrons with 3 MeV/G. 



CHEN ET AL. 243 

10-

pre-storm 

— AMPTE averaged data [Lui, 2003]; 

'o. r E 
Figure 2. Radial profiles of the proton perpendicular pressure at 
2100 MLT. The dotted black curve corresponds to the model pre-
storm and the dashed black curve to averaged AMPTE quiet-time 
data of [Lui, 2003]. The solid, dash-dotted-dotted, and dash-dotted 
curves correspond to the model profiles at 0500 UT, 0800 UT, and 
1130 UT on 19 October 1998, respectively. 

sure from AMPTE/CCE observations of Lui [2003]. The 
AMPTE data was averaged over Kp < 2, longitudes of 
2100-2200 MLT, and energies of 1 keV to 4 MeV. This 
large range of energy encompasses the most significant 
contributions to the total ring current pressure. Thus, it is 
fair to compare our total model pre-storm proton /^profi le 
(black solid) to the observed proton P± (black dashed) pro­
file. We find that the model pre-storm P± looks quite similar 
to the quiet-time averaged P± from AMPTE observations. 
Deviations between the model and observed P± get bigger 
at large rQ, possibly due to our use of a very simplified 
model magnetic field that is less realistic at farther equato­
rial radial distances. Nevertheless, the similarity between 
the model and observed pre-storm perpendicular pressure 
profiles provides confidence in our quiet-time model. At 
2100 MLT the simulated stormtime proton P± peaks pro­
gressively inward as the main phase develops. At 1130 UT 
on 19 October 1998 the peak at 2100 MLT is P± ~ 30 nPa at 
r Q ~ 4 RE. El-Alaoui et al. [2004] have simulated the same 
19 October 1998 event using MHD simulations. At 2100 
MLT, the MHD peak total proton pressure is -1.5 nPa to 
2 nPa at L ~ 5 RE during the main phase of the storm. The 
peak MHD proton pressure is considerably smaller than 
the stormtime peak pressure from kinetic simulations. 
The MHD peak pressure also occurs farther out than what 
is found from the kinetic simulations. In future work, we 
will modify the MHD model to more explicitly account for 
particle drifts to realistically include a ring current. 

Distributions of the electron perpendicular pressure are 
shown in the right column of Plate 4. Overall, the pre-storm 
electron P± (Plate 4d) is relatively much smaller than the 
pre-storm proton P± (Plate 4a). This is because the pre-storm 
conditions are based on a long-term steady-state solution 

in which the electrons have suffered large losses due to 
precipitation. During the storm main phase, there can be 
quite large electron pressures in localized regions. Early 
in the main phase (0500 UT; Plate 4e), the electron P± has 
intensified in the evening quadrant at r Q ~ 4-5 RE and on the 
dayside around rQ ~ 3 RE. The latter occurs because there 
were electrons that had been injected to this region before 
the main phase. Although not shown, as the main phase 
progresses, the pressure intensifies on the morning side and 
the electron P± distribution looks azimuthally asymmetric. 
By 1130 UT (not shown), the electron perpendicular pressure 
distribution looks more nearly symmetric and is relatively 
intense at r Q ~ 2.5-3 RE. 

3.2 Current Distributions 

Knowing the perpendicular pressure distributions, we can 
compute the particle current distributions. The gradient-drift 
current is given by 

B2 (1) 

Plate 5a shows an example of the simulated proton gradi­
ent current per unit equatorial radial distance dIJdR cor­
responding to 0500 UT on 19 October 1998. At this time 
the proton gradient-drift current is intense on the dusk and 
dayside where the proton perpendicular pressure is intense. 
We close the partial gradient-drift currents with field-aligned 
currents. To explain this closure we consider a simple cur­
rent loop with twice as much current on the dusk side as the 
dawn side. The partial current loop bifurcates at the equator 
at both noon and midnight with half of the parallel current 
going up a field line to and through the ionosphere and then 
back toward the equator. The other half of the parallel cur­
rent goes down a field line to and through the ionosphere and 
back toward the equator. Closing of the current is necessary 
to satisfy Ampere's Law. Plate 5b shows an example of the 
field-aligned proton current needed to close the gradient-
drift current shown in Plate 5a. In this example the field-
aligned current per unit equatorial radial distance dl^ldR is 
large at dusk, but is relatively small in absolute magnitude 
compared to the gradient-drift current. 

In addition to the gradient-drift and field-aligned cur­
rents there is a magnetization current associated with par­
ticle gyration. The magnetization current is included in the 
expression for the total equatorial current density 

B x V P x (2) 

[Schulz and Lanzerotti, 191 A, pp. 26-27]. 
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Plate 5. (a) Simulated proton gradient current per unit equatorial radial distance and (b) field-aligned proton current 
needed to close (a). Both panels correspond to 0500 UT on 19 October 1998. 
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3.3 Ring-Current Magnetic Field 

In the past we computed the drift-averaged ring-current 
magnetic field for trapped protons [Chen et al., 1994] in 
terms of the gradient of the perpendicular pressure from (2), 
but did not consider partial ring currents as we do here. In 
this work, we find it illustrative to compute the magnetic 
field-contributions from the gradient-drift, field-aligned, 
and magnetization currents separately. To compute the mag­
netic field perturbation from the gradient-drift current, we 
apply the Biot-Savart law. Plate 6a shows an example of the 
simulated magnetic intensity perturbation from the proton 
gradient-current drift AB g corresponding to 0500 UT on 19 
October 1998. The largest depressions (-AB g) at this time 
occurred near dusk at rQ ~ 3.5 RE, where the gradient-drift 
current per unit equatorial radial distance is intense (see 
Plate 5a). The calculated depression might be somewhat 
smoothed out if we include particles that mirror off the 
equator in our simulations as we plan to do in the future. 
Similarly, to compute the magnetic field contribution from 
the field-aligned current ABy, we apply the Biot-Savart law. 
An example of the simulated magnetic intensity perturba­
tion due to field-aligned proton current at 0500 UT on 19 
October 1998 is shown in Plate 6b. The largest AB^ occurs 
at dusk around rQ ~ 3-4 RE, where the field-aligned current 
is the largest (see Plate 5b). Noting the different color bar 
scales in Plates 6a and 6b, the magnetic intensity perturba­
tion due to field-aligned currents is very small compared to 
the magnetic intensity perturbation due to the gradient-drift 
current. Plate 6c shows an example of the simulated proton 
magnetic intensity perturbation due to magnetization at 0500 
UT on 19 October 1998. The A B m a g is large and negative 
where there is plasma and small and positive where there is 
not much plasma. 

The total simulated proton ring-current magnetic field 
at 0500 UT on 19 October 1998 is shown in Plate 6d. At 
this time there are very large (AB < -400 nT) asymmetric 
magnetic field depressions from rQ ~ 3.5-5 RE. Comparison 
of the panels in Plate 6 reveals that the magnetic field due 
to magnetization and the gradient-drift are significant con­
tributors to the large depressions in the proton ring-current 
magnetic field. The magnetic field due to field-aligned cur­
rents is almost negligible. 

The large stormtime magnetic field depressions in the 
inner magnetosphere that we find in our simulations agree 
qualitatively with stormtime empirical models and statis­
tical observations during active times. Tsyganenko et al. 
[2003] have found magnetic field depressions as large as 
~ -400 nT at L ~ 2-4 from the afternoon to pre-dawn in their 
empirical model during a different storm event on 6 April 
2000. Based on statistical analysis of AMPTE magnetic field 

data, Lui [2003] reported that there are large magnetic field 
depressions in the dusk-midnight sector at L ~ 3.5-6 for high 
magnetic activity (Kp > 3). Our present simulations likely 
overestimate the magnetic field depressions because of the 
lack of a magnetically self-consistent treatment of the parti­
cle transport. In fact, the simulated stormtime magnetic field 
depressions can be a significant fraction of the geomagnetic 
field, indicating a need for a magnetically self-consistent 
treatment of the particle transport in inner magnetospheric 
models. We plan to develop a self-consistent ring current 
model in the near future. 

Thus far, we have discussed only the proton ring-current 
magnetic field. Next, we present some results of the simulated 
electron ring-current magnetic field and its contribution to 
the overall ring-current magnetic field. Plate 7a shows the 
model pre-storm proton ring-current magnetic field. The 
magnetic field depressions are relatively small during quiet 
times, occurring at rQ ~ 4-5.5 RE. The proton magnetic field 
intensity perturbation at the center of the Earth is -78.3 nT 
during pre-storm. In contrast, the pre-storm electron ring-cur­
rent magnetic field intensity (Plate 7b) is clearly much smaller 
in absolute value than the proton ring-current magnetic field 
intensity. The electron magnetic field intensity perturbation at 
the center of the Earth is -2.69 nT. Plate 7c shows the sum of 
the proton and the electron pre-storm ring-current magnetic 
field. During pre-storm or quiet times the perturbed electron 
ring-current magnetic field is small compared to the proton 
ring-current magnetic field. However, we find that electrons 
can significantly contribute to the ring-current magnetic field 
during storms. Plate 7d shows the proton ring-current mag­
netic field at 0800 UT on 19 October 1998. The magnetic field 
intensity perturbation at the center of the Earth is -140.8 nT. 
The electron ring-current magnetic field at this time is shown 
in Plate 7e. There are fairly large dawn side magnetic field 
depressions from slightly pre-midnight to noon at rQ ~ 3-3.5 
RE, where the electron perpendicular pressure is large. The 
electron ring current looks more asymmetric than the proton 
ring current (Plate 7d) at this time. The electron magnetic field 
intensity perturbation at the center of the Earth at this time 
is -21.6 nT. Plate 7f shows the sum of the proton and electron 
ring-current magnetic field at 1130 UT. With inclusion of the 
electrons, there are larger magnetic field depressions from 
midnight to pre-dawn at rQ ~ 3-3.5 RE. The magnetic field 
intensity perturbation at the center of the Earth is -162.4 nT. 
Thus, for this example, the electrons contribute about 13% of 
what protons contribute to the total Dst at this time. At 0500 
UT and 1130 UT on 19 October 1998, the electrons contrib­
ute 14% and 18%, respectively, of the proton contributions 
to the total Dst. Thus, the ratio we find is -15-20%. This is 
somewhat less than the estimate of - 2 5 % that Frank [1967] 
reported based on analysis of the energy content of electrons 
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Plate 6. The simulated magnetic field perturbations due to the proton (a) gradient-drift, (b) field-aligned, and (c) mag­
netization current at 0500 UT on 19 October 1998. (d) The total simulated proton ring-current magnetic field at the 
same time. 
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Plate 7. The left column shows the simulated equatorial ring-current magnetic field for (a) protons only, (b) electrons 
only, and (c) protons and electrons during pre-storm. The right column shows a similar display of the ring-current 
magnetic field for 0800 UT on 19 October 1998. The ring-current magnetic field at the center of the Earth AB(0) is 
labeled in each panel. 



CHEN ET AL. 249 

and protons of energies for a small storm. Nonetheless, our 
simulations show that during storms, electrons can signifi­
cantly contribute to the ring-current magnetic field, especially 
in the morning sector. 

4. SUMMARY AND CONCLUSIONS 

In summary, we have simulated the perpendicular pressure 
distribution and ring-current magnetic field for both protons 
and electrons during the main phase of the 19 October 1998 
storm. Below is a summary of the important findings. 

Our quiet-time proton ring current model reproduces a 
radial perpendicular pressure profile that is similar to the 
AMPTE/CCE observations of Lui [2003]. 

Both the proton and electron ring current form asym­
metrically early in the storm main phase. However, the 
electron ring current tends to be concentrated on the dawn-
side because electrons drift westward whereas the proton 
ring current tends to be more concentrated on the duskside 
because ions drift eastward. The proton and electron ring 
current becomes stronger and more nearly symmetric later in 
the main phase as the cross polar cap potential weakens. 

The magnetic field intensity perturbation from magneti­
zation current is very important where there is plasma. The 
magnetic field intensity perturbation from field-aligned 
currents that are needed to close the partial gradient-drift 
current is small compared to both the magnetic field inten­
sity perturbations from the gradient-drift and magnetization 
currents. 

The quiet-time electron ring-current magnetic field is neg­
ligible compared to the quiet-time proton ring-current mag­
netic field. However, during storms, electrons significantly 
contribute to the ring-current magnetic field, especially on 
the dawnside. From our simulations the electrons contribute 
~ 15-20% of protons to the total Dst. 

There are large asymmetric stormtime ring-current mag­
netic field depressions from rQ ~ 3.5-6 RE. The simulated 
large magnetic field depressions agree qualitatively with 
statistical observations of Lui [2003] and the empirical model 
of Tsyganenko et al. [2003]. 

This simulation study shows that the stormtime ring-cur­
rent magnetic field significantly distorts the geomagnetic 
field. This indicates a need for magnetically self-consistent 
models of the ring current. We are beginning to develop such 
a self-consistent model. The large stormtime depressions in 
the ring-current magnetic field also need to be taken account 
of in global descriptions of the inner magnetosphere. 
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Radiation Belt Responses to the Solar Events of October-
November 2003 

D.N. Baker 1 , S.G. Kaneka l 1 , J .B . Blake 2 , J .H. A l l e n 3 

The solar d is turbances of O c t o b e r - N o v e m b e r 2003 p roduced large enhance ­
ments of the energet ic par t ic les deep wi th in the Ear th ' s magne tosphe re . Mos t 
notably, there were acceleration and redistribution processes wi th in the radiation 
belts leading to a complete filling of the "slot" region around L~2.5 (which is usu­
ally devoid of highly relativistic electrons). The radiation belts were enhanced in 
intensity for more than 40 days following the so-called "Hal loween s torm" event. 
The solar and magnetospher ic particle radiation appeared to be related to a vari­
ety of spacecraft anomalies and other space weather effects. The observed solar 
particles and radiation belt changes in this extended interval are here placed into 
the context of the historical record of S A M P E X observat ions and are related to 
plasmaspheric changes seen by I M A G E . It is concluded that the solar drivers and 
the magnetospher ic responses were amongst the largest that have been recorded in 
the spacecraft data record. 

I. INTRODUCTION 

The Van Al len bel ts have been s tudied cont inu­
ously for over 12 years with the Solar, Anomalous, and 
Magnetospheric Particle Explorer (SAMPEX) spacecraft 
(see Baker et al., 1993 for satellite description]. In the 
SAMPEX lifetime there have been several major enhance­
ments and dropouts of the radiation belt particle popula­
tions. It is found that the center of the outer Van Allen 
belt usually is about 4 R E (Earth radii) away from Earth's 
center. During October-November 2003, the Van Allen 
radiation belt electron population was powerfully acceler­
ated and was reconfigured inward toward Earth's surface 
to a degree not observed before [Baker et al, 2004]. From 
November 1 to November 10, the outer belt had its center 
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only at about 2.5 R E geocentric distance. This normally is 
a place where there are almost no energetic electrons at all 
[Lyons and Williams, 1975; Mcllwain, 1996]. 

The magnetospheric responses in late October and early 
November of 2003 can be traced to sunspot group number 
484 (that appeared on the east limb of the Sun's disk on 18 
October 2003) and to concurrent sunspot groups 486 and 
488. They rotated across the solar disk during this time 
period and the Sun produced large enhancements of X-rays, 
solar energetic particles, and some of the strongest geomag­
netic storms of this solar cycle [Lopez et al, 2004]. Figure 
1 portrays several of the sunspot features and solar flares 
as seen in late October. The interplanetary shock waves 
and coronal mass ejections launched by the Sun from these 
active regions reached Earth's magnetosphere in time peri­
ods as short as one day. These high-speed solar disturbances 
compressed, distorted, and enhanced the Earth's Van Allen 
belts. It is shown here that there is good observational evi­
dence for powerful associated changes produced in Earth's 
radiation belts. It is discussed why these effects persisted for 
many weeks and months following the geomagnetic storms 
themselves. It is also noted that important practical conse­
quences—"space weather" effects—were produced by such 
a remarkable solar-terrestrial sequence of events. 
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a. 

b . 

c. 

Figure 1. Selected data for the late-October 2003 period show­
ing solar features that ultimately led to the "Halloween Storms" 
of 2003: (a) Sunspot groups 484, 486, and 488; (b) SOHO EIT 
image showing solar flare on 28 October; (c) similar to (b) for 4 
November 2003. 

2. OBSERVED RADIATION BELT CHANGES 

A long-term view of the structure and variability of the 
Earth's electron radiation belts is shown in Plate 1 using 
data from one particular energy channel (2-6 MeV) from the 
SAMPEX spacecraft. SAMPEX is in a low-altitude (-600 
km), high-inclination (82°) orbit [Baker et al, 1993]. For 
each 98-min-long orbit, data are sorted according to spatial 
location. The resulting sorted data were averaged for each 
day. Data were corrected for dead-time, pulse pileup, and 
mode-change artifacts. 

Plate 1 shows the color-coded fluxes of 2 -6 MeV electrons 
measured by SAMPEX from launch (July 1992) to March 
2004. The individual years are demarcated as are the months 
that are shown by minor ticks. Data are plotted in terms of 
the magnetic L-shell parameter (which roughly speaking is a 
measure in Earth radii of where a magnetic dipole field line 
crosses the magnetic equatorial plane). The homogeneous 
data set shown in Plate 1 delineates very well the outer Van 
Allen belt (3 < L < 7), the "slot" region (2 < L < 3), and the 
inner Van Allen zone (L < 2). There is a high degree of 
electron flux variability on daily and monthly timescales. 
We have compared the electron flux patterns with the aver­
age solar sunspot number (SSN) and the average solar wind 
speed ( V s w ) measured upstream of the Earth [Baker et al, 
2004]. It is found that the high-energy electrons in the outer 
Van Allen zone generally are strongly correlated with high 
solar wind speeds ( V s w > 500 km/s). It is also clear that the 
energetic electrons do not maximize in intensity at the time 
of highest sunspot number (2000-2001), but rather they peak 
in the declining phase (1994-1995 and again in 2002-2004) 
of solar activity [see Baker et al, 1999]. 

The electron flux profiles shown in Plate 1 demonstrate 
intense, 27-day recurrent electron acceleration events (due 
to high-speed solar wind streams) in 1993-1995 for (3 < L 
< 50. The L=3-5 band is almost solidly red from mid-1993 
through 1994. On the other hand, during sunspot minimum 
(1996) there were significant electron flux enhancements 
only briefly around the spring and fall equinoxes [Baker et 
al, 1999]. Intense, but occasional, events associated with 
(non-recurrent) coronal mass ejection storm episodes were 
seen in May 1997 and again in May 1998. Several intense 
events of this sort were also seen in the latter part of 1998 and 
in later years. Plate 1 also shows a weak, but persistent, fea­
ture in the inner zone (1 < L < 2) that died away throughout 
1992 and 1993; it intensified in 1994 and then gradually died 
away again throughout 1995 and 1996. This may, in part, be 
related to the "new" radiation belt created during the March 
1991 storm [hooper et al, 1994; Li et al, 1993]. 

Plate 2(a) shows a blowup of the L-versus-time data of 
Plate 1 for the period 2003 and early 2004. This plot reveals 
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1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 
Years 

Plate 1. Color-coded flux levels of 2-5 MeV electrons measured by the SAMPEX spacecraft from July 1992 to March 
2004. The vertical axis is the magnetic L-shell parameter which is effectively the distance in Earth radii at which a 
magnetic field line crosses the magnetic equatorial plane and the horizontal axis is time. 

SAMPEX: ELO/Electrons. 2-6 MeV 

ADEOS-2, Stardust, 
Chandra, 

Various GOES 

INTEGRAL, Chandra. SMART- 1 

Plate 2. (a) A blowup of SAMPEX electron data similar to Fig. 2 for 
2003 and the beginning of2004. The Halloween Storm effects of interest 
commenced shortly after Day 300 of2003; (b) A detailed plot similar to 
Fig. 2 for DOY 290 to DOY 335 of 2003. Also shown below is a timeline 
of important spacecraft anomaly events that occurred in October and 
November of 2003. 
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Plate 3. (a) A diagram showing the Earth and a projection of the outer radiation belt for 22 October 2003. (b) Similar to 
(a), but showing the high polar cap fluxes and greatly distorted radiation belt location on 29 October 2003. (c) Similar 
to (a) showing the expanded radiation belts seen after the Halloween storms on 3 November 2003. 
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the remarkable degree to which the 2-6 MeV electrons were 
displaced inward toward the Earth after Day of Year (DOY) 
-300 following the Halloween storms. The data show that 
the normal peak of electron fluxes around L=4.0 that was 
seen before (and well after) the Halloween storm period was 
displaced inward to L-2.5 for several weeks. The normal 
radiation belt slot region—typically devoid of high-energy 
electrons—was filled with electrons from DOY-300 to 
DOY-340. Such an intense slot-filling event was not previ­
ously seen in the long run of SAMPEX data (Plate 1). Note, 
also, in Plate 2(a) that the inner zone (1 < L < 2) was filled to 
a similarly unprecedented degree with high-energy electrons 
and this has persisted since the Halloween storm onsets. The 
further expanded time scale plot of the data in Plate 2(b) 
shows details of the radiation belt changes seen between 
DOYs290 and 385 of 2003. 

Plate 3 shows the radiation belt and polar cap flux levels 
measured by SAMPEX as projected onto a global map. We 
show three selected days: (a) 22 October 2003, well before 
the Halloween storm period when the radiation belts were in 
a "normal" configuration with moderate electron intensities; 
(b) 29 October 2003, when extremely high electron intensi­
ties were detected even over the entire polar cap region 
(due to solar electrons penetrating on open field lines down 
to SAMPEX altitudes); and (c) 3 November 2003, when 
the radiation belt projections were higher in intensity and 
much broader in latitudinal extent than was seen prior to 
the Halloween storms. Obviously, the Halloween storms had 
both intense, prompt effects over broad geographic regions 
as well as longer-lasting consequences. 

3. IMAGE PLASMASPHERE DATA 

We have found evidence that the distortion and displace­
ment of the outer radiation belt during and following the 
Halloween storm was closely associated with a major reac­
tion of the Earth's plasmasphere [Baker et al, 2004]. The 
plasmasphere is the region of cold, dense ionized gas (mostly 
protons and helium ions) that resides on the magnetic field 
lines close to the Earth [Carpenter and Park, 1973]. The plas­
masphere is threaded by magnetic flux tubes that are per­
sistently 'closed' so that plasma from the Earth's ionosphere 
has filled the flux tubes and reached a near-equilibrium 
state along the entire field line [Grebowsky, 1970]. The outer 
boundary of the plasmasphere—the plasmapause—can act 
to refract, and trap, electromagnetic waves propagating in the 
whistler mode [Lyons et al, 1972]. Such confined waves in 
the plasmasphere strongly scatter trapped electrons into the 
atmospheric loss cone, causing the electrons to be precipi­
tated into the Earth's upper atmosphere [Walt, 1996]. Such 
precipitated electrons are removed from the magnetosphere 

permanently. It is generally believed that the radiation belt 
slot region (described above) is due to such strong scattering 
and loss of electrons near the plasmapause caused by strong 
wave-particle interactions [Lyons et al, 1972; Walt, 1996]. 

The Imager for Magnetopause-to-Aurora Global Exploration 
(IMAGE) spacecraft [Burch et al, 2001] makes it possible 
to view directly the physical extent of the plasmasphere by 
imaging the extreme ultraviolet [EUV) emissions from He+ 
(at 30.4 nm wavelength) within the plasmasphere [Sandel et 
al, 2003]. With its high inclination (90°) and highly ellipti­
cal (1000 x 46000 km altitude) orbit, IMAGE is able to view 
the Earth's plasma environs for extended periods [Burch et 
al, 2001]. 

The effects of the Halloween storms on the plasmasphere 
have been reported by Baker et al [2004] and an adapta­
tion of those data are shown here as Fig. 2 [courtesy of J. 
Goldstein and J. Burch]. Before the storm, on 28 October, 
the plasmapause radius was at a geocentric distance between 
about 4 and 5 R E (Fig. 5a). During the storm, on 31 October, 
the plasmapause radius was inside 2 R E , and at some lon­
gitudes was at 1.5 R E (Fig. 2b). Such an extremely small 
plasmasphere only occurs during the strongest geomagnetic 
storms [Sandel etal, 2003], and the plasmapause shrinkage 
of the Halloween 2003 storm was the most pronounced yet 
identified [Baker et al, 2004]. In the several days after the 
storm the plasmasphere recovered from its extreme confine­
ment (Fig. 2c) as plasma from the Earth's ionosphere again 
gradually leaked out into space and repopulated the plasma­
sphere flux tubes [see Baker et al, 2004]. 

A detailed SAMPEX L-versus-time plot of 2 - 6 MeV 
electron fluxes was made by Baker et al. [2004] for the 
period 1 September 2003 to 15 March 2004. In a general 
sense, it is known that there is a correspondence between 
the inward extent of the radiation belt and the modeled 
plasmapause location [Li et al, 2003]. However, we have 
found by detailed consideration during the Halloween 
storm period that much of the time the model estimates of 
the plasmapause location do not agree very well with the 
actual inner edge of the electron radiation belt. However, 
using available IMAGE data, Baker et al, [2004] deter­
mined the plasmapause locations throughout late October 
and into mid-November 2003. The minimum L-value for 
this boundary from the IMAGE-EUV data for the plasma­
pause tracked quite well with the inner extent of the elec­
tron radiation belt population measured by SAMPEX. In 
other words, the IMAGE-EUV data have shown a good and 
remarkably close correspondence for the period analyzed 
in detail between the inner edge of the outer Van Allen belt 
and the measured plasmapause location. 

Under normal circumstances, the outer radiation belt 
extends quite far from the Earth with its maximum intensity 
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Figure 2. Selected IMAGE EUV data as describe in the text [adapted from Baker et al, 2004]. 

occurring at - 4 - 5 R E geocentric distance. The plasmasphere 
extends outward to 3-4 R E geocentric instance. We have 
found during (and following) the Halloween 2003 storm that 
the plasmasphere was greatly contracted inward toward the 
Earth and remained in a very reduced state for many days. 
Concurrently, the Van Allen belt was also reformed very far 
inward and the highest electron intensities were actually seen 
at 2-3 R E geocentric distance (see Plates 1 and 2). 

4. ACCELERATION AND LOSS PROCESSES 

It is widely accepted that the inner edge of the outer Van 
Allen belt should correspond rather closely to the plasma­
pause location [Lyons et al, 1972]. Our data for the (post) 
Halloween storm period show this to very much be true. 
As shown by the analysis described above, as the plasma­
sphere and the magnetic field lines were displaced inward 
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(to a nearly unprecedented degree) in October-November 
2003, the whole radiation belt structure was completely 
transformed. The slot region, normally devoid of particles, 
became the location of highest radiation belt particle intensi­
ties. Such a powerful deformation of the entire inner mag­
netosphere has not previously been observed in detail by a 
complete suite of sensors. 

An event of such magnitude and extent as the October-
November 2003 solar disturbances provides a unique oppor­
tunity to study the acceleration, transport, and loss of energetic 
particles in Earth's magnetosphere. In many ways, the whole 
state of the Earth's radiation belt was altered in a very short 
time by the Halloween storms. An important point to note 
from SAMPEX data is that the immediate consequence of 
solar-generated disturbances hitting Earth's magnetosphere 
(on -31 October 2003) was to deplete the radiation belt at 
almost all L-values. Then, in the subsequent day or two the 
radiation belt electron fluxes were regenerated to quite high 
levels. However, this regenerated population of electrons 
was formed in an unexpected location, i.e., in the normal 
slot region were few electrons ordinarily can survive for an 
extended period. The powerful acceleration of electrons that 
had to occur over DOY -305-315 was associated with very 
strong wave activity measured both in space by the Polar 
spacecraft [Cartwright et al, 2004] and on the Earth's surface 
as determined by ground-based magnetometers [I. Mann, pri­
vate communication, 2004]. Thus, we would expect that waves 
in the ultra-low frequency (ULF) range could drive rapid 
radial diffusion of electrons (hence accelerating the particles) 
[Liu et al, 1998]. However, it is also possible that strong 'cho­
rus' emissions (in the whistler mode) or even electromagnetic 
ion cyclotron (EMIC) waves could locally heat and accelerate 
electrons to very high energies [Summers and Ma, 2000] in 
the L=2-3 range under these exceptional conditions. 

We note with emphasis here that losses of the radiation 
belt electrons can be well studied by such a sharply defined 
set of events as the Halloween storm. As we have discussed, 
the inner extent of the 'new' radiation belt electron popula­
tion at 2 < L < 3 corresponds quite closely to the outward 
extent of the plasmasphere. Thus, even under the conditions 
of extreme distortion of the inner magnetosphere, it seems 
that strong wave-particle scattering and loss near the plas­
mapause must determine where the outer belt electrons can 
persist [e.g., Lyons et al, 1972]. 

Finally, we note that many electrons made it through the 
normal slot-region "barrier" following the Halloween storm 
and entered the inner zone (1 < L < 2) region (see Plate 2 
(a) and (b)). These electrons now constitute a new, intense 
population of relativistic electrons in the inner zone that have 
not been present there since the remnants of the March 1991 
storm died away [Looper et al, 1994]. 

5. SOLAR PARTICLES AND THE SPACE STATION 

Bes ides the m a g n e t o s p h e r i c e lec t ron popu l a t i on 
described above, another particle population important for 
space weather during the October-November 2003 period 
was solar energetic protons (ions). It is interesting to note 
that numerous spacecraft suffered operational anomalies 
during the late October solar particle event [Webb and 
Allen, 2004]. In particular, many sensor systems had high 
trigger rates and other such problems on 28-30 October. 
Although the operational problems were not fatal in most 
instances, they were annoying and detrimental to space 
operations. 

Another effect of solar storms in late October was the 
production of relatively low-latitude magnetic cutoffs that 
existed for large parts of the Halloween storm interval. 
Figure 3 summarizes the normal region of polar cap access 
of 8-15 MeV/nucleon helium (shown by the lighter-shaded 
ellipses for the (a) northern hemisphere and (b) southern 
hemisphere). The measurements were made with the MAST 
sensor system onboard SAMPEX [courtesy R. Leske, 
Caltech]. The darker-shaded extended tracks in each panel 
show the much lower latitude cutoffs measured for many 
orbits during the Halloween storm. The smooth curved 
lines encircling the Earth show the tracks (footprints) of the 
International Space Station (ISS) for representative orbits. 
It is seen that solar energetic ions (equivalent in rigidity to 
30-60 MeV protons) often had access to the ISS orbit dur­
ing the Halloween storm(s). 

The panel (c) of Figure 3 shows equivalent results to those 
in panels (a) and (b) but for the "Bastille Day" event of 15 
July 2000. Note that the October 2003 storms produced 
broader and more extensive solar proton (ion) access to the 
polar cap and the ISS than did the much-publicized Bastille 
Day event. 

6. OTHER SPACE WEATHER IMPACTS 

The presence of very energetic electrons in the Earth's 
magnetosphere constitutes an important 'space weather' haz­
ard to spacecraft operating in near-Earth space [e.g., Baker, 
2002]. As discussed above, the Halloween storms generated 
large fluxes of solar energetic particles as well as the high 
fluxes of radiation belt electrons we have reported here. The 
combination of solar and magnetospheric particles produced 
a wide variety of spacecraft and ground "anomalies" in 
human technological systems during October-November 
2003 [Webb and Allen, 2004]. As illustrated in the lower 
portion of Plate 3b, a number of serious spacecraft failures 
and other significant losses were directly attributable to this 
spate of space weather. 
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Northern Hemisphere, October 2003 

Southern Hemisphere, October 2003 

Bastille Day, Northern Hemisphere 

Figure 3. Solar energetic ion access to the polar caps for October 
2003. (a) Northern hemisphere access region, (b) Southern hemi­
sphere access region, (c) Northern access region for the Bastille 
Day event of July 2000. 

We particularly point out that many spacecraft systems 
operate, or contemplate operation, in the middle Earth 
orbit (MEO) altitude range to take advantage of the nor­
mally benign radiation environment associated with the slot 
region. A set of events as occurred with the Halloween storm 
changed substantially the radiation conditions at L < 3 and 
there suddenly developed a hostile space weather environ­
ment in a region that normally is quiescent. Future models 
and design strategies must certainly take account of possible 
extreme events as occurred in October-November 2003. 

7. SUMMARY AND CONCLUSIONS 

The October-November 2003 solar activity produced a 
wide variety of enhancements of solar energetic particles as 
well as numerous CMEs and solar flares. The CMEs pro­
duced interplanetary clouds and associated shock waves that 
impacted Earth's magnetosphere in several key instances. As 
shown in this paper, the solar outputs produced remarkable 
changes in the Earth's radiation belts and inner magneto­
sphere [see also Baker et al., 2004]. 

We particularly emphasize that the radiation belt slot 
region was filled with E>2 MeV electrons for over a month 
following the Halloween storm. SAMPEX, Polar, and other 
spacecraft have given a rather clear global picture of the 
radiation belt enhancement and the decay characteristics. 
We have noted here several of the spacecraft operational 
anomalies that occurred in October-November. The inter­
ested reader is referred to Webb and Allen [2004] for more 
details. 
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Hemispheric Daytime Ionospheric Response To Intense 
Solar Wind Forcing 
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We investigate the ionospheric response to events where the z-component of the 
interplanetary magnet ic field, B , becomes large and negative for several hours , 
associa ted wi th the largest geomagne t i c s to rms over the pr ior solar m a x i m u m 
period (2000-2004). We compute the average vertical total electron content (TEC) 
in the broad region covering 1200-1600 local t ime and ±40 degrees geomagnet ic 
latitude (dipole), using data from the global network of Global Positioning System 
(GPS) receivers. In several cases, we find approximately a two-fold increase in 
total electron content wi th in 2 - 3 hours of the t ime when the southward-5 solar 

z 
wind impinged on the magnetopause. We also analyze dayt ime super-satellite TEC 
data from the GPS receiver on the C H A M P satellite orbiting at approximately 400 
k m altitude, and find that for the October 30, 2003 storm at mid-lat i tudes the T E C 
increase is nearly one order of magni tude relative to the T E C jus t prior to the Bz 

southward onset. The geomagnet ic s torm-t ime phenomenon of prompt penetrat ion 
electric fields into the ionosphere from enhanced magnetospheric convection is the 
most likely cause of these T E C increases, at least for certain of the events, resulting 
in eastward directed electric fields at the equator. The result ing dayside vertical 
E x B drift of p lasma to higher altitudes, while solar photons create more p lasma at 
lower altitudes, results in a "dayt ime super-fountain" effect that rapidly changes 
the p lasma structure of the entire dayside ionosphere. This phenomenon has major 
practical space weather implications. 

!Jet Propulsion Laboratory, California Institute of Technology, 
Pasadena, California 

2Instituto Nacional de Pesquisas Espaciais, Sao Jose dos Campos, 
Brazil 

3University of Michigan, Ann Arbor, Michigan 
4Space Environment Research Center, Kyushu University, Fuku-
oka, Japan 

5Icarus Research, Inc., Bethesda, Maryland 
6Plasma Physics Division, Naval Research Laboratory, Washing­
ton, DC 

7Los Alamos National Laboratory, Los Alamos, New Mexico 
Inner Magnetosphere Interactions: New Perspectives from Imaging 
Geophysical Monograph Series 159 
Copyright 2005 by the American Geophysical Union. 
10.1029/159GM20 

1. INTRODUCTION 

It is well known that the interaction between southward 
interplanetary magnetic fields (IMFs) and the Earth's mag­
netic field leads to strong dawn-to-dusk electric fields in the 
magnetosphere and an overall increase in magnetospheric 
convection. This convection, in turn, causes intense ring cur­
rent buildup and magnetic storms [Gonzalez and Tsurutani, 
1987; Gonzalez et al, 1994; Kozyra et al, 1997; Kamide et 
al, 1998]. This rapid change in magnetospheric conditions 
can have dramatic effects on the Earth's ionosphere. If elec­
tric fields can penetrate to the low latitude ionosphere before 
shielding builds up [Tanaka and Hirao, 1973], they can 
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modify equatorial ionospheric electrodynamics. Resulting 
eastward electric fields in the daytime will cause upward 
ExB drift in the equatorial ionosphere during the day. This 
paper concerns the ionospheric effects of electric fields 
associated with geomagnetic disturbances. 

In this paper we analyze data from several intense inter­
planetary events characterized by strong southward (nega­
tive B in GSM coordinates) interplanetary magnetic field, 
and measure the ionospheric consequences during the 
initial phase of the magnetic storm. We report that at the 
equator and middle latitudes, significant increases in iono­
spheric total electron content (TEC) occur, as measured by 
dual-frequency Global Positioning System (GPS) receivers 
(Mannucci et al, 1998; Mannucci et al, 1999). Little is pres­
ently reported about the full hemispheric dayside response 
to intense magnetic storms. 

Significant changes in TEC can be produced soon after 
event onset by intense disturbance-related electric fields 
originating from the magnetosphere-ionosphere interaction. 
Disturbance electric fields at low latitudes have been identi­
fied principally from two causes, as: (a) prompt penetration 
zonal electric field often observed in the equatorial latitudes 
[Sastri, 1988; Fejer and Scherliess, 1995; Abdu et al, 1995; 
Sobral et al,. 1997; Sobral et al, 2001; Fejer, 2002; Sastri et 
al, 2002; Kelley et al, 2003; Vlasov et al, 2003] and/or (b) 
delayed electric fields produced by the disturbance dynamo 
driven by modified thermospheric winds due to energy input 
at high latitudes {Blanc and Richmond, 1980; Richmond and 
Lu, 2000; Scherliess and Fejer, 1997]. Zonal electric fields 
from these two causes, depending on their polarity and 
duration, could cause large uplifts or downdrafts of the iono­
spheric plasma leading to large-scale local-time dependent 
enhancements or decreases of the vertical TEC. 

Electrodynamics that occurs in daytime is especially 
important because the ionospheric plasma is highly respon­
sive to such disturbance electric fields, and the daytime 
is where the quantity of terrestrial plasma is largest. GPS 
observations suggest that large quantities of plasma are 
generated rapidly (within 2-3 hours) in the equatorial region 
through mid-latitudes, possibly affecting the amount of 
plasma entering higher latitudes. A suggestive picture of 
full hemispheric response is shown in Plate 1. A global 
network of GPS receivers has been used to estimate vertical 
total electron content along the lines of sight between each 
receiver and several GPS satellites in view simultaneously 
(typically 6-10). The map shows the measured average 
TEC, obtained at a 30-second cadence, between UT 2100 
and 2115 for October 29, 2003. Over North America, an 
enhanced narrow plume of plasma can be seen stretching 
from middle to high latitudes in the mid-afternoon sector. 
Vertical TEC data from a low-Earth orbiting GPS receiver, 

which has no data gaps over the oceans, suggests that in the 
early afternoon large TEC increases have occurred spanning 
the entire low-to-middle latitude ionosphere. The existence 
of this large "plasma pool" may contribute to the large TEC 
gradients associated with the plume. 

These hemispheric-scale plasma increases have important 
practical consequences. There are many applications for 
which large TEC gradients, and associated instabilities, are 
major concerns, including to radar, communications and 
GPS-based navigation systems, including those used by the 
Federal Aviation Administration (FAA) for civil aircraft 
navigation. The fact that plasma gradients at mid-latitudes 
can be enhanced by plasma uplift spanning the low-to-
midlatitude dayside hemisphere is important for predictive 
purposes and for understanding the magnitude and temporal 
evolution of significant gradients in TEC at mid-latitudes. 
The performance of the FAAs system is limited by incom­
plete scientific understanding of low-through-middle latitude 
plasma response. 

In this paper we will address the problem of the dayside 
ionospheric response to intense solar wind forcing, using 
measurements provided by the Global Positioning System 
(GPS) from ground and space-borne receivers. A compan­
ion paper [Tsurutani et al, 2004b] analyzed the November 
6, 2001 event in detail using multiple observations. In this 
paper, we explore the general phenomenon of prompt TEC 
increases after B^ southward turnings in the solar wind for 
a number of events. The data tend to support the hypothesis 
that, in the early phases of intense geomagnetic storms, B^ 
southward turning is often associated with significant day­
time TEC increases. Whether these are all related to a similar 
cause is a matter of future research. 

2. DATA ANALYSIS AND METHOD 

Our measurements of the column density of electrons, 
referred to as total electron content (TEC), were obtained 
from the Global Positioning System (GPS) satellite signals 
as received by both ground-based receivers (~200 distributed 
around the globe) and a receiver onboard the CHAMP satel­
lite in low-Earth orbit at approximately 400 km altitude. The 
locations of both the satellites and receivers are known to a 
few decimeters or better, and since straight line propagation 
is essentially correct for the signals, the electron content is 
measured along a geographically well-located line-of-sight 
between GPS satellite and receiver. 

A schematic of the TEC measurement geometry is 
shown in Figure 1. There are approximately 28 GPS satel­
lites located in circular Earth orbit at an altitude of 20,200 
km. For simplicity, only one GPS satellite is illustrated in 
the figure. Each receiver simultaneously tracks multiple 



MANNUCCI ET AL. 263 

Obs Vertical T E C 031029-2100-2115 

Plate 1. A global "snapshot" of vertical total electron as measured by a global network of GPS receivers on October 
29, 2003 from 2100-2115 UT when a geomagnetic storm was in progress. A plasma tongue structure extending to high 
latitudes is visible in North America, which may be dependent on enhanced plasma generation at low latitudes due to 
disturbance electric fields. A star indicates the geomagnetic pole location. Units: 1 TECU = 1016 electrons/m2. 
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GPS Hemispherical 
Transmitter (20,230 km) 

i 
~] Ground-Based GPS Receiver 

Figure 1. A schematic of a GPS satellite transmitter and low altitude satellite and ground-based GPS receivers. The 
GPS satellites broadcast continuous transmissions at two frequencies f (LI and L2). Signal processing is used to extract 
ionospheric electron density structure (total electron content) towards multiple satellites in view simultaneously. The 
shaded area represents the ionosphere. 

(4-10) GPS satellite signals. The relative delay between 
the two GPS transmission frequencies LI (1575 GHz) and 
L2 (1227 GHz) is directly related to the column density of 
electrons (total number of electrons per unit area) along 
the line of sight [Mannucci et al, 1999; Mannucci et al, 
1998]. 

The CHAMP satellite (Reigber et al, 2002) possesses a 
GPS receiver and zenith viewing antenna that tracks all GPS 
satellites in view at positive elevation angles. CHAMP is in a 
polar orbit (87° inclination) at a slowly declining altitude of 
-400-430 km over the period of this study, with an orbital 
period of approximately 100 minutes. Data for elevation 
angles within 70° of the vertical, or higher, were used exclu­
sively in this study. Otherwise no other data deletions have 
been performed. To normalize the measurements obtained at 
multiple elevation angles, the slant TEC data have been used 
to estimate the vertical TEC directly above the low-Earth 
orbiter (LEO), assuming a simple geometrical factor that 
accounts for the difference between slant and vertical TEC. 
We assume the vertical distribution of density is a spherical 
shell ionosphere of uniform (horizontally stratified) density, 
700 km-thick, above the CHAMP altitude. For elevation 
angles greater than 30° as used in this study, the error from 

this simplifying assumption is not a significant factor for our 
analysis, as suggested in a later section. 

The ground-based GPS data set used is composed of-100 
stations from the International GPS Service data centers 
[Moore, 2001]. The obliquity function used to estimate the 
vertical TEC from the slant observations is computed mod­
eling the ionosphere as a spherical slab of uniform electron 
density between 450 and 650 km altitude. The latitude and 
longitude at which the ground-to-satellite line-of-sight inter­
sects the ionosphere is computed using a spherical shell at 
450 km altitude. Detailed discussion concerning the removal 
of instrumental offsets for both ground-based receivers and 
satellite-based receivers is beyond the scope of this paper. If 
the reader is interested in further information on the topic 
of extracting TEC measurements from ground-based GPS 
receivers, see Mannucci et al [1999]. 

We use Level 2 data from the ACE satellite upstream of 
the Earth (GSM position x,y,z = 1.4 x 10 6 km, 1.2 x 105 km, 
-2.0 x 105 km) to provide the estimates of the Bz southward 
turning onset times that initially cause the geomagnetic dis­
turbance, and hourly Dst geomagnetic data from the National 
Geophysical Data Center to monitor the total intensity of the 
resulting geomagnetic storm. 
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3. NOVEMBER 6, 2001 STORM 

The event of November 5-6 2001 is analyzed first, fol­
lowing the detailed discussion in Tsurutani et al., 2004b. 
Measured parameters pertaining to the event are shown in 
Figure 2. The top two panels are interplanetary parameters 
taken by the ACE spacecraft located at 1.4 x 106 km upstream 
of the Earth. They are: the solar wind speed and z-component 
of the magnetic field B (GSM coordinates). Using the mea­
sured solar wind speed of -700 km/s, a convection delay time 
of-34 minutes from ACE to the magnetosphere is estimated. 
The solar wind data has therefore been shifted by this time 
in the Figure to match the ground based AE and Dst index 
data (the bottom two panels). 

The dashed vertical line labeled " C " indicates the start 
of a magnetic cloud [Klein and Burlaga, 1982]. The speed 
is -420 km/s and is thus a "slow" cloud (see Tsurutani et 
al [2004a] for discussion of slow cloud properties). It is 
identified by quiet magnetic fields with the general absence 
of large amplitude Alfven waves [Tsurutani et al, 1988] 

and very low proton temperatures, -2 .5x l0 4 K. The plasma 
density is -18 cm"3 and |B| -18 nT. 

The solid vertical line labeled " S " is a fast forward shock. 
The shock occurred at -0120 UT at ACE. It is identified by 
an abrupt solar wind speed increase from -420 km/s to -700 
km/s, a proton temperature increase to - 8 x 105 K, a density 
increase to -48 cm - 3 , and a magnetic field increase to -70 nT. 
The magnetic field magnitude reached a maximum value of 
80 nT -1 hour and 40 minutes after the shock passage. The 
timing and large magnitude of the B -southward turning are 
of most significance here. 

The shock interaction with the upstream slow magnetic 
cloud has a profound effect on the resultant geomagnetic 
activity at Earth. The cloud has a steady Bz = -7 nT (south­
ward) field. The interplanetary shock compresses this pre­
existing interplanetary negative Bz [Tsurutani et al., 1988] 
to Bz = -48 nT. At the peak field strength, -1 hour and 40 
minutes after the shock, the Bz component reached -78 nT. 
Two hours after the shock, B was - -65 nT. B remained 

z z 
at large negative values until -3+ hrs after the shock. This 
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Figure 2. The interplanetary event of 5-6 November 2001. The interplanetary data is taken by the ACE spacecraft. The 
magnetic field is plotted in GSM coordinates. The time delay of the solar wind and magnetic field convection from ACE 
to the magnetopause is -34 min. Thus the interplanetary shock should impinge upon the magnetosphere at ~0154 UT. 
A strong dawn-to-dusk electric field is imposed on the magnetosphere at this time. An AE ~ 3000 nT substorm onset 
and a magnetic storm reaching a magnitude of Dst = -275 nT also start at the time of the shock arrival 
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intensely negative IMF B feature of several-hour duration is 
the cause of the main phase of the magnetic storm reaching 
D S T = -275 nT. Such intense IMF Bz events lasting of order 
hours are always present during major magnetic storms 
[Gonzalez and Tsurutani, 1987; Gonzalez et ah, 1994]. 

For the remainder of the paper, we will discuss the impact 
of sudden intense interplanetary electric field (IEF) on the 
Earth's ionosphere (IEF = V g w x Bz). This electric field 
onset occurs at -0120 UT at ACE and assuming a time shift 
of 34 minutes, it should have been imposed on the magne­
tosphere at -0154 UT. It should also be remembered that 
there is a small but important "precursor" interplanetary 
electric field associated with the negative Bz (due to the 
slow magnetic cloud ahead of the shock) and a concomitant 
moderate storm, occurring prior to the shock electric field 
event. For other events discussed in this paper, the onset time 
of the southward Bz turnings, shifted in time according to 
the measured solar wind speed, are used to assess the cor­
respondence between changes in magnetospheric convection 
and ionospheric modification. 

A synoptic view of the dayside TEC response to the inter­
planetary shock is available from ground-based TEC mea­
surements as shown in Figure 3. The data are plotted as 
a function of local time and magnetic latitude. Figure 3a 
(top panel) shows November 4, 2001 quiet-time "baseline" 
data from 0409 to 0456 UT two days before the interplan­
etary event. Each gray-scale point in the figure represents 
an estimate of vertical TEC from a link between a GPS 
ground receiver and a GPS satellite. About ten data epochs 
are recorded along each satellite-receiver link during the 
45-minute period of the map. Each receiver tracks numerous 
satellites, typically a number between four and ten, at every 
epoch. Estimates of the TEC above the CHAMP satellite 
track from an altitude of 430 km, at approximately 1900-
2000 local time (LT) over most latitudes, are superposed. 

Figure 3a shows a typical pattern of global TEC, that 
reaches a maximum on the dayside due to solar UV and 
X-ray irradiation, and is centered at approximately 1400 
local time. The area of TEC values near to or exceeding 100 
TECU, the lightest-shaded area, extends from -34° MLAT 
to +20° MLAT. The bias towards southern latitudes is typical 
for northern wintertime (November) due to the influence of 
the prevailing circulation from south-to-north. 

Figure 3b shows the TEC distribution after the shock event 
on 6 November 2001, from 0414 to 0500 UT (-2 to 3 hours 
after the shock). The post-shock TEC distribution is mark­
edly different from the quiet-time distribution: the region of 
enhanced TEC (> 100 TECU) is much larger ranging from 
+48° MLAT to -40 MLAT. The westward and eastward 
extent of the red areas is approximately the same pre- and 
post-shock: -0900 to -2100 LT. 

From a detailed comparison (not shown) of Figure 3a 
and Figure 3b at 14 LT, where the maximum TEC occurs 
at low latitudes, it is noted that on 6 November the ground-
based TEC has increased from -145 TECU (4 November) to 
-170-180 TECU. Thus, there is an absolute increase in TEC 
at this local time by - 2 1 % . Figures 3a and 3b also contain 
the CHAMP upward viewing TEC data obtained at dusk. 
The TEC values above CHAMP are the same as those above 
the ground within an uncertainty of 10%. Thus, at -1900 
LT, nearly all of the ionospheric plasma is above -430 km 
altitude. 

TEC increases can be caused by eastward-directed electric 
fields causing plasma uplift to altitudes of reduced recom­
bination rate (see Tsurutani et al. 2004b, and references 
therein; also Tanaka and Hirao, 1973). The relatively early 
ionospheric response for this event suggests that the mecha­
nism for the electric fields is prompt penetration, as opposed 
to thermospheric dynamo. Data that tends to corroborate the 
prompt electric field mechanism is shown in Figure 4, an 
estimate of the equatorial electrojet (EEJ) current strength 
using magnetometer data. The east-west flowing EEJ is an 
indirect measure of eastward-directed electric fields during 
daytime, since the intensity of the EEJ depends on vertical 
E x B drift velocity through the intermediate mechanism of 
vertically-directed polarization fields—the larger the vertical 
E x B drift (due to eastward-directed fields), the larger the 
polarization that develops in the vertical direction (Anderson 
et al. 2002; Rastogi and Klobuchar, 1990). Figure 4 shows 
the equatorial electrojet current intensity over the Pacific 
equatorial station Yap (9.3° N, 138.5° E, dip angle: -0.6°), 
which was obtained by subtracting the diurnal range of the 
horizontal (northward) component of magnetic field intensity 
(_H) over a non-EEJ station Guam (13.58° N, 144.87° E, dip 
angle: 9°) from that of Yap. The medium-gray trace shows 
the storm-time EEJ estimate; compare to the quiet-time 
trace in lightest gray. Although the EEJ estimate cannot 
be compared directly to the IEF magnitudes (plotted as the 
black trace), it is clear that excellent agreement exists for the 
temporal trends comparing the storm-time EEJ estimate with 
that of the IEF estimate from ACE data. 

During the interplanetary shock event and consequential 
storm, Yap was in the midday sector. The large increase of 
the EEJ intensity over the Pacific sector (medium-gray trace) 
coincident with the shock arrival time ("S" in the figure) is 
consistent with a large disturbance penetration electric field 
of eastward polarity produced on the dayside by the shock 
event. The interplanetary electric field is superposed on this 
figure (black trace, calculated from the data in Figure 2 but 
at a cadence of 30 minutes) and shows a pattern similar to 
that measured at the equator (for another example of EEJ 
correlation to solar wind, see Kelley et al., 2003). 
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Figure 3. The ~100-station ground-based TEC data for 4 November from 0409 to 0456 UT (background) in panel (a) and 
for 6 November from 0414 to 0500 UT (post shock event) in panel (b). Integrated electron content data above CHAMP 
altitude of 430 km are also shown (to the same gray scale). The dayside post-shock region of enhanced TEC (>~ 100 
TECU) is much broader in latitudinal extent, ranging from +48 0 MLAT to -40 0 MLAT, compared to the range 28° —> 
-34° for the region where TEC > ~ 100 TECU on the quiet day. 



268 HEMISPHERIC DAYTIME IONOSPHERIC RESPONSE 

TOO ~* ; 1 ,» 4 
' U K J O " " 6 6 ' ' * " 1 2 " ' 1 8 * " r 2 4 r ' r ' 3 6 ' ' r , 3 f > " 42 4 8 

L T 12:00 18.00 24:00 30:00 36:00 42:00 4 8 : 0 0 5 4 : 0 0 

Figure 4. The Equatorial Electrojet -EEJ current intensity over the 
Yap magnetometer station in the midday sector is shown (medium 
gray). The reference day curve for Yap (light gray) is taken from 5 
Nov. The starting time in the figure is 00 UT 5 Nov. The LT at Yap 
(UT plus 9 hrs) is shown at the bottom. Vertical line 1 indicates 
the onset of the shock. Shown in black is the interplanetary electric 
field (VxBz) time shifted at each point according to the velocity 
measured at ACE and assuming a distance to ACE of 1.4xl06 km. 
The adjusted curve was subsequently shifted as a whole to line up 
with the curve for November 6 (medium gray). 

An eastward disturbance electric field at daytime through 
dusk is consistent with Nopper and Corovillano [1978], 
which contains a calculation of equatorial electric field direc­
tion when Region 1 field aligned currents are much larger 
than Region 2 currents (under-shielding) assuming an aver­
age ionospheric conductance pattern. (See also Senior and 
Blanc, 1984; Spiro et al, 1988; Fejer et al, 1990). It is clear 
from Figure 4 that a large electric field, as inferred via mag­
netometer data, tracks the pattern of IEF onset and decay. 
This is suggestive of penetration electric fields, as opposed 
to other causes (see also Kelley et al., 2003). The analysis 
of multiple events in the next section, and the fact that TEC 
increases are always observed following soon after the large 
Bz southward event, suggests that the prompt penetration 
mechanism is a major contributor to the hemispherical day-
side plasma redistribution. 

4. MULTI-EVENT ANALYSIS 

The November 6, 2001 event was studied in great detail 
in Tsurutani et al, 2004b. A conclusion of that work was 
that the TEC changes were due to eastward-directed electric 
fields at the equator that appeared immediately after the 
shock reached the magnetopause. The ExB plasma drift 
associated with this eastward electric field will lift the iono­
spheric plasma to higher altitudes where recombination rates 
are low, thereby reducing the average loss (recombination) 
rate of ionospheric plasma. Solar UV radiation will form 
new electron-ion pairs at lower altitudes, leading to major 
increases in TEC that is the major focus of this paper. In this 
section, we will look at a number of interplanetary events of 
similar structure to assess the dayside TEC response. 

We are interested in the temporal behavior of daytime 
TEC before, during and after a number of candidate events 

leading to intense geomagnetic storms. We compute a time 
series of average TEC in a fixed local-time/latitude region 
using data from a global network of -100 GPS receivers. 
The coverage of the network is extensive enough that some 
data exists in the prescribed local time region at all universal 
times, although the number of points (coverage) varies with 
time, as does the latitude/longitude distribution of sites. For 
this reason, we plot the averages for two days preceding the 
storm day to reveal the quiet time variability solely due to 
changing coverage and natural ionospheric variability. As in 
the previous section, an obliquity function is used to estimate 
the vertical TEC from the slant TEC measurements obtained 
above 10 degrees elevation angle. The ionospheric pierce 
point location is used to select data included in the average. 

Figure 5 shows the TEC averages for the local time range 
1200-1600 LT and magnetic latitude range ±40 degrees 
(dipole) every 30-minutes of Universal Time (UT). The 
vertical line(s) in each panel indicate the time at which Bz 

turns southward. For all these events, there was an extended 
southward turning of large magnitude (> 20 nT). In some 
cases, there were other southward turnings (often minor), 
hence two or three lines in some cases. The times are shifted 
by our best estimate of the velocity of the solar wind protons, 
as measured by the SWEPAM instrument on ACE (see for 
example Skoug et al, 2004), plus one hour. The uncertainty 
of these times should be viewed as ±30 minutes. 

4.1 Event Discussion 

All the events included here led to significant geomagnetic 
storms as indicated by the minimum Dst value reached over 
the storm period (column 3, table 1), except for the storm 
on July 17, 2004 which is interesting as a "control" case and 
also because major impact in the North American continent 
was reported (this impact is not discussed further). Except 
for July 2004, these storms represent the largest Dst events in 
the period 2000-2004. Despite the approximations inherent 
in the analysis due to non-uniform coverage of the ground 
stations, the following pattern and properties are discernable 
from Figure 5: 
1. In all these events, a TEC increase is clearly visible above 

the background variability in the preceding quiet days. 
2. The TEC increases always begin after an identifiable Bz 

southward turning, in some cases immediately (within 
one hour) of the Bz southward event, and in other cases 
several hours elapse. 

3. A TEC decrease is often discernable several hours (10-20) 
after the B southward turning. The decrease will not be z ° 
addressed further here. 
These data suggest that Bz southward events in the solar 

wind, when associated with major geomagnetic storms, are 
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Figure 5. Average TEC change as a function of Universal Time for several events for the local time/latitude region 1200-
1400 LT and ±40 degrees geomagnetic latitude, normalized to the quiet time average TEC of the 2-3 days preceding the 
storm event (100 = quiet time average). The vertical lines indicate times when becomes negative, as measured by the 
ACE spacecraft, time shifted according to the delay at which the solar wind reaches the magnetopause from ACE. 

a reliable predictor of dayside TEC increases, in some cases 
very significant. In Figure 6 we examine the correlation 
between the magnitude of the geomagnetic storm and the 
magnitude of the fractional TEC increase. The peak Dst 
value reached for the storm is plotted against the peak TEC 
increase relative to quiet-time average over the preceding 
two days. There does appear to be a general correspondence 
between the largest TEC increases and the largest Dst val­
ues, although with significant case-to-case variability. For 

example, Dst values in the range 360-380 are associated 
with peak TEC increases in a broad range of 63%-163%. 
The largest geomagnetic storm (Dst reaches -451 nT) is not 
associated with the largest TEC fractional increase, which 
occurred for the November 8, 2004 storm. We note that the 
TEC averages reported in this study must be regarded as an 
approximate quantity, as the true TEC average in the region 
studied differs from the measured values because the distri­
bution of receivers in the region varies with Universal Time. 
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Table 1. Event dates and times for Figure 6. 

Start Date 
Bz South 

Date 
Minimum 

Dst Value (nT) 
Bz SOUTH 

TIME UT HOURS 
Bz South 
Time (2) 

Bz South 
Time (3) 

4/4/00 4/6/00 -290 17.0 
7/13/00 7/15/00 -290 16.8 
11/4/01 11/8/01 -265 20.2 3.1 15.2 
3/29/01 3/31/01 -358 4.7 15.7 
10/26/03 10/29/03 -363 18.2 
10/26/03 10/30/04 -400 17.6 
11/18/03 11/20/03 -451 12.6 
7/15/04 7/17/04 -79 17.5 23.5 
11/6/04 11/7/04 -380 20.6 

We expect the inherent "noise" in the analysis technique is a 
significant contributing factor to the results in Figures 5 and 
6. Nevertheless, it does appear that significant dayside TEC 
increases are a common feature of superstorm events. 

These storms occurred at varying phases of the solar cycle, 
so the fractional increases occurred over highly varying 
quiet-time backgrounds, because of the variable ionizing 
solar flux which declines with solar cycle. Analysis of these 
events in terms of absolute TEC increase may be worth 
further study. 

There may be several physical effects leading to the gen­
eral patterns observed in Figure 5. Following the interpre­
tation of Tsurutani et al (2004b), we expect that promptly 
penetrating electric fields from enhanced magnetospheric 
convection are responsible for at least some of the observed 
TEC increase caused by the uplift/reduced recombination 
mechanism mentioned earlier, particularly those that occur 
rapidly after B^ southward turning. The detailed relation­
ship between enhanced convection and magnitude of TEC 
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Figure 6. Peak percent TEC change in the disturbed period com­
pared to quiet-time average of the preceding two days, for the 
events considered in Figure 5, versus peak Dst excursion magnitude 
for the storm. 

increase, including pre-conditioning factors such as the iono­
spheric conductivity pattern possibly modulated by auroral 
precipitation, and the effectiveness of inner-magneto sphere 
shielding on the dayside, is a complex subject requiring 
further study and modeling. 

For the October 2003 events, we have examined electric 
field data from the DMSP satellite F13 to assess whether 
these data reflect disturbed conditions at low latitudes. The 
data are shown in Figure 7 and are only available from dusk 
or dawn local time; we used dusk data. In Figure 7a (left 
panel), the electric field values within ±10 degrees geomag­
netic latitude measured by DMSP (SSIES) are shown for 
each pass, for several days starting with October 25, 2003, 
shaded according to direction (black is westward, gray is 
eastward). The electric field is nearly always westward until 
October 29 and 30, when larger eastward values appear. 
Figure 7b is an expanded plot centered on the storm days, 
showing the appearance of large eastward directed fields 
shortly after the B^ south events listed in Table 1, as indicated 
by vertical lines. Although these electric field data are only 
available at dusk and not daytime, the appearance of east­
ward-directed fields appearing when they do is suggestive 
of low-latitude electrodynamic disturbance connected to 
solar wind conditions. (The earlier eastward field event on 
October 29, at -102 hours in Figure 7a, is nearly coincident 
with a large but short-lived B southward event at - 4 UT ° z 
on October 29, which is not considered in this analysis of 
persistent B^ south events). 

5. OBSERVATIONS FROM SPACE-BORNE GPS 

The analysis of average regional TEC in the previous 
section suggests that TEC increases are a common feature 
associated with persistent Bz southward turnings and the 
resulting superstorms. The detailed spatial structure of the 
TEC increase is not revealed by this analysis. In this sec­
tion, we use GPS receivers on a low-Earth orbiting platform 
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Figure 7. Electric field data from the SSIES instrument onboard the F13 DMSP satellite when the satellite was within 
±10 degrees geomagnetic latitude at dusk (1745 LT). Black indicates westward fields and gray eastward. The left panel 
shows several days of data starting with October 25, 2003, and the right panel is focused on the October 29-30, 2003 
storm period. Vertical lines correspond to south event times. 

(CHAMP) to provide more information on the structure of 
the TEC increases as a function of latitude, taking advantage 
of the satellite orbit to measure TEC versus latitude at the 
fixed local time of the orbit. 

Daytime observations of the TEC above the CHAMP 
satellite altitude of 400 km on Oct 30 were available from 
the upward-viewing GPS antenna, plotted in Figure 8 (1300 
local time). Slant measurements are used to estimate vertical 
TEC directly above the satellite as mentioned earlier. There 
are generally several points at a given epoch (seen as multiple 
traces for a single color) because there is more than one GPS 
satellite in view of CHAMP at elevations greater than 40 
degrees. The separate traces generally agree, except for the 
red traces between 40 and 60 degrees latitude, which differ 
because of the azimuth of the raypaths to the GPS satellites: 
the lower TEC values are associated with a satellite being 
tracked in the northwest direction versus northeast/east-
directed azimuths for the higher TEC values. These traces 
differ because of unusually large horizontal TEC gradients 
in the vicinity of the satellite. 

Three daytime ascending passes are shown in Figure 8, 
the first starting within one hour of the interplanetary Bz 

south event (lightest gray), and the two subsequent passes. 
The first latitudinal profile shows the typical "two-peak" 
structure characteristic of the quiet-time equatorial anomaly 
[Hanson and Moffett, 1966]. 

The next pass (medium gray), starting at 2012 UT, mea­
sures a vastly increased TEC above CHAMP, up to 200 
TECU, with the peaks farther apart. This trace begins 

approximately 2.75 hours after the onset of the IMF south-
ward-5 event at 1736 UT. The TEC increases still further to 

z 
~350 TECU in the southern hemisphere at approximately 4 
hours after the onset of the IMF southward-^ event (second 
pass after southward Bz, shown in black). The twin peak 
features previously identified as an equatorial anomaly now 
appear at mid-latitudes (± 28 degrees). The ionospheric TEC 
above CHAMP altitudes has increased by nearly an order 
of magnitude (900%) at mid-latitudes (e.g. -30° geomag­
netic). 

In Figure 8, we also plot estimated vertical TEC obtained 
from ground-based GPS receivers in North America (light 
and medium gray dots at 38 and 39 degrees geomagnetic 
latitude), for measurements located within ±6 minutes and 
within ±3 degrees longitude of the CHAMP location pro­
jected to the Earth's surface. Prior to the interplanetary 
event's impact (lightest gray dots), the electron content above 
the CHAMP altitude of approximately 400 km is about half 
of the total electron content measured from the ground. After 
the interplanetary event (medium gray dots), the fraction of 
electron content above CHAMP has increased significantly, 
suggesting more plasma resides at higher altitudes where 
recombination rates are reduced. This shift in the vertical 
plasma distribution is consistent with upward plasma drift 
on the dayside causing TEC increases. 

Preliminary modeling results computing low to mid-
latitude T E C using the NRL first-principles ionospheric 
model SAMI2 [Huba et a l , 2000] are presented, based on 
a simulation study comparing observations obtained at 
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350.0 

Magnetic Latitude (Dipole) 

Figure 8. The super-satellite integrated electron content (IEC) as measured by the CHAMP spacecraft is shown at 
(lightest gray) and after (medium gray and black traces) the onset of the interplanetary event of October 30. The local 
time of the CHAMP orbit ranges from 1230-1330 LT for latitudes within +60 degrees. Points missing near the anomaly 
trough are due to the elevation angle cut-off. The universal times of the -40 and +40 degree latitude cross-over points 
are shown for each trace. Also shown in the upper right are the geographical location of the traces. Total electron content 
averages from ground data near to the CHAMP ground track are shown as round dots. 

Millstone Hill with model results during storm time con­
ditions [Swisdak et al., 2005]. The results presented here 
are in qualitative agreement with the results presented in 
Figure 8 (assuming that the structure of electron content 
above CHAMP altitude is similar to total electron content 
structure). The purpose of the simulations is to illustrate 
the impact of a strong, eastward electric field and a strong 
equatorward neutral wind on the structure of the low- to 
mid-latitude ionosphere. Three simulations were performed: 
(1) quiet day as a benchmark, (2) strong eastward electric 
field and a quiet day wind, and (3) strong eastward elec­
tric field and a strong equatorward neutral wind. A simple 
sinusoid model of the vertical ExB drift at the magnetic 
equator is used; the peak drift speed was 40 m/s on the 
quiet day and 120 m/s on the storm day. These drifts cor­
respond to peak electric fields of roughly 1.0 mV/m and 
3.0 mV/m, respectively. The strong wind case imposed a 
strong equatorward wind (Vn = 250 m/s) at the time of 
peak ExB drift. The simulation longitude is chosen to pass 
over Millstone Hill (288.5° E longitude). The vertical TEC 
for these runs is shown in Figure 9 for 1315 LT. The curve 
with square symbols denotes the quiet time simulation, 
the curve with triangular symbols the strong eastward 
electric field, and the curve with asterisk symbols the com­
bined strong eastward electric field and strong equatorward 
wind. The imposition of a strong electric field substantially 
increases the vertical TEC and broadens the width of the 
ionization crests. Adding the strong equatorward neutral 

wind largely enhances the TEC but does not broaden the 
ionization crests significantly. The structures that appear 
in these modeling results are generally consistent with the 
data presented in Figure 8. The simulation results are 
suggestive of the physical processes responsible for the 
observed increase in TEC and widening of the ionization 
crests; in a future work we intend to perform simulation 
studies to be directly comparable to data. 

150 

- 6 0 - 4 0 - 2 0 0 20 40 
Geographic Latitude 

Figure 9. Modeling results comparing TEC under quiet time con­
ditions (•), an applied sinusoidal electric field model with peak 
eastward field of 3 mV/m (A), and an additional strong equator-
ward neutral wind (Vn = 250 m/s) applied at the time of peak 
ExB drift (*). 
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The TEC above the CHAMP satellite for the November 7, 
2004 storm is shown in Figure 10, obtained when CHAMP 
was in a 1400 local time orbit. The trace at 20.4 UT (equato­
rial crossing time) was obtained just prior to the B southward 
turning and the traces at 21.9 UT and 23.5 UT are the two 
passes immediately following the interplanetary event after 
it reached the magnetopause. Additional changes are seen for 
this event in the next two passes (25.0 and 26.5 UT which 
occurred on November 8). Before the interplanetary event, 
the absence of the twin-peak anomaly structure suggests that 
tidally generated quiet-time eastward electric fields were 
weak at CHAMP longitudes prior to onset. Immediately after 
IMF onset, TEC increases are observed without the equato­
rial anomaly structure. Eventually, the twin-peak anomaly 
structures form, resulting in widely separate peaks and large 
increases in mid-latitude plasma content, qualitatively simi­
lar to the October 30 event. 

Plasma uplift may be creating the large TEC increases 
observed here, but the detailed temporal evolution of the 
increase appears qualitatively different than that observed 
on October 30, 2003. We note that the measured solar flux 
at 10.7 cm wavelength (UV radiance proxy) is 271.4 for 
October 30, 2003 versus less than half that value (124.1) 
for November 8, 2003. Less UV production of plasma may 
reduce the intensity of the daytime super-fountain, which 
may be one factor contributing to the differences observed 
between the November 8,2004 and October 30,2003 events. 
The relatively long period over which electric fields appear 
to be acting raises questions about the effectiveness of day-
side shielding for this event, if the fields originate from 
magnetospheric convection as we expect (see Tsurutani et 
al, 2004b). 

5. CONCLUSIONS 

A multi-event analysis of ionospheric total electron content 
at low to mid-latitudes suggests that significant increases are 
a common response to the onset of increased interplanetary 
electric fields leading to superstorms. The most plausible 
physical mechanism for the TEC increase is prompt penetra­
tion electric fields resulting from increased magnetospheric 
convection and large under-shielded Region 1 currents enter­
ing the high-latitude ionosphere, causing dayside eastward 
directed electric fields and plasma uplift. Raising the plasma 
to higher altitudes decreases the average recombination rate 
of the plasma, while plasma production at lower altitudes 
due to solar photons continues unabated. The net result 
is a significant overall increase in daytime TEC at low to 
high latitudes, as a result of this "dayside super-fountain" 
effect. Peak TEC increases over the daytime region between 
±40 degrees latitude are commonly in the range 50-200%, 
whereas TEC increases above 400 km altitude of nearly an 
order of magnitude have been observed at mid-latitudes for 
the Halloween storms of 2003. 

The dramatic hemispheric changes reported here have 
major practical consequences because the overall TEC 
increases may intensify spatial TEC gradients and irregu­
larity formation due to mechanisms such as Subauroral 
Polarization Streams (SAPS) electric fields {Foster et al, 
2002b), which also become intense during geomagnetic 
storms. Therefore, it is important to understand in more detail 
the physics of the daytime super-fountain and its dependence 
on: solar wind parameters, ionospheric and magnetosphere 
conditions and preconditions, and the effectiveness of inner 
magnetospheric shielding. 
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Redistribution of the Stormtime Ionosphere 
and the Formation of a Plasmaspheric Bulge 

John C. Foster 1 , Anthea J. Coster 1 , Philip J. Er ickson 1 , Wil l iam Rideout 1 

Frederick J. R i ch 2 , Thomas J. I m m e l 3 , and Bill R. Sandel 4 

Plasmasphere drainage p lumes result ing from the erosion of the plasmasphere 
boundary layer by disturbance electric fields have been identified from both ground 
and space. Here we descr ibe a local ized enhancemen t of total electron content 
(TEC) seen at the base of the erosion plume, on field lines mapping into the outer 
plasmasphere. Observat ions suggest that this enhanced T E C results from a pole­
ward redistribution of post-noon sector low latitude ionospheric p lasma dur ing the 
early stages of a strong geomagnet ic disturbance. Ground based and low- altitude 
observations with GPS TEC, incoherent scatter radar, and D M S P in situ observa­
tions provide details and a temporal history of the evolution of such events. Seen 
from space by I M A G E EUV, the region of enhanced T E C appears as a pronounced 
br ightening in the inner p lasmasphere . I M A G E F U V provides complemen ta ry 
images at lower al t i tude of this inner -p lasmasphere feature, showing that it is 
associated with localized enhancement in the vicinity of the equatorial anomaly 
peak. These effects are especially pronounced over the Amer icas , and we suggest 
that this results from a s trengthening of the equatorial ion fountain due to under-
shielded (penetrating) electric fields in the vicinity of the South Atlantic magnet ic 
anomaly. The enhanced low-latitude features, seen both from the ground and from 
space, corotate with the Ear th once they are formed. The high-TEC plasma in these 
regions contributes to the intensity of the erosion p lumes arising in the Amer ican 
sector dur ing strong dis turbance events. 

INTRODUCTION 

Carpenter and Lemaire [2004] have coined the term plas­
masphere boundary layer (PBL) to describe the region of 
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dynamic interaction between the plasmas of the inner and 
outer magnetosphere at the outer extent of the plasmasphere. 
The thermal plasma in the vicinity of the PBL participates in 
a variety of processes associated with electric field penetra­
tion and shielding, and the dynamic redistribution of plasma 
during disturbed conditions (cf. Carpenter et al. [1993]). 
The MIT Millstone Hill incoherent scatter radar, located at 
55°A (invariant latitude) near the ionospheric projection of 
the plasmapause and the PBL, regularly observes plumes of 
storm enhanced density (SED) which stream from the pre-
midnight sub-auroral ionosphere toward the noontime cusp 
during the early stages of magnetic storms [Foster, 1993]. 
Recent observations using both ground and space-based 
thermal plasma imaging techniques have revealed such 
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ionospheric SED events to be the low-altitude signature of 
the plasmasphere drainage plumes recently observed from 
space by the IMAGE EUV imager [Sandel et al, 2001]. 
Using radar and GPS observations of total electron content 
(TEC) to produce two-dimensional snapshots, [Foster et 
al, 2002] found that the SED/TEC plumes identified at low 
altitude map directly to the magnetospheric boundaries of the 
plasmapause and plasma-spheric erosion plume determined 
by IMAGE EUV. 

Here we describe a localized enhancement of total electron 
content (TEC) observed at the base of the erosion plume, on 
field lines mapping into the outer plasmasphere. Observations 
suggest that this enhanced TEC results from a poleward 
redistribution of post-noon sector low-latitude ionospheric 
plasma during the early stages of a strong geomagnetic dis­
turbance. After its formation, this feature corotates with the 
Earth and is seen from space as an enhanced- density plas­
maspheric bulge. At ionospheric heights, our observations 
show that the equatorward extent of the sub- auroral polar­
ization stream electric field (SAPS [Foster and Vo, 2002]) 
overlaps this region of enhanced TEC, drawing it noonward 
and poleward along the SAPS convection channel, and pro­
ducing intense plumes of SED. We use ground-based and 
low-altitude DMSP observations to probe the spatial extent 
and temporal evolution of these features and IMAGE EUV 
and FUV space-based imagery to place the observations in 
the context of the global plasmasphere-ionosphere system. 

OBSERVATIONS OF AN ENHANCED PLASMA 
SOURCE FOR THE EROSION PLUME 

Plate la (left) presents in polar projection a GPS TEC map 
of the spatial extent of the strong plume of storm enhanced 
density seen during the March 31, 2001 event discussed by 
Foster et al [2002]. GPS TEC measures the integrated col­
umn content of cold electrons through the ionosphere and 
overlying plasmasphere to an altitude of -20,000 km (~4 
Re) [Coster et al, 2003]. The SED plume stretches from 
a region of enhanced TEC in the SE USA, poleward to the 
limit of the GPS observations near the noontime cusp over 
north central Canada. In Plate lb (right) we have used the 
Tsyganenko [2002] magnetic field model to project the iono­
spheric footprint of the TEC observations into the magneto­
sphere equatorial plane. The SED plume maps into a narrow 
drainage plume reaching sunward from the greatly eroded 
plasmapause position near L=2 to the dayside magnetopause 
near noon (noon is at the right of the figure). 

The IMAGE extreme ultraviolet (EUV) imager [Sandel et 
al, 2001] directly observes the plasmasphere by detecting 
30.4 nm sunlight resonantly scattered by plasmaspheric H e + 

ions. In Plate 2 we present the IMAGE EUV observation of 

the plasmasphere and drainage plume taken at the time of 
the TEC observations of Plate 1. In the dusk sector, a narrow 
erosion plume is seen on the outer edge of a broader region 
which bulges sunward from the post-noon plasmasphere. 
Goldstein et al [2003a] have discussed the complementary 
roles of the convection electric field and SAPS in forming 
these features of the post-noon plasmasphere. The lower-
threshold sensitivity for the EUV images is 40 electrons 
cm-3 (~ 4 -8 H e + c m 3 ) [Goldstein et al, 2003b]. During this 
event the erosion plume is seen only weakly, but here we con­
centrate on the distribution of plasma equatorward of L=2, 
inside the plasmasphere where significant large-scale struc­
ture is evident. The azimuthal distribution of EUV intensity 
at two radial distances, 1.7 Re and 2.2 Re, is presented in 
Figure 1 plotted versus magnetic local time. The Earth's 
shadow suppresses the intensity across the nightside. In the 
post-noon sector there is a 50%-100% enhancement in inten­
sity centered near 15 LT at 1.7 Re and 2.2 Re, respectively. 
This intensification lies at the base of the erosion plume 
which extends sunward from the post-noon plasmasphere. 
The sequence of frames taken by the EUV camera indicates 
that this enhancement approximately corotates into the dusk 
sector during this event. 

We now turn our attention to the ionosphere and in Fig­
ure 2 present the temporal/spatial evolution of the TEC 
enhancement seen at the base of the SED plume in Plate 
1. North American TEC maps similar that shown in Plate 
la have been generated at 5-min intervals. We present the 
time variation of the longitude / UT distribution of TEC 
observed in a 2-degree width latitude band centered at 32 
N latitude across the American sector. For the duration 
of the event, this latitude lies equatorward of the sharp 
gradient in TEC which denotes the plasmapause position. 
Time runs from bottom to top of the figure and a 11-hour 
interval is shown. A strong enhancement of TEC (>100 
TECu; 1 TECu = an integrated column density of 10 1 6 n r 2 ) 
begins near 16 UT across longitudes from 70 W to 85 W. 
This enhancement persists for 6 hours and remains centered 
near 75 W longitude. 

To indicate the relationship of the enhanced-TEC region 
to the inner-plasmasphere structure described above, we 
have mapped its approximate center point at 19:30 UT (32 
N, 75 W) to the equatorial plane (to a radial position of 1.75 
Re at 15 MLT), where it coincides with the bright inner-
plasmasphere enhancement observed by IMAGE EUV. Fig­
ure 2 indicates that the TEC enhancement at the base of 
the SED plume forms rapidly (on the order of 1 hour) and 
then approximately corotates with the Earth. Mechanisms 
involved in the formation of the high-TEC inner-plasmas­
phere enhancement and the erosion plume are discussed in 
the following section. 
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Plate 1. (A) A region of enhanced GPS TEC was observed at the base of the plume of storm enhanced density seen over 
North America during the March 31, 2001 event. (B) Projecting the GPS TEC observations into the magnetospheric 
equatorial plane using Tysganenko mapping (with the sun at the right), indicates that the enhancement at the base of 
the plume is field lines threading the outer plasmasphere. 

Plate 2. IMAGE EUV observations of plasmasphere structure at the time of the TEC observations of Plate 1 show sig­
nificant structure in the outer plasmasphere, including a bright enhancement near 15 LT at the base of the erosion plume 
(the Sun is to the right). A circle is shown at 2 Re and the northern aurora is seen in the center of the image. 
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IMAGE EUV 19:26 UT March 31, 2001 
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Figure 1. The azimuthal distribution of EUV intensity is shown at two radial distances distances for the image shown in 
Plate 2. The Earth's shadow suppresses the intensity across the nightside. In the post-noon sector there is a 50%-100% 
enhancement in intensity centered near 15 LT. 

STORMTIME DISTURBANCE ELECTRIC FIELDS 

During the early phase of a geomagnetic storm, enhanced 
cross-tail electric fields drive plasmasheet particles inward. 
There is little shielding in place at the time, and the fields 
penetrate deep into the inner magnetosphere. Penetrating east­
ward electric fields are observed at mid and low latitudes in 
the post-noon sector (e.g. Foster and Rich [1978]), driving the 
F-region plasma upward and poleward in the ExB direction. 
At equatorial latitudes, the ionosphere is lifted and spreads 
poleward along the field lines in both hemispheres under the 
influence of gravity and plasma pressure to form the equato­
rial ion fountain and the enhanced plasma of the equatorial 
ionospheric anomaly (EIA) peaks. During extreme uplift 
events (e.g. March 1989 [Greenspan et al, 1991] or July 2000 
[Basu et al, 2001]) the bottomside of the equatorial F region 
can rise above the 830-km altitude orbit of the DMSP satel­
lites. (Such drastic uplifting is seen only at longitudes near the 
South Atlantic magnetic anomaly (SAA) and most often in the 
dusk sector [Sultan and Rich, unpublished manuscript]). 

Plate 3 presents a cartoon schematic of the dual action 
of stormtime electric fields associated with inner-magneto-
sphere cold plasma redistribution. An initial strong equato­
rial upwelling redistributes the low-latitude ionospheric 
plasma to higher-latitude flux tubes within the plasmas­
phere, resulting in enhanced levels of density on flux tubes 
in the PBL near the plasmapause. As the event progresses, 
a shielding layer is set up where the freshly-injected ring-
current particles abut the plasmapause. The inward extent 
of the energetic ring-current ions lies equatorward of the 
plasmasheet electrons, and Region II currents are driven into 
the sub auroral ionosphere. There a strong poleward electric 
field is needed to drive poleward-directed Pedersen closure 
currents in the low-conductivity ionosphere equatorward of 
the precipitating auroral electrons. This sub auroral polar­
ization stream electric field (SAPS [Foster and Vo, 2002]) 
is strongest in the dusk/pre-midnight sector where it lies 
equatorward of and often distinct from the region of sunward 
ionospheric convection at auroral latitudes. It is the SAPS 
electric field which overlaps the PBL at the base of the ero-
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sion plumes, resulting in the erosion of the enhanced outer 
layer of the stormtime plasmasphere (see discussion below, 
also Foster et al, [2002; 2004]). Nearer to noon, the SAPS 
convection merges into the equatorward extent of the auroral 
convection [Foster and Vo, 2002], bringing the SED plume 
at ionospheric heights into the dayside cusp [Foster et al., 
2004], as seen in Plate 1. 

OBSERVATIONS OF THE REDISTRIBUTION OF 
LOW-LATITUDE COLD PLASMA 

Plate 4 presents simultaneous GPS TEC and DMSP in situ 
plasma density observations which illustrate the features 
of the plasma-redistribution event shown schematically in 
Plate 3. The strong disturbance of May 29/30, 2003 pro­
duced a plasma-redistribution event very similar to those 
reported by Greenspan et al [1991] and Basu et al [2001]. In 
the center frame we present vertical TEC derived from the 
available observing sites in North and South America. Red 

lines show the orbital tracks of two DMSP spacecraft which 
crossed the region near the time of the GPS observations. 
In situ observations of topside (830 km) plasma density for 
each DMSP are shown at the sides of the TEC map. DMSP 
F15 observed a deep depletion over the magnetic equator in 
eastern Brazil, coincident with a localized region of very-
low of ionosphere-plasmasphere TEC imaged by the GPS 
technique. A much lesser depletion was seen at equatorial 
latitudes by DMSP F14, 15° longitude to the west. A region 
of greatly-elevated TEC (>100 TECu) is seen near 285 E 
longitude off the coast of Florida and this enhancement 
extends poleward to the sharp gradient of the plasmapause 
seen near 40° N latitude. A SED erosion plume stretches 
NW across the US from this enhancement. Such an exten­
sive region of elevated TEC at the base of the plume in the 
American sector is a characteristic occurrence during major 
storms, and contributed to the strong SED plumes observed 
in the May 30, 2003, March 31, 2001, April 11, 2001, and 
July 15, 2000 events. 

TEC at 30 N Latitude March 31, 2001 TEC (TECu) 

-120 -115 -110 -105 -100 -95 -90 -85 -80 -75 -70 
Longitude 

Figure 2. The temporal/spatial evolution of the TEC enhancement seen at the base of the SED plume in Plate 1 is deter­
mined in a 2- degree width latitude band centered at 30 N latitude across the American sector. Time runs from bottom 
to top of the figure. A strong enhancement of TEC (>100 TECu) begins near 16 UT centered near 75 W longitude. 
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Eastward E Field Uplifts Equatorial Ionosphere 

SAPS Erodes Outer Plasmasphere 
Plate 3. The dual effects of disturbance electric fields are presented schematically. Undershielded penetration electric 
fields uplift the equatorial ionosphere redistributing equatorial plasma poleward, while SAPS electric fields strip away 
the enhanced outer layers of the plasmasphere. 

DMSP F14 RPA May 30, 2003 00:15 UT G P S T E C [10,100] TECu DMSP F15 RPA 

log Ne (cm-3) Longitude log Ne (cm-3) 
Plate 4. Simultaneous GPS TEC and DMSP in situ plasma density observations illustrate the effects of plasma-redistri­
bution shown schematically in Plate 3. The orbital tracks for DMSP F14 (left) and F15 (right) are shown in red. A deep 
total content hole is formed at the magnetic equator over eastern Brazil while greatly enhanced plasma is relocated to 
the vicinity of the Florida coast. 
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It is our hypothesis that the intensity of the region of ele­
vated TEC which forms on field lines mapping to the outer 
plasmasphere off the coast of Florida in these events is due 
to a strong enhancement of the destabilizing upward veloc­
ity (Vz ~ |E|/|B|) in the equatorial ionosphere at dusk at lon­
gitudes near the South Atlantic magnetic anomaly, where the 
strength of B is - 3 0 % less than the global mean. Penetrating 
eastward electric fields near dusk (e.g. described by Foster 
and Rich [1978]) produce an unusually strong uplift of the 
equatorial ionosphere in the vicinity of the SAA. Our obser­
vations indicate that when the dusk terminator (associated 
with a further enhancement of the E-W electric fields by 
polarization effects) crosses the SAA as Dst is falling rap­
idly during a major storm onset, strong equatorial upwelling 
results in a large enhancement of TEC on field lines inside 
the plasmapause in the American sector. The plasma redis­
tribution is more complex than would be expected if only an 
enhancement of the equatorial ion fountain were involved. In 
the northern hemisphere, plasma is relocated both poleward 

and westward to the Caribbean region, and is significantly 
enhanced poleward of the EIA crest in the vicinity of the 
plasmapause. Kelley et al. [2004] have modeled processes 
associated with the ionospheric redistribution on low and 
mid-latitude field lines in the American sector observed 
during the July 15, 2000 event. 

For the May 29/30, 2003 event, Figure 3 presents a tem­
poral history of the redistribution of ionospheric plasma 
from the equatorial region (Brazil) to higher latitudes (Flor­
ida). The temporal development of the storm is indicated by 
the SYM H index shown at the top of the figure. Five-min 
samples of the equatorial and low-latitude TEC are shown in 
the lower portion of the figure. Equatorial TEC over eastern 
Brazil drops sharply from 50 TECu to < 5 TECu beginning 
at -21 UT (-19 LT over the SAA). As the SYM H index 
begins to decrease steeply after 22 UT, the low-latitude TEC 
observed over the Florida on field lines mapping into PBL 
increases abruptly from 50 TECu to 100 TECu and remains 
enhanced for > 4 hours. The vertical TEC measurements 
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Figure 3. The redistribution of thermal plasma from the equator (Brazil) to field lines threading the outer plasmasphere 
(Florida) was observed during the May 2003 event. The strong enhancement in TEC off the Florida coast occurred while 
SYM H (a proxy for Dst; shown in the top panel) was dropping sharply (top) as the South Atlantic magnetic anomaly 
entered the dusk sector (21 UT = 19 LT at the SAA). 
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Plate 5. Elevation scans with the Millstone Hill ISR reveal the strong downwelling of plasma which accompanies the 
enhancement of TEC inside the plasmapause during major events. Plasma density vs. altitude and latitude is presented 
in the top panels, while line of sight ion velocity is presented beneath. Strong downwelling was seen at 20:55 UT as the 
peak height of the low-latitude F region increased to > 600 km and the F-region density increased significantly. 

Plate 6. A montage of 4 frames of IMAGE FUV observations of ionospheric 0+ emission intensity reveal the corotating 
enhancement which formed over the Caribbean during the May 29/30, 2003 event. Following Immel et al [2004] the 
FUV intensity has been scaled and contoured in units of effective ionospheric TEC. 
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reported in this paper cannot determine the altitude distribu­
tion of the cold plasma in these regions. Incoherent scatter 
radar observations directly measure both the plasma altitude 
distribution and velocity at F-region heights. 

Elevation scans far to the south enabled the Millstone 
Hill ISR to observe the plasma density enhancement and 
downwelling in the region of increased TEC at the base of 
the erosion plume during the July 15, 2000 storm. A large 
increase in density in the topside ionosphere near 30° geo­
detic latitude and 285 E longitude was seen during that 
event. Plate 5 presents latitude/altitude scans through the 
low-latitude F region near Florida at three times during the 
build up of TEC during the July 2000 event. The altitude of 
the low-latitude F-region peak, poleward of the EIA crest, 
increased from -400 km to > 700 km during the event indi­
cating the influence of an eastward electric field. Near -21 
UT, as Dst was dropping sharply, a large increase in topside 
density began and then increased greatly as the event pro­
gressed (cf. 23:45 UT at latitudes <30N). The lower frames 
display the line-of-sight plasma velocities observed during 
each scan. Velocities toward the radar (poleward or down 
the field line) are colored blue. The large enhancement of 
the topside F region beginning near 20:55 UT is seen to be 
accompanied by strong (> 350 m/s) downwelling of cold 
plasma. Further discussion of the redistribution of low-lati­
tude plasma during the July 15, 2000 event is presented by 
Yin et al [2004] and Kelley et al [2004]. An earlier study 
by Buonsanto and Foster [1993] examined Arecibo radar 
observations during a similar event and noted that the high 
density plasma in the enhanced-TEC region moved approx­
imately horizontally, with a strong poleward and westward 
component to its motion. 

IMAGING THE ENHANCED EQUATORIAL 
ANOMALIES FROM GROUND AND SPACE 

The TEC enhancements produced during the May 29/30, 
2003 event have been observed from space by the IMAGE 
FUV instrument. The Spectrographic Imaging compo­
nent of the FUV instrument [Mende et al, 2000] obtains 
simultaneous 2D images of terrestrial FUV emissions at 
wavelengths of 121.8 and 135.6-nm. Important here is the 
135.6- nm channel which detects O I emissions produced 
on the dayside, nightside and at high latitudes by several 
processes, including the recombination of ionospheric 0 + . 
This process is the dominant source of nightside FUV emis­
sions away from the auroral oval, where the intensity of the 
emission is expected to be proportional to the total electron 
content along the line of sight. 

Immel et al [2005] have cross calibrated the intensity of 
FUV emissions with GPS TEC observations during the May 

29/30, 2003 event. Plate 6, taken from that paper, presents 
four FUV frames looking down on the regions of enhanced 
sub-auroral emissions over the Americas. FUV emission 
intensity has been scaled to indicate effective TEC. The 
E-W emission band associated with the southern equatorial 
anomaly crest is evident. Of particular interest here is the 
bright patch of 0 + emission over the Caribbean whose posi­
tion remains fixed from frame to frame indicating that the 
feature approximately corotates with the Earth. 

In Plate 7 we present simultaneous FUV (left) and GPS 
TEC (right) images of this region, at 01:35 UT. The one-to-
one comparison of features and intensities seen in the FUV 
and TEC images is very good [Immel et al, 2005]. The 
bright patch seen by FUV over the Caribbean corresponds 
to the region of TEC enhancement at the base of the SED 
erosion plume seen in the TEC image. Bright emissions at 
higher latitudes in the northern hemisphere indicate the 
equatorward extent of the aurora, and the narrow latitude 
extent of the northern EIA crest is seen faintly to the west 
of the TEC and FUV enhancements. Scattered sunlight 
near the dusk terminator contaminated the western edge of 
the FUV images. The ionospheric footprint of an overflight 
of the DMSP F-13 satellite is indicated on the TEC frame. 
DMSP crosses the EIA crest region near 10° N to the west 
of the TEC enhancement at the base of the SED plume, and 
then passes through the SED plume near 40° N at 110 W lon­
gitude. The DMSP observations can be used to understand 
better the processes leading to the cold plasma structures 
seen in Plate 7. 

Figure 4 presents the in-situ observations of density and 
cross-track (westward) velocity observed by F-13. The equa­
torward extent of electron precipitation observed by the par­
ticle spectrometer (not shown) is indicated by vertical lines 
near 54° N. The extensive sub-auroral (SAPS) electric field 
extends equatorward from this point to -30° N. The SED 
plume centered at 40° N lies entirely within the SAPS elec­
tric field, with the pronounced plume enhancement lying just 
equatorward of the strong SAPS peak. Some 25 min later, a 
similar set of observations was obtained as the DMSP F-15 
satellite flew directly through the region of TEC enhance­
ment at the base of the erosion plume. 

Plate 8 presents IMAGE FUV and GPS TEC imagery of 
the cold plasma features seen at 02:00 UT on May 30, 2003, 
following the format of Plate 7. The ionospheric footprint of 
F-15 is indicated and in-situ observations are presented in 
Figure 5. The satellite sampled the region of equatorial TEC 
depletion at latitudes below 7° N and the TEC enhancement 
stretched poleward from this point until -30° N. A strong 
narrow electric field enhancement (SAID) lay immediately 
equatorward of the precipitation boundary at 39° N, while 
the fringing SAPS electric field extended equatorward to 
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Figure 4. In-situ observations of density and cross-track (westward) velocity were observed by DMSP F-13 at the time of 
the FUV and TEC images shown in Plate 7. The equatorward extent of electron precipitation is indicated by vertical lines 
near 54° N. The SED plume lies entirely in the region of sunward convection associated with the SAPS electric field. 

below -30° N, overlapping the region of TEC erosion and 
plume formation. DMSP observations in this event and in 
prior studies [Foster et al. 2002; 2004] indicate that the 
equatorward portion of the SAPS electric field is respon­
sible for cold plasma erosion in the dusk sector on field lines 
mapping to the outer plasmasphere. The eroded materials 
are carried sunward in the combined SAPS and convection 
electric fields. Ionospheric plasma redistributed from lower 
latitudes feeds into the erosion plume and contributes to the 
intensity of the plumes. 

DISCUSSION 

Foster et al [2004] analyzed the April 11, 2001 plasmas­
phere erosion event and found that at F-region heights a 
plume of storm enhanced density stretched continuously 
from the ionospheric projection of the dusk plasmapause 
to the dayside cusp. The SED plume carried a flux of >10 2 6 

ions/s into the cusp ionosphere during the peak of the event. 
Assuming a dipolar magnetic field, those authors projected 

the low-altitude observations into the outer plasmasphere, 
obtaining a total sunward flux of >10 2 7 ions/s. High-altitude 
IMAGE EUV observations of the plasmasphere drainage 
plume provide a similar estimate of 1.5xl0 2 7 ions/s for the 
sunward flux during that event. 

The solar-produced thermal plasma carried to the day-
side in the erosion events constitutes a strong source of 
ionospheric (and plasmaspheric) ions to the acceleration 
processes at the ionospheric cusp and at the magnetopause. 
Using the Chatanika incoherent scatter radar, Foster and 
Doupnik [1984] observed the low-latitude SED plasma 
streaming poleward through the cusp ionosphere, and 
Foster [1989] has described the role of the SED material 
as a source of topside F-region density plumes and patches 
observed at polar cap latitudes. Elphic et al. [1997] have 
estimated the flux of plasmaspheric ions which are injected 
into the magnetotail and convected up and over the polar 
cap during strong disturbances to be - 1 0 2 6 ions/s, compara­
ble to the flux estimated from the SED plume observations. 
Foster et al. [2004] concluded that the plasmaspheric drain-
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IMAGE FUV May 30, 2003 GPS TEC 01:35 UT 

Longitude, deg Longitude, deg 
Plate 7. Simultaneous FUV and GPS TEC for 01:35 UT show a good one-to-one comparison of features and intensities. 
The bright patch seen by FUV over the Caribbean corresponds to the region of TEC enhancement at the base of the SED 
erosion plume. Bright FUV emissions at higher latitudes in the northern hemisphere indicate the equatorward extent of 
the aurora. An overflight of the DMSP F-13 satellite which crosses the erosion plume is indicated in red. 

IMAGE FUV May 30, 2003 GPS TEC 02:00 UT 
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Plate 8. IMAGE FUV and GPS TEC imagery of the cold plasma features seen at 02:00 UT on May 30, 2003 are pre­
sented in the format of Plate 7. The ionospheric footprint of a DMSP F-15 overflight of the enhanced TEC region at the 
base of the erosion plume is shown in red. 
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Figure 5. DMSP F-15 sampled the region of equatorial TEC depletion at latitudes below 7° N. A strong narrow electric 
field enhancement (SAID) lay immediately equatorward of the precipitation boundary at 39° N, while the fringing SAPS 
electric field extended equatorward to below -30° N, overlapping the region of TEC erosion and plume formation. 

age plumes at F-region and magnetospheric heights provide 
a sufficient source for the processes which feed and acceler­
ate the ionospheric material into the tail. The present study 
indicates that the ultimate source of this thermal plasma 
lies on field lines which thread the inner plasmasphere and 
that the tongues of ionization seen over the polar caps can 
have very recently (2-3 hours) originated in the equatorial 
ionosphere. 

The plasma redistribution mechanisms we have described 
and their enhancement at longitudes near the South Atlantic 
Anomaly suggest a UT dependence for the injection of 
ionospheric ions into the storm-time magnetosphere via 
such strong plasmasphere drainage plumes. A large flux 
of these cold ions will change the characteristics of the 
magnetosphere and may well alter the response of the 
magnetosphere to the developing magnetic storm—i.e. 
they may alter the geoeffectiveness of the storm drivers. 
We speculate that the appearance of rich concentrations 
of ionospheric ions in the disturbance ring current in the 
latter phases of great storms indicates that plasmaspheric 

erosion/ SED/ion injection may have preconditioned the 
magnetosphere before the final surges of particle injec­
tion which drive the storm-time Dst to extreme values 
during these events. It is possible that maximum negative 
Dst during the truly great storms (Dst < -300 nT) occur at 
similar UTs—i.e. when the SAA has recently been in the 
dusk/bulge sector (20 UT-00 UT). The rapidly-increasing 
ability to observe and characterize such events will soon 
make statistical tests of such hypotheses possible. 
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Yosemite 2004—A Thirty Year Tradition 

C. R. Chappe l l 

Department of Physics and Astronomy 
Vanderbilt University 
Nashville, Tennessee 

I t has been a great pr iv i lege to be associated w i t h the 
Yosemite Conference over a per iod o f t h i r t y years. This 
career-length tradit ion gives us a chance to see our science 
and ourselves through the broad brush of t ime. I n a sense, 
the video recording o f the very f i rs t meeting i n 1974 is a 
t ime capsule that we can open and enjoy f rom the perspec­
tive o f the twenty-f irst century. As such, it brings a v iew o f 
how much and how l i t t le we understood about the geospace 
environment in the second decade after the init iation of space 
exploration. 

The or ig inal idea for the Yosemite meeting came f rom 
discussions between Peter Banks, A n d y Nagy and me i n 
1972. We had been work ing in Cal i fornia on topics related 
to the magnetosphere and the ionosphere and had become 
aware of the di f f icul ty of arranging for scientists who studied 
these two areas to confer at meetings. We were convinced 
of the importance of the interdiscipl inary approach to geo­
space—where atmospheric, ionospheric and magnetospheric 
physicists shared scientific progress made and taught each 
other about their different sub-disciplines. Today, this idea 
seems obvious, but in 1974 conferences that created interac­
t ion across disciplines were l imi ted, and the national A G U 
meetings had so many parallel sessions that formal interdis­
cipl inary discussions were d i f f icu l t to pursue. 

Peter Banks and A n d y Nagy had attended meetings i n 
Norway, in which the agenda was more relaxed w i th more 
t ime for interaction both w i th in and between sessions. Since 
al l o f us had visited Yosemite and knew of its special beauty 
and tranquil i ty, we saw it as a perfect place to start an inter­
d isc ip l inary meet ing i n wh ich the grand environment o f 
"p lace" would facil i tate positive and extensive interaction 
among all participants. We compiled a list of topics and pos-

Inner Magnetosphere Interactions: New Perspectives from Imaging 
Geophysical Monograph Series 159 
Copyright 2005 by the American Geophysical Union. 
10.1029/159GM22 

sible speakers and gained the approval o f the A G U to hold 
the Magneto sphere-Ionosphere Coupling Conference as one 
of the f i rst Chapman Conferences. 

I was anxious to capture as much of the scientific inter­
action as possible, so I sought a way to videotape the con­
ference activi t ies. I n the early 70's video equipment was 
available, but had not reached the ease of operation that exists 
today. Fortunately, w i t h the help o f D ick Hoch, the Battelle 
Northwest Laboratory agreed to furnish the equipment and 
staff support to videotape the entire meeting. We have more 
than twenty hours o f proceedings as a result, including al l 
o f the papers and the discussion. A l though the qual i ty is 
not what it would be today and it is i n black and white, the 
essence of the subject and the people are there; the video is 
fascinating to watch. 

Unfortunately, the range of topics is extensive and cannot 
be covered completely. It is possible, however, to provide 
some impressions of the meeting overall and then to identi fy 
some of the specific topics that were discussed as a touch­
stone w i th which to measure the progress in our understand­
ing over this thirty-year period. 

First, i t is clear that the interdiscipl inary approach was 
effective and successful. Bob Carovil lano, who summarized 
the conference at the closing session, stated that scientists in 
the magnetospheric and ionospheric fields would forever be 
changed by their enhanced knowledge of each other's f ield. 
He predicted that future research in either discipline would 
involve knowledge of and interaction w i t h the science and 
scientists o f the other disciplines. The success o f the inter­
discipl inary approach is evidenced by the long-tradit ion o f 
Yosemite meetings that it spawned. 

Second, the t ime capsule look at al l o f us th i r ty years ear­
lier in our lives is fascinating. There is, of course, the change 
in appearance that comes w i th age. Most o f the brown hair in 
the room then has now become grey except for Dave Evans 
whose hair was prematurely grey even i n 1974. We were 
al l very young in those days since space exploration i tself 
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was very young. In addition to the hair color, the amount 
of head hair was significantly different. The 70's were still 
under the influence of the turbulent 60's and the length of 
hair, sideburns and beards was notable. Clothing also had 
a distinctive 60's flavor with big ties, polyester pants with 
horizontal front pockets, big belts and shirts that did not 
have the normally expected conservative look of a serious 
scientist. There were few women and minorities involved 
in 1974—a characteristic that happily has changed over the 
past three decades. 

Third, the science issues thirty years ago are very familiar 
to us today. We were on the right track then but had only the 
first few pieces of the puzzle to examine. Our picture was 
somewhat fuzzy, but it was tuned in to the correct object. 
Looking at the videotapes, one is struck by the similarity of 
the discussion then to today's discussion. We just had a lot 
less data and fewer models to work with in 1974.1 will men­
tion several examples of the specific discussion below. 

Fourth, the magnificence of Yosemite National Park and 
of the Ahwahnee Lodge were most significant in the remem­
brance of the meeting. When one is put into a bigger-than-life 
place with incomparable beauty, there is a certain openness 
to big new ideas and to future collaborations that might not 
have come to be without the conversations on the bus rides 
up and out of the canyon to Badger Pass or the dinners in 
the Ahwahnee Lodge or the discussions before the gigantic 
fireplaces in the Great Lounge after dinner. The place itself 
made a difference. 

Although justice cannot be done regarding the science 
topics that were discussed, I will try to give a flavor of what 
was on our minds thirty years ago, particularly as it relates 
to the topics of this most recent descendent meeting. 

Topics could be found in one of several categories—defi­
nitions/terminology, early modeling of the ionosphere and 
magnetosphere, and individual ground and space-based 
data taken in the different regions. Ian Axford reminded 
us that according to the original definition, the ionosphere 
above 120 km was part of the magnetosphere so that discus­
sions of ionosphere/magnetosphere coupling were somewhat 
misleading. This unifying definition, however, had not suc­
ceeded in bringing the separate disciplines of ionospheric 
and magnetospheric physics together at that time. There were 
also spirited discussions of other terminology as scientists 
from each discipline sought to clarify their fields and under­
stand each other. 

The meeting saw the beginnings of modeling efforts in 
both the ionosphere and the magnetosphere. The Michigan 
group presented several new ionospheric models and the east 
coast/west coast discussion of a magnetic field model with 
and without a tail component was active. Initial modeling 
of wave-particle interactions in the auroral zone and at the 

plasmapause/ring current interface led to a lengthy sharing 
of potential explanations and ideas. Dick Wolf discussed the 
initial version of the Rice Convection Model in which the 
affects of the dynamic plasma regions of the magnetosphere 
were connected along magnetic field lines to the Earth's 
ionosphere and vice versa. 

Magnetospheric morphology was a hot topic in 1974. 
We sought, for example, to understand the dynamics of the 
plasmasphere and its interaction with the plasma sheet and 
the ring current as well as its origins in the ionosphere. Few 
coordinated satellite or satellite/ground-based measurements 
had been conducted at that time. Hence, the dynamics of the 
plasmasphere had been determined separately by whistlers, 
ionospheric satellites, ionospheric sounders, and magneto­
spheric satellites. A lively discussion of plasma tails versus 
detached plasma regions also set the stage for the innova­
tive space-based imaging measurements that were to come 
almost three decades later. 

Electric field measurements in the ionosphere and magneto­
sphere were just beginning to be made with some confidence. 
Extensive discussions of the relative merits of ground-based 
radar, barium clouds, space-borne driftmeters and electric 
field probes were evident at this first Yosemite meeting. In 
addition, Lars Block showed laboratory experimental results 
demonstrating the double-layer phenomenon and suggested its 
application to understanding auroral processes. 

There were several presentations in which comprehensive 
multi-instrument satellite data had been analyzed with an eye 
toward examining the applicability of a wave-particle interac­
tion theory. Explorer 45 data was presented by Don Williams 
and Jim Burch in support of Richard Thome's theoretically 
predicted wave-particle interaction between the hot and cold 
plasma in the magnetosphere. And Keith Cole reminded every­
one of the importance of Coulomb collisions as an alternate 
explanation for the loss of particles from the ring current. 

In 1974, we all were aware that the ionosphere and mag­
netosphere were coupled. However, the general feeling was 
that the magnetosphere was a much stronger influence on 
the ionosphere than vice versa. It was certainly recognized 
that the magnetic field lines connected the two regions and 
that current flow between the two regions was important. 
The ionosphere was strongly influenced by the precipitating 
energetic particles from the magnetosphere, and the resulting 
electric field changes could in turn be mapped back up into 
the magnetosphere. 

But how significant were the influences of the cold iono­
spheric plasma on the much more energetic plasmas of the 
plasma sheet and ring current? The possible effects of the 
cold plasmaspheric plasma on the energetic ring current 
through wave-particle interactions was being discussed, but 
the idea that the ionospheric plasma could be a source for the 
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magnetospheric plasmas was not seriously considered. The 
Lockheed group had measured upflowing energetic ions in 
connection with the auroral zone, but this phenomenon was 
not considered as a significant source for the magnetospheric 
plasma at this time. 

Although the polar wind was discussed at this first 
Yosemite meeting, it was never conceived of as a potential 
source for the much more energetic plasmas of the plasma 
sheet and ring current. That idea would come much later 
as polar orbiting satellites began to see the spatial breadth 
and magnitude of the low and medium energy ionospheric 
outflow. Larry Kavanagh, from NASA Headquarters, how­
ever, discussed one of those satellites, the Electrodynamics 
Explorer, with the interdisciplinary community at this first 
Yosemite meeting. His prediction of a launch between 1978 
and 1980 proved to be close for Dynamics Explorer, which 
replaced Electrodynamics Explorer as the first ionosphere-
magnetosphere coupling mission. 

In summary, looking back at this first Yosemite meeting 
gives all of us in solar-terrestrial physics a chance to revisit 
our heritage and our youth. In watching the video we can view 
the science process at work, as the space explorers of then and 
now assemble the pieces of the puzzle and seek to understand 
the full picture of the dynamic geospace environment. 

There are many colleagues who participated in that meet­
ing who are no longer with us. Neil Br ice, to whom the meet­
ing was dedicated, was killed in an airplane crash on the way 
to the meeting. Bill Hanson, Chung Park, Dave Reasoner, 
Jim Armstrong and Lars Block, who were such tremendous 
contributors to our field and to that meeting, are now gone. 
We miss all of them now and leave the video summary as a 
tribute to them, our good friends and colleagues. 

The significance of the Yosemite meeting series can be 
experienced by being part of the venue and the excitement. 
It has been a privilege for me to share this excitement by 
connecting to the group of very special people who have 
come together at Yosemite over the decades. Thanks to 
Andy Nagy and Peter Banks for their participation in the 
creation of the first meeting, to Dick Hoch and Battelle 
Northwest Laboratories for videotaping the conference, and 
to Jim Burch for his longstanding leadership of the continu­
ing Yosemite series. And thanks to the Yosemite National 
Park and to the Ahwahnee Lodge for furnishing the magi­
cal environment which has stimulated this most successful 
journey of exploration. 

C. R. Chappell, Vanderbilt Dyer Observatory, 1000 Oman Drive, 
Brentwood, Tennessee, 37027 
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