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## Preface

The First International Doctoral Symposium on Applied Computation and Security Systems (ACSS 2014) took place during Apr 18-20, 2014 in Kolkata, India. This symposium is aimed to facilitate the Ph.D. students to present and discuss their research work leading towards high-quality dissertation. This symposium will provide a friendly and supportive environment for doctoral students to present and discuss their work both with their peers and with a panel of distinguished experts. ACSS Doctoral Symposium allowed researchers working in different fields of computer science such as Image processing, Remote Healthcare, Biometrics, Pattern Recognition, Embedded Systems, Data Mining, Software Engineering, Networking, and Network Security. The symposium evolved as a joint venture between two collaborative universities: the University of Calcutta, India, and the AGH University of Science and Technology, Poland.

The program committee members of ACSS 2014 were instrumental in disseminating the objectives of the symposium among the scholars and faculty members in a very short time. This resulted in a large number of submissions from Ph.D. scholars from India and abroad. These papers underwent a minute and detailed blind-review process with voluntary participation of the committee members and external expert reviewers. The metrics for reviewing the papers had been mainly the novelty of the contributions, technical content, organization, and clarity in presentation. The entire process of initial paper submission, review, and acceptance were done electronically. The hard work done by the Organizing and Technical Program Committees led to a superb technical program for the symposium. The ACSS 2014 resulted in high-impact and highly interactive presentations by the doctoral students.

The Technical Program Committee for the symposium has selected only 25 papers for publication out of a total 70 submissions. Session chairs were entrusted with the responsibility of submitting feedbacks for improvements of the papers presented. The symposium proceeding has been organized as a collection of papers, which were presented and then modified as per reviewer's and session chair's comments. This has helped the scholars to further improve their contributions.

We would like to take this opportunity to thank all the members of the Technical Program Committee and the external reviewers for their excellent and time-bound review works. We especially thank Prof. Indranil Sengupta of IIT, Kharagpur for his suggestions towards designing the Technical Program for ACSS-2014. We thank all our sponsors who have come forward towards organization of this symposium. These include Tata Consultancy Services (TCS), Springer India, ACM India, M/s Business Brio, M/s Enixs. We appreciate the initiative and support from Mr. Aninda Bose and Ms. Kamiya Khatter his colleagues in Springer for their strong support towards publishing this post-symposium book in the series "Advances in Intelligent Systems and Computing." Last, but not the least, we thank all the authors without whom the symposium would not have reached up to this standard.

On behalf of the editorial team of ACSS 2014, we sincerely hope that the different chapters of this book will be beneficial to all its readers and motivate them towards further research.
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## Part I <br> Software Engineering

# Non-functional Property Aware Brokerage Approach for Cloud Service Discovery 

Adrija Bhattacharya and Sankhayan Choudhury


#### Abstract

In the fast growing service-oriented domain, cloud computing becomes the focal issue of the current research initiatives. Increase in cloud services, providers, consumers and their requirements demands efficient handling of the inherent complexity in a cloud environment. Cloud service broker (CSB) is one of such initiative. Research on CSB, an inter-mediatory, has opened an unexplored domain of service provisioning techniques. Seamless service provisioning with better QoS (such as cost and time) is one of the major challenges in CSB design. In this paper, an attempt has been made to propose a framework for facilitating service provisioning techniques within CSB. The non-functional parameter (NFP) along with functional one plays important role in service discovery from a set of offered services. The service discovery process based only on functionality may lead to an infeasible, hence unaccepted solution to a consumer. The meta-model, a proposed component within CSB, in the form of a lattice is introduced for speed up and to select more relevant set of services satisfying requirements of the consumers. The lattice grabs service information for all possible NFP combinations in a structured way. Different lattices with respect to each cloud layers are constructed independently. These lattices are exploited for finding the most relevant services. Moreover, it is expected to behave better in terms of search time.


Keywords Service discovery • Lattice • Cloud broker

[^0]
## 1 Introduction

In the fast growing service-oriented domain, cloud computing becomes the focal issue of the current research initiatives. The cloud services are very much different [1] and efficient with respect to Web services. Cloud actually offers software (computational), platform (behavioural) and infrastructural data resources as service from remote sources on demand. It consists of three types of models: Software as a Service (SaaS), Platform as a service (PaaS) and Infrastructure as a Service (IaaS) [2]. These three types of cloud services are often combined in different manner to satisfy user requests.

The increase in different service offering as well as numbers of service providers has put up a new challenge to the cloud researchers as these poses enormous different service provisioning with similar functionality but varying performance. The Service Level Agreement (SLA) is a mediator document that has to be satisfied for providing service to any consumer. In cloud computing paradigm, a consumer may be an end user or another service provider. In spite of developing and maintaining SLAs, cloud services often need mediation for coordinating SLAs, consumer management, reporting, pricing and accounting, etc. In this context, the cloud service broker (CSB) is proposed as a solution [3].

Cloud service provisioning through brokers is an open problem area of research. A broker may be considered as an upgradation on classical multi-source integrator used in distributed environments [4]. The service with similar functionality in a cloud environment is differentiated by performance attributes such as granularity, outcome, governance and control which works for betterment of cloud service systems with the help of CSBs. Thus, service provisioning techniques offered by a broker becomes a challenge.

An overall description of a broker is depicted in Fig. 1. There exists no such standardized architecture of CSB. There are three major aspects, namely aggregation, integration and customization, based on which a CSB can be formed. Aggregation composes two or more service from one or more providers and then delivers it to the user or any other service provider. Appstore is a typical example of service aggregation through broker. Integration is another role that leads to substantially new values to community management in cloud domain [5]. Gmail contact list is the real-life example of integration by cloud broker. In customization, newer functionalities are added to improve the existing service functionality. The offered functionality of a broker can be customized in a flexible way based on a specific application domain. Thus, automatic and technically advanced methodologies are needed to enhance the strength of CSBs.

In Fig. 1, the component, marked in yellow, is the area of interest. In this paper, our objective is to provide an enhanced service discovery mechanism with the help of proposed meta-model. The said meta-model holds the detailed service information and can be used for finding most relevant services in service provisioning. Proposed enhanced service discovery mechanism is expected to behave in a more


Fig. 1 Cloud service broker
efficient way in terms of overhead (time). The penalty is to be paid in terms of time needed for model creation. This is insignificant as it is created offline, but can be used several times to satisfy user query.

## 2 Related Work

This section gives a brief review on service provisioning role of cloud broker. In recent time, a significant upgradation on existing cloud service architecture has been done. A collaborative cloud market model [6] is proposed for collaboration among service clouds by means of resource sharing. Guaranteed QoS [7] from consumer side is considered for the first time, but this issue demands higher overhead in terms of time. In another research work, a ranking system for cloud service composition and goal-based method based on proposed SLA template for discovering proper monitoring services have been incorporated [2]. Cloud service provisioning varies in many ways with respect to service provisioning policies in Web. Lack of standardized representation of the cloud providers' criteria and varying format and content of SLAs made the existing Web service discovery and selection policies infeasible to implement in cloud domain [1]. The tightly coupled nature of services of a cloud often lacks flexibility, and as a result, one may not be able to club services offered by different providers. Like, if a user has chosen Amazon S3 cloud storage, then he is compelled to use Amazon provider's services [8]. Besides that challenge, due to complex relationship among cloud service providers, the existing service composition policies also failed to accumulate required cloud services within a composed single service. References [3, 9] have mentioned the required functionalities of Cloud brokers such as service monitoring and service aggregation.

The work of service description is the foremost to remember. A formal and detailed functional description about CSB and its role can be primarily identified in [10]. Through the review work, an interesting taxonomy among the existing
works has been identified. A few of these comment on the service selection techniques used. Several mathematical techniques are used for ranking-based service selection [11]. The relevance of selection and discovery of cloud services depends on the required functionality and non-functional parameters (NFP) specification in query. A Key Performance Indicator (KPI)-based ranking [12] of cloud services was proposed. This approach uses a set of NFPs, among which some of the important are time, accuracy, interoperability, cost, reliability, usability, etc. Only ranking strategy alone cannot be efficient enough for service discovery and selection. A few feedback-based selections were incorporated in [13, 14, 15]. Customer's feedback is the key point considered in the approach. The reliability of feedback raises a big question here. A prediction-based discovery approach is described in [16]. The prediction bases are huge volume of previous data. It is quiet infeasible in a real time system. Another prediction-based selection is in [17]. But all of these are domain-specific applications. None of these takes all possible NFPs into account, most of these dealing with the parameter "cost". Obviously, it is the most important one, but it alone cannot be taken as the key criteria for service selection.

Often the broker has a role in service decision-making and resource optimization. A set of works on this exists; for example, [18, 19] can be thought as pioneer in the domain. But the optimization often leads to cost optimization which is not the only need. Another cost optimization-based selection is done in [20]. It uses two-way optimization, but this is a very problem-specific method and can only be applied in feature placement problem.

The above discussion, especially on service provisioning, establishes the need for a better service discovery mechanism that should consider the functional as well as non-functional attributes as requested by consumers in a cloud environment. Most of the existing techniques are not considering all relevant NFPs used in the query, and as a result, it may generate an infeasible solution for the consumer. The scope of the work offers a meta-model that holds service information in the contexts all possible NFPs such that it can be used for better service provisioning as a whole.

## 3 Proposed Solution

The service provisioning in the area of cloud computing involves three main entities in a dialogue session. Consumer agent and provider agent both interact through third entity, broker agent or a set of broker agents. Brokers hold information about multiple cloud providers and their services. Each service (SaaS, PaaS, IaaS, etc.) has some non-functional specifications from provider's end. Consumer's requirement has two parts one is functional and another is nonfunctional requirements. Functional requirements of a query may be satisfied by either a single service (any of SaaS, PaaS, IaaS, etc.) or a set of multiple services (any combination of SaaS, PaaS, IaaS, etc.). In both of the cases, a minimum
required non-functionality (specified by user) has to be satisfied. The reason behind is that in multi-cloud environment, information about all the service offerings is large in size and impossible to accumulate at single point from where a consumer can look for. In the process of searching, the consumer's requested services along with specified non-functionality held difficult due to huge amount of information available at broker's end. The proposed framework consisting of brokerage meta-model is useful to manage the inherent complex relations among the cloud providers in a much easier way. This is an efficient way to handle information with intelligence, so that the time of search is decreased.

After the inclusion of our proposal within the framework, it runs in the manner as depicted in Fig. 2. The query processing and extraction of service non-functional specification from the query is the preliminary need.

The following steps are depicted in Fig. 2 to illustrate the enhanced service discovery mechanism:

- First step considers the query from consumer.
- Functionalities are extracted from the query in second stage. Necessary SaaS, PaaS and IaaS are identified.
- Matching of necessary NFPs is done in this stage.
- The proposed meta-model is consulted for finding relevant feasible services.
- An NFP adjustment scheme may be needed for providing an integral solution.

The focus of the paper lies on the proposition of the meta-model and to describe the service discovery mechanism using the proposed work in Fig. 2.

### 3.1 The Proposed Meta-Model

The proposed meta-model grabs the non-functional information of the services and arranges those in a structured way. The meta-model is lattice based. This is immense helpful to use lattice as it contains all possible combinations of NFP in a structured way. It is important for better discovery. If a set of NFP at a specific level of lattice cannot satisfy the consumer-specified NFPs, it transfers to the next lower level or levels which are connected. These lower level nodes are nothing but the subsets of query NFPs. This actually increases the speed of discovery. Another benefit of lattice is that it maintains a hierarchy among the nodes.

The proposed structure contains all unique combinations of non-functional properties as elements. The elements together are defined as a set (say S). If the non-functional properties (NFP) are denoted by the letters (A, B and C), then

$$
S=\{A, B, C, A B, A C, B C, A B C\}
$$

Now each element in the set is actually a structure with varying dimension. The dimension of the structure depends on the number of NFPs, such as $A B C$ is a threedimensional structure as there are three NFPs $(A, B, C)$. Node $A B C$ has all services


Fig. 2 Work flow of proposed cloud service discovery
whose specification has mentioned the values of NFP about $A, B$ and $C$. Thus, the structure can be conceptualized by Fig. 3.

Two binary operations have been defined as "consolidation" and "diversification" on $S$.

Consolidation: It means accumulating common services from two different nodes into a single node (from $A B$ and $A C$ to $A B C$ ).

Diversification: It means a higher order node is decomposed into lower order nodes that is inclusion of more services in lower order nodes ( $A B$ to $A$ and $B$ ).

Now from the definition of these two operations on the set $S$, following conclusions are drawn.

- Any node can be generated by higher level node using diversification or from lower node using consolidation. As the structure has unique nodes, reflexivity holds.
- Say nodes ( $X$ and $Y$ ) at level- $p$ are generated by diversification from node $Z$ at level- $p+1$. Again applying consolidation on $X$ or $Y$ cannot regenerate $Z$. Antisymmetry holds.
- Say a consolidation on $M$ at level- $p$ generates $N$ at level- $(p+1)$. Now the same is applied on $N$ to generate $K$ at level- $(p+2)$. It shows that $K$ could be generated from $M$ using consolidation. Hence, transitivity holds.

Fig. 3 Framework introduced

Level-3

Level-2

$S$ satisfies the reflexivity, anti-symmetry and transitivity properties. Thus, it is a poset. Any two combination of level- $i$ in the structure can be mapped to a unique node in the level- $(i-1)$ which has all the common services of two selected level-i nodes, but the reverse is not true. Two nodes from level- $i$ and node in level- $(i-1)$ are related by consolidation. So there exists unique least upper bound of any two nodes in the structure.

Similarly, any two combination of level- $i$ is connected with a unique level( $i+1$ ) node by diversification, but also the reverse is not true. So there exists unique greatest lower bound for any two elements (nodes). The poset contains the unique least upper bound and unique greatest lower bound with respect to these two operations defined. Thus, it is proved as a lattice. Lattice will contain $2^{\mathrm{N}}$ nodes in case of $N$ NFPs. $(N+1)$ will be the number of levels in the structure.

The direction of consolidation and diversification within the lattice is also decided that helps into take dynamic decision at the time of discovery. For less NFP information and more number of services, diversification is indicated, i.e. the search will proceed from upper to lower nodes. Alternately, with more NFP information and lesser services, search will have lower to upper direction execution by the operation consolidation. This model works also for partial matching of NFP information though the existing ignores services with partial matches.

### 3.2 Description of the Framework

Consumer's query is defined here as $q(\mathrm{FS}$, NFS), where FS is the functional specification and NFS is the non-functional specification. Again NFS can look like ( $A=" a_{1} ", B=" b_{2} "$ ) or ( $\left.A=" a_{1}-a_{\mathrm{k}} ", B=" b_{2}-b_{\mathrm{j}} "\right)$ where $A$ and $B$ are two NFPs. Number of NFPs are essentially 5 , but can also vary within 8 to 10 for particular domain-specific SaaSs or general PaaS, IaaS, etc. The lattice in Fig. 3 has all services access pointers in the lowest level. Next level contains the one NFP

Fig. 4 Example node of the structure

grouping of services; it is by the use of consolidation operation. In the next level, services are arranged by two NFPs at a time. This way the lattice structure is constructed. The lattice construction is primarily done at design time so the total overhead of the structure is only due to maintenance. Each of the nodes is a structure having dimensions. A typical structure is defined in Fig. 4.

The node $A B C$ in Fig. 2 is internally looking like the above figure. Here, $A$, $B$ and $C$ are assumed as NFPs (such as cost, time and security). $a_{1}$ and $a_{2}$ are the different values assigned to the NFP $A$. The structure contains 24 cells $(2 \times 3 \times 4)$. Each cell contains service access pointer through which the original services can be invoked. The very first cell in the above figure has edge labelled as $c_{1}, a_{1}$ and $b_{1}$ that means the cell contains the access pointers of the services whose description contains NFPs $A, B$ and $C$ and that too in the form of $\left(A=a_{1}, B=b_{1}\right.$ and $C=c_{1}$ ).

This lattice model is introduced for containing service information in a structured way. Broker must have many lattices such as SaaS-lattice, PaaS-lattice and IaaS-lattice. A SaaS-lattice contains information regarding SaaS, which are accumulated and similar kind of structures formed for each of PaaS, IaaS, etc.

### 3.3 Service Discovery Algorithm

In this subsection, service discovery algorithm is defined. The described algorithm works within a lattice model. This is a generic algorithm that will work for every lattice within the framework. The following points are some prerequisite for understanding the algorithm

- All the NFPs are declared in the power of 2, i.e. for 3 NFPs $A, B$ and $C$. So, $A=2^{\circ}, \mathrm{B}=2^{1}, \mathrm{C}=2^{2} \mathrm{AB}=2^{\circ}+2^{1}=3$. So all NFP combinations are declared as unique sums
- The algorithm works for all levels of the lattice.
- It is clear from the model that the number of NFP is equals the level of the lattice from where search is to proceed.
- The algorithm passes execution to next lower level if no services in $i$ th level are matched with NFP specified.
- The algorithm will be recursively called several times until the services are found satisfying NFP.
- If failing to find all NFP satisfying services, the structure returns all possible combinations. For example, if the query specifies $A, B$ and $C$ and if at level-3 node $A B C$ (in Fig. 3) has no matching services, then it will return services from $A B, B C, A C, A, B, C$ nodes and the last node at bottom also.


## Algorithm for searching services at the $\boldsymbol{i}$ th level of the lattice

Step 0: [Initialize] Define unique weights to each NFPs. Set Source $=$ level who called level- $i, N=$ number of non-functional criteria passed by the user, Count $=1$, Found $[N]=$ false, fail $=1$ (no of failed combination)
Step 1: For the $i$ th non-functional criteria do
Step 1.1: If the user given non-functional criteria is valid then Mark-no $=i$, [Mark it with $i]$
End If
Step 2: For all non-functional criteria, repeat step 1
Step 3: Calculate unique sums for valid NFPs using defined weights.
Step 4: Collect services with corresponding unique sums
Step 5: For all existing services do Begin

If the all $i$ non-functional criteria and functional criteria are simultaneously satisfied with user query, then set a flag Found $[i]=$ true Print "The service found with id". Endif
End For
Step 6: Increment count by 1.
Repeat the steps from step 1 to step 4 for all combinations of valid $i$ th NFPs
Step 7: $\quad$ If Found $[i]=$ true for all $i$ then
If Source $=$ manager then
Send a finish message to the manager.
Else
Send a found message to the Source.
End If
Else
If Source $=$ manager then
Call its previous level $(i-1)$.
Else
Send a not found message to the Source.
End If
End If
Step 8: After all combination checked
If fail $=$ no of all combination of all $i$ NFPs then
Call (i-2) level
End if

Fig. 5 SaaS-lattice for health care services
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Services without grouping
$\mathrm{L} \rightarrow$ Location
$\mathrm{R} \rightarrow$ Reliability
$\mathrm{C} \rightarrow$ Cost
$\mathrm{W} \rightarrow$ Waiting time

This multi-dimensional structure consists of several dimensions. These dimensions often contain hierarchy, such as location. If the service declaration has NFP, Location ="West Bengal" . Then, the hierarchy information is held in the lattice that "Kolkata" is in"West Bengal". So the services relevant to West Bengal will be retrieved, if the query demands it from Kolkata.

## 4 Illustration with Example

In this example, it is assumed that the framework consisting of five lattices for SaaS, PaaS, IaaS, DaaS (data as a service) and Communication as a service (CaaS). The example primarily is built upon a typical domain of SaaS. It is fixed as health care. So SaaS may include cost, waiting time, reliability and location as relevant NFPs with respect to health care services; particularly, emergency accidental care services are considered as the functionality. Thus, a SaaS-lattice formed containing emergency health services. Functionality of services includes diagnostic test services, general medicine, orthopaedics and nursing care. Figure 5 illustrates the SaaS-lattice.

Four NFPs are specified in the lattice of different services irrespective of functionalities, considering NFPs. A typical consumer query is of the following form:

Query: Brain scan imaging with maximum 2-h waiting time in Kolkata within cost Rs. 2,000 and the communication service with minimum delay to the services.

Solution: Here, a SaaS-lattice and another CaaS-lattice have to be exploited for satisfying the query. SaaS-lattice will be searched at level-2 and node CW. After finding a set of relevant services with respect to cost and waiting time from SaaSlattice, a set of CaaS are to be found. Further, the CaaS-lattice is exploited with minimum delay that will connect any of the scan services satisfying the user NFP specification and Delay in CaaS.

## 5 Conclusion

Several discovery methods already exist in cloud domain; some of them are nonfunctional property-based mechanisms. In this approach, a methodology is proposed that works first to strike out the non-relevant NFP information. Further based on the remaining NFPs, any of the existing search algorithms can work.

Lattice that is a mathematical structure is used in cloud service domain. Few operations are there to explore the properties of the structure. Identification of the lattice framework, construction of it and searching on this model are the major contributions of this work. This model considers incomplete NFP information also and gives all possible combinations of those NFPs. These enable consumers to compromise at one of the NFPs and then subscribe the service where in existing works no such provision was there. Offered solution should be considered as a relevant one.

Scalability is another issue in this context. Huge number of services may occur within service cells in each structure, if there are no functional differences considered. In the proposed work, the domain of deployment is limited to a small set of cloud providers and they are related in some way. So the functionalities of services vary within a small set. However, the proposed work can be combined with any of the existing functionality-based solution of services discovery. As the number of NFPs within closed domains varying over 8-10, the construction and maintenance is easier.

In future, lattice of service units could be degenerated to work with only the important service NFP combinations and ignoring the rest. Besides, the multidimensional structure, referred here as node, could be exploited further. This may lead to the discovery of new set of operations and further optimizations. The identification of hierarchy and accordingly formation of new service at different granular level is an important research area where different mathematical models could be analysed.
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# A DWT-based Digital Watermarking Scheme for Image Tamper Detection, Localization, and Restoration 
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#### Abstract

The provision of image tamper detection, localization and restoration forms an important requirement for modern multimedia and communication systems. A discrete wavelet transform (DWT)-based watermarking scheme for this purpose is proposed in this communication. In our scheme, the original image is first partitioned into blocks of size $2 \times 2$ in which a 1D DWT is applied to produce a watermark which is embedded in four disjoint partitions of the image to enhance the chance of restoration of the image from different cropping attack-based tampers. The validity and superiority of the proposed scheme is verified through extensive simulations using different images of two extensively used image databases.
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[^1]
## 1 Introduction

Tampering of digital media and its detection has been an interesting problem since long time. Its importance has increased with the stepping up of the use of digital media on the Internet. The volume of data transmission, especially that of images and videos, has gone up exponentially and has naturally drawn the interest of many including, unfortunately, fraudulent persons who would tamper with the transmitted data to suit their purpose. The detection of tampering followed by restoration of the original image is hence an important task. Most of the research carried out so far has been of tamper detection, while more recent work includes recovery of the image as well.

A number of digital watermarking schemes have been reported during the past decade for different purposes and considerations. In [1], an image tamper detection and recovery system has been developed based on the discrete wavelet transform (DWT) technique where some information has been extracted as the eigenvalue of the image and is embedded in the middle-frequency band of the frequency domain. Such embedding has been used for tamper detection and localization. In [2], a novel fragile watermarking scheme based on chaotic system for image authentication or tamper proofing is proposed. The watermark is generated by using pixel values as input values of a chaotic system, and a secret key controls a set of parameters of the chaotic system. A quantization function is introduced to embed and detect watermarks. This method can effectively detect minor alteration in a watermarked image. In [3], a tamper detection and retrieval scheme has been proposed. Special characteristic values of the low-frequency sub-band are embedded in the middlefrequency sub-bands. The embedded data with a digital signature and a public key are used to prove the authenticity of the image. Recovery with visually acceptable quality has also been achieved. In [4], the watermark of a particular image is generated from both frequency domain and spatial domain. The number of encoding stages of each DWT coefficient during the multistage encoding is taken as frequency watermark, and the mean values of blocks are stored as spatial watermark. The watermark is embedded into SPIHT encoded list of significant pixels (LSP) bit stream. By comparing the embedded watermark and the corresponding message extracted from decoded image, authentication is ensured. In [5], the semifragile watermark is designed from low-frequency band of wavelet-transformed image and is embedded into the high-frequency band by the human visual system (HVS). The robustness for mild modification such as JPEG compression and channel additive white Gaussian noise (AWGN) and fragility to malicious attack are analyzed. In [6], the proposed scheme extracts content-based image features from the approximation sub-band in the wavelet domain to generate two complementary watermarks. An edge-based watermark sequence is generated to detect any changes after manipulations. A content-based watermark is also generated to localize tampered regions. Both watermarks are embedded into the high-frequency wavelet domain to ensure the watermark invisibility. In [7], the original image is divided into two regions: region of interest (ROI), which is important region that
requires protection against malicious modification, and region of embedding (ROE), which is the rest of the image where watermark sequence is embedded. In [8], dual visual watermarks using DWT and singular value decomposition (SVD) are presented. One is color image the same as original image, and the other is ownership watermark which is grayscale image. Both of them are embedded into original image using DWT-SVD to prove robustness. For recovery signal embedding, luminance signal and chrominance signal of original image were embedded into surplus chrominance space of original image using matrix transpose replacement embedding method. In [9, 10], two watermarks are used, generated from the low-frequency band and embedded into the high-frequency bands, one for detecting the intentional content modification and indicating the modified location and another for recovering the image. In [11], a multipurpose image watermarking method based on the wavelet transform is proposed for content authentication and recovery of the tampered regions where the original image is first divided into nonoverlapping blocks and each block is transformed into the wavelet domain. The image features are subsequently extracted from the lowest frequency coefficients of each block as the first embedded watermark. Next, the whole image is decomposed into the two-level wavelet transform, and the orientation adjustment is calculated based on the wavelet coefficients in the middle-frequency sub-bands for image authentication. In addition, a logo watermark is embedded into the given middlefrequency sub-bands.

The rest of the paper is organized as follows. In Sect. 2, a brief introduction to DWT using Haar wavelet is given. In Sect. 3, the proposed scheme is presented wherein watermark generation, watermark embedding, and watermark extraction for the purpose of image tamper detection, localization, and recovery are explained. Section 4 demonstrates the experimental results with conclusions being drawn in Sect. 5.

## 2 Background

### 2.1 Discrete Wavelet Transform

The single-level 2D DWT decomposes an input image into four components, namely LL, LH, HL, and HH where the first letter corresponds to applying either a low-pass or a high-pass frequency operation to the rows and the second letter refers to the filter applied to the columns. The lowest frequency sub-band LL consists of the approximation coefficients of the original image. The remaining three frequency sub-bands consist of the detail parts and give the vertical high $(\mathrm{LH})$, horizontal high (HL), and high $(\mathrm{HH})$ frequencies. Figure 1 demonstrates single-level 2D DWT. For an one-level decomposition, the discrete 2D wavelet transform of the image function $f(x, y)$ can be written as follows:


Fig. 1 Discrete wavelet transform

$$
\begin{aligned}
\mathrm{LL} & =[(f(x, y) \times \phi-x \phi-y)(2 n, 2 m)]_{(n, m) \in \mathbb{Z}^{2}} \\
\mathrm{LH} & =[(f(x, y) \times \phi-x \psi-y)(2 n, 2 m)]_{(n, m) \in \mathbb{Z}^{2}} \\
\mathrm{HL} & =[(f(x, y) \times \psi-x \phi-y)(2 n, 2 m)]_{(n, m) \in \mathbb{Z}^{2}} \\
\mathrm{HH} & =[(f(x, y) \times \psi-x \psi-y)(2 n, 2 m)]_{(n, m) \in \mathbb{Z}^{2}}
\end{aligned}
$$

where $\phi(t)$ is a low-pass scaling function and $\psi(t)$ is the associated band-pass wavelet function. For computational simplicity, we have performed DWT using Haar wavelet.

## 3 Proposed Scheme

The proposed method has three distinct phases. Firstly, a watermark is generated from the image itself which is fragile to content modification as well as robust to common image processing after a preparation for doing so. Secondly, the generated watermark is embedded in the image. Finally, the watermark is extracted from the image (the one that has gone several degradations due to cropping attacks and/or noise attacks) to detect and localize tamper and recover the image as close as possible to the original one.

### 3.1 Watermark Preparation

A block mapping sequence is used to scramble watermark information. A 1D transformation algorithm, found in [12], shown in Eq. (1) is used to obtain a one-to-one mapping sequence where $X, X^{\prime}(\in[0, N-1])$ the block number, $k($ a prime and $\in Z-\{$ factors of $N\})$ is a secret key, and $N(\in Z-\{0\})$ is the total number of blocks in the image of size $N=2^{n} \times 2^{n}, n \geq 2$, and $n \in N$.

$$
\begin{equation*}
X^{\prime}=[f(x)=(k \times X) \bmod N]+1 \tag{1}
\end{equation*}
$$

A lookup table is constructed using the following algorithm to record the mapping address of each block in the image.

### 3.1.1 Block Mapping Address Generation Algorithm

1. Divide the image into non-overlapping blocks of $2 \times 2$ pixels.
2. Assign a unique nonnegative integer $X \in\{0,1,2, \ldots N-1\}$ to each block from top left in row major order, $N=2^{n-1} \times 2^{n-1}$.
3. Choose a prime number $k \in[1, N-1]$.
4. For each block number X , obtain $X^{\prime}$ and its mapping block by Eq. (1). All the $X^{\prime}$ s construct the lookup table.

A push-aside operation is used to modify the lookup table. The watermarks of the left half of the image are concentrated in the right half region of the image, and the watermarks of the right half of the image are concentrated in the left half region of the image. We simply push right the columns which originally belong to the left half and push left the columns which originally belong to the right half and thus result in a modified lookup table.

As an illustration, an image of size $8 \times 8$ is considered as the original image. The original image along with its corresponding block index matrix, lookup table generated using Eq. (1), and modified lookup table after push-aside operation is shown in Fig. 2.

### 3.2 Watermark Generation

Step 1: Decompose each $2 \times 2$ sized block by the DWT decomposition yielding from each block the approximation coefficient matrix $\mathrm{LL}_{1}$ and the detail matrices $\mathrm{HL}_{1}, \mathrm{LH}_{1}$, and $\mathrm{HH}_{1}$.
Step 2: The watermark is generated from the coefficient of the $L L_{1}$ sub-band of each decomposed block. As $\mathrm{LL}_{1}$ wavelet coefficients may be beyond the recovery scope, its value must be adjusted. Therefore, the coefficients, after computation, are modified subsequently such that its value falls within the recovery range, as done in [5].
Step 3: The original image is divided horizontally and vertically into four equal parts. Let blocks A, B, C, and D be located at those four parts, respectively, such that C is situated at the opposite angle of A and D is situated at the opposite angle of B. Partner blocks of part A are located at the same position of part C and vice versa. Partner blocks of part B are located at the same position of part $D$ and vice versa.
Step 4: The representative information of block A is constructed by extracting the five most significant bits (MSBs) of $\mathrm{LL}_{1}$ sub-band coefficient of block A
(a)

| 30 | 58 | 62 | 64 | 65 | 57 | 55 | 56 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 37 | 119 | 114 | 115 | 115 | 116 | 111 | 106 |
| 38 | 121 | 115 | 109 | 112 | 110 | 114 | 104 |
| 37 | 108 | 121 | 109 | 114 | 113 | 105 | 109 |
| 38 | 115 | 124 | 118 | 110 | 118 | 106 | 112 |
| 37 | 114 | 118 | 106 | 113 | 109 | 113 | 111 |
| 36 | 110 | 107 | 113 | 103 | 114 | 110 | 112 |
| 36 | 110 | 115 | 103 | 110 | 113 | 113 | 102 |

(b)

| 30 | 58 | 62 | 64 | 65 | 57 | 55 | 56 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 37 | 119 | 114 | 115 | 115 | 116 | 111 | 106 |
| 38 | 121 | 115 | 109 | 112 | 110 | 114 | 104 |
| 37 | 108 | 121 | 109 | 114 | 113 | 105 | 109 |
| 38 | 115 | 124 | 118 | 110 | 118 | 106 | 112 |
| 37 | 114 | 118 | 106 | 113 | 109 | 113 | 111 |
| 36 | 110 | 107 | 113 | 103 | 114 | 110 | 112 |
| 36 | 110 | 115 | 103 | 110 | 113 | 113 | 102 |

(c)

| 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 4 | 5 | 6 | 7 |
| 8 | 9 | 10 | 11 |
| 12 | 13 | 14 | 15 |

(d)

| 1 | 14 | 11 | 8 |
| :---: | :---: | :---: | :---: |
| 5 | 2 | 15 | 12 |
| 9 | 6 | 3 | 0 |
| 13 | 10 | 7 | 4 |

(e)

| 11 | 8 | 1 | 14 |
| :---: | :---: | :---: | :---: |
| 15 | 12 | 5 | 2 |
| 3 | 0 | 9 | 6 |
| 7 | 4 | 13 | 10 |

Fig. 2 a The original image matrix; b the original image matrix subdivided into $2 \times 2$ nonoverlapping blocks; $\mathbf{c}$ the original block matrix; $\mathbf{d}$ the lookup table; and $\mathbf{e}$ the modified lookup table after push-aside operation
and is then combined with (1) the representative information of block C and (2) the in-block parity-check bits and its complementary bit $p$ and $v$, respectively, to construct the joint 12-bit watermark for blocks A and C. Similarly, the representative information of block B is used to construct the joint 12-bit watermark for blocks B and D.

The watermark generation technique is illustrated in Figs. 3 and 4.

### 3.3 Watermark Embedding

Two mapping blocks are needed to embed the joint 12-bit watermark of block A (or B) and its partner blocks C (or D). The lookup table helps find these mapping blocks. The watermark is embedded into the three LSBs of each pixel of a block. Suppose blocks $\overline{\mathrm{A}}$ and $\overline{\mathrm{C}}$ (or $\overline{\mathrm{B}}$ and $\overline{\mathrm{D}}$ ) are the two mapping blocks which are going to be used to embed the 12-bit watermark resulted from blocks A and C (or B and D). Both blocks $\overline{\mathrm{A}}$ and $\overline{\mathrm{C}}$ contain the same 12-bit watermark and the same embedding sequence in the corresponding locations. That is to say, for each block of size $2 \times 2$ pixels in the image, we have two copies of its representative information hidden somewhere in the image. Therefore, if one copy is tampered by any chance, we have two chances to recover this block from the other copy.

Figures 5 and 6 demonstrate the watermark embedding technique.

(a) | 30 | 58 | 62 | 64 | 65 | 57 | 55 | 56 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 37 | 119 | 114 | 115 | 115 | 116 | 111 | 106 |
| 38 | 121 | 115 | 109 | 112 | 110 | 114 | 104 |
| 37 | 108 | 121 | 109 | 114 | 113 | 105 | 109 |
| 38 | 115 | 124 | 118 | 110 | 118 | 106 | 112 |
| 37 | 114 | 118 | 106 | 113 | 109 | 113 | 111 |
| 36 | 110 | 107 | 113 | 103 | 114 | 110 | 112 |
| 36 | 110 | 115 | 103 | 110 | 113 | 113 | 102 |

(b)

| 30 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 38 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 |
| 37 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 119 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

(d)

(c)

| 24 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 56 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| 32 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 112 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |

(e)

| 104 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 112 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 112 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 104 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |

Fig. 3 a First two partner blocks (block 0 and block 10) in the original image matrix; $\mathbf{b}$ binary equivalent of each of the four pixels of block 0 ; $\mathbf{c}$ modified pixel values of block 0 after replacing three LSBs with 0s; d binary equivalent of each of the four pixels of block 10 ; and e modified pixel values of block 10 after replacing three LSBs with 0s
(a) $\mathrm{A}_{1} \quad \mathrm{~A}_{2}$

| 24 | 56 |
| :--- | :--- |
| 32 | 112 |

$\mathrm{A}_{3} \quad \mathrm{~A}_{4}$

$\mathrm{HL}_{1} \quad \mathrm{HH}_{1}$
(b) $\mathrm{C}_{1} \quad \mathrm{C}_{2}$

$\mathrm{C}_{3} \quad \mathrm{C}_{4}$

$\mathrm{HL}_{1} \quad \mathrm{HH}_{1}$

## (c)

| $a_{8}$ | $a_{7}$ | $a_{6}$ | $a_{5}$ | $a_{4}$ | $a_{3}$ | $a_{2}$ | $a_{1}$ | $a_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |


| $\mathrm{C}_{8}$ | $\mathrm{C}_{7}$ | $\mathrm{C}_{6}$ | $\mathrm{C}_{5}$ | $\mathrm{C}_{4}$ | $\mathrm{C}_{3}$ | $\mathrm{C}_{2}$ | $\mathrm{C}_{1}$ | $\mathrm{C}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |


| $\mathrm{as}_{8}$ | $\mathrm{a}_{7}$ | $\mathrm{a}_{6}$ | $\mathrm{as}_{5}$ | $\mathrm{a}_{4}$ | $\mathrm{cs}_{8}$ | $\mathrm{c}_{7}$ | $\mathrm{c}_{6}$ | $\mathrm{cs}_{5}$ | $\mathrm{c}_{4}$ | P | V |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0}$ | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |

Fig. $4 \mathbf{a}$ and $\mathbf{b}$ Application of 2D DWT using Haar wavelets into block 0 and block 10, respectively, resulting in the approximation coefficient matrix $\mathrm{LL}_{1}$ and detail matrices $\mathrm{LH}_{1}, \mathrm{HL}_{1}$, and $\mathrm{HH}_{1}$ and $\mathbf{c}$ the 12-bit watermark generated from the five MSBs of the $\mathrm{LL}_{1}$ sub-band coefficient of block 0 and block 10 followed by a in-block parity-check bit $P$ and its complement $V$

## (b)

(a)

| Block No. | Mapping Block No. |
| :---: | :---: |
| 0 | 11 |
| 10 | 9 |


| 11 | 8 | 1 | 14 |
| :---: | :---: | :---: | :---: |
| 15 | 12 | 5 | 2 |
| 3 | 0 | 9 | 6 |
| 7 | 4 | 13 | 10 |

(c)

| 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 4 | 5 | 6 | 7 |
| 8 | 9 | 10 | 11 |
| 12 | 13 | 14 | 15 |

(d)

| 30 | 58 | 62 | 64 | 65 | 57 | 55 | 56 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 37 | 119 | 114 | 115 | 115 | 116 | 111 | 106 |
| 38 | 121 | 115 | 109 | 112 | 110 | 114 | 104 |
| 37 | 108 | 121 | 109 | 114 | 113 | 105 | 109 |
| 38 | 115 | 124 | 118 | 110 | 118 | 106 | 112 |
| 37 | 114 | 118 | 106 | 113 | 109 | 113 | 111 |
| 36 | 110 | 107 | 113 | 103 | 114 | 110 | 112 |
| 36 | 110 | 115 | 103 | 110 | 113 | 113 | 102 |

Fig. 5 a Mapping blocks block 11 and block 9 of block 0 and block 10, respectively, found from the modified lookup table; $\mathbf{b}$ mapping blocks highlighted in the modified lookup table; $\mathbf{c}$ mapping blocks highlighted in the original block matrix; and d pixels of mapping blocks highlighted in the original image matrix
(a)

(b)

| $\overline{\mathbf{a}}_{\mathbf{7}}$ | $\overline{\mathbf{a}}_{6}$ | $\overline{\mathbf{a}}_{5}$ | $\overline{\mathbf{a}}_{4}$ | $\overline{\mathbf{a}}_{3}$ | $\overline{\mathbf{a}}_{2}$ | $\overline{\mathbf{a}}_{1}$ | $\overline{\mathbf{a}}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 0 | $\mathbf{1}$ | $\mathbf{a}_{8}$ | $\mathbf{a}_{7}$ | $\mathbf{a}_{6}$ |
| 0 | 1 | 1 | 1 | 0 | $\mathbf{a}_{5}$ | $\mathbf{a}_{4}$ | $\mathbf{c}_{8}$ |
| 0 | 1 | 1 | 1 | 0 | $\mathbf{c}_{7}$ | $\mathbf{c}_{6}$ | $\mathbf{c}_{5}$ |
| 0 | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{c}_{4}$ | $\mathbf{P}$ | V |


| $\overline{\boldsymbol{c}}_{7}$ | $\overline{\boldsymbol{c}}_{6}$ | $\overline{\boldsymbol{c}}_{5}$ | $\overline{\boldsymbol{c}}_{4}$ | $\overline{\boldsymbol{c}}_{3}$ | $\overline{\boldsymbol{c}}_{2}$ | $\overline{\boldsymbol{c}}_{1}$ | $\overline{\boldsymbol{c}}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 | $a_{8}$ | $a_{7}$ | $a_{6}$ |
| 0 | 1 | 1 | 1 | 0 | $a_{5}$ | $a_{4}$ | $c_{8}$ |
| 0 | 1 | 1 | 1 | 0 | $c_{7}$ | $c_{6}$ | $c_{5}$ |
| 0 | 1 | 1 | 0 | 1 | $c_{4}$ | P | V |

(d)

| 30 | 58 | 62 | 64 | 65 | 57 | 55 | 56 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 37 | 119 | 114 | 115 | 115 | 116 | 111 | 106 |
| 38 | 121 | 115 | 109 | 112 | 110 | 114 | 104 |
| 37 | 108 | 121 | 109 | 114 | 113 | 105 | 109 |
| 38 | 115 | 121 | 118 | 110 | 118 | 105 | 118 |
| 37 | 114 | 118 | 109 | 113 | 109 | 118 | 109 |
| 36 | 110 | 107 | 113 | 103 | 114 | 110 | 112 |
| 36 | 110 | 115 | 103 | 110 | 113 | 113 | 102 |

Fig. 6 a Binary representation of each of the four pixels of the mapping blocks-block 11 and block 9; $\mathbf{b}$ embedding of the same 12-bit watermark into block 11 and block 9; $\mathbf{c}$ modified block 11 and block 9 after watermark embedding; and d modified block 11 and block 9 in the original image matrix

### 3.4 Watermark Extraction: Tamper Detection, Localization, and Restoration

The watermarked image is tampered with different cropping attacks and covering and replacement attacks. Figure 7 represents the watermarked image of Fig. 6e cropped $25 \%$ from center.

Tamper detection and localization A three-level hierarchical tamper detection and localization algorithm has been employed as proposed in [12].

Level 1 detection: For each non-overlapping block B of size $2 \times 2$,

1. Retrieve the 12 -bit watermark information from the block.
2. Get the parity-check bits $p$ and $v$, respectively, from the 11th and 12 th bits of the retrieved watermark.
3. Perform exclusive-OR operation on the 10 MSBs of the 12 -bit watermark, denoted by $p^{\prime}$.
4. If $p=p^{\prime}$ and $p \neq v$, mark block B valid; otherwise, mark it invalid.

Figure 8 demonstrates the level 1 tamper detection method.
Level 2 detection: For each block B marked valid after level 1 detection, check four triples (N, NE, E), (E, SE, S), (S, SW, W), and (W, NW, N) of the $3 \times 3$ neighborhood of block B. If at least one triple has all of its blocks marked invalid, mark block B invalid.

Level 3 detection: For each block B marked valid after level 2 detection, if at least five of the $3 \times 3$ neighboring blocks of block B are marked invalid, mark block B invalid.

Recovery of invalid blocks After the tamper detection process, all blocks in the image are marked either valid or invalid. Those invalid blocks need only to be recovered. A two-stage recovery scheme is applied for tamper recovery as follows:

Stage 1 recovery: For each non-overlapping block B of size $2 \times 2$ pixels which is marked invalid,

1. Find the mapping block of B from the lookup table, denoted by $\bar{B}$
(a)

| 26 | 58 | 58 | 68 | 67 | 58 | 50 | 60 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 39 | 114 | 116 | 117 | 118 | 117 | 108 | 109 |
| 35 | 122 | 115 | 106 | 114 | 108 | 115 | 106 |
| 38 | 109 | 124 | 0 | 0 | 118 | 108 | 105 |
| 34 | 116 | 121 | 0 | 0 | 114 | 105 | 118 |
| 38 | 118 | 118 | 109 | 118 | 109 | 118 | 109 |
| 35 | 106 | 106 | 114 | 98 | 114 | 106 | 114 |
| 38 | 109 | 118 | 102 | 111 | 114 | 118 | 102 |

(b)

| 26 | 58 | 58 | 68 | 67 | 58 | 50 | 60 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 39 | 114 | 116 | 117 | 118 | 117 | 108 | 109 |
| 35 | 122 | 115 | 106 | 114 | 108 | 115 | 106 |
| 38 | 109 | 124 | 0 | 0 | 118 | 108 | 105 |
| 34 | 116 | 121 | 0 | 0 | 114 | 105 | 118 |
| 38 | 118 | 118 | 109 | 118 | 109 | 118 | 109 |
| 35 | 106 | 106 | 114 | 98 | 114 | 106 | 114 |
| 38 | 109 | 118 | 102 | 111 | 114 | 118 | 102 |

Fig. 7 a Tampered image after cropping $25 \%$ from the center of the watermarked image and b image in (a) with blocks highlighted
(a)

|  | $b_{7}$ | $b_{6}$ | $b_{5}$ | $b_{4}$ | $b_{3}$ | $\boldsymbol{b}_{2}$ | $\boldsymbol{b}_{1}$ | $\boldsymbol{b}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 115 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | $\mathbf{1}$ |
| 106 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 124 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

(c)

|  | $b_{7}$ | $b_{6}$ | $b_{5}$ | $b_{4}$ | $b_{3}$ | $b_{2}$ | $b_{1}$ | $b_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 121 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 118 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| 109 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |

(b)

|  | $\boldsymbol{b}_{7}$ | $\boldsymbol{b}_{6}$ | $\boldsymbol{b}_{5}$ | $\boldsymbol{b}_{4}$ | $\boldsymbol{b}_{3}$ | $\boldsymbol{b}_{2}$ | $\boldsymbol{b}_{1}$ | $\boldsymbol{b}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 114 | 0 | 1 | $\mathbf{1}$ | $\mathbf{1}$ | 0 | 0 | $\mathbf{0}$ | 0 |
| 108 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 118 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |

(d)

|  | $b_{7}$ | $b_{6}$ | $b_{5}$ | $b_{4}$ | $b_{3}$ | $b_{2}$ | $b_{1}$ | $b_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 114 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 |
| 118 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| 109 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |

(e)

| 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 |

Fig. 8 Level 1 tamper detection and localization: a four pixels of block 5 with their binary equivalents; $\mathbf{b}$ four pixels of block 6 with their binary equivalents; $\mathbf{c}$ four pixels of block 9 with their binary equivalents; $\mathbf{d}$ four pixels of block 10 with their binary equivalents; and $\mathbf{e}$ localization of tampered block(s) after level 1 detection
2. If $\overline{\mathrm{B}}$ is valid, then $\overline{\mathrm{B}}$ is the candidate block, go to 5 .
3. Find the mapping block of $\mathrm{B}^{\prime}$ s partner block, denoted by $\overline{\overline{\mathrm{B}}}$.
4. If $\overline{\overline{\mathrm{B}}}$ is valid, then $\overline{\overline{\mathrm{B}}}$ is the candidate block; otherwise stop, leave block $B$ alone.
5. Retrieve the 12 -bit watermark information from the candidate block.
6. If block B is located in the upper half of the image, the 5 -bit representative information of block B starts from the first bit (the leftmost bit) of the 12-bit watermark; otherwise, it starts from the sixth bit.
7. Pad four 0 s to the end of the 5-bit representative information to form a new 9-bit coefficient.
8. Perform the inverse DWT operation based on this coefficient as the approximation coefficient which generates a new block of size $2 \times 2$.
9. Replace block B with this new block and mark block B as valid.

The method for stage 1 recovery is shown in Fig. 9.
Stage 2 recovery: Recover the remaining invalid blocks after stage 1 recovery from the neighboring pixels surrounding them. Corresponding to a central block B being processed, the $3 \times 3$ neighboring blocks can be found as directional triples (N, NE, E), (E, SE, S), (S, SW, W), and (W, NW, N) where each of the neighboring blocks being denoted as $\mathrm{N}_{1}-\mathrm{N}_{8}$ from NW to W in a clockwise manner. After the two-stage recovery process, lost blocks are reconciled by interpolating pixel values.

Figure 10 presents the reconstructed image of Fig. 7 after stage 2 recovery.

(a) $\left.$\begin{tabular}{c|c|}
\hline Tampered <br>
Block No.

 

Mapping <br>
Block No.
\end{tabular} \right\rvert\,

(b) |  | $\boldsymbol{b}_{7}$ | $\boldsymbol{b}_{6}$ | $\boldsymbol{b}_{5}$ | $\boldsymbol{b}_{4}$ | $\boldsymbol{b}_{3}$ | $\boldsymbol{b}_{\mathbf{2}}$ | $\boldsymbol{b}_{1}$ | $\boldsymbol{b}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 35 | 0 | 0 | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ | 0 | $\mathbf{1}$ | $\mathbf{1}$ |
| 106 | 0 | 1 | $\mathbf{1}$ | 0 | 1 | 0 | 1 | 0 |
| 38 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 |
| 109 | 0 | 1 | 1 | 0 | 1 | $\mathbf{1}$ | 0 | $\mathbf{1}$ |

(d)

| 106 | 104 |
| :--- | :--- |
| 104 | 104 |

(e)

| 26 | 58 | 58 | 68 | 67 | 58 | 50 | 60 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 39 | 114 | 116 | 117 | 118 | 117 | 108 | 109 |
| 35 | 122 | 106 | 104 | 111 | 111 | 115 | 106 |
| 38 | 109 | 104 | 104 | 0 | 111 | 108 | 105 |
| 34 | 116 | 109 | 0 | 0 | 109 | 105 | 118 |
| 38 | 118 | 109 | 109 | 109 | 109 | 118 | 109 |
| 35 | 106 | 106 | 114 | 98 | 114 | 106 | 114 |
| 38 | 109 | 118 | 102 | 111 | 114 | 118 | 102 |

Fig. 9 Stage 1 recovery: a mapping block of the detected tampered block; $\mathbf{b}$ four pixels of the mapping block (block 12) with 5 -bit information of block 5 embedded as watermark; c 5 -bit information of block 5 padded with four 0 s forming 9 -bit approximation of block 5 ; d reconstructed block resulting from 2D inverse DWT on (c); and e recovered image after stage 1 recovery
(a)

| 26 | 58 | 58 | 68 | 67 | 58 | 50 | 60 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 39 | 114 | 116 | 117 | 118 | 117 | 108 | 109 |
| 35 | 122 | 106 | 104 | 111 | 111 | 115 | 106 |
| 38 | 109 | 104 | 104 | 111 | 111 | 108 | 105 |
| 34 | 116 | 109 | 109 | 109 | 109 | 105 | 118 |
| 38 | 118 | 109 | 109 | 109 | 109 | 118 | 109 |
| 35 | 106 | 106 | 114 | 98 | 114 | 106 | 114 |
| 38 | 109 | 118 | 102 | 111 | 114 | 118 | 102 |

(b)

| 26 | 58 | 58 | 68 | 67 | 58 | 50 | 60 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 39 | 114 | 116 | 117 | 118 | 117 | 108 | 109 |
| 35 | 122 | 106 | 104 | 111 | 111 | 115 | 106 |
| 38 | 109 | 104 | 104 | 111 | 111 | 108 | 105 |
| 34 | 116 | 109 | 109 | 109 | 109 | 105 | 118 |
| 38 | 118 | 109 | 109 | 109 | 109 | 118 | 109 |
| 35 | 106 | 106 | 114 | 98 | 114 | 106 | 114 |
| 38 | 109 | 118 | 102 | 111 | 114 | 118 | 102 |

Fig. 10 Stage 2 recovery: $\mathbf{a}$ and $\mathbf{b}$ the recovered image after reconciling the missing blocks by interpolating pixel values

## 4 Experimental Results

The performance and feasibility of the proposed scheme is examined through extensive tests carried out over USC-SIPI [13] and CSIQ [14] image databases which are collections of digitized images available and maintained by University of Southern California and School of Electrical and Computer Engineering,

Oklahoma State University, respectively. The images are chosen to prove the efficacy of the proposed scheme over various characteristics such as smooth areas, edges, textures, curvature, and regular and irregular geometric objects. The proposed scheme and the existing state of the art, considered for comparison, have been implemented using MATLAB 7.10.0.4 (R2010a) on a system running on Windows 7 ( 32 bit) with Intel Core i5 CPU and 4-GB DDR3 RAM.

The proposed scheme was examined against cropping attacks of different sizes. The performance of the proposed method is measured by the peak signal-to-noise ratio (PSNR) and Structural SIMilarity (SSIM) index [15].

The PSNR of a given image is the ratio of the mean square difference of two images to the maximum mean squared difference that can exist between any two images. It is expressed as a decibel value. An image with a PSNR value of 30 dB or more is widely accepted as an image of good quality. SSIM measures the similarity/dissimilarity between two images. For a watermarked image, greater value of PSNR and SSIM close to unity is expected.

Let $I_{1}(i, j)$ and $I_{2}(i, j)$ be the gray level of the pixels at the $i$ th row and $j$ th column of two images of size $H \times W$, respectively. The MSE between these two images is defined in Eq. (2), and PSNR is defined in Eq. (3).

$$
\begin{gather*}
\operatorname{MSE}=\frac{1}{H \cdot W} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1}\left|I_{1}(i, j)-I_{2}(i, j)\right|^{2}  \tag{2}\\
\operatorname{PSNR}=20 * \log _{10}\left(\frac{255}{\operatorname{sqrt}(\mathrm{MSE})}\right) \tag{3}
\end{gather*}
$$

The SSIM index between two images $I_{1}$ and $I_{2}$ as described in [15] is computed using Eq. (4):

$$
\begin{equation*}
\operatorname{SSIM}\left(I_{1}, I_{2}\right)=\frac{\left(2 \mu_{I_{1}} \mu_{I_{2}}+C_{1}\right)\left(2 \sigma_{I_{1} I_{2}}+C_{2}\right)}{\left(\mu_{I_{1}}{ }^{2}+\mu_{I_{2}}{ }^{2}+C_{1}\right)\left({\left.\sigma_{I_{1}}{ }^{2}+\sigma_{I_{2}}{ }^{2}+C_{2}\right)}^{\text {a }}\right. \text {. }} \tag{4}
\end{equation*}
$$

where $\mu, \sigma$, and $\sigma^{2}$ denote average, variance, and covariance, respectively, and $C_{1}$ and $C_{2}$ are constants as described in detail in [15].

### 4.1 Imperceptibility of Watermark

Imperceptible watermarks are invisible to naked eyes. If the embedded watermark is imperceptible, human eye cannot discriminate between the original image and its watermarked version. In the proposed scheme, the imperceptibility of the watermark has been examined for a wide variety of images in terms of PSNR and SSIM. For the watermarked images, greater value of PSNR (well above 35) and SSIM close to unity justify the imperceptibility of the watermark. A sample image


Fig. 11 a Original image of Lena; $\mathbf{b}$ watermarked image of (a)
Table 1 Comparison of PSNR and SSIM of watermarked images

| Image name | Size | Ref. [12] |  |  | Proposed |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  |  | PSNR (in dB) | SSIM | PSNR (in dB) | SSIM |  |
| Lena | $512 \times 512$ | 41.44 | 0.93 | 41.44 | 0.93 |  |
| Peppers | $512 \times 512$ | 41.39 | 0.93 | 41.39 | 0.93 |  |
| Baboon | $512 \times 512$ | 41.30 | 0.98 | 41.31 | 0.98 |  |
| Boat | $512 \times 512$ | 41.35 | 0.95 | 41.32 | 0.95 |  |

of Lena and its watermarked version are shown in Fig. 11 where difference between the two images is hardly visible. In Table 1, the PSNR and SSIM between the original images and their watermarked versions using the proposed algorithm and the algorithm proposed by Lee and Lin [12] are presented.

### 4.2 Payload

The payload represents the size of the watermark that can be hidden in the image in terms of the number of bits per pixel (bpp). In our proposed algorithm, the size of the watermark is a function of the image size and block size. Here, the block size is of $2 \times 2$. For each block, a 12-bit watermark is embedded. For an image of size $H \times W$, the total size of the watermark embedded in the image is $\frac{H \times W}{2 \times 2} \times 12$ bits with a payload of $\frac{12}{2 \times 2}=3 \mathrm{bpp}$.

### 4.3 Performance Against Tampering

To evaluate the effectiveness of the proposed scheme against tampering, localize the tampered regions, and restore them back as close as possible to the original, the
watermarked images were made to go through different types of tampers, viz. (1) Direct Cropping which can be classified into two sub-categories: (a) cropping as a whole where a single chunk is cropped from the image and (b) multiple cropping that includes spread distribute cropping where the cropping is spread all over the image and chunk distribute cropping where small number of relatively large chunks are cropped from the image; (2) Object Insertion where external objects are inserted into the watermarked image, and the object may be of large size, medium size, or small size; and (3) Object Manipulation where specific objects in the watermarked image are removed, destroyed, or changed.

Results of direct cropping (a) Cropping as a whole: Fig. 12 represents original image Lena of size $512 \times 512$, its watermarked version, different percentages of cropping attacks from center, and recovered images with their PSNR and SSIM values. From the result, we can see that the image can be restored up to a relatively good quality for cropping up to $60 \%$.
(b) Multiple cropping: Performance of the proposed scheme is evaluated against four different types of spread distribute tampering and eight different chunk distribute tampering. A total of $50 \%$ of Peppers image is cropped. The cropped images along with corresponding tamper-localized and recovered images are shown in Fig. 13. Figure $13 \mathrm{a}_{0}-\mathrm{d}_{0}$ represents spread distribute tampering, while chunk distribute tampering is represented in Fig. $13 \mathrm{e}_{0}-\mathrm{l}_{0}$ for grayscale image of Peppers. The corresponding recovered images are presented in Fig. 13a $a_{1}-l_{1}$ along with their PSNR values. For brevity, the same test image Peppers, as in [12], is taken into consideration so that conclusions can be drawn that for different tamper distributions too, our proposed scheme outperforms the one in [12].

Results of object insertion One of the most common image tamperings by inserting objects is by copying/cutting regions of the watermarked image and pasting them into somewhere else in that image. The proposed watermarking system detects, localizes, and recovers the tampered regions of the images tampered by inserting small-, medium-, and large-sized objects as depicted in Fig. 14.

Results of object manipulation The watermarked image is attacked to remove, destroy, or change specific regions or objects in it. Figure 15 demonstrates three such attacks. The watermarked images are shown in Fig. 15a-c, the tampered images are shown in Fig. $15 \mathrm{a}_{0}-\mathrm{c}_{0}$, the tamper-localized images are shown in Fig. $15 a_{1}-c_{1}$, and the corresponding recovered images are shown in Fig. $15 a_{2}-c_{2}$.

### 4.4 Comparative Study

To examine the advantages of the proposed scheme over the existing techniques, a comparative study is presented in this section. As we employed a block-based spatial domain watermarking scheme, a well-known work in this field proposed by Lee and Lin [12] is taken into considerations for performance comparison. In our approach, we have used the three LSBs of each pixel in the image for watermark embedding where the watermark has been generated from the $L_{1}$ sub-band of


Fig. 12 a Original Lena image; b watermarked image of (a) with PSNR $=41.44$ and SSIM $=0.93$; $\mathbf{c}$ image in (b) tampered by $25 \%$ cropping at center; $\mathbf{d}$ recovered image from (c) with PSNR $=35.51$ and SSIM $=0.90 ; \mathbf{e}$ image in (b) tampered by $50 \%$ cropping at center; $\mathbf{f}$ recovered image from (e) with PSNR $=30.91$ and $\operatorname{SSIM}=0.85 ; \mathbf{g}$ image in (b) tampered by $60 \%$ cropping at center; $\mathbf{h}$ recovered image from ( $\mathbf{g}$ ) with PSNR $=30.07$ and $\operatorname{SSIM}=0.82$; i image in (b) tampered by $75 \%$ cropping at center; $\mathbf{j}$ recovered image from (i) with PSNR $=27.55$ and SSIM $=0.7645 ; \mathbf{k}$ image in (b) tampered by $90 \%$ cropping at center and 1 recovered image from (k) with $\operatorname{PSNR}=24.91$ and $\operatorname{SSIM}=0.67$


4Fig. $13 \mathbf{a}_{\mathbf{0}}-\mathbf{d}_{\mathbf{0}}$ Spread distribute tampering, $\mathbf{e}_{\mathbf{0}}-\mathbf{l}_{\mathbf{0}}$ chunk distribute tampering of a total of $50 \%$ in the watermarked image of Peppers (grayscale) of size $512 \times 512$, $\mathbf{a}_{\mathbf{1}}$ recovered image of ( $\mathbf{a}_{0}$ ) with PSNR $=32.19 \mathrm{~dB}, \mathbf{b}_{\mathbf{1}}$ recovered image of $\left(\mathbf{b}_{\mathbf{0}}\right)$ with PSNR $=30.58 \mathrm{~dB}, \mathbf{c}_{\mathbf{1}}$ recovered image of $\left(\mathbf{c}_{\mathbf{0}}\right)$ with PSNR $=33.12 \mathrm{~dB}, \mathbf{d}_{\mathbf{1}}$ recovered image of $\left(\mathbf{d}_{\mathbf{0}}\right)$ with PSNR $=28.76 \mathrm{~dB}, \mathbf{e}_{\mathbf{1}}$ recovered image of $\left(\mathbf{e}_{\mathbf{0}}\right)$ with PSNR $=32.89 \mathrm{~dB}, \mathbf{f}_{\mathbf{1}}$ recovered image of $\left(\mathbf{f}_{\mathbf{0}}\right)$ with PSNR $=33.30 \mathrm{~dB}, \mathbf{g}_{\mathbf{1}}$ recovered image of $\left(\mathbf{g}_{\mathbf{0}}\right)$ with PSNR $=27.56 \mathrm{~dB}, \mathbf{h}_{\mathbf{1}}$ recovered image of $\left(\mathbf{h}_{\mathbf{0}}\right)$ with PSNR $=30.19 \mathrm{~dB}, \mathbf{i}_{\mathbf{1}}$ recovered image of ( $\mathbf{i}_{\mathbf{0}}$ ) with PSNR $=29.30 \mathrm{~dB}, \mathbf{j}_{\mathbf{1}}$ recovered image of $\left(\mathbf{j}_{\mathbf{0}}\right)$ with PSNR $=29.95 \mathrm{~dB}, \mathbf{k}_{\mathbf{1}}$ recovered image of $\left(\mathbf{k}_{\mathbf{0}}\right)$ with $\operatorname{PSNR}=31.39 \mathrm{~dB}$, and $\mathbf{l}_{\mathbf{1}}$ recovered image of $\left(\mathbf{l}_{\mathbf{0}}\right)$ with $\mathrm{PSNR}=35.30 \mathrm{~dB}$


Fig. 14 Results of small-sized object insertion: a Watermarked image (color) of Lena of size $512 \times 512, \mathbf{a}_{0}$ tampered image of (a) by inserting small flower on the hat, $\mathbf{a}_{1}$ image in $\left(\mathbf{a}_{0}\right)$ with localized tampered region, and $\mathbf{a}_{2}$ recovered image of ( $\mathbf{a}_{\mathbf{0}}$ ) with PSNR $=41.07 \mathrm{~dB}$ and SSIM index $=0.94$. Results of medium-sized object insertion: b Watermarked image (color) of sailboat on lake of size $512 \times 512, \mathbf{b}_{\mathbf{0}}$ tampered image of $(\mathbf{b})$ by inserting a second sailboat on the lake, $\mathbf{b}_{\mathbf{1}}$ image in ( $\mathbf{b}_{\mathbf{0}}$ ) with localized tampered region, and $\mathbf{b}_{\mathbf{2}}$ recovered image of $\left(\mathbf{b}_{\mathbf{0}}\right)$ with $\operatorname{PSNR}=39.61 \mathrm{~dB}$ and SSIM index $=0.0 .95$. Results of large-sized object insertion: $\mathbf{c}$ Watermarked image (color) of airplane of size $512 \times 512$, $\mathbf{c}_{\mathbf{0}}$ tampered image of (c) by inserting a second F -16 airplane, $\mathbf{c}_{\mathbf{1}}$ image in $\left(\mathbf{c}_{\boldsymbol{0}}\right)$ with localized tampered region, and $\mathbf{c}_{\mathbf{2}}$ recovered image of $\left(\mathbf{c}_{0}\right)$ with PSNR $=33.92 \mathrm{~dB}$ and SSIM index $=0.90$


Fig. 15 a Watermarked image of Lena (color) of size $512 \times 512$, $\mathbf{a}_{\mathbf{0}}$ tampered image of (b), $\mathbf{b}_{\mathbf{1}}$ image of $\left(\mathbf{b}_{\mathbf{0}}\right)$ with localized tampered region, $\mathbf{a}_{\mathbf{2}}$ recovered image of $\left(\mathbf{a}_{\mathbf{0}}\right)$ with PSNR $=32.90 \mathrm{~dB}$ and SSIM index $=0.87, \mathbf{b}$ a sample watermarked image (grayscale) of size $512 \times 512, \mathbf{b}_{\mathbf{0}}$ tampered image of (b), $\mathbf{b}_{\mathbf{1}}$ image in $\left(\mathbf{b}_{\mathbf{0}}\right)$ with localized tampered region, $\mathbf{b}_{\mathbf{2}}$ recovered image of $\left(\mathbf{b}_{\mathbf{0}}\right)$ with PSNR $=26.62 \mathrm{~dB}$ and SSIM index $=0.91$, $\mathbf{c}$ watermarked image of boat (grayscale) of size $512 \times 512, \mathbf{c}_{\mathbf{0}}$ tampered image of $(\mathbf{c}), \mathbf{c}_{\mathbf{1}}$ image of $\left(\mathbf{c}_{\mathbf{0}}\right)$ with localized tampered region, $\mathbf{c}_{\mathbf{2}}$ recovered image of $\left(\mathbf{c}_{\boldsymbol{0}}\right)$ with $\operatorname{PSNR}=40.53 \mathrm{~dB}$ and SSIM index $=0.95$

DWT transformed blocks of the image. The quality of our watermarked image in terms of PSNR is around 41.2 dB , which is acceptable, and the distortion is imperceptible to HVS. In Table 1, the PSNR and SSIM between the original images and their watermarked versions using the proposed algorithm and the algorithm proposed by Lee and Lin [12] are presented. Table 2 lists the comparison of the PSNR of the recovered image for the sample grayscale image of Lena for various tampered sizes and locations. When the tampered region is as small as $2.34 \%$, the performance of [12] is better than ours. But when the amount of tampered region (in percentage) grows gradually, it can be inferred from Table 2 that the proposed method performs better than the one in [12]. Table 3 presents the comparative study of the average PSNR values of images recovered from cropping attacks of different sizes for all the images available in the misc volume of USCSIPI [13] image database (color images are converted to their grayscale versions).

Table 2 PSNR of recovered image relative to the tampered size and location (test image Lena)

| Tamper (crop \%) | Tamper location | PSNR (in dB) |  |
| :--- | :--- | :--- | :--- |
|  |  | In Ref. [12] | Proposed |
| 2.34 | Top | 48.09 | 41.37 |
| 2.4 | Center | 39.48 | 41.05 |
| 8.01 | Corner | 41.42 | 41.13 |
| 9.7 | Center | 35.17 | 40.08 |
| 25.0 | Left | 33.45 | 40.44 |
| 34.0 | Top | 33.01 | 40.06 |
| 40.1 | Center | 27.97 | 33.53 |
| 50.0 | Center | 26.59 | 30.91 |
| 65.0 | Center | 24.57 | 29.21 |
| 70.0 | Center | 24.16 | 28.28 |
| 75.0 | Center | 23.43 | 27.55 |
| 80.0 | Center | 22.55 | 25.83 |
| 85.0 | Center | 21.28 | 25.50 |
| 90.0 | Center | 19.86 | 24.91 |
| 95.0 | Center | 18.05 | 20.96 |
| 97.0 | Center | 16.87 | 39.65 |
| Average PSNR |  | 28.50 | 31.90 |

Table 3 Comparative analysis of PNSR of recovered images from cropping attacks of different sizes

| Crop (\%) | PSNR (in dB) |  |
| :--- | :--- | :--- |
|  | Proposed method | Ref. [12] |
| 10 | 37.57 | 33.80 |
| 20 | 35.74 | 31.84 |
| 30 | 34.72 | 29.91 |
| 40 | 33.54 | 29.40 |
| 50 | 31.40 | 27.05 |
| 60 | 29.72 | 25.86 |
| 70 | 28.15 | 25.10 |
| 80 | 26.91 | 22.35 |
| 90 | 23.76 | 19.47 |
| Average | 31.28 | 27.20 |

## 5 Conclusion

The simulation of various kinds of tampering with different images has demonstrated the superiority of the proposed method over that of the existing ones for different extents of tampering. The embedding of the DWT-based watermark in four regions of the image has been the major contribution of this work. Embedding in multiple regions has made the approach robust and helped it to perform well in even severe cases of tampering. Further research is being conducted to improve its performance for situations where very small areas are tampered.
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#### Abstract

In cloud service domain, an acceptable standard of quality of service ( QoS ) must be maintained for subscribed services. The performance measurement of those cloud services is based on the satisfaction of customers with respect to the pre-defined QoS. Deviation of QoS as mentioned in SLA results dissatisfaction among users. A large numbers of business entities and consumers are involved in this service delivery process. In business environment, guaranteeing the QoS and establishing the service contracts are essential. However, for the service providers, it is challenging to maintain the QoS at run-time. Moreover, even if it is maintained, additional cost may be needed. Sometime a categorization among the consumers (premium or ordinary) is also required due to the limitation of the resources. Thus, the service management for ensuring the delivery with desired QoS at least for the premium consumers is necessary. This paper proposes a novel methodology termed as service insurances, which is incorporated into the service broker as a new module. The proposed concept is expected to ensure customer's satisfaction in context of a business application domain.
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## 1 Introduction

The increasing demand of cloud services at different associated quality of service ( QoS ) levels poses enormous challenges in service provisioning. In cloud architecture, broker plays an intermediate role of negotiating between cloud service

[^2]providers (CSP) and consumers. Typically in multi-cloud environment, broker is useful for executing some specific responsibilities [1] such as service level agreement (SLA) management, service provisioning, monitoring, and reporting. Figure 1 depicts a standard architecture of a service cloud broker. In spite of all necessary arrangement for ensuring service provisioning within a broker, the subscribed services may fail or the service with the assured QoS may not be delivered. The reasons behind these failures are mainly the over populated service demands, incompatibility among multiple service providers or lack of highcapacity infrastructures in smaller service provider's end [2], and inefficient load distribution. Customers use different hired services with various QoS levels in safety critical systems. Especially in those systems, QoS failure has high impact on customer applications, and as a result, this management issue demands higher attention.

The failure of service provisioning with requested QoS certainly hampers the reputation, and it may lead to a business loss of a corporate body. In a real-life situation, hundred percent availability of services with guaranteed QoS at all instances are practically impossible. A supporting mechanism will be necessary for the management of the service offering techniques such that the prioritized users (who are ready to pay premium) must be assured for getting the service with desired level of QoS.

In this work, we are offering the above-said solution, called "service insurance" through the broker. A proposed module is added within the existing framework of a broker to achieve this and is depicted in Fig. 1. The concept of paying insurance money for ensuring service (with specified QoS) leads to some new tasks such as premium amount calculation, categorization among users, and reserving resources for the prioritized users. The broker is supposed to guarantee the QoS to the consumers and helps providers also to decide which services are to be given more priority during maintenance or which customers are important with respect to

Fig. 1 Cloud service broker architecture

service offerings. Beside these, some of the other internal roles of the brokers are contract generation and management, failure handling, penalty decomposition, etc.

The broker works as the middleman between service providers and consumers during the negotiation. At the time of service publication, the insurance framework is initiated. The risk analysis and actuarial calculations are done, based on which the service insurance amount and periodical premiums are calculated. The negotiation between provider and consumer is being done in the presence of broker and is presented by a sequence diagram (Fig. 2).

In the negotiation phase, analyzing the consumer's query and QoS demand, total premium amount for all required services is calculated. If customer agrees on the amount, then contract document is finalized. Thus, as per the given contract, the providers take the responsibility for maintaining the QoS level and must utilize the insurance revenue for improving the provisioning. In contrary, the consumer may claim for penalties in case of failures. This is the main idea behind imposing the service insurances in addition to "pay per use" plan. Different rates can be fixed for multiple tariff options for insurances and they are directly related to the given QoS. Guaranteeing the higher assurances, insurance premium goes higher.

This presented work is concentrating on the risk analysis and modeling issues for cloud computing environment. The concept insurance is built up based on the user dissatisfaction, and in turn, the dissatisfaction is highly dependent on the risk analysis. Overall, description of the framework is given in Sect. 3. The reasons behind identification of the risks and service failures are discussed in Sect. 4. Section 5 proposes a model for risk calculation and the Sect. 6 concludes.


Fig. 2 Sequence diagram for cloud service insurance framework

## 2 Related Work

The proposed concept of insurance can be achieved after successful implementation of some prerequisite tasks. The risk identification, analysis, and modeling are some major issues on which the concept of insurance is build up. The risk modeling is our current focus of work, and thus, in this section, we have mentioned few notable works in this specific issue.

In [3], a set of threats such as natural disaster and cloud malware has been identified. But all the threats declared here are not directly related to cloud services. In [4], the risk mentioned as hardware failure is decomposed into poor I/O performance, poor CPU utilization, etc. In [5], a number of risks identified and discussed with respect to SaaS, PaaS, etc. Also, some risk terms are identified; based on these terms, each risk factor is described. These terms include probability of risk occurrence, impact of the risk, and categories of risk. Each of these three terms has three levels associated, namely high, medium, and low. Based on these terms, each risk is defined for SaaS, PaaS, and IaaS. However, no method for risk assessment and modeling is discussed in this approach. A set of resource management policies and related risks is discussed in [6, 7]. These are helpful for identifying risks, and the objective of the proposed policies is to make resource provisioning better. In [8], the internet jurisdiction issues have been discussed. The impact of geographical and jurisdictional information is described here. A few legal issues are also addressed. The business and organizational policy-related issues are discussed in [9]. The collaboration among service providers is important in service cloud federation. The collaboration among providers is highly dependent upon compliance issues. Violation of any contract clause, resulting loss of governance or non compliance, has severe impact on service provisioning. Inclusion of such issues in service life cycle is also needed.

In the above discussion, some of the risks have been identified. An investigation about the probable risks is to be carried out. Necessary risks are to be considered for apprehending the failure causes of a service. In the way of assessing the service failure probabilities, there is a need to define a service life cycle. Our approach should take care of the modeling and analysis of the probable risks and also associates the risks to a specific phase of designed service life cycle. The concept of service insurance will work on the life cycle model for ensuring service provisioning at assured QoS level. Insurance calculation is dependent on the service failure possibilities and related probability measure. The discussion about the mentioned scope is described in the next section.

## 3 Proposed Work

In this present work, the outline of the proposed concept, i.e., "service insurance" is discussed. The sub-tasks for achieving the goal are identified, and all these tasks are conceptualized within a module. This module is assumed to be added within


Fig. 3 Service insurance components within broker
broker architecture for offering the said solution. The main focus of this paper is to identify the risks and associate the risks with a specific phase of service life cycle. Moreover, a measurement mechanism to assess the vulnerability of a service in terms of failure (service provisioning without desired QoS) is proposed, and this will be used for actual premium amount calculation.

Each set of required cloud services needs a guaranteed QoS for proper delivery. It also depends on the QoS requirement of the consumer. Thus, for getting service with guaranteed QoS, consumer has to subscribe, i.e., insure services. In brokerbased cloud service architecture, the broker should play the role of smooth service delivery as per the requirement. As per our proposal, a broker has to include six more modules for handling service insurance procedure. In Fig. 3, the boxes depict the newer modules to be included. Some of the components are designed as contributor at design time analysis. Rests are contributors to run-time analysis. In the next section, purpose of all these tasks is discussed.

### 3.1 Component Description of the Framework

Risk Analysis and Modeling: Risks involved for insuring a set of services is dependent on some assessment parameters. These parameters are very much application specific. Modeling these factors and calculating the impact of them on services performance are important. The idea of service life cycle is considered here. This starts with the publication of service and ends at the service feedback receipt. Risks are widely distributed over the different phases of life cycle. Risk can have two types of reasons. One set of cause is fixed in nature and the rests are variable (Random risk).

Actuarial Calculations: This calculation involves typically the knowledge of actuarial mathematics. This method of computation demands historic data on services. After looking at the life cycle, composition, and contract details along with some inferences from risk modeling, this module calculates the exact cost amount for availing the service insurances. It may also happen that there exist several different levels of insurances allowing varying costs related to different levels of QoSs. It is the choice of a consumer that up to which level of assurance he wants.

Contractual Service Offering Documentation: After calculating the final cost, the formation of contract has to be done. This document contains the clauses from both consumers and providers. This has to be structured in a standardized way so that any cloud services will have same format of contracts. The contract document acts as a safeguard for consumers mentioning offered services with given QoS. In contrary, for the providers, it will assure the profit ratios as well as the additional overheads for committing QoS at a desired level. If any discrepancies occur from provider's side, then there are provisions for penalties. But the key point is the consumer and provider must agree on the standardized rates and clauses via CSB.

Penalty Decomposition: The penalty decomposition is an existing idea. There are several existing methodologies for penalty decomposition among sub-providers. Any of the standard decomposition method can be adapted by the framework for actually assessing the failures and distributing those responsibilities. Further, the penalties are calculated and collected from multiple providers.

Quality Metrics Determination with Respect to Queries: The quality requirement of consumers (queries) varies often. Thus, for a specific query, the set of services and the corresponding level of QoS determination are important. It works on demand. The priority given by the users to a specific parameter (s) is also an important issue at metric determination phase.

Contract Clause Violation: Violation of any contract rules by both the provider and consumer results same illegal affair. This is the phase that would indicate that something out of contract has been occurred and necessary steps are to be taken further.

### 3.2 Workflow of the Framework

This section illustrates the working procedure of the service insurances as depicted in the Fig. 4. It has three entities: service provider, consumer, and broker. These components of broker are highlighted by the gray boxes. The operations and responsibility carried are labeled by the edges. For the ease of understanding, each of the six broker module mentioned in Sect. 3.1 is marked in dark colors. Edges $1-5$ are executed at the design time. It is the conversational phase between broker and service providers. On the other hand, edges 6-9 are run-time execution phases and this is query specific also. This conversation is between consumer and broker.


Fig. 4 The workflow of the framework
Edges 10-12 are executed after the failure occurrences. We have initiated the concept of service insurance and also provide the framework for accomplishing this. But the box marked with dotted line is the area of concentration in this paper.

## 4 Risk Analysis

In this paper, only the risk analysis and modeling component from Fig. 4 are discussed in detail. It is the first stage of analysis. The potential risks are needed to be identified with respect to each stage of the cloud service life cycle. Irrespective of service functionalities (IaaS, PaaS, SaaS, etc.), some risks are inherent within service life cycle. We consider the following definition of risk in this context. Risk is failure of offered services for any cause or deviation from ensured level of QoS in service offering. These risks are identified as follows:

C1 Data unavailability
C2 Natural disaster
C3 Malicious insider (provider)
C4 Data leakage
C5 Cloud malware

```
C6 Loss of governance
C7 Social engineering attack
C8 Isolation failure
C9 Distributed denial of service
C10 Licensing and intellectual property issues
C11 Loss of cryptographic keys
C12 Loss of backups
C13 Determination of jurisdiction
C14 Vendor lock in
C15 Non-compliance
C16 Poor CPU utilization
C17 Slow I/O processing
C18 Data transfer bottle-neck bandwidth limitation
C19 Bugs
C20 Supply chain failure
```

All of the above causes of failure in a cloud environment are identified and considered to calculate the vulnerability of cloud services. These causes are described in Sect. 4.1.

### 4.1 Causes Behind Risk Identification

C1 may often cause failure. The unavailability of data [10] may cause a stop of an ongoing service execution. It may reduce the speed of computing services or make any service unauthorized and unavailable. Cause C2 can happen anywhere anytime, though this can be thought under the random risks. Sometimes, there exists some pseudo-provider or mal insider within the cloud federation. These providers can harm execution and QoS offering that may ultimately lead to service failure. Data leakage [11] is one of the fatal attacks that may happen to cloud data center, and this failure causes insecure transaction or mal functioning service offering. Another attack in this course is metadata spoofing attack [12]. It results the user's dissatisfaction. Cloud malwares [13] are often injected into the transmission data and SQL codes that results failure.

The business behind the cloud provisioning is running in relation to some profit-loss equation. Each provider has some business policy and a governing entity [14] for proper management. The lack of responsibility and sometimes ambiguity among business process declaration can cause service mal functioning. Exponential increase in number of users compelled the IT services to distribute data in cloud. This is a scope of exposure for an attacker who aims to confuse the users about popular services. In social engineering attack [15], attacker often confuses the employees of provider organization with bad intensions to expose their business services to fatal errors. In public cloud service domain, different
users share infrastructures and they often feel lack of privacy with respect to data and confidential business information. Sharing policies [16] at data center and clouds plays important role here. But failure can also occur by this wing.

Distributed denial of service (DDOS) [17] is a type of attack that makes resources unavailable to tenants. There exist three types of licensing among cloud that are for user, device, and enterprise. Often, some provider has false licenses [18] and intends to harm user's information and security. Cloud service provider is always liabilities for any content upload to a cloud, and always, the provider has to take "notice and takedown" [19]. In browser security for cloud users, it is necessary to protect encryption keys, but loss of it is a serious threat toward security [12].

Loss of saved data from data center due to any reason is alarming. But this situation can be handled by some replication [20] policy along with networkdistributed storage mechanisms. But deletion or loss of backup data puts service offerings in a critical situation. In determining crime over internet and its jurisdiction [8] is really difficult. The geographic location and applicable legal theories often vary due to lack of standardization. However, risks due to this reason till date persist. Data transfer between cloud providers held difficult due to vendor lock in. It often solved by several mechanism, but it can be considered to contribute significant risks in service offering [21].

Another important part of cloud computing is compliance especially [9] regulatory compliance. This issue can hamper inter-organizational collaborative offerings and discontinuation of services. I/O processing speed and CPU utilization [22] are two system performance parameters. Under performance of any of the two hampers computing and infrastructure services highly. Other service offerings are also get affected by these. On-demand applications and high bandwidth-consuming applications [23] often fail due to limitation of bandwidth and poor management of priority policies among users. There exist code bugs in any application. These are one of the reasons of service failure. BPaaS [24] is one of the popular services in cloud that is highly dependent on supply chain management. Any failure of supply chain [4] will affect this service offering. Beside that lack of control and visibility in any supply chain can cause risk at services.

### 4.2 Service Life Cycle and Risks

In Fig. 5, the cloud service life cycle is described, and the above-mentioned causes are associated with each stage of the life cycle. There are four components within the life cycle that are responsible for different cloud liabilities. These four are Service Governance, Service Development, Service Release and Communication, and Service offering. All the components and associated risks are described here.


Fig. 5 Service life cycle and risks

### 4.3 Service Governance and Related Risks

Service Governance has service declaration and investigation as a component. It is responsible for service announcement and investigating related business issues. Different collaborative issues are handled within organizational issues. Business policy and company decisions are governed by the policy decision-making component. Including customer feedback and managing version-related information are also the responsibility of this phase. From the identified causes list in Sect. 3, $\mathrm{C} 1, \mathrm{C} 3, \mathrm{C} 6, \mathrm{C} 10, \mathrm{C} 13$, and C 20 are the causes that may result failures in this phase.

### 4.4 Service Development and Risks

This phase has five specific responsibilities. Service design and role definitions are most important of the five. Implementation of services is associated with the risks related to the infrastructure and software-related failure causes. Designing and coding of interfaces has some of the hardware issues and some legal issues also. Testing is done for bug removal and other error corrections, but still there exist some causes that can result failure at this phase. These are $\mathrm{C} 8, \mathrm{C} 12, \mathrm{C} 16, \mathrm{C} 17$, and C19.

### 4.5 Service Release and Communication and Related Risks

This phase has four components. Service deployment and access publication in service catalog are two important responsibilities. Network resource management is another issue. This component basically handles communication in cloud service provisioning through bandwidth management. Network-related risks are all valid for this stage. Additionally, cryptographic issues and malware of clouds also result risk in this phase. $\mathrm{C} 4, \mathrm{C} 5, \mathrm{C} 8, \mathrm{C} 9, \mathrm{C} 11$, and C 18 are valid causes in this phase.

### 4.6 Service Offering and Risks

Service offering phase has three responsibilities. SLA negotiation is an important one. In service level agreement (SLA), the service provider and consumer agree upon QoS levels. This is significant to judge the user satisfaction. Customer feedback also used to measure user satisfaction. This phase is prone to the attack caused by C2, C4, C7, C8, C10, C12, C14, and C15.

## 5 Risk Modeling

There exist 20 causes for which a service may fail. Now in this section, we are modelling the risk probability associated with the 20 different causes. In general, there exists recovery mechanism associated with a specific failure. So it is to be noted that a service actually fails due to a cause if the cause has been occurred and the recovery from the cause has been failed also.

Here, $Y_{i}$ is a random variable that is denoted as follows:

$$
\begin{aligned}
Y_{i}= & 1\left(C_{i t h} \text { cause in the list occurred }\right) \text { with probability } p_{i} \\
& 0\left(C_{i t \mathrm{~h}} \text { cause in the list didn't occur) probability }\left(1-p_{i}\right)\right. \\
& \text { Where, } 0<p_{i}<1 \text { and } i=1, \ldots, 20 \\
& \text { i.e. } P\left(Y_{i}=1\right)=p_{i}
\end{aligned}
$$

It is clear from the foundation that $Y_{i}$ follows Bernoulli's distribution with parameter $p_{i} . p_{i}$ indicates the probability of occurrence of the $C_{i t \mathrm{~h}}$ cause. It is preliminarily assumed that the causes occur independently. Thus, it is clear that $Y_{i}$ is independently distributed. It is obvious to state that occurrences of any of the causes not always result service failure. There are some recovery mechanisms. The failure occurs when the recovery is also failed. So the probability of cause occurrence is different from that of service failure due to that cause. Let us consider $\mathrm{r}_{i}$ to be the probability of recovery from the $C_{i \mathrm{th}}$ cause.

$$
\begin{aligned}
& P\left(\text { recovery from } C_{i \text { th }} \text { cause }\right)=r_{i} \\
& P\left(\text { not recovery from } C_{i t h} \text { cause }\right)=1-r_{i}
\end{aligned}
$$

The probability of service failure from $C_{i t \mathrm{~h}}$ cause $=P\left(A_{\mathrm{i}} \cap N_{i}\right)$
Where,
$A_{i}$ the cause $C_{i}$ occurs
$N_{i}$ is an event that the failure from $C_{i t h}$ cause is not recovered
Then, by theorem of conditional probability, we get,

$$
\begin{aligned}
P\left(A_{i} \cap N_{i}\right) & =P\left(N_{i}\right) \cdot P\left(A_{i} \mid N_{i}\right) \\
& =\left(1-r_{i}\right) * p_{i}
\end{aligned}
$$

Let us consider another random variable $X_{i}$ as Bernoulli variable which signifies that the value of $X_{i}$ will be 1 if the failure is from $C_{i t \mathrm{~h}}$ cause. So,

$$
\begin{aligned}
X_{i}= & 1 \text { with probability }\left(1-r_{i}\right) * p_{i} \\
& 0 \text { with probability } 1-\left\{\left(1-r_{i}\right) * p_{i}\right\}
\end{aligned}
$$

Again, we are declaring the following variable $Z$ as

$$
Z=\sum_{i=1}^{20} X_{i}
$$

Basically, $Z$ is sum of all failures. $Z$ can take values as $0,1, \ldots, 20$. So probability of service failure from any cause is formulated by

$$
\begin{aligned}
P(Z>0) & =1-P(Z=0) \\
& =\prod_{i=1}^{20}\left(1-r_{i}\right) * p_{i}
\end{aligned}
$$

Initial probabilities $r_{i}$ and $p_{i}$ are to be estimated. $p_{i}$ can be obtained by fitting Poisson model to the data obtained on failure causes. Each cause is fitted as Poisson variable as the failure occurrences are happened to be infinite in nature. After that normal approximation of failures will result the value of $r_{i}$.

Here, it is assumed that the cause occurrences are independent. Further study can be done on interdependence of causes. This analysis has to be done by the broker for each service. Each service will have different values of $P(Z>0)$. This probability value is considered here as vulnerability quotient of that service. The vulnerability quotient is considered here to calculate the service availability at assured level of QoS. Further, the insurance calculation and sum of premium are calculated based on that quotient. So this risk modeling satisfies the primary need on which the insurance calculation and the calculation life expectancy of services depend.

## 6 Conclusion

This paper is to provide the outline of service insurance concept. The main focus of this paper is identification of risks and association of those in the service life cycle. Based on this, the detailed risk modeling and failure estimation are also discussed here.

There exist a few other components in the service insurance model that are yet to be explored. However, the components identified have high impact on business management. This will pioneer an avenue toward newer business systems. The deduction of several new business rules is in the future scope of this work. This risk model may be extended by mitigating failures from interdependent causes. Similarly, application of actuarial mathematics in the domain, a comparative study among several actuarial and risk modeling, and forecasting methods are the areas for future explore.
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# Using Semiformal and Formal Methods in Software Design: An Integrated Approach for Intelligent Learning Management System 
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#### Abstract

The use of graphical methods such as unified modelling language (UML) in conjunction with formal methods such as Vienna development method (VDM) can be significantly beneficiary in the software design phase due to their complimentary features. UML diagrams are very useful in communication among different stakeholders, but at the same time, being semiformal in nature, they lack formal syntax and preciseness due to textual description in notations. This makes it challenging to verify the design against the requirements. Conversely, a formal specification language like VDM-SL has the advantage of preciseness an unambiguous modelling, but unable to provide ease of understanding like UML. This paper presents a methodology that integrates the use of UML and VDM-SL in software design phase and also proposes a verification technique for the design artefacts with the requirements. A case study of intelligent learning management system (ILMS) is used in this paper to illustrate the proposed work.
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## 1 Introduction

The software design artefacts demonstrate how to fulfil the requirements and guide the implementation of that software item. UML notations are widely accepted and used for visualizing models in different phases of developments, from abstraction of requirements to detail design of them [1, 2]. The objective of this work is to propose a design and specification methodology that integrates both an industrial

[^3]standard such as UML and a formal description language such as VDM-SL, enhancing the relationship between the two methodologies. Integrating a semiformal graphical modelling technique with a formal development method results in a development framework that supports rigorous analysis of the design model and also verification of the design artefact against the requirement specification. However, the use of formal methods in design phase entails formal methods to be used in requirement specifications. We presume that the requirement artefact contains use case and VDM-SL specification, and then, we design the system by elaborating the use case diagram into class diagram, activity diagram, sequence diagram and also VDM-SL specification. The verification model has two components: first, we check for consistency and continuity among these UML diagrams at design phase, and then, finally, they are verified against the requirements elicited and specified in the RE phase. Instead of mapping the design articles against requirements written in natural language ( NL ) statements, we use conceptual graph (CG) for this purpose. Since comparison of requirements written in NL statements for traceability is difficult to perform, CG can work as an intermediate stage, which can be easily compared with NL statements.

The work presented in this paper is arranged in the following manner. Section 2 details the related works and the scope of work in this domain. Section 3 describes the proposed framework. Next, Sect. 4 gives overview of a simple case study and is referred by the remaining parts of the paper. Section 5 states a requirement specification as we expect from the RE phase. Section 6 depicts different design artefacts, and finally, Sect. 7 illustrates the design verification technique.

## 2 Related Work

Integrating formal methods with semiformal or graphical methods in software development is not an novel idea, and some forms of combinations are available in a reasonable number of works [3]. However, as pointed out by several researchers, there are many reasons why they are still to come into practice. One of that is the lack of tools that support for integrating formal techniques with traditional semiformal methods. Another reason is the apprehension of difficulty in following complex mathematical expressions and to relate abstract descriptions with realworld entities among the software engineers. Formal methods such as VDM and Z come with specification languages which are intended to alleviate the rigour of formalism for using them in software specification. These are often used by the researchers to improve the consistency, traceability and verifiability of the design components created with semiformal methods using UML diagrams.

Sengupta and Bhattacharya [4] proposed a method to ensure consistency between different UML diagrams with the help of a defined set of consistency rules. Z notations and XML are used to analyse different UML diagrams such as class diagram, use case diagram, activity diagram and sequence diagram. The objective of this work is to ensure traceability of requirements in different phases
of SDLC. So Z equivalent structure for different UML diagrams is proposed, and consistency between the UML diagrams and their relationship is verified.

Dascalu [3] worked on integration of semiformal, graphical representations with formal notations for construction of time-constrained system. The graphical notations employed are a subset of UML, whereas Z++ is the choice for formal notation. The translation between UML and Z++ is performed in a pragmatic and systematic way with detail algorithm being proposed. It results in a lightweight practical specification which is reliable as well as supports rapid development.

Lausdahl and Lintrup [5] worked on identifying mapping potential between VDM++ and UML diagrams such as class and sequence diagrams. The abstract syntax tree (AST) for VDM is used as an essential part of the model transformation. A tool is built to support bidirectional transformation rules for each construct language. The UML diagrams are exchanged between tools using XMLbased standard. This work also constructed a model transformation between sequence diagram and VDM++ traces.

Mota et al. [6] observed that graphical specifications such as UML need to be formally verified, before the implementation phase, in order to guarantee the development of more reliable systems. This work presents a protocol interface for joining computer-aided software engineering (CASE) using UML and formal verification techniques (FVT). It uses automatic property extraction from UML diagrams and first-order logic (FOL)-based level of suitable mechanisms for keeping track of the aspects of system development which are verified.

Most of these works discussed above depend heavily on the model of transformation between formal and semiformal techniques but lack in any commonly acceptable algorithm. In this paper, we focus on independent construction of semiformal and formal specifications, and instead of building a complete transformation model, first we define the consistency rules to check the continuity of different UML constructs with respect to VDM-SL specification, and secondly, we propose a verification model that takes both semiformal and formal specifications as input and results in tracing back the design article with the requirement specified in the requirement analysis phase. We use ILMS as a case study to illustrate our proposal specially because the requirement analysis and design of e-Learning software is a challenging job considering the diversity of its users, standards and models followed in education [7].

## 3 Proposed Framework

Figure 1 represents the framework for the proposed methodology. The objective of this framework is to provide a systemic approach for guiding the requirements written in NL into a correct and implementable software design specification using requirement model and design model. A systematic approach in requirement engineering (RE) helps in discovering and understanding the requirements at different levels of abstraction and also makes them traceable and verifiable early in


Fig. 1 Proposed framework
the project. It also brings confidence to the design process about the correct implementation of the requirement. The requirement model (Fig. 1) represents the individual requirement with the help of use case diagram and corresponding VDM-SL specification. Requirements being initially available or specified in NL statements are thus hard to verify against the requirement model. In general, conceptual graph defined by Sowa [8] can be used to model NL sentences in a formal and yet easily understandable way. So we convert the requirement in NL statements into conceptual graph and use it for the verification of the requirement model. We will not discuss the requirement modelling in this paper in detail, but we take the output of the requirement model that comes in the form of use case and VDM-SL specification which is already verified against the requirements available in NL statements. Our focus in this work is rather on the design model and its verification.

We consider individual requirement representation in requirement model by use case diagrams that are elaborated in the design phase by means of class diagram, sequence diagram, activity diagram and state chart diagram, each of them representing different perspectives of modelling. The transition from requirement model to design model involves elaboration of the requirement concepts ("what to be done") towards solution of the problem ("how to be done"). Such transition involves many assumptions on the domain, so an early identification and decomposition of the structure of the objects to be used are required to be specified. Our defined ontology serves this purpose; it represents the basic hierarchical structure of the components or terms in the form of object, process and entity. This ontology works as a common agreement between the semantics of the components and is used throughout the RE and design phases. The VDM-SL design specification is the extension of the VDM-SL requirement specification where the operations and data types are elaborated in accordance with the ontology. Figure 2 shows the partial ontology for ILMS case study.


Fig. 2 Partial ontology for ILMS

## 4 The Case Study

We illustrate the proposed methodology with a case study from the domain of intelligent learning management system (ILMS). ILMS fits in conjunction with intelligent tutoring system (ITS) and conventional LMS. It grasps the essence of ITS in terms of adaptivity within the context of LMS. We consider the following sample requirements as case study. We choose only some of basic functionalities to keep the illustration simple.

Authors upload contents. The LMS agent manages it in repository. Teachers create courses from the available contents. The system agent manages the content and the course in the repository.

## 5 Requirement Specification

The requirement analysis phase will redefine the NL requirements, and it represents it using use case diagram, VDM-SL specification and conceptual graph. The output of the requirement model is available for a simple requirement as follows:

R1: Author creates content is represented as shown below:
Figure 3.


Fig. 3 Requirement specification

## 6 Design Model

Although many researches have been carried out [9-11] in the field of automatic derivation of class, sequence, state chart and activity diagrams from use case requirements, unfortunately most of them can provide partial benefits to the requirement analysis and design models. In this paper, we use manual methods of translating use cases into class, activity and state chart diagrams which are easily understandable by both developers and domain experts. The design model (Fig. 1) consists of different UML components such as class diagram, activity diagram and state chart diagram. These UML diagrams are derived from the use case with the help of the ontology and VDM-SL specification of the requirement model. However, a continuity checking between the diagrams is essential to ensure consistency between the two models (requirement analysis and design) of software development life cycle. As the UML diagrams and VDM-SL specification used to design the functionalities of the requirements are disjoint in nature, hence, we propose a set of consistency rules that must be satisfied by the design components to ensure continuity between different UML diagrams and VDM-SL.

### 6.1 Consistency Rules

i. Each action state of activity diagram corresponds to a use case in the use case diagram.
Considering AS as a set of all action states and UC as a set of all use cases, we can state the rule more formally as follows: $\forall e \in \mathrm{AS}\{\exists u \in \mathrm{UC} \bullet e$ corresponds $u\}$
ii. Each action state must access state variables mentioned as constrained.

Considering SV as a set of all state variables, we can state the rule more formally as follows:
$\forall e \in \operatorname{As}\{\exists s \in \mathrm{SV} \bullet e \operatorname{access} s\}$
iii. Methods implementing an action state must access its variables.

Considering $M$ as a set of all methods, we can state the rule more formally as follows:
$\forall m \in M\{\exists e \in \mathrm{AS} \exists s \in \mathrm{SV} \bullet m$ implements $e \wedge e \operatorname{access} s \wedge m$ access $s\}$
iv. The sequence of invoking methods should match the order of their parent action states.

We can state the rule more formally as follows:
$\forall m_{\mathrm{i}}, m_{\mathrm{j}} \in M\left\{\exists e_{\mathrm{i}}, e_{\mathrm{j}} \in \mathrm{AS} \bullet m_{\mathrm{i}}\right.$ implements $e_{\mathrm{i}} \wedge m_{\mathrm{j}}$ implements $e_{\mathrm{j}} \wedge$ order $\left.\left(m_{\mathrm{i}}, m_{\mathrm{j}}\right) \cong \operatorname{order}\left(e_{\mathrm{i}}, e_{\mathrm{j}}\right)\right\}$
v. The variable used by design-level VDM should have a correspondence with the requirement-level VDM via the ontology structure.

Considering DVDM as a set of all state variables used in design specification of VDM and RVDM as a set of all state variables used in requirement specification of VDM and ONT as a set of all nodes in the ontology, we can state the rule more formally as follows:
$\forall v_{\mathrm{i}} \in$ DVDM, $v_{\mathrm{j}} \in \operatorname{RVDM}\left\{\forall v_{\mathrm{a}}, v_{\mathrm{b}} \in\right.$ ONT $\bullet m_{\mathrm{i}}$ implements $e_{\mathrm{i}} \wedge m_{\mathrm{j}}$ implements $e_{\mathrm{j}} \wedge$ hierarchy $\left(v_{\mathrm{i}}, v_{\mathrm{j}}\right) \cong$ hierarchy $\left.\left(v_{\mathrm{a}}, v_{\mathrm{b}}\right)\right\}$

### 6.2 Use Case Diagram

Figure 4.


Fig. 4 Use case diagram of case study

### 6.3 Activity Diagram

Figure 5.


Fig. 5 Activity diagram of case study

### 6.4 Class Diagram

Figure 6.


Fig. 6 Class diagram of case study

### 6.5 Sequence Diagram

Figure 7.


Fig. 7 Sequence diagram of case study

### 6.6 VDM-SL Specification

The vienna development method specification language (VDM-SL) is a wellestablished formalizing tool for requirements and design specification [12]. VDMSL follows a mathematical model based on simple algebraic theory and logic and specifies system's behaviour in its required level of abstraction. VDM-SL expresses system behaviour as logic expressions in terms of operations [13]. The proposed approach focuses only on operations which are defined with the help of pre- and post-conditions. A pre-condition is an expression over the input variables

```
:
operations
move (cn:Contentlist)\Delta
Pre cn.storagepath = nil }\wedge cn.bufferpath = ni
Post cn.storagepath}==\mathrm{ nil
:
```

Fig. 8 Partial VDM-SL for move operation
representing restrictions assumed to hold on the inputs, whereas a post-condition is an expression that must be satisfied to achieve the output. Figure 8 shows a simple "move" operation from the case study.

## 7 Design Verification

After the UML diagrams and VDM-SL specification for the software design are prepared, we will verify its correctness against the above-specified consistency rules. From the design diagrams, we get

```
\(U C=\) \{create_content, arrange_content, create_course, arrange_course\}
\(A S=\{\) select_content_file, upload_content_file, content_received, content_
repository, search_content, build_course, course_repository)
\(S V=\{\) client_selectedfile, server_selectedfile, content_bufferlist, contentlist,
cousre_bufferlist, courselist\}
\(M=\{\) browse, select, upload, post, move, contentindexed, courseindexed, dis-
play, search, setcourseinfo, sequenced, select \(\}\)
```

Figure 9 illustrates the schematic concept of how the different diagrams are interconnected by the above-specified set variables.

### 7.1 Verifying Continuity

Let us now check the correctness of the design artefacts against the specified consistency rules. For the sake of simplicity, we will discuss only the first three rules with respect to the case study. Table 1 shows mapping between diagrams for the case study.

Rule I: Every action state in (e1..e7) has a corresponding origin in use cases (uc1..uc4).
Rule II: Each action states accessed at least one state variable (from Fig. 5).
Rule III: Method m5 accessed the variable contentlist which belongs to e4, while m5 implements e4 (from Fig. 8).


Fig. 9 Interconnection between design components

Table 1 Continuity mapping between UML diagrams

| Use case | Action states | Methods | Class |
| :---: | :---: | :---: | :---: |
| Create content [UC1] | Select content [ $e 1$ ] | Browse [m1] | Author |
|  |  | Select [ m 2 ] |  |
|  | Upload content [e2] | Upload [m3] |  |
| Arrange content [UC2] | Content received [e3] | Post [ $m 4$ ] | Content |
|  | Content repository [e4] | Move [m5] | LMS agent |
|  |  | Indexed [ $m 6$ ] |  |
| Create course [UC3] | Search content [e5] | Search [ $m 7$ ] | Teacher |
|  | Build course [e6] | Courseinfo [m8] |  |
|  |  | Selectcontent [ $m 9$ ] |  |
|  |  | Sequenced [ m 10 ] |  |
| Arrange course [UC4] | Course repository [e7] | Indexed [ m 11 ] | LMS agent |
|  |  | Displayed [m12] | Course |

### 7.2 Verifying Requirement

Verifying consistency rule gives us only partial view about the correctness of the design; for a complete view, the design artefact should be checked with the requirement specification. Let us now check whether invoking $m 5$ is justified against UC2. In other words, we will check that "agent moves content" is the correct design article of the requirement "agent arranges content".


Fig. 10 Three-dimensional verification matrix


Fig. 11 Requirement conceptual graph for "agent arranges content"

The proposed verification technique (Fig. 10) is based on a three-dimensional verification matrix where the three dimensions are methods, classes and state variables. The data in each cell are either 0 or 1 , representing the absence or presence of the data variable belonging to the corresponding dimension.

In the case study, move () uses two variables storagepath and bufferpath, so value corresponding to agent class and content class will be one. At the same time, we can map the method $m 5$ with the use case UC2 from Table 1. So we can write this formally as "invoking $m 5$ " $\cong$ "Agent, arrangecontent, content". Now, manually we can check that "Agent, arrangecontent, content" is equivalent to the requirement conceptual graph in Fig. 11.

## 8 Conclusions

This work proposes a methodology to bridge the semantic gap between requirement specification and design artefacts. The success of the design model depends on the correctness of the requirement model. We assumed that the requirement specification used combination of use case, VDM-SL and conceptual graph. The design model illustrates the use case into activity, sequence and class diagrams. As the semiformal UML diagrams and the formal VDM-SL specification are disjoint in nature, we proposed a verification technique to check the continuity between the design artefacts. We also proposed a three-dimensional-matrix-based verification of the design component with the requirement specification. The use of formal
method such as VDM and the availability of UML-based CASE tools enhance the possibilities of making the proposed verification method automated. This can be the future extension of this work.
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# A Lightweight Implementation of Obstruction-Free Software Transactional Memory 
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#### Abstract

Software transactional memory (STM) has evolved as an alternative for traditional lock-based process synchronization. It promises greater degree of concurrency and faster execution. This paper proposes a simple, lightweight, and yet efficient implementation of OFTM. The major contribution of the paper is in proposing a new STM algorithm that uses simple data structure. This does not require any contention manager toward ensuring progress condition, atomicity, and serializability of transactions besides maintaining data consistency. Experimental simulation on random data set establishes the merit of the proposed solution.
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## 1 Introduction

Transactional memory (TM) is a concurrency control mechanism to exploit parallelism in modern multiprocessor environment. A transaction in TM executes series of reads and writes to shared memory by executing an atomic block of code.

[^4]TM provides an alternative to the traditional lock-based process synchronization, where program can wrap its code in a transaction. Herlihy and Moss were first to propose hardware-supported TM in 1993 [1] to ensure the consistency of data when shared among several processes. In 1995, Shavit and Touitou [2] coined the term (STM) to describe software implementation of TM for multiword synchronization on a static set of data. The STM implementation is a non-blocking synchronization construct where processes do not need to wait for accessing concurrent objects during contention: a concurrent process either aborts its own atomic operation or aborts the conflicting process. The non-blocking synchronization offers three different types of progress guarantees [3]: wait freedom [4], lock freedom [5], and obstruction freedom [6]. The wait freedom guarantees that every transaction will complete in a finite number of steps. In lock freedom, some transactions will complete in a finite number of steps. And the obstruction freedom demands that every transaction will commit in the absence of any contention. On the basis of progress guarantee, the wait freedom is the strongest and the obstruction freedom is the weakest non-blocking implementation. Even if obstruction freedom is the weakest, its simplicity and faster performance have made an increasing interest among the researchers. All non-blocking synchronizations are free from deadlock, priority inversion, and convoying problems. However, obstruction-free transactional memory (OFTM) may face live-lock problem if a group of processes keep preempting or aborting each other's atomic operations. (DSTM) [7] is an OFTM implementation that minimizes the live-lock problem by implementing various back-off techniques of contention management policies. In DSTM, when a transaction faces contention, it aborts the conflicting transaction or back-off for some specific time to give a chance so that the conflicting transaction can commit. The decision, whether to abort or back-off, is been taken by consulting the contention manager. There are several contention management policies to resolve the contention among transactions [8].

There are other OFTM implementations [9-11] that present an improved solution of obstruction-free non-blocking synchronizations. ASTM [9] offers adaptive methodology to adjust the object acquire scheme in read-dominated and writedominated workload. In lazy acquire scheme, transaction acquires the data at commit time, and in eager acquire scheme, transaction acquires the data earlier and detects contention earlier. Thus, ASTM uses eager acquire scheme in write-dominated workload and lazy acquire scheme in read-dominated workload. ASTM increases the throughput by this adaptive nature of object acquire methodology. Non-blocking zero indirection transactional memory (NZTM) [12] obeys the same obstruction-free philosophy, but the design is considerably different from that of DSTM and ASTM and relies much more on the underlying hardware architecture. Most importantly, unlike DSTM and ASTM, the NZTM uses in-place data to overcome data indirection overhead. In [11], a transaction is allowed to execute without any abort or back-off during contention. The proposed method uses a modified data structure similar to that of DSTM. In this implementation, transactions consult with contention manager before back-off or self-abort. The implementation
does not consider the scenario where multiple transactions share the data object for write operation.

The recent research trends have shown an interest on reducing the abort while ensuring the progress guarantee [13, 14]. In [13], multiple versions of data object are being maintained to avoid spurious abort for read-only transactions. The proposed method in [14] shows that by using single version of data object, abortfree execution for read-only transactions is possible.

In this paper, a new algorithm has been proposed toward developing an OFTM based on some preexisting works [11], where multiple transactions share the same data object and execute in an abort-free manner. A pool of transactions is generated by using existing randomization algorithms such as linear congruence [15]. In the simulation, a more number of write transactions have been considered as compared to the number of read-only transactions. This is strikingly different as TM is known to perform better for read-dominated transactions, and most of the prior works utilize the same while measuring performances. In order to make the proposed STM lightweight, the data structure of TM object has been modified from what has been used in earlier works [11]. The approach does not require contention manager to resolve the conflict among transactions as the execution pattern of transactions itself is capable to resolve the contention if any. Moreover, the proposed method uses a simple validation mechanism to check for consistency.

In Sect. 2, the state-of-the-art progress condition in STM is described. In Sect. 3, the basic concept has been stated. Section 4 presents the proposed lightweight OFTM. In Sect. 5, the performance of the proposed algorithm has been evaluated.

## 2 Software Transactional Memory and Progress Condition

Transactions, in STM, are dynamic sequence of operations that executes in parallel as a single atomic operation till they do not conflict. STM ensures that execution of transaction will be either successful, in which case it commits by making updates permanent, or unsuccessful, in which case transaction aborts by discarding all its updates. When two transactions run concurrently on same data, at least one of them modifies it, and conflict occurs. STM resolves this conflict by aborting any one of these transactions. Aborted transaction may reinitiate later and commit eventually. Frequent aborts tend to waste system resource and deteriorate the performance. Thus, the objective of STM is to allow as much as transactions to make progress concurrently and commit eventually. This progress condition is termed as positive concurrency. Positive concurrencies are of two types: progressiveness and permissiveness.

Progressiveness is an execution pattern that allows a transaction to commit. It demands that transaction encountering no conflict must always commit. Among a group of conflicting transactions, the progressiveness demands that at least one of the transactions will commit [18]. This is a stronger version over the basic
progressiveness. However, STM generally aborts a conflicting transaction to resolve contention. Thus, strong progressiveness is not the strongest one because it cannot guarantee that all the conflicting transaction will eventually commit.

Permissiveness demands that a transaction is never aborted unless it is required for maintaining correctness [19]. The STM systems that randomize transactions' commit/abort point using some random functions are known as probabilistically permissive. In [20], Guerraoui et al. also indicated that some STM systems check that the data consistency at commit point, i.e., check the value of data object read by the transaction, has not been modified, and if modified, then abort the transaction. These types of transactions are not permissive with respect to the opacity condition.

The available permissive STM techniques to detect and resolve conflict are prone to error and susceptible to false abort. Thus, an important goal of permissiveness is to avoid spurious aborts. Multiversion (MV) permissiveness [13] minimizes the rate of aborts for conflicting transactions by segregating read and write transactions. MV permissiveness ensures that read-only transactions will never abort. This is achieved by maintaining multiple versions of each data. As maintaining multiple versions requires additional storage and complex computational mechanism, the PermiSTM [13] is being evolved that supports MV permissiveness by keeping only single version of each data item. Whether MV permissiveness or PermiSTM, none of them guarantee abort freedom for write transactions in the presence of conflict.

The obstruction-free software transactional memory (OFTM) [6] guarantees progress for a transaction when all other transactions are suspended. As per the generic definition given in [6], an obstruction-free synchronization guarantees progress for any thread that eventually executes in isolation. DSTM [7] is the first OFTM implementation that uses a dynamic transactional memory object (TM Object), which contains a pointer to the locator object. The locator object points to the descriptor of the most recent transaction and holds old and new versions of the data object. A transaction may be in active, committed, or aborted state. The descriptor of the transaction holds this state. When a transaction acquires some object for read/write operation, it makes the status filed as 'Active'. When transaction commits successfully, it changes its status filed as 'Committed'. The status field is set as 'Aborted' when a transaction is aborted by other conflicting transactions.

When a transaction, say $T_{k}$ wants to read an object $X$ and finds that another transaction, say $T_{m}$ is updating $X$, then $T_{k}$ may eventually abort $T_{m}$ or back-off for specific time after consulting with contention manager. Otherwise, if $T_{k}$ finds that no other transaction is updating $X$, then it reads the current value of $X$, and at commit point, it checks for the consistent state of $X$. Transaction $T_{k}$ commits if it finds consistent state of $X$.

When transaction $T_{k}$ wants to update the object $X$, it tries to acquire an exclusive but revocable ownership of $X$. To do so, $T_{k}$ gets the information of $X$. If $T_{k}$ finds that no other transaction has owned the object $X$, it exclusively owns the object. Otherwise, if $T_{k}$ finds another transaction, say $T_{m}$ is updating $X$, then the contention manager will decide whether $T_{k}$ will back-off for a random duration or
abort $T_{m}$ to acquire the ownership of $X$. All the available OFTM techniques [9-11, 16] follow this basic high-level principle although they differ in the implementation techniques to achieve better throughput. An OFTM guarantees that a transaction commits in the absence of contention. However, it is unable to provide concurrency since progress is guaranteed only when one transaction is active at a time [17].

In [11], algorithm implements concurrency, where the second transaction is allowed to proceed immediately without affecting the execution of the first transaction in the presence of contention. This method uses the basic data structure of DSTM [7] but differs in the execution pattern. When a transaction, say $T_{x}$, wants to access a data object, it checks whether the data object is already accessed by another transaction or not. If data object is not accessed by any other transactions, then $T_{x}$ owns the data object. Otherwise, if it finds that the other transaction, say $T_{y}$, owns the data object, then $T_{\underline{x}}$ reads the data object value from the $T_{y}$ 's new data field. In such case, when $T_{x}$ reaches its commit point, it checks whether $T_{y}$ is committed and the data read by $T_{x}$ is consistent or not. On failing to satisfy any of the conditions, $T_{x}$ re-executes its operation. In this algorithm, transactions take the help of contention manager before back-off or abort. This approach yields a higher throughput as compared to DSTM. It [11] supports abort-free execution for both read-only and write transactions. However, the solution is restricted for only two transactions. Like other OFTM approaches, the technique in [11] cannot support permissiveness with respect to the opacity condition as transactions check for consistent state of data object at their commit point. Moreover, the isolation property too is not satisfied as the data object being updated by some transaction, say $T_{y}$, is accessed by another transaction, say $T_{x}$, before $T_{y}$ commits. In this paper, lightweight OFTM approach has been proposed. Concurrency is achieved for multiple transactions in a pairwise execution, where a transaction does not abort after it begins to execute. When a transaction ends working with data object, it checks for its previous transaction's data access status (whether still accessing the data object or not) and/or checks for the data inconsistency. The transaction re-executes its data access region (i.e., spins) with the current value of the data object when necessary to resolve the contention. The method does not require additional contention manager.

The basic methodology of the proposed execution is motivated from [11] although it uses a simplified data structure causing lesser number of memory accesses than [11]. In the next section, the scope of the proposed work has been elaborated.

## 3 Scope of the Work

The objective of the proposed algorithm is to maximize the throughput by reducing the total execution time for a set of transactions. The proposed STM system keeps the information about transactions' data access region, i.e., when a


Fig. 1 When $T_{x}$ reaches its end data access point, $T_{m}$ is out of its data access region. Thus, $T_{x}$ commits eventually
transaction starts accessing the object and stops working with that object. The execution flow of a transaction includes initiation point, data access region, and commit point. It is assumed that each transaction has a single data access region. Every transaction is allowed to access data, available in TM object, without detecting any conflict. When a write transaction, say $T_{x}$, reaches its end data access point, it checks the transaction type of its previous transaction, say $T_{m}$.

- If $\boldsymbol{T}_{\boldsymbol{m}}$ is read-only transaction, then $T_{x}$ checks whether $T_{m}$ is out of its data access region (i.e., its data access is completed) or not. If $T_{m}$ is out of its data access region, then $T_{x}$ continues its execution and commits eventually. Otherwise, $T_{x}$ spins for specific time equal to its data access region and checks again whether $T_{m}$ is out of its data access region or not. In this case, $T_{x}$ only commits when $T_{m}$ is out of its data access region. Both the scenarios are depicted in Figs. 1 and 2. In neither case, $T_{x}$ required to check data inconsistency as its previous transaction $T_{m}$ is read only and thus not going to update the data object.
- If $\boldsymbol{T}_{\boldsymbol{m}}$ is write transaction, then $T_{x}$ checks whether $T_{m}$ is out of its data access region or not. If $T_{m}$ is out of its data access region (but yet to commit), then $T_{x}$ reads from $T_{m}$ 's last updated data value and re-executes its operation and commits. Otherwise, when $T_{x}$ finds that $T_{m}$ is within its data access region, it spins for specific time equal to its data access region and checks again whether $T_{m}$ is out of its data access region or not and follows the same procedure as above. After spin $T_{x}$ may find that $T_{m}$ is already committed, then $T_{x}$ accesses the last updated data value of TM object to re-execute its operation and commits. This is illustrated in Figs. 3 and 4.

When $T_{x}$ and $T_{m}$ both are read-only transactions, the case is trivial since no contention arises. If $T_{x}$ is read-only transaction and $T_{m}$ is write transaction, then $T_{x}$ spins, till $T_{m}$ is out of its data access region. When $T_{m}$ is out of its data access region, $T_{x}$ reads the last updated value of data object from $T_{m}$.


Fig. 2 When $T_{x}$ reaches its end data access point, $T_{m}$ is within its data access region. Thus, $T_{x}$ spins until $T_{m}$ is out of its data access region


Fig. 3 When $T_{x}$ reaches its end data access point, $T_{m}$ is within its data access region. Thus, $T_{x}$ spins until $T_{m}$ is out of its data access region

The data structure of the TM object [11] has been modified in the proposed execution for simplicity. Here, the TM object includes the data object only. This reduces the data indirection overhead. Every transaction uses its local memory to store the data value that it reads and updates during its execution. Thus, data storage mechanism has also been simplified. Moreover, the execution does not include the contention manager as the proposed execution pattern is capable to resolve the conflict. Further, each transaction has an update bit which determines whether a transaction is a read-only (update bit $=0$ ) or write (update bit $=1$ ) transaction. Inclusion of this update bit reduces the overhead of data consistency check for a transaction that is preceded by a read-only transaction (as explained in


Fig. 4 When $T_{x}$ reaches its end data access point, $T_{m}$ is out of its data access region. Thus, $T_{x}$ reads data value from $T_{m}$ and re-executes its operation and commits when $T_{m}$ is successfully committed
example above). All these features make the system lightweight in terms of simple validation mechanism, lower computational overheads, and reduced memory access.

In this execution, a set of (read/write) transactions has been generated randomly. Each of the transactions has a finite length, specific arrival time, and completion time. Each transaction accesses the data object within this interval. These parameters are generated randomly in this execution. Access time of TM object within a transaction is also determined by a random function. Since the transactions are executing concurrently, total turnaround time is less than the summation of their respective lengths even though a transaction may spin more than one time.

## 4 Simulation of the Proposed Lightweight OFTM

Some important terminologies used in the rest of this paper such as data access region, spin count, and transaction execution length have been defined in this section.

### 4.1 Definitions

- Spin count is the number of times the transaction $T_{x}$ executes its data access region, while its previous transaction $T_{m}$ is in its data access region.

Spin count is an overhead of the proposed method. However, it has been observed that the number of transactions undergoing spin is much less with respect to the subset considered in the execution phase.
Therefore, even if the average spin count is high, then also the total execution time never exceeds the time when the subset of transactions are executed serially.

- Data-access region $(D R)$ is the time interval where (i.e., data access start point to data access end point) each transaction accesses a shared resource.
Every transaction has a single data access region of a finite length.
- Length (absolute value) of the transaction is the time limit throughout which the transaction executes.
- Extra CPU cycle is the overhead of the CPU caused by unnecessary spinning of a transaction $T_{x}$, when both $T_{x}$ and its preceding read-only transactions are in their respective data access regions.
Consider that $T_{m}$ is the preceding read-only transaction for $T_{x}$. Transaction $T_{x}$ keeps on spinning till $T_{m}$ comes out of its data access region. In terms of data consistency, this is unnecessary as the read-only transaction $T_{m}$ will never modify the value of the data object. The significance of defining extra CPU cycle lies in this. This is different from computing spin count in case the first transaction $T_{m}$ is a write transaction.
- Update bit (one bit integer) determines whether a transaction is a read-only (0) or write (1) transaction.


### 4.2 Assumptions

- There will be only one shared data object to be accessed by a set of transactions.
- Proposed method considers both read-only transactions (update bit $=0$ ) and write transactions (update bit $=1$ ).
- Every transaction has a single data access region of finite length.
- It is being assumed that that $T_{m}$ precedes $T_{k} \forall m, k \in[1 \ldots . n]$ iff transaction $T_{m}$ occurs before transaction $T_{k}$. Moreover, the transaction $T_{k}$ will exit from its data access region only when transaction $T_{m}$ is out of its data access region.
- At a particular instance, during execution phase, only two transactions are considered for checking the constraints.
- For better randomness, linear congruence $[15,16]$ method is used as the random function to generate a pool of transactions.
- The subset of transactions is selected transactions from three regions, i.e., beginning, middle, and end of the transaction pool.


### 4.3 Algorithm

```
Procedure lightweight OFTM
    /* Main procedure that coordinates other sub-procedures to
    fetch the required output
    */
Begin
            Call function lin_cong to generate a pool of
            transactions randomly;
            Store the transaction parameters in transaction_file;
            Select a subset of transactions from the above pool;
            Call procedure STM_execution;
            Call Display;
End
```


## Function lin_cong

/* Random number generation : The linear congruential method [12] produces a sequence of integers $X_{1}, X_{2}, X_{3} \ldots$ between zero and $m-1$ according to the following recursive relationship: $X_{i+1}=\left(a X_{i}+c\right) \bmod m$, where $i=0,1,2, \ldots$ and $X_{0}$ is called the seed, $a$ is called the constant multiplier, $c$ is the increment , $m$ is the modulus. */

## Begin

Generate random numbers using expression $X_{i+1}=\left(a X_{i}+\right.$ C) $\bmod \mathrm{m}$;

End

## Function STM execution

/* A subset of transactions run concurrently to access a single shared tm_data (TM object), satisfying few constraints.
*/

## Begin

for $t r=(s t a r t+1)$ to (subset) +start /*Loop runs for each of the transaction in the subset, where start is the beginning of the subset */ Set two pointers for accessing the previous and current transaction;
Check consistency of the tm_data;
Increment tm_data by 1 , for each write transaction;
Store the cumulative execution time in execution_array;
Increment no_of_spin_count for every current transaction, whose previous transaction is within the data access region ;
Increment extra_cpu_cycle for every (read/write) transaction, whose previous transaction is a read transaction (and is within the data access region);

## End for

End

```
Procedure Display
    /* Display all the evaluated values.*/
Begin
    total execution time= max(execution array) ;
    /* fuñction max rēturns largest element from array */
    average_spin_count=no_of_spin_count/tr_spin;
    /* tr_spin= nümber of transaction undergoing spin*/
    average_total_execution_time=total_execution_time/car
    dinality_of_subset;
    Print new modified value of tm data,
                no_of spin count,
                average_spin_count,
                total_ execution_time,
                average_total_execution_time,
                extra_cpu_cycle;
    Store all the evaluated values in Result_file;
    Call procedure comparison;
End
Procedure comparison
    /* For comparing the theoretical and observed value (of
    execution units).
    */
Begin
    /* Summation of all the length of transactions in the subset
    to obtain the theoretical value.
    */
        Calculate the theoretical execution time;
        Compare theoretical and observed value;
    /* Percentage of reduced execution units*/
        Compute reduce_factor;
End.
```


## 5 Performance Evaluation by Experiments

The proposed algorithm has been implemented using C language. Based on multiple parameters, a characterization of transaction is done and multiple set of transactions are generated randomly. Performance is measured with respect to multiple set of transactions generated randomly. Experimental verification is stated in Sect. 5.1 for the sake of completeness. This is followed by experimental results (Sect. 5.2).

### 5.1 Plan for Experimental Verification

The problem domain is divided into three phases:

Phase I (Transaction Generation): Initially, a set of N transactions are generated. It includes the following steps:
(a) 'Number of transactions' has been taken as a user input.
(b) Initially, the value of data object is a set to a numeric constant.
(c) For each transaction, the following calculations are being done:
i. Length, arrival time, and completion time of each transaction using a predetermined random function.
ii. Since it is being assumed that there is only one shared data object, it is required to determine the time interval for accessing the data object for each transaction. The interval will be within the length of corresponding transaction. Using another random function, different from the function that is used to determine the transaction length, the lower and upper limits of accessing the data object are being evaluated. It is also being assumed that each transaction can access the data object only once, and thus, range of data access region is calculated only once for each transaction.
(d) Aforesaid generated transactions will be stored in a file. There will be six parameters associated with each transaction
i. Transaction id (TI)
ii. Length of transaction (TL)
iii. Arrival Time of transaction (AT)
iv. Completion Time of transaction (CT)
v. Region of Data Access-from Lower Limit (LL) to Upper Limit (UL)
vi. Update bit (UB)—either 0 or 1

Phase II (Subset of Transaction Formation): In this phase, the subset of transactions has been taken into consideration for further analysis. The number of transactions to form the subset is being taken as user input. Say, the subset contains ' $B$ ' number of transactions. This subset can be chosen from any region of the transaction pool.

Phase III (Execution Phase): Let $T$ be the turnaround time for executing $B$ number of transactions, which run concurrently as per the proposed method. Now, we need to show that $T \leq \sum_{i=1}^{B} L_{i}$ where $L_{i}$ is the length of the transaction $T_{i}$.

In this phase, total execution time, average execution time, total number of spins, average number of spins, and extra CPU cycle are evaluated. These are used to compare between theoretical results when corresponding transactions run sequentially. The sample set for the algorithm is shown in Figs. 5, 6 and 7. Each column represents different parameters (transaction_id, transaction length, arrival time, completion time, lower limit and upper limit of data access region, and update bit) of transactions. Figs. 6 and 7 are two subsets of transactions selected from pool of transactions (Fig. 5) from beginning and end, respectively (with subset cardinality as 3 and 4).

Fig. 5 Set of 10 transactions after phase I

| TI | TL | AT | CT | $\mathbf{L L}$ | $\mathbf{U L}$ | $\mathbf{U B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T1 | 63 | 46 | 108 | 69 | 95 | 1 |
| T2 | 45 | 49 | 93 | 79 | 90 | 1 |
| T3 | 141 | 61 | 201 | 90 | 192 | 0 |
| T4 | 129 | 152 | 280 | 273 | 279 | 1 |
| T5 | 93 | 202 | 294 | 291 | 292 | 1 |
| T6 | 135 | 244 | 378 | 375 | 377 | 0 |
| T7 | 111 | 339 | 449 | 368 | 439 | 1 |
| T8 | 39 | 414 | 452 | 431 | 444 | 1 |
| T9 | 123 | 416 | 538 | 532 | 537 | 0 |
| T10 | 75 | 460 | 534 | 514 | 531 | 1 |

### 5.2 Experimental Results

The lightweight property of the proposed algorithm is derived from the fact that it has reduced the number of memory accesses in comparison with [11]. This is achieved by simplifying the data structure. TM object includes data object, and thus, the data indirection overhead is reduced. Secondly, each transaction can access the data object (available at TM object) and stores the read value of the data object in its local variable. The proposed method does not have the descriptor's field such as 'Status', OldData, and NewData as it was in [11]. Besides, in [11], every transaction checks the data consistency in its commit point. In case of inconsistent data, transaction re-executes its operation from the data access point to the commit point [11]. In the proposed method, the system has the data access information a priori. When a transaction reaches the end of data access region, it checks whether its previous transaction is out of its data access region or not. If the previous transaction is a read-only one and is out of its data access region, then the current transaction commits directly. However, when preceded by a write transaction, the current transaction re-executes its operation after reading the last updated value by previous transaction and then commits.

Contention arises when more than one transactions access the same data object concurrently and at least one of them is a write transaction. In the absence of contention, a read-only transaction accesses the memory only once, i.e., at the time of reading the data value. On the other hand, a write transaction accesses the memory twice to read and update data. In the presence of contention, the number of memory access for the proposed algorithm is computed for the best-case and worst-case scenarios.

In the best-case scenario, a write transaction $T_{x}$ reaches its end data access point and finds its predecessor, say $T_{m}$, is a read-only transaction and is out of its data access region. In this case, both $T_{m}$ and $T_{x}$ will commit eventually without facing any contention. Thus, the number of memory access is $\mathbf{3}$ ( 1 for read-only transaction and 2 for write transaction). Now, in the same scenario, for $\boldsymbol{n}$ number of transactions, where a write transaction is preceded by all read-only transactions the number of memory accesses $=\{(\boldsymbol{n} \mathbf{- 1})+\mathbf{2})\}$.

In the worst-case scenario, a write transaction $T_{x}$ reaches its end data access point and finds its predecessor, say $T_{m}$, is a write transaction and is within its data
access region. Thus, $T_{x}$ spins, until $T_{m}$ is out of its data access region. When $T_{x}$ spins, it does not access the data object; thus, the number of memory count remains unchanged. When $T_{x}$ finds that $T_{m}$ is out of its data access region (or committed in between $T_{x}$ 's spin), $T_{x}$ accesses the data object and updates the value at its commit point. Thus, the number of memory accesses is $\mathbf{5}\left(2\right.$ for $T_{m}$ and 3 for $T_{x}$ ). In the same scenario, for $\boldsymbol{n}$ number of write transactions that are executing concurrently, the number of memory access $=\{\mathbf{2}+(n-1) * 3\}$.

Although the proposed algorithm has been implemented pairwise, the experimental logic can be easily extended for a set of $\boldsymbol{n}$ transactions, both read only and write. In pairwise execution, when a transaction is preceded by a read-only transaction, data inconsistency cannot occur. Hence, no additional memory access is actually required at the end data access region to check for data consistency. The scenario is not the same for a set of $\boldsymbol{n}$ transactions because a transaction may be preceded by write transactions earlier even if it is immediately preceded by a readonly transaction. Hence, every transaction, irrespective of whether it is preceded immediately by a write transaction or by a read-only transaction, requires data consistency check at the end data access region. Thus, the number of memory accesses for a read-only transaction is 2 at the start and end of its data access region and 3 for a write transaction with an additional access for updating data object.

In the event where $\boldsymbol{R}$ number of read-only transactions and $\boldsymbol{W}$ number of write transactions, in a set of $n$ transactions, executing concurrently, the total number of memory accesses is $\left\{\mathbf{1}+(\boldsymbol{R} \mathbf{- 1})^{*} \mathbf{2}+\boldsymbol{W}^{*} \mathbf{3}\right\}$ [when the first transaction is read only] or $\left\{\mathbf{2}+(\boldsymbol{W} \mathbf{- 1}) * \mathbf{3}+\boldsymbol{R}^{*} \mathbf{2}\right\}$ [when first transaction is write]. In [11], when a transaction, say $T_{x}$, initiates and finds that another write transaction, say $T_{m}$, is already owned the data object, then $T_{x}$ reads from $T_{m}$ 's new data and start executing. At commit point, $T_{x}$ checks whether $T_{m}$ has been committed or not. If $T_{m}$ is active, then $T_{x}$ again reads data value from $T_{m}$ and re-executes it operation. Thus, for every spin, $T_{x}$ requires the memory access. Hence, for a set of $\boldsymbol{n}$ transactions, where $\boldsymbol{R}$ is the number of read-only transactions and $W$ is the number of write transactions [i.e., $\boldsymbol{R}+\boldsymbol{W}=\boldsymbol{n}$ ], the number of memory accesses in [11] is $\left\{\boldsymbol{R}+\boldsymbol{W}^{*} \mathbf{2}+\right.$ total_no_of_spin $\}$. Whenever this spin count increases, the number of memory access is increased.

Thus, the total number of memory accesses for the proposed algorithm is smaller as compared to [11].The efficiency and performance improvement of the proposed method show that it is always preferable to run the transactions concurrently rather than sequentially. The performance improvement criterion is further supported by the results presented in the charts below. The bottom line for the proposed approach would guarantee at least $30 \%$ time save as compared to the theoretical approaches that run transactions serially.

Figure 8 is a comparison of total execution time taken by the transactions when executed serially and the value obtained using the proposed method (i.e., when run concurrently). $X$-axis denotes the number of transactions that we select for analysis, and $y$-axis denotes the execution time unit(s). The notation $p(q)$ represents that ' $p$ ' number of transactions are selected from a set of ' $q$ ' transactions.

| TI | TL | AT | CT | LL | UL | UB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T1 | 63 | 46 | 108 | 69 | 95 | 1 |
| T2 | 45 | 49 | 93 | 79 | 90 | 1 |
| T3 | 141 | 61 | 201 | 90 | 192 | 0 |

Fig. 6 Data set 1 (after phase II)

| TI | TL | AT | CT | LL | UL | UB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T7 | 111 | 339 | 449 | 368 | 439 | 1 |
| T8 | 39 | 414 | 452 | 431 | 444 | 1 |
| T9 | 123 | 416 | 538 | 532 | 537 | 0 |
| T10 | 75 | 460 | 534 | 514 | 531 | 1 |

Fig. 7 Data set 2 (after phase III)

Fig. 8 Improvement in execution time using proposed algorithm


Fig. 9 Spin count versus
$\simeq$ Number of transactions undergoing spin(s) Average spin count number of transactions undergoing spin


In Fig. 9, $x$-axis denotes the number of transactions that we select for analysis and $y$-axis denotes the number of transactions under spin count. Similar to Fig. 8, the notation $p(q)$ represents that ' $p$ ' number of transactions are selected from a set

Fig. 10 CPU overhead due to read transactions

of ' $q$ ' transactions. Spin count is obviously an overhead. However, it has been observed that the number of transactions undergoing Spin is much less with respect to the subset considered in the execution phase. Therefore, even for very high value of the average spin count, total execution time never exceeds the time when the subset of transactions are executed serially.

A higher number of read transactions incur greater CPU overhead. In the proposed pairwise execution, transactions execute without checking their preceding read-only transaction's data access region. Thus, transactions re-execute unnecessarily.

The scenario has been depicted in Fig. 10. $X$-axis denotes the percentage of write transactions over read transactions, and $y$-axis denotes the extra CPU cycle caused by read transactions. In a revised approach, as documented in the algorithm for function STM_execution_ver2, this problem has been resolved. Consequently, the algorithm becomes more efficient and faster. With this improvement, extra CPU cycle reduces to zero.

```
Function STM_execution_ver2
    /* A subset of transactions run concurrently to access a
    single shared tm_data (TM object), satisfying few
    constraints.
    */
Begin
    for tr=(start+1) to (subset)+start
        /* Loop runs for each of the transaction in the subset,
            where start is the beginning of the subset
            */
            Set two pointers for accessing the previous and
            current transaction;
            Check consistency of the tm_data;
            Increase tm_data by 1 for each write transaction;
            Store cumulative execution time in execution_array;
            Increment no_of_spin_count for every current
            transaction, whose previous transaction is in data
            access region and is not a read transaction;
        End for
    End
```


## 6 Concluding Remarks

An efficient implementation of STM without involving contention manager and by using a simple data structure makes the proposed algorithm suitable for adopting as compared to some of the existing ones. In the proposed method, a transaction, read only or write, is never aborted after its initiation. This ensures progress guarantee for every transaction in the set of $n$ finite-length transactions, $n$ being a finite integer. Lightweight property of the algorithm is justified by avoiding the indirection overhead, reducing the number of memory accesses, simplifying the validation mechanism, and thus reducing the computation overheads. By avoiding all these complex issues, the proposed algorithm has achieved all the basic deliverables of OFTM.

Although the proposed work has been implemented by comparing the transactions pairwise, this comparison can be easily extended for a set of $n$ transactions, where every transaction will check for the data consistency in its data access region if the immediate previous transaction is out of its data access region. The work may further be extended toward an empirical evaluation of the proposed STM for a multicore environment with varying number of cores. Also, there could be more than one TM object for contention within a given set of transactions. In this paper, linear congruence has been used to generate random data sets for different transactions, their length, time and order of occurrences, etc. This may also be achieved using randomization functions, such as Mersenne Twister, WELL ('Well Equi-distributed Long-period Linear'), Blum Blum Shub, and Fortuna.
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## Part II <br> Cryptography

# Multiplicative Polynomial Inverse Over GF $\left(7^{3}\right)$ : Crisis of EEA and Its Solution 

J.K.M. Sadique Uz Zaman and Ranjan Ghosh


#### Abstract

The multiplicative polynomial inverses of all elemental polynomials exist under each of all irreducible polynomials over the finite field $\mathrm{GF}\left(p^{m}\right)$ where $p$ is a prime integer and both $p$ and $m \geq 2$. For $\operatorname{GF}\left(2^{8}\right)$, the Extended Euclidean Algorithm (EEA) successfully finds multiplicative inverses of all the 255 elemental polynomials under each of 30 irreducible polynomials. However, for $\operatorname{GF}\left(7^{3}\right)$, the same algorithm cannot find multiplicative inverses of all the 342 elemental polynomials under each of its 112 monic irreducible polynomials. A simple algebraic method proposed in the paper finds all the 112 monic irreducible polynomials over $\operatorname{GF}\left(7^{3}\right)$ along with the multiplicative inverses of all the 342 elemental polynomials under each of the 112 irreducible polynomials.


Keywords Extended euclidean algorithm • Extension field • Galois field • $\mathrm{GF}\left(7^{3}\right) \cdot$ Monic irreducible polynomial • Multiplicative inverse

## 1 Introduction

A finite field, also known as a Galois field $\mathrm{GF}(q)$, contains a finite number of elements from 0 to $q-1$, where $q$ is an integer and is called the order of the field. The finite field can also be denoted by $\operatorname{GF}\left(p^{m}\right)$ where $p$ is a prime number and $m$ is a positive integer. When $m=1$, the field is called a prime field and for $m \geq 2$, the field is called an extension field which is related to polynomials. When $p=2$, the field is called a binary field.

[^5]Using Extended Euclidean Algorithm, one can calculate the multiplicative inverse of an element $a \in \operatorname{GF}(q)$ over a finite field, except 0 , if and only if $a$ is relatively prime to $q[1,2]$. For a prime field, the same algorithm calculates the multiplicative inverses for all elements $a \in \operatorname{GF}(p)$. For an extension field ( $q=p^{m}$ ), there exists elemental polynomials of all elements $a \in \operatorname{GF}\left(p^{m}\right)$ with highest degree ( $m-1$ ) or less and a number of irreducible polynomials with highest degree $m$. The multiplicative inverse of an element is calculated through its multiplicative polynomial inverse obtained from its elemental polynomial under an irreducible polynomial. Considering binary field $\left(q=2^{m}\right)$, one can use the Extended Euclidean Algorithm (EEA) to calculate the multiplicative inverses of all its elemental polynomials under an irreducible polynomial [3, 4]. Following the said algorithm, the multiplicative inverses of 255 elements over $\operatorname{GF}\left(2^{8}\right)$ can be calculated using the first irreducible polynomial among 30 such polynomials and this array of multiplicative inverses is used as a preliminary substitution box to form the S-Box used in AES [5, 6].

The $\mathrm{GF}\left(p^{m}\right)$ has $p^{m}$ elements, and the polynomial representation $E(x)$ of each the element involves $m$ terms with maximum degree ( $m-1$ ). The coefficients $a_{i}$ belong to $\mathrm{GF}(p)$ and vary from 0 to $(p-1)$. The expression of $E(x)$ is written as,

$$
E(x)=\left\{\sum_{i=0}^{m-1} a_{i} x^{i}: a_{i} \in \mathrm{GF}(p)\right\}
$$

The irreducible polynomial $I(x)$ under $\operatorname{GF}\left(p^{m}\right)$ is also expressed as [7-9],

$$
I(x)=\left\{\sum_{i=0}^{m} a_{i} x^{i}: a_{i} \in \mathrm{GF}(p) \quad \text { and } \quad a_{m} \neq 0\right\}
$$

The leading coefficient $a_{m}$ in irreducible polynomials cannot be zero and other coefficients $a_{i}$ vary from 0 to $(p-1)$. For $\mathrm{GF}\left(2^{m}\right)$, all irreducible polynomials are monic, since the unity value is the only option for the leading coefficient, while for $\operatorname{GF}\left(p^{m}\right)$ with $p>2$, the leading coefficient has options between 1 and $(p-1)$. For such Galois field, there exists monic as well as non-monic irreducible polynomials. When adding two elemental polynomials, the coefficients of elements having identical power are added with modulo $p$. When two such elemental polynomials are multiplied, the coefficients of elements having identical power are added with modulo $p$ following the addition rule without looking into the fact that the power of $x$ is becoming more than $(m-1) . I(x)$ then modulo operate the product and the result is in the range of polynomials earmarked for $E(x)$.

For $\operatorname{GF}\left(7^{3}\right)$, no information is available with the authors in respect of finding multiplicative inverse using EEA. We adopted EEA to find multiplicative inverse under one of the 112 monic irreducible polynomials over $\operatorname{GF}\left(7^{3}\right)$ with limited success. Its successful and unsuccessful applications are presented in Sect. 2. In Sect. 3, we have proposed a simple algebraic method to calculate multiplicative inverse over $\operatorname{GF}\left(7^{3}\right)$ with the same examples shown in Sect. 2. The computational
algorithm of the proposed method is presented in Sect. 4. In Sect. 5, we have presented the results, discussion, and future scopes of the work. The conclusion is in Sect. 6.

## 2 EEA and Multiplicative Inverse in GF( $\mathbf{2}^{8}$ ) and GF( $7^{3}$ )

There are two algorithms in respect of finding the GCD of two positive integers, $A$ and $B$ for $A \geq B$. Euclidean Algorithm is the one, which finds the GCD directly, while the EEA finds the same through two other integers $S$ and $T$. Euclidean Algorithm was invented around 300 B.C. by Euclid, a Greek mathematician. During first half of seventeenth century, Bachet, a French mathematician first conceived the idea of Extended Euclidean Algorithm.

The EEA is narrated in Sect. 2.1 along with examples and its computational algorithm. In Sect. 2.2, the EEA is successfully applied to find multiplicative inverse (MI) of elemental polynomial (EP) over $\mathrm{GF}\left(2^{8}\right)$ using one of the 30 irreducible polynomials (IP). However, it is noticed that for GF $\left(7^{3}\right)$, the EEA is selective for few elemental polynomials barring few others. A case of successful application of EEA over $\operatorname{GF}\left(7^{3}\right)$ is shown in Sect. 2.3, while Sect. 2.4 depicts an unsuccessful application. A comparative study focusing reasons for partial success of EEA in $\operatorname{GF}\left(7^{3}\right)$ is made in Sect. 2.5.

### 2.1 The EEA with Examples and Its Computational Algorithm

The Euclidean Algorithm, following notation, is stated as follows,

$$
\operatorname{GCD}(A, B)=C
$$

where $C$ is the Greatest Common Divisor of $A$ and $B$, for $A \geq B$. It may be noted that $\operatorname{GCD}(A, 0)=A$, since $A$ divides both $A$ and 0 . The Euclidean Algorithm can thus be stated by the following recursive operation:
$\operatorname{GCD}(A, B)=\operatorname{GCD}(B, A \bmod B)$,
Ex.1: $\operatorname{GCD}(30,12)=\operatorname{GCD}(12,6)=\operatorname{GCD}(6,0)=6$
Ex.2: $\operatorname{GCD}(15,8)=\operatorname{GCD}(8,7)=\operatorname{GCD}(7,1)=\operatorname{GCD}(1,0)=1$

The EEA finds the values of two integers $S$ and $T$ such that,

$$
\begin{equation*}
S \times A+T \times B=\operatorname{GCD}(A, B) \tag{1}
\end{equation*}
$$

If one adopts EEA in the two examples cited above, one gets the values of $S=1$ and $T=-2$ for Ex. 1 and $S=-1$ and $T=2$ for Ex. 2 and can write the two examples as follows:

$$
\begin{aligned}
& \text { Ex. } 1:(1) \times 30+(-2) \times 12=\operatorname{GCD}(30,12)=6 \\
& \text { Ex. } 2:(-1) \times 15+(2) \times 8=\operatorname{GCD}(15,8)=1
\end{aligned}
$$

### 2.1.1 Computational Algorithm to Find S and T

The EEA finds $\operatorname{GCD}(A, B)$ and at the same time calculates the values of $S$ and $T$. The algorithm of computation is as follows:

Initialization: $S_{1}=1, \quad T_{1}=0, \quad S_{2}=0, \quad T_{2}=1$,
Operations for next iteration $(s)$ :

$$
\begin{gather*}
Q \leftarrow A / B, \quad R \leftarrow A \bmod B=A-Q \times B  \tag{2a}\\
R_{s} \leftarrow S_{1}-Q \times S_{2}, R_{t} \leftarrow T_{1}-Q \times T_{2} .  \tag{2b}\\
\left(S_{1}, T_{1}, A\right) \leftarrow\left(S_{2}, T_{2}, B\right) .  \tag{2c}\\
\left(S_{2}, T_{2}, B\right) \leftarrow\left(R_{s}, R_{t}, R\right) . \tag{2d}
\end{gather*}
$$

The above operations are continued until $R=0$. When $R=0$, one considers $S=S_{1}, T=T_{1}$, and $\operatorname{GCD}(A, B)=$ upgraded (A). Table 1 represents the recursive algorithm in tabular form.

Here, it is to be noted that $Q$ and $R$ are, respectively, the quotient and remainder of the division of $A$ by $B$ at all stages, while $R_{s}$ is the remainder of a virtual division of $S_{1}$ by $S_{2}$ with $Q$ as the quotient and $R_{t}$ is the same with $T_{1}$ and $T_{2}$. The recursive algorithm stated in Table 1 considers three arrays, namely Dividend array (DD) with three elements $S_{1}, T_{1}, A$; Divisor array (DR) with three elements $S_{2}, T_{2}, B$; and Division array (DN) with two elements $Q$ and $R$. In the paper, the symbol ${ }_{n} S_{1}$ is read as $S_{1}$ in $n$th iteration.

At the $n$th step of table 1 , the values of $S$ and $T$ are those obtained in $\operatorname{DD}[0]$ and DD [1], respectively, and the $\operatorname{GCD}(A, B)$ is the value obtained in DD [2]. One finds that the expression $S \times A+T \times B=\operatorname{GCD}(A, B)$ is always true.
Table 1 Presentation of the Extended Euclidean Algorithm recursively computed

| DN[] |  | DD[] |  |  | DR[] |  |  | Remark |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DN[0] | DN[1] | DD[0] | DD[1] | DD[2] | DR[0] | DR[1] | DR[2] |  |
| $Q$ | $R$ | $S_{1}$ | $T_{1}$ | A | $S_{2}$ | $T_{2}$ | $B$ | \#0 |
| - | - | 1 | 0 | A | 0 | 1 | $B$ | \#1 |
| ${ }_{1} Q=A / B$ | ${ }_{1} R=A \% B$ | ${ }_{1} S_{1}=0$ | ${ }_{1} T_{1}=1$ | ${ }_{1} A=B$ | ${ }_{1} S_{2}$ | ${ }_{1} T_{2}$ | ${ }_{1} B={ }_{1} R$ | \#2 |
| ${ }_{2} \mathrm{Q}={ }_{1} A /{ }_{1} B$ | ${ }_{2} R={ }_{1} A \%{ }_{1} B$ | ${ }_{2} S_{1}={ }_{1} S_{2}$ | ${ }_{2} T_{1}={ }_{1} T_{2}$ | ${ }_{2} A={ }_{1} B$ | ${ }_{2} S_{2}$ | ${ }_{2} T_{2}$ | ${ }_{2} B={ }_{2} R$ | \#3 |
| The process is continued $n$-times till ${ }_{n} R$ shown in DN[1] is zero |  |  |  |  |  |  |  |  |

\#0 variables location, \#1 initialization, \#2 Step 1: vide Eq. (2a, 2b, 2c, 2d), \#3 Step 2: vide Eq. (2a, 2b, 2c, 2d)

### 2.2 Successful Application of EEA to Find Multiplicative Inverse Over GF $\left(2^{8}\right)$

If $A$ and $B$ are relatively prime polynomials, the $\operatorname{GCD}(A, B)$ is unity. From Eq. (1), one notes that

$$
\begin{array}{ll} 
& S \times A+T \times B=\operatorname{GCD}(A, B)=1 \\
\text { Or } & T \times B=1-S \times A
\end{array}
$$

Hence, $T=B^{-1} \bmod A$, since $(\mathrm{T} \times \mathrm{B}-1)$ is divisible by $A$.
It is desired to find multiplicative inverse of an elementary polynomial $B(x)=\left(x^{7}+x^{5}+x^{3}+x\right)$ in $\mathrm{GF}\left(2^{8}\right)$ over the irreducible polynomial $A(x)=\left(x^{8}+x^{4}+x^{3}+x+1\right)$.

| [0] | $[1]$ | $[2]$ |
| :--- | :--- | :--- |
| Initialization: |  | $T_{1}(x)=0 ;$ |
| DD[]: $S_{1}(x)=1 ;$ | $T_{2}(x)=1 ;$ | $A(x)=x^{8}+x^{4}+x^{3}+x+1$ |
| DR[]: $S_{2}(x)=0 ;$ | $B(x)=x^{7}+x^{5}+x^{3}+x$ |  |
| Iteration 1: | ${ }_{1} R(x)=x^{6}+x^{3}+x^{2}+x+1$ |  |
| DN[]: ${ }_{1} Q(x)=x ;$ |  |  |
| DD[]: ${ }_{1} S_{1}(x)=0 ;$ | ${ }_{1} T_{1}(x)=1 ;$ | ${ }_{1} A(x)=x^{7}+x^{5}+x^{3}+x$ |
| DR[]: $S_{2}(x)=1 ;$ | ${ }_{1} T_{2}(x)=x ;$ | ${ }_{1} B(x)=x^{6}+x^{3}+x^{2}+x+1$ |

Iteration 2:

| DN[]: ${ }_{2} Q(x)=x ;$ | ${ }_{2} R(x)=x^{5}+x^{4}+x^{2}$ |  |
| :--- | :--- | :--- |
| DD[]: ${ }_{2} S_{1}(x)=1 ;$ | ${ }_{2} T_{1}(x)=x ;$ | ${ }_{2} A(x)=x^{6}+x^{3}+x^{2}+x+1$ |
| DR[]: ${ }_{2} S_{2}(x)=x ;$ | ${ }_{2} T_{2}(x)=x^{2}+1 ;$ | ${ }_{2} B(x)=x^{5}+x^{4}+x^{2}$ |
| Iteration 3: | ${ }_{3} R(x)=x^{4}+x+1$ |  |
| DN[]: ${ }_{3} Q(x)=x+1 ;$ | ${ }_{3} T_{1}(x)=x^{2}+1 ;$ | ${ }_{3} A(x)=x^{5}+x^{4}+x^{2}$ |
| DD[]: ${ }_{3} S_{1}(x)=x ;$ | ${ }_{3} T_{2}(x)=x^{3}+x^{2}+1 ;$ | ${ }_{3} B(x)=x^{4}+x+1$ |
| DR[]: ${ }_{3} S_{2}(x)=x^{2}+x+1 ;$ |  |  |

## Iteration 4:

| DN[]: ${ }_{4} Q(x)=x+1 ;$ | ${ }_{4} R(x)=1$ |  |
| :--- | :--- | :--- |
| DD[]: ${ }_{4} S_{1}(x)=x^{2}+x+1 ;$ | ${ }_{4} T_{1}(x)=x^{3}+x^{2}+1 ;$ | ${ }_{4} A(x)=x^{4}+x+1$ |
| DR[]: ${ }_{4} S_{2}(x)=x^{3}+x+1 ;$ | ${ }_{4} T_{2}(x)=x^{4}+x ;$ | ${ }_{4} B(x)=1$ |

Iteration 5:

| DN[]$:{ }_{5} Q(x)=x^{4}+x+1 ;$ | ${ }_{5} R(x)=0$ |  |
| :--- | :--- | :--- |
| DD[]: ${ }_{5} S_{1}(x)=x^{3}+x+1 ;$ | ${ }_{5} T_{1}(x)=x^{4}+x ;$ | ${ }_{5} A(x)=1$ |
| DR[]: ${ }_{5} S_{2}(x)=x^{7}+x^{5}+x^{3}+x ;$ | ${ }_{5} T_{2}(x)=x^{8}+x^{4}+x^{3}+x+1 ;$ | ${ }_{5} B(x)=0$ |

In this example, $\operatorname{GCD}(A(x), B(x))$ is ${ }_{5} A(x)=1$. Hence, the multiplicative inverse of $B(x)$ is ${ }_{5} T_{1}(x) \bmod A(x)$,

$$
\left(x^{7}+x^{5}+x^{3}+x\right)^{-1}=\left(x^{4}+x\right)
$$

### 2.3 Successful Application of EEA to Find Multiplicative Inverse Over GF $\left(7^{3}\right)$

There are 112 irreducible polynomials in $\operatorname{GF}\left(7^{3}\right)$, its list is available in [7, 8]. For $\mathrm{IP}, I(x)=x^{3}+2 x^{2}+6 x+1$ and $\mathrm{EP}=2 x+4$, corresponding to its value 18 , the calculation of MI is shown below. Here, $I(x)$ is taken as $A(x)$ and EP as $B(x)$.

| $[0]$ | $[1]$ | $[2]$ |
| :--- | :--- | :--- |
| Initialization: | $T_{1}(x)=0 ;$ | $A(x)=x^{3}+2 x^{2}+6 x+1$ |
| DD[]: $S_{1}(x)=1 ;$ | $T_{2}(x)=1 ;$ | $B(x)=2 x+4$ |
| DR[]: $S_{2}(x)=0 ;$ |  |  |

## Iteration 1:

| DN[]: ${ }_{1} Q(x)=4 x^{2}+3 ;$ | ${ }_{1} R(x)=3$ |  |
| :--- | :--- | :--- |
| DD[]: ${ }_{1} S_{1}(x)=0 ;$ | ${ }_{1} T_{1}(x)=1 ;$ | ${ }_{1} A(x)=2 x+4$ |
| DR[]: ${ }_{1} S_{2}(x)=1 ;$ | ${ }_{1} T_{2}(x)=3 x^{2}+4 ;$ | ${ }_{1} B(x)=3$ |

Iteration 2:

| DN[]: ${ }_{2} Q(x)=3 x+1 ;$ | ${ }_{2} R(x)=1$ |  |
| :--- | :--- | :--- |
| DD $]:{ }_{2} S_{1}(x)=1 ;$ | ${ }_{2} T_{1}(x)=3 x^{2}+4$ | ${ }_{2} A(x)=3$ |
| DR[]: ${ }_{2} S_{2}(x)=4 x+6 ;$ | ${ }_{2} T_{2}(x)=5 x^{3}+4 x^{2}+2 x+4 ;$ | ${ }_{2} B(x)=1$ |

Iteration 3:

| DN[ $]:{ }_{3} Q(x)=3 ;$ | ${ }_{3} R(x)=0$ |  |
| :--- | :--- | :--- |
| DD $]:{ }_{3} S_{1}(x)=4 x+6 ;$ | ${ }_{3} T_{1}(x)=5 x^{3}+4 x^{2}+2 x+4 ;$ | ${ }_{3} A(x)=1$ |
| DR[]: ${ }_{3} S_{2}(x)=2 x+4 ;$ | ${ }_{3} T_{2}(x)=6 x^{3}+5 x^{2}+x+6 ;$ | ${ }_{3} B(x)=0$ |

In the example, $\operatorname{GCD}(A(x), B(x))$ is ${ }_{3} A(x)=1$ and multiplicative inverse of $B(x)$ is ${ }_{3} T_{1}(x) \bmod A(x)$,

$$
\begin{aligned}
(2 x+4)^{-1} & ={ }_{3} T_{1}(x) \bmod A(x) \\
& =\left(5 x^{3}+4 x^{2}+2 x+4\right) \bmod \left(x^{3}+2 x^{2}+6 x+1\right) \\
& =x^{2}+6
\end{aligned}
$$

Now to verify that $x^{2}+6$ is indeed multiplicative inverse of $2 x+4$ over $\mathrm{GF}\left(7^{3}\right)$ under irreducible polynomial $I(x)=x^{3}+2 x^{2}+6 x+1$, we calculate the product of those two elements $\bmod I(x)$ to find 1 ,

$$
\begin{aligned}
& (2 x+4)\left(x^{2}+6\right) \bmod I(x) \\
& =\left(2 x^{3}+4 x^{2}+5 x+3\right) \bmod \left(x^{3}+2 x^{2}+6 x+1\right) \\
& =1
\end{aligned}
$$

### 2.4 Unsuccessful Application of EEA to Find Multiplicative Inverse Over GF $\left(7^{3}\right)$

The EEA is applied for a new $E(x)=2 x^{2}+5 x+3$ corresponding to its value 136 . Here, $A(x)=I(x), B(x)=E(x)$.

| [0] | [1] | [2] |
| :---: | :---: | :---: |
| Initialization: |  |  |
| DD[]: $S_{1}(x)=1 ;$ | $T_{1}(x)=0 ;$ | $A(x)=x^{3}+2 x^{2}+6 x+1$ |
| DR[]: $S_{2}(x)=0$; | $T_{2}(x)=1 ;$ | $B(x)=2 x^{2}+5 x+3$ |
| Iteration 1: |  |  |
| DN[]: $1 Q(x)=4 x+5$; | ${ }_{1} R(x)=4 x$ |  |
| DD[]: $1_{1}(x)=0$; | ${ }_{1} T_{1}(x)=1 ;$ | ${ }_{1} A(x)=2 x^{2}+5 x+3$ |
| DR[]: ${ }_{1} S_{2}(x)=1$; | ${ }_{1} T_{2}(x)=3 x+2 ;$ | ${ }_{1} B(x)=4 x$ |
| Iteration 2: |  |  |
| DN[]: $2 Q(x)=4 x+3$; | ${ }_{2} R(x)=3$ |  |
| DD[]: $2 S_{1}(x)=1$; | ${ }_{2} T_{1}(x)=3 x+2$ | ${ }_{2} A(x)=4 x$ |
| DR[]: ${ }_{2} S_{2}(x)=3 x+4$; | ${ }_{2} T_{2}(x)=2 x^{2}+4 x+2 ;$ | ${ }_{2} B(x)=3$ |
| Iteration 3: |  |  |
| DN[]: ${ }_{3} Q(x)=6 x$; | ${ }_{3} R(x)=0$ |  |
| DD[]: ${ }_{3} S_{1}(x)=3 x+4$; | ${ }_{3} T_{1}(x)=2 x^{2}+4 x+2 ;$ | ${ }_{3} A(x)=3$ |
| DR[]: $3_{2}(x)=3 x^{2}+4 x+1$; | ${ }_{3} T_{2}(x)=2 x^{3}+4 x^{2}+5 x+2 ;$ | ${ }_{3} B(x)=0$ |

Here, ${ }_{3} A(x) \neq 1$ when ${ }_{3} R(x)=0$, i.e., EEA fails to find $\operatorname{GCD}(A(x), B(x))$. It is observed that the EEA fails to find multiplicative inverse in this case.

### 2.5 Comparative Study of Success and Failures of EEA Over $G F\left(2^{8}\right)$ and $\boldsymbol{G F}\left(7^{3}\right)$

A complete list of successful and unsuccessful elemental polynomials under the $I(x)=x^{3}+2 x^{2}+6 x+1$ corresponding to $(1261)_{7}$ is shown in Tables 2 and 3, respectively. In both the tables, the columns entitled "No.", "Polynomial", and " $G$ " represents serial number, the elemental polynomial $E(x)$ and $\operatorname{GCD}(I(x), E(x))$, respectively.

The reason that EEA failed for an elemental polynomial $E(x)$ under an irreducible polynomial $I(x)$ over $\operatorname{GF}\left(7^{3}\right)$ is that the $\operatorname{GCD}(I(x), E(x))$ is not unity. It may
be noted that the said GCD for a finite field $\operatorname{GF}\left(p^{m}\right)$ is supposed to vary between 1 and $(p-1)$. Table 2 lists 276 elemental polynomials, the GCD of each of all these polynomials with the irreducible polynomial $(1261)_{7}$ is observed to be unity. The multiplicative inverses of all these elemental polynomials can be successfully calculated following EEA under the irreducible polynomial (1261) $)_{7}$. Table 3 lists 66 elemental polynomials the GCD of each of all these polynomials with the irreducible polynomial $(1261)_{7}$ is observed to non-unity varying between 2 and 6 . However, for $\operatorname{GF}\left(2^{8}\right)$, there is no scope for the GCD being non-unity. It has been observed that the said GCD is unity for each of all the 30 irreducible polynomials with 255 elemental polynomials. In fact, EEA can be successfully applied for any kind of binary extension field.

## 3 Proposed Algebraic Method and Multiplicative Inverse Over GF( $7^{3}$ )

We propose a new algebraic method that can successfully calculate multiplicative inverse of each element for all the 112 monic irreducible polynomials over $\operatorname{GF}\left(7^{3}\right)$. In Sect. 3.1, we discuss our proposed method and its application to calculate multiplicative inverses of the examples shown in Sects. 2.3 and 2.4 above, are presented in Sects. 3.2 and 3.3 respectively.

### 3.1 Algebraic Method to Find the Multiplicative Inverse Over GF( $7^{3}$ )

Let $I(x)=\left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)$ be a monic irreducible polynomial.
We want to find multiplicative inverse of $b(x)=\left(b_{2} x^{2}+b_{1} x+b_{0}\right)$ under this irreducible polynomial.

If $c(x)=\left(c_{2} x^{2}+c_{1} x+c_{0}\right)$ be MI, then we can write,

$$
\begin{array}{ll} 
& {[b(x) c(x)] \bmod I(x)=1} \\
\text { or, } \quad & {\left[\left(b_{2} x^{2}+b_{1} x+b_{0}\right)\left(c_{2} x^{2}+c_{1} x+c_{0}\right)\right] \bmod \left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)=1} \tag{3}
\end{array}
$$

Here, the target is to find the values for $c_{2}, c_{1}$, and $c_{0}$. One can get these values by solving Eq. (3) as follows:
Table 2 List of elemental polynomials for which EEA is applied with success to find multiplicative inverse over irreducible polynomial (1261) $)_{7}$

Table 2 (continued)

| No. | Polynomial | G | No. | Polynomial | G | No. | Polynomial | G | No. | Polynomial | G |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 97 | $2 x^{2}+4 x$ | 1 | 98 | $2 x^{2}+4 x+1$ | 1 | 99 | $2 x^{2}+4 x+2$ | 1 | 100 | $2 x^{2}+4 x+3$ | 1 |
| 101 | $2 x^{2}+4 x+4$ | 1 | 102 | $2 x^{2}+4 x+5$ | 1 | 103 | $2 x^{2}+5 x$ | 1 | 104 | $2 x^{2}+5 x+1$ | 1 |
| 105 | $2 x^{2}+5 x+2$ | 1 | 106 | $2 x^{2}+5 x+5$ | 1 | 107 | $2 x^{2}+5 x+6$ | 1 | 108 | $2 x^{2}+6 x$ | 1 |
| 109 | $2 x^{2}+6 x+1$ | 1 | 110 | $2 x^{2}+6 x+2$ | 1 | 111 | $2 x^{2}+6 x+3$ | 1 | 112 | $2 x^{2}+6 x+4$ | 1 |
| 113 | $3 x^{2}$ | 1 | 114 | $3 x^{2}+1$ | 1 | 115 | $3 x^{2}+2$ | 1 | 116 | $3 x^{2}+3$ | 1 |
| 117 | $3 x^{2}+4$ | 1 | 118 | $3 x^{2}+5$ | 1 | 119 | $3 x^{2}+6$ | 1 | 120 | $3 x^{2}+x$ | 1 |
| 121 | $3 x^{2}+x+1$ | 1 | 122 | $3 x^{2}+x+2$ | 1 | 123 | $3 x^{2}+x+3$ | 1 | 124 | $3 x^{2}+x+4$ | 1 |
| 125 | $3 x^{2}+x+5$ | 1 | 126 | $3 x^{2}+x+6$ | 1 | 127 | $3 x^{2}+2 x$ | 1 | 128 | $3 x^{2}+2 x+1$ | 1 |
| 129 | $3 x^{2}+2 x+4$ | 1 | 130 | $3 x^{2}+2 x+5$ | 1 | 131 | $3 x^{2}+3 x$ | 1 | 132 | $3 x^{2}+3 x+1$ | 1 |
| 133 | $3 x^{2}+3 x+2$ | 1 | 134 | $3 x^{2}+3 x+3$ | 1 | 135 | $3 x^{2}+3 x+4$ | 1 | 136 | $3 x^{2}+3 x+6$ | 1 |
| 137 | $3 x^{2}+4 x$ | 1 | 138 | $3 x^{2}+4 x+1$ | 1 | 139 | $3 x^{2}+4 x+2$ | 1 | 140 | $3 x^{2}+4 x+3$ | 1 |
| 141 | $3 x^{2}+4 x+4$ | 1 | 142 | $3 x^{2}+4 x+6$ | 1 | 143 | $3 x^{2}+5 x$ | 1 | 144 | $3 x^{2}+5 x+1$ | 1 |
| 145 | $3 x^{2}+5 x+5$ | 1 | 146 | $3 x^{2}+6 x$ | 1 | 147 | $3 x^{2}+6 x+1$ | 1 | 148 | $3 x^{2}+6 x+2$ | 1 |
| 149 | $3 x^{2}+6 x+4$ | 1 | 150 | $3 x^{2}+6 x+6$ | 1 | 151 | $4 x^{2}$ | 1 | 152 | $4 x^{2}+1$ | 1 |
| 153 | $4 x^{2}+2$ | 1 | 154 | $4 x^{2}+3$ | 1 | 155 | $4 x^{2}+4$ | 1 | 156 | $4 x^{2}+6$ | 1 |
| 157 | $4 x^{2}+x$ | 1 | 158 | $4 x^{2}+x+1$ | 1 | 159 | $4 x^{2}+x+2$ | 1 | 160 | $4 x^{2}+x+3$ | 1 |
| 161 | $4 x^{2}+x+5$ | 1 | 162 | $4 x^{2}+x+6$ | 1 | 163 | $4 x^{2}+2 x$ | 1 | 164 | $4 x^{2}+2 x+1$ | 1 |
| 165 | $4 x^{2}+2 x+4$ | 1 | 166 | $4 x^{2}+2 x+5$ | 1 | 167 | $4 x^{2}+3 x$ | 1 | 168 | $4 x^{2}+3 x+1$ | 1 |
| 169 | $4 x^{2}+3 x+2$ | 1 | 170 | $4 x^{2}+3 x+3$ | 1 | 171 | $4 x^{2}+3 x+4$ | 1 | 172 | $4 x^{2}+3 x+5$ | 1 |
| 173 | $4 x^{2}+3 x+6$ | 1 | 174 | $4 x^{2}+4 x+1$ | 1 | 175 | $4 x^{2}+4 x+2$ | 1 | 176 | $4 x^{2}+4 x+3$ | 1 |
| 177 | $4 x^{2}+4 x+4$ | 1 | 178 | $4 x^{2}+4 x+5$ | 1 | 179 | $4 x^{2}+4 x+6$ | 1 | 180 | $4 x^{2}+5 x$ | 1 |
| 181 | $4 x^{2}+5 x+1$ | 1 | 182 | $4 x^{2}+5 x+4$ | 1 | 183 | $4 x^{2}+5 x+5$ | 1 | 184 | $4 x^{2}+6 x$ | 1 |
| 185 | $4 x^{2}+6 x+1$ | 1 | 186 | $4 x^{2}+6 x+2$ | 1 | 187 | $4 x^{2}+6 x+3$ | 1 | 188 | $4 x^{2}+6 x+4$ | 1 |
|  |  |  |  |  |  |  |  | $(\operatorname{continued)}$ |  |  |  |

Table 2 （continued）

| $\bigcirc$ | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － |  | － |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 7 \\ + \\ N_{2} \\ \stackrel{n}{2} \end{gathered}$ | $\begin{gathered} n \\ + \\ n \\ n \\ n \end{gathered}$ | $\left\lvert\, \begin{gathered} N \\ + \\ x \\ + \\ + \\ N \\ N \end{gathered}\right.$ | $$ | $\begin{gathered} - \\ + \\ \cdots \\ \cdots \\ + \\ \stackrel{\rightharpoonup}{n} \end{gathered}$ | $\begin{gathered} n \\ + \\ \cdots \\ m \\ + \\ { }_{n}^{n} \end{gathered}$ | $\begin{gathered} N \\ + \\ \underset{子}{+} \\ + \\ \sim_{n} \\ \stackrel{n}{n} \end{gathered}$ | $\left\lvert\, \begin{gathered} 0 \\ + \\ \vdots \\ \Varangle \\ + \\ \underset{\sim}{n} \\ \stackrel{n}{n} \end{gathered}\right.$ | $\begin{gathered} m \\ + \\ n \\ n \\ + \\ + \\ n \\ n \end{gathered}$ |  | $\begin{gathered} n \\ + \\ 0 \\ 0 \\ + \\ + \\ \stackrel{3}{n} \end{gathered}$ | $\begin{gathered} m \\ + \\ N_{0} \\ \hline \end{gathered}$ | $\begin{gathered} x \\ + \\ N_{3}^{2} \\ 0 \end{gathered}$ | $\begin{gathered} n \\ + \\ + \\ + \\ + \\ N_{0} \end{gathered}$ | $$ | $\begin{gathered} 0 \\ + \\ \text { N } \\ + \\ \overbrace{0}^{2} \end{gathered}$ | $\begin{gathered} + \\ + \\ \cdots \\ \cdots \\ + \\ { }^{*} \end{gathered}$ |  | $\left\lvert\, \begin{gathered} n \\ + \\ \vdots \\ 子 \\ + \\ + \\ \overbrace{3} \end{gathered}\right.$ | $\left\lvert\, \begin{gathered} N \\ + \\ n \\ n \\ + \\ + \\ N_{6} \end{gathered}\right.$ | $$ |  |
| $\dot{8}$ | $\underset{\sim}{2}$ | $\bigcirc$ | $\underset{\sim}{\mathrm{O}}$ | $\begin{gathered} \pm \\ \text { N } \end{gathered}$ | $\stackrel{\infty}{\infty}$ | $\frac{N}{N}$ | $\frac{0}{N}$ | N্సী | $\underset{\text { N }}{\text { I }}$ | $\underset{\sim}{\infty}$ | $\begin{gathered} \text { Ǹ } \end{gathered}$ | N | $\underset{\text { i }}{\stackrel{\circ}{4}}$ | $\underset{\sim}{ \pm}$ | $\stackrel{\infty}{\sim}$ | $\stackrel{N}{N}$ | $\begin{aligned} & \text { o } \\ & \text { N゙ } \end{aligned}$ | O | 芯 | $\stackrel{\infty}{\infty}$ | $\underset{N}{\mathrm{~N}}$ | ํ |
| $\checkmark$ | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － | － |
| ． | in | $\begin{gathered} + \\ + \\ + \\ \sim \\ \vdots \end{gathered}$ | $\begin{gathered} 7 \\ + \\ x \\ + \\ + \\ N_{2} \\ n \end{gathered}$ | $$ | $\begin{gathered} \grave{y} \\ + \\ + \\ \chi_{x} \end{gathered}$ | $\begin{gathered} + \\ + \\ \omega \\ + \\ + \\ \sim_{n}^{2} \end{gathered}$ |  | $\begin{gathered} n \\ + \\ + \\ \Varangle \\ + \\ + \\ \sim_{n} \\ n \end{gathered}$ | $\left.\begin{gathered} N \\ + \\ + \\ n \\ + \\ + \\ n \\ n \end{gathered} \right\rvert\,$ | $\begin{gathered} 0 \\ + \\ + \\ n \\ + \\ + \\ n \\ n \end{gathered}$ | $\begin{gathered} + \\ + \\ \vdots \\ \vdots \\ + \\ \sim \\ \stackrel{\rightharpoonup}{n} \end{gathered}$ | $\begin{array}{r} - \\ + \\ { }_{3}^{3} \\ \hline \end{array}$ | 6 + 1 0 | $$ | $\begin{gathered} - \\ + \\ \vdots \\ \vdots \\ + \\ N_{3}^{3} \end{gathered}$ | $\begin{aligned} & n \\ & + \\ & + \\ & + \\ & + \\ & \sim_{0} \end{aligned}$ | $\begin{gathered} m \\ + \\ \cdots \\ \cdots \\ + \\ \sim_{0}^{3} \end{gathered}$ |  |  | $\left\lvert\, \begin{gathered} - \\ + \\ n \\ n \\ + \\ + \\ \lambda_{6} \end{gathered}\right.$ | $\begin{gathered} n \\ + \\ + \\ n \\ + \\ + \\ N_{0} \end{gathered}$ | $n$ + ¢ 0 + + 0 |



Table 3 List of elemental polynomials for which EEA is applied with failure to find multiplicative inverse over irreducible polynomial（1261）${ }_{7}$

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline $\cup$ \& $m$ \& $\sim$ \& $\sim$ \& N \& N \& $n$ \& $m$ \& $\sim$ \& N \& $\sim$ \& $m$ \& N \& N \& N \& N \& $\bigcirc$ \& <br>
\hline  \& \[
\begin{gathered}
m <br>

+ <br>
+ <br>
n
\end{gathered}

\] \& \[

$$
\begin{gathered}
广 \\
+ \\
广 \\
广 \\
+ \\
\underset{\sim}{*}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
N \\
+ \\
+ \\
\underset{子}{+} \\
+ \\
{ }_{\gamma}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
N \\
+ \\
+ \\
u \\
\vdots \\
+ \\
N_{x}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
0 \\
+ \\
+ \\
u_{0} \\
+ \\
v_{\varkappa}
\end{gathered}
$$

\] \& \[

\] \& \[

$$
\begin{gathered}
m \\
+ \\
\dot{r} \\
n \\
+ \\
N_{N}
\end{gathered}
$$

\] \& \[

\] \&  \& \[

$$
\begin{gathered}
N \\
+ \\
+ \\
\cdots \\
+ \\
+ \\
\cdots \\
m
\end{gathered}
$$

\] \&  \&  \& \[

$$
\begin{gathered}
N \\
+ \\
+ \\
n \\
\vdots \\
+ \\
N_{3} \\
子
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
+ \\
+ \\
+ \\
+ \\
+ \\
N_{2} \\
n
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
m \\
+ \\
u \\
\vdots \\
+ \\
v_{1} \\
i
\end{gathered}
$$
\] \&  \& <br>

\hline $$
\dot{8}
$$ \& ＋ \& $\infty$ \& N \& $\bigcirc$ \& 앙 \& － \& $\stackrel{\sim}{\sim}$ \& N \& $\cdots$ \& \％ \& 寸 \& $\stackrel{+}{+}$ \& in \& $\stackrel{\square}{\circ}$ \& 8 \& t \& <br>

\hline $\cup$ \& $\cdots$ \& N \& $\bigcirc$ \& N \& $n$ \& $\sim$ \& $m$ \& $m$ \& $\sim$ \& $\sim$ \& $\sim$ \& $\sim$ \& $m$ \& $m$ \& N \& $\sim$ \& <br>

\hline  \& $$
\begin{gathered}
0 \\
+ \\
\stackrel{\rightharpoonup}{m}
\end{gathered}
$$ \& \[

$$
\begin{gathered}
N \\
+ \\
广 \\
+ \\
+ \\
\gamma_{H}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
0 \\
+ \\
+ \\
w_{2} \\
+ \\
N_{+}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& + \\
& + \\
& \underset{寸}{子} \\
& +
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
n \\
+ \\
\vdots \\
\vdots \\
+ \\
\sim_{\varkappa}
\end{gathered}
$$

\] \& \[

\] \& \[

$$
\begin{gathered}
- \\
+ \\
\omega \\
\cdots \\
+ \\
+ \\
\underset{\sim}{N}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
m \\
+ \\
\stackrel{n}{n} \\
+ \\
+ \\
\\
\hline
\end{gathered}
$$

\] \&  \&  \& \[

$$
\begin{gathered}
0 \\
+ \\
+ \\
\stackrel{n}{n} \\
+ \\
+ \\
\sim_{1}^{2}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
\underset{+}{+} \\
+ \\
\underset{\sim}{+} \\
+ \\
\underset{\sim}{\sim}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
\underset{寸}{\succ} \\
+ \\
+ \\
\underset{\sim}{\succ}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
m \\
+ \\
+ \\
\vdots \\
+ \\
N_{n} \\
i n
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
0 \\
+ \\
+ \\
N \\
+ \\
+ \\
N_{2}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
- \\
+ \\
\omega \\
\cdots \\
+ \\
+ \\
{ }_{3}
\end{gathered}
$$
\] \& <br>

\hline $$
\dot{8}
$$ \& $m$ \& $\checkmark$ \& च \& $\sim$ \& 2 \& $\cdots$ \& 入 \& m \& $\cdots$ \& m \& ๆ \& § \& $\cdots$ \& n \& in \& $\cdots$ \& <br>

\hline $\bigcirc$ \& $m$ \& $m$ \& N \& － \& N \& N \& $\sim$ \& N \& $\sim$ \& N \& N \& m \& $\bigcirc$ \& N \& N \& $\sim$ \& in <br>

\hline  \& $$
\begin{gathered}
m \\
+ \\
n \\
\cdots
\end{gathered}
$$ \& \[

$$
\begin{gathered}
0 \\
+ \\
y_{\succ}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
+ \\
+ \\
+ \\
\stackrel{\rightharpoonup}{n} \\
+
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& 广 \\
& + \\
& 广 \\
& 广 \\
& +
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
N \\
+ \\
+ \\
\vdots \\
+
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& + \\
& + \\
& { }_{\sim}^{*} \\
& \text { הे }
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
+ \\
+ \\
+ \\
\sim \\
+ \\
+ \\
\underset{\sim}{u}
\end{gathered}
$$

\] \& \[

\] \& \[

\] \& \[

$$
\begin{gathered}
n \\
+ \\
\dot{w} \\
+ \\
+ \\
{ }_{3}^{m}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
+ \\
+ \\
\stackrel{\rightharpoonup}{n} \\
+ \\
+ \\
\stackrel{\rightharpoonup}{n}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& + \\
& + \\
& \sim \\
& \succ
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
0 \\
+ \\
\underset{\sim}{u} \\
+ \\
+ \\
\underset{\sim}{\sim}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
6 \\
+ \\
+ \\
\stackrel{\sim}{n} \\
+ \\
+ \\
\underset{子}{子}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
0 \\
+ \\
\dot{x} \\
+ \\
\sim_{2} \\
i
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
- \\
+ \\
广 \\
+ \\
+ \\
\sim_{0}
\end{gathered}
$$
\] \&  <br>

\hline $$
\dot{8}
$$ \& $\sim$ \& $\bigcirc$ \& $\bigcirc$ \& $\pm$ \& $\stackrel{-}{-}$ \& N \& $\stackrel{\sim}{\sim}$ \& ¢ \& m \& \[

\underset{\sim}{\infty}
\] \& \％ \& \％ \& in \& 穴 \& $\stackrel{\infty}{n}$ \& No \& $\%$ <br>

\hline $\bigcirc$ \& $m$ \& － \& n \& $m$ \& $\sim$ \& $\bigcirc$ \& $\sim$ \& in \& in \& m \& m \& in \& $\sim$ \& m \& N \& $\sim$ \& N <br>

\hline  \& $$
\begin{aligned}
& 0 \\
& + \\
& \vdots
\end{aligned}
$$ \& \[

$$
\begin{gathered}
+ \\
+ \\
\underset{\sim}{+}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& + \\
& i \\
& + \\
& +
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
m \\
+ \\
\stackrel{y}{+} \\
+ \\
\sim_{\varkappa}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
+ \\
+ \\
\stackrel{\rightharpoonup}{n} \\
+
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
\mathrm{N} \\
+ \\
\text { N } \\
\text { N }
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
6 \\
+ \\
\vdots \\
+ \\
+ \\
\underset{\sim}{u}
\end{gathered}
$$

\] \& \[

\] \& \[

$$
\begin{gathered}
n \\
+ \\
\dot{~} \\
+ \\
+ \\
\text { ત̀ }
\end{gathered}
$$

\] \&  \& \[

$$
\begin{gathered}
m \\
+ \\
w \\
n \\
+ \\
n_{1}
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
n \\
+ \\
u \\
+ \\
+ \\
\sim_{1} \\
m
\end{gathered}
$$

\] \& \[

$$
\begin{gathered}
m \\
+ \\
u \\
u \\
+ \\
+ \\
\underset{子}{子}
\end{gathered}
$$

\] \&  \& \[

$$
\begin{gathered}
n \\
+ \\
\vdots \\
+ \\
+ \\
n \\
n
\end{gathered}
$$
\] \& N

+ 

d \&  <br>

\hline $$
\dot{\dot{Z}}
$$ \& － \& n \& の \& $\cdots$ \& ， \& ন \& ล \& ה \& m \& ल \& F \& ๙ \& \％ \& $\cdots$ \& in \& $\bar{\square}$ \& $\cdots$ <br>

\hline
\end{tabular}

$$
\left[b_{2} c_{2} x^{4}+\left(b_{1} c_{2}+b_{2} c_{1}\right) x^{3}+\left(b_{0} c_{2}+b_{1} c_{1}+b_{2} c_{0}\right) x^{2}+\left(b_{0} c_{1}+b_{1} c_{0}\right) x+b_{0} c_{0}\right] \bmod \left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)=1
$$

or, $\quad\left[b_{2} c_{2} x\left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)+\left(b_{1} c_{2}+b_{2} c_{1}-a_{2} b_{2} c_{2}\right) x^{3}+\left(b_{0} c_{2}+b_{1} c_{1}+b_{2} c_{0}-a_{1} b_{2} c_{2}\right) x^{2}\right.$ $\left.+\left(b_{0} c_{1}+b_{1} c_{0}-a_{0} b_{2} c_{2}\right) x+b_{0} c_{0}\right] \bmod \left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)=1$
or, $\quad\left[\left(b_{1} c_{2}+b_{2} c_{1}-a_{2} b_{2} c_{2}\right)\left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)\right.$
$+\left(b_{0} c_{2}+b_{1} c_{1}+b_{2} c_{0}-a_{1} b_{2} c_{2}-a_{2} b_{1} c_{2}-a_{2} b_{2} c_{1}+a_{2}^{2} b_{2} c_{2}\right) x^{2}$
$+\left(b_{0} c_{1}+b_{1} c_{0}-a_{0} b_{2} c_{2}-a_{1} b_{1} c_{2}-a_{1} b_{2} c_{1}+a_{1} a_{2} b_{2} c_{2}\right) x$
$\left.+\left(b_{0} c_{0}-a_{0} b_{1} c_{2}-a_{0} b_{2} c_{1}+a_{0} a_{2} b_{2} c_{2}\right)\right] \bmod \left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)=1$
or, $\quad\left[\left\{\left(a_{2}^{2} b_{2}-a_{1} b_{2}-a_{2} b_{1}+b_{0}\right) c_{2}+\left(b_{1}-a_{2} b_{2}\right) c_{1}+b_{2} c_{0}\right\} x^{2}\right.$
$+\left\{\left(a_{1} a_{2} b_{2}-a_{0} b_{2}-a_{1} b_{1}\right) c_{2}+\left(b_{0}-a_{1} b_{2}\right) c_{1}+b_{1} c_{0}\right\} x$
$\left.+\left\{\left(a_{0} a_{2} b_{2}-a_{0} b_{1}\right) c_{2}-a_{0} b_{2} c_{1}+b_{0} c_{0}\right\}\right] \bmod \left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)=1$.

From Eq. (4), it is evident that the dividend is smaller than the divisor. Hence, to satisfy the required condition of the remainder $=1$, the following properties must hold.

1. The coefficients of $x^{2} \equiv 0 \bmod 7$.
2. The coefficients of $x \equiv 0 \bmod 7$.
3. The constant part $\equiv 1 \bmod 7$.

Therefore,

$$
\begin{gather*}
\left\{\left(a_{2}^{2} b_{2}-a_{1} b_{2}-a_{2} b_{1}+b_{0}\right) c_{2}+\left(b_{1}-a_{2} b_{2}\right) c_{1}+b_{2} c_{0}\right\} \bmod 7=0  \tag{5a}\\
\left\{\left(a_{1} a_{2} b_{2}-a_{0} b_{2}-a_{1} b_{1}\right) c_{2}+\left(b_{0}-a_{1} b_{2}\right) c_{1}+b_{1} c_{0}\right\} \bmod 7=0 .  \tag{5b}\\
\left\{\left(a_{0} a_{2} b_{2}-a_{0} b_{1}\right) c_{2}-a_{0} b_{2} c_{1}+b_{0} c_{0}\right\} \bmod 7=1 . \tag{5c}
\end{gather*}
$$

Note: Here, $\operatorname{GF}\left(7^{3}\right)$ is used, and in modular arithmetic with modulus 7, the -1 is equivalent to $(-1+7)=6$. Hence, the $-X$ in Eq. ( 5 a, 5 b, 5 c) can be written as $+6 X$. Accordingly, the Eq. (5a, 5b, 5c) becomes

$$
\begin{gather*}
\left\{\left(a_{2}^{2} b_{2}+6 a_{1} b_{2}+6 a_{2} b_{1}+b_{0}\right) c_{2}+\left(b_{1}+6 a_{2} b_{2}\right) c_{1}+b_{2} c_{0}\right\} \bmod 7=0  \tag{6a}\\
\left\{\left(a_{1} a_{2} b_{2}+6 a_{0} b_{2}+6 a_{1} b_{1}\right) c_{2}+\left(b_{0}+6 a_{1} b_{2}\right) c_{1}+b_{1} c_{0}\right\} \bmod 7=0  \tag{6b}\\
\left\{\left(a_{0} a_{2} b_{2}+6 a_{0} b_{1}\right) c_{2}+6 a_{0} b_{2} c_{1}+b_{0} c_{0}\right\} \bmod 7=1 \tag{6c}
\end{gather*}
$$

The above Eq. (6a, 6b, 6c) can be written as,

$$
\begin{align*}
& \left(k_{00} c_{0}+k_{01} c_{1}+k_{02} c_{2}\right) \bmod 7=0  \tag{7a}\\
& \left(k_{10} c_{0}+k_{11} c_{1}+k_{12} c_{2}\right) \bmod 7=0 \tag{7b}
\end{align*}
$$

$$
\begin{equation*}
\left(k_{20} c_{0}+k_{21} c_{1}+k_{22} c_{2}\right) \bmod 7=1 \tag{7c}
\end{equation*}
$$

where $k$-values are known and these are equal to,

$$
\begin{equation*}
k_{00}=\left(b_{2}\right) \% 7 \quad k_{01}=\left(b_{1}+6 a_{2} b_{2}\right) \% 7 \quad k_{02}=\left(a_{2}^{2} b_{2}+6 a_{1} b_{2}+6 a_{2} b_{1}+b_{0}\right) \% 7 \tag{8a}
\end{equation*}
$$

$$
\begin{equation*}
k_{10}=\left(b_{1}\right) \% 7 \quad k_{11}=\left(b_{0}+6 a_{1} b_{2}\right) \% 7 \quad k_{12}=\left(a_{1} a_{2} b_{2}+6 a_{0} b_{2}+6 a_{1} b_{1}\right) \% 7 \tag{8b}
\end{equation*}
$$

$$
\begin{equation*}
k_{20}=\left(b_{0}\right) \% 7 \quad k_{21}=\left(6 a_{0} b_{2}\right) \% 7 \quad k_{22}=\left(a_{0} a_{2} b_{2}+6 a_{0} b_{1}\right) \% 7 \tag{8c}
\end{equation*}
$$

The Eq. (7a, 7b, 7c), i.e., $(k \times c) \% 7=m$ can be solved by using matrix method as,

$$
\begin{equation*}
c=\left(k^{-1} \times m\right) \% 7 \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
m & =\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right], k=\left[\begin{array}{lll}
k_{00} & k_{01} & k_{02} \\
k_{10} & k_{11} & k_{12} \\
k_{20} & k_{21} & k_{22}
\end{array}\right], k^{-1}=\left[\begin{array}{lll}
i k_{00} & i k_{01} & i k_{02} \\
i k_{10} & i k_{11} & i k_{12} \\
i k_{20} & i k_{21} & i k_{22}
\end{array}\right], c=\left[\begin{array}{l}
c_{0} \\
c_{1} \\
c_{2}
\end{array}\right] \\
& =\left[\begin{array}{l}
i k_{02} \\
i k_{12} \\
i k_{22}
\end{array}\right] \tag{10}
\end{align*}
$$

While calculating $k^{-1}$ from $k$-matrix, one has to ensure that the determinant $\operatorname{det}(k)$ is nonzero. In the event $\operatorname{det}(k)=0$, the $I(x)$ is not an irreducible polynomial, rather a reducible one and $k^{-1}$ matrix for such a case does not exist. If $\operatorname{det}(k)$ is nonzero for all elements, the $I(x)$ is irreducible and the multiplicative inverses of elements exist. By calculating $k^{-1}$ from $k$-matrix given in Eq. (10), one can get solution for $c_{0}, c_{1}$, and $c_{2}$ using Eq. (9).

Now, $\left(b_{2} x^{2}+b_{1} x+b_{0}\right)^{-1}=\left(c_{2} x^{2}+c_{1} x+c_{0}\right) \bmod \left(x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)$
In the following Sects. 3.2 and 3.3, the two examples presented in Sects. 2.3 and 2.4 are successfully solved to provide the correct MI over $\operatorname{GF}\left(7^{3}\right)$.

### 3.2 Multiplicative Inverse of $2 \mathrm{x}+4$ in $G F\left(7^{3}\right)$ by Using the Algebraic Method

Here, we would like to demonstrate the successful application of our proposed method to calculate the multiplicative inverse for a case shown in Sect. 2.3 where
the EEA is successfully applied. The same irreducible and the elemental polynomials are used in the present case.

Let the irreducible polynomial $I(x)=x^{3}+a_{2} x^{2}+a_{1} x+a_{0}$

$$
=x^{3}+2 x^{2}+6 x+1
$$

$$
\text { The given polynomial } \begin{align*}
b(x) & =b_{2} x^{2}+b_{1} x+b_{0} \\
& =2 x+4 \tag{11}
\end{align*}
$$

$$
\text { One have to find } b(x)^{-1}=c(x)=c_{2} x^{2}+c_{1} x+c_{0}
$$

$$
\text { Here, } \begin{aligned}
a_{2} & =2, a_{1}=6, a_{0}=1 \\
b_{2} & =0, b_{1}=2, b_{0}=4
\end{aligned}
$$

By using these a and $b$ values in Eq. (8a, 8b, 8c), one can calculate the $k$-values as,

$$
\begin{array}{lll}
k_{00}=0 \% 7=0 & k_{01}=2 \% 7=2 & k_{02}=28 \% 7=0 \\
k_{10}=2 \% 7=2 & k_{11}=4 \% 7=4 & k_{12}=72 \% 7=2 \\
k_{20}=4 \% 7=4 & k_{21}=0 \% 7=0 & k_{22}=12 \% 7=5
\end{array}
$$

Following Eq. (10), the $k$-matrix and its inverse $k^{-1}$ will be

$$
k=\left[\begin{array}{lll}
0 & 2 & 0 \\
2 & 4 & 2 \\
4 & 0 & 5
\end{array}\right], \quad k^{-1}=\left[\begin{array}{lll}
2 & 6 & 6 \\
4 & 0 & 0 \\
4 & 5 & 1
\end{array}\right]
$$

The solution of $c$ in Eq. (9) will be obtained as $c_{0}, c_{1}$, and $c_{2}$ from the last column of the $k^{-1}$ matrix obtained above from $k$-matrix.

The solution for this problem is $\left[\begin{array}{l}c_{0} \\ c_{1} \\ c_{2}\end{array}\right]=\left[\begin{array}{l}6 \\ 0 \\ 1\end{array}\right]$
So one can obtain the required multiplicative inverse by using Eq. (11) as,

$$
\begin{aligned}
b(x)^{-1} & =c(x) \\
& =c_{2} x^{2}+c_{1} x+c_{0} \\
& =x^{2}+6
\end{aligned}
$$

Hence, $(2 x+4)^{-1}=x^{2}+6$
The result is identical to that obtained in Sect. 2.3 above. The proposed method successfully finds the multiplicative inverse for this polynomial.

### 3.3 Multiplicative Inverse of $2 \mathrm{x}^{2}+5 \mathrm{x}+3$ in $\boldsymbol{G F}\left(7^{3}\right)$ by Using the Algebraic Method

Now, we would like to demonstrate the successful application of our proposed method to calculate the multiplicative inverse for a case shown in Sect. 2.4 where the EEA has failed. The irreducible and the elemental polynomials used in the present case are the same used in Sect. 2.4.

Let the irreducible polynomial $I(x)=x^{3}+a_{2} x^{2}+a_{1} x+a_{0}$

$$
=x^{3}+2 x^{2}+6 x+1
$$

The given polynomial $b(x)=b_{2} x^{2}+b_{1} x+b_{0}$

$$
\begin{equation*}
=2 x^{2}+5 x+3 \tag{12}
\end{equation*}
$$

One have to find $b(x)^{-1}=c(x)=c_{2} x^{2}+c_{1} x+c_{0}$.

$$
\text { Here, } \begin{aligned}
a_{2} & =2, a_{1}=6, a_{0}=1 \\
b_{2} & =2, b_{1}=5, b_{0}=3
\end{aligned}
$$

By using these $a$ and $b$ values in Eq. (8a, 8b, 8c), one can calculate the $k$-values as,

$$
\begin{array}{lll}
k_{00}=2 \% 7=2 & k_{01}=29 \% 7=1 & k_{02}=143 \% 7=3 \\
k_{10}=5 \% 7=5 & k_{11}=75 \% 7=5 & k_{12}=216 \% 7=6 \\
k_{20}=3 \% 7=3 & k_{21}=12 \% 7=5 & k_{22}=34 \% 7=6
\end{array}
$$

Following Eq. (10), the $k$-matrix and its inverse $k^{-1}$ will be

$$
k=\left[\begin{array}{ccc}
2 & 1 & 3 \\
5 & 5 & 6, \\
3 & 5 & 6
\end{array}\right] \quad k^{-1}=\left[\begin{array}{lll}
0 & 4 & 3 \\
4 & 6 & 6 \\
6 & 0 & 3
\end{array}\right]
$$

The solution of $c$ in Eq. (9) will be obtained as $c_{0}$, $\mathrm{c}_{1}$, and $\mathrm{c}_{2}$ from $k^{-1}$ matrix in Eq. (10).

The solution for this problem is $\left[\begin{array}{l}c_{0} \\ c_{1} \\ c_{2}\end{array}\right]=\left[\begin{array}{l}3 \\ 6 \\ 3\end{array}\right]$
So one can obtain the required multiplicative inverse by using Eq. (12) as,

$$
\begin{aligned}
b(x)^{-1} & =c(x) \\
& =c_{2} x^{2}+c_{1} x+c_{0} \\
& =3 x^{2}+6 x+3
\end{aligned}
$$

Hence, $\left(2 x^{2}+5 x+3\right)^{-1}=3 x^{2}+6 x+3$

Now to verify that $\left(3 x^{2}+6 x+3\right)$ is indeed the MI of $\left(2 x^{2}+5 x+3\right)$ over $\mathrm{GF}\left(7^{3}\right)$ under irreducible polynomial $I(x)=\left(x^{3}+2 x^{2}+6 x+1\right)$, we calculate the product of these two elements $\bmod I(x)$ to find 1 , that is,

$$
\begin{aligned}
& \left(2 x^{2}+5 x+3\right)\left(3 x^{2}+6 x+3\right) \bmod I(x) \\
& =\left(6 x^{4}+6 x^{3}+3 x^{2}+5 x+2\right) \bmod \left(x^{3}+2 x^{2}+6 x+1\right) \\
& =1
\end{aligned}
$$

The result is indeed correct.

## 4 Computational Algorithm

The strength of the proposed algebraic method is that it finds the first monic irreducible polynomial and then all the 342 multiplicative inverses under it. The algorithm continues computation till the last monic irreducible polynomial is obtained along with all the 342 multiplicative inverses under it. It is noticed that in course of computation, the algorithm finds all the 112 monic irreducible polynomials reported in $[7,8]$. For all the monic irreducible polynomials over $\operatorname{GF}\left(7^{3}\right)$, the coefficient of the $x^{3}$-term is taken as unity and for computing other coefficients of such polynomials, one needs to vary the loop-index from 343 to 685 corresponding to septenary equivalents of $(1000)_{7}$ and $(1666)_{7}$, respectively.

An indigenous C program entitled "GF7^3INV," consisting of an EP-loop with loop-index (ep) varying from 1 to 342 within an IP-loop with loop-index (ip) varying from 343 to 685 and two subprograms, is developed. In the IP-loop, the IPcoefficients are calculated based on IP-loop-index (ip) using coeff_pol(), stored in array a[] and then the cal_inverse() is called after entering the EP-loop. The cal_inverse() first calls the coeff_pol() to calculate EP-coefficients based on loopindex (ep) and to store them in array b[] and then using the arrays a[] and b[] values, the $k$-matrix, given in Eq. (10), is formed and the determinant $\operatorname{det}(k)$ is calculated. If $\operatorname{det}(k)=0$, it concludes that the current ip is not an irreducible polynomial and takes the next ip-index for subsequent computation. If $\operatorname{det}(k) \neq 0$, the $k^{-1}$ is calculated whose third column is the array c[] shown in Eq. (10). Program algorithm for GF7^3INV is described below in pseudo-code:

```
Step 1: For ip = 343 to 685 do the following steps.
Step 2: Convert the ip into its septenary equivalent and
        store them in an array a[] defined in Eq.(3) where
        a
Step 3: For ep = 1 to 342 do the following steps.
Step 4: Convert the ep into its septenary equivalent and
        store them in an array b[]defined in Eq. (3) where bo
        is the least significant septenary digit.
```

```
Step 5: From arrays a[] and b[] form the \(3 \times 3 \mathrm{k}\)-matrix
    described in Eq. (10).
Step 6: Calculate determinant of k-matrix det(k).
Step 7: If \(\operatorname{det}(k)=0\), go to step 10, otherwise find the
    inverse of \(k\)-matrix as \(k^{-1}\)-matrix.
Step 8: The result for the c coefficients in Eq. (3) is
    obtained from Eq. (10) as \(c_{0}=i k_{02}, c_{1}=i k_{12}, c_{2}=i k_{22}\)
Step 9: Go to step 3 for next ep.
Step 10: Go to step 1 for next ip.
Step 11: Stop.
```

The above algorithm generates a full list of inverses corresponding to all the 112 monic irreducible polynomials given in [7, 8] and confirms that no other monic irreducible polynomial exists. Under a particular monic polynomial, if the corresponding determinant $\operatorname{det}(k) \neq 0$ for a particular elemental polynomial, the algorithm calculates its multiplicative inverse and if $\operatorname{det}(k)=0$, the algorithm stops looking for further multiplicative inverses and declares that the current monic polynomial is not an irreducible one.

## 5 Results, Discussion, and Future Scopes

A list of multiplicative inverses of 342 elemental polynomials from 1 to 342 for two irreducible polynomials $\left(x^{3}+2\right)$ and $\left(x^{3}+2 x^{2}+6 x+1\right)$ over $\operatorname{GF}\left(7^{3}\right)$ is, respectively, given in two blocks of Table 4. In each block, the multiplicative inverses of all elemental polynomials are given sequentially. In 3rd block of Table 4, first 7 multiplicative inverses for a polynomial $\left(x^{3}+1\right)$, supposed to an irreducible one, are shown. For eighth elemental polynomial, no multiplicative inverse exists indicating that the polynomial supposed to be irreducible is a reducible. Detailed results of multiplicative inverses for all the irreducible polynomials over GF $\left(7^{3}\right)$ are given in a file "Result-MIs over GF7^3.pdf" entitled "Multiplicative Inverses of all the 342 Elemental Polynomials (EP) for all the 112 Irreducible Polynomials (IP) Over GF $\left(7^{3}\right)$ " [10].

For future application scope of the proposed method in the field of cryptography, it is foreseen that a 9-bit pseudo-random number generator derived from the proposed method can be compared with an identical generator based on $\operatorname{GF}\left(2^{9}\right)$. Similarly, one can generate 8 -bit pseudo-random number generator based on $\mathrm{GF}\left(7^{3}\right)$ and compare it with an identical generator based on $\operatorname{GF}\left(2^{8}\right)$. There is a future scope of mathematical interest of the proposed method. It is now possible to find the list of non-monic polynomials over $\operatorname{GF}\left(7^{3}\right)$. To the best knowledge of the authors, no such information is available in literature. The approach presented here to study monic and non-monic irreducible polynomials can be extended to higherorder prime extension fields.

Table 4 A sequential list of MIs of 342 EPs for IPs $\left(x^{3}+2\right)$ and $\left(x^{3}+2 x^{2}+6 x+1\right)$ over GF( $7^{3}$ )
(1) Multiplicative inverses of 342 EPs under IP $\left(x^{3}+2\right)$ corresponding to ip-index 345 :
$001,004,005,002,003,006,300,616,623,214,645,241,222,500,326,343,124,315,111$, $142,100,365,356,252,333,264,231,600,546,513,444,525,421,412,200,635,666,462$, $653,434,451,400,555,536,132,563,154,161,030,413,115,643,216,346,545,461,025$, $636,165,363,102,135,262,335,566,433,023,463,404,521,240,063,215,604,116,310$, $164,665,026,201,533,236,266,324,502,440,213,065,610,416,622,066,301,510,140$, $113,415,050,143,245,523,446,626,325,432,655,336,153,013,133,104,234,535,016$, $401,353,456,436,512,036,601,340,220,243,145,131,015,556,235,633,202,255,311$, $420,033,445,504,246,640,614,302,120,443,035,540,146,010,162,261,651,464,352$, $554,136,250,351,403,652,024,660,435,552,354,360,150,206,021,625,503,524,034$, $514,121,212,233,551,450,022,654,560,105,526,312,305,224,322,411,032,323,621$, $611,114,606,031,422,060,223,425,313,126,516,615,454,355,046,101,663,166,156$, $251,045,366,455,553,402,465,544,602,210,123,055,320,226,152,565,656,263,043$, $253,204,342,056,501,620,410,423,225,641,110,053,125,304,426,520,020,452,151$, $331,254,532,634,163,631,230,042,334,650,405,466,130,531,203,332,044,350,646$, $522,505,144,542,221,062,265,632,534,550,430,106,041,543,341,321,424,306,061$, $242,345,603,644,064,624,441,122,040,232,431,561,134,662,364,155,362,664,630$, $260,406,011,453,361,160,012,564,330,205,613,511,541,244,506,051,112,256,460$, $661,103,562,014,530,515,303,314,054,344,211,442,316,642,605,414,612,141,052$
(2) Multiplicative inverses of 342 EPs under IP $\left(x^{3}+2 x^{2}+6 x+1\right)$ corresponding to ip-index 484:
$001,004,005,002,003,006,651,223,205,346,620,630,264,364,310,115,350,106,132$, $523,245,210,162,331,326,230,304,532,403,540,451,446,615,560,413,254,645,601$, $420,662,460,126,513,140,150,431,502,554,646,154,336,164,122,426,024,435,243$, $306,516,466,022,421,265,612,104,352,543,222,060,153,600,025,255,551,215,240$, $062,621,443,362,525,406,263,063,340,536,130,101,442,636,313,566,032,440,103$, $656,266,323,411,462,213,553,012,432,031,616,314,203,225,135,531,256,233,125$, $011,503,214,643,035,404,520,221,653,353,450,136,625,341,111,402,030,561,545$, $405,633,363,051,133,220,465,664,300,146,016,120,166,262,632,526,546,036,533$, $112,021,663,510,160,212,505,412,541,354,344,200,360,445,034,614,033,452,361$, $635,622,102,151,242,660,422,322,501,013,023,602,123,235,321,434,661,324,333$, $143,253,020,461,506,515,665,244,041,231,251,145,453,201,316,050,524,634,444$, $054,116,343,456,542,654,105,626,064,206,455,355,110,535,163,605,155,142,416$, $325,044,236,043,332,410,500,433,423,056,365,202,565,610,260,114,454,345,065$, $224,564,315,366,312,611,650,061,631,400,113,232,550,644,026,414,144,302,641$, $216,040,305,666,436,152,042,320,424,124,556,250,303,521,134,563,204,066,652$, $544,046,246,642,552,504,463,161,131,053,351,655,613,441,623,464,511,121,604$, $330,045,211,014,141,335,606,640,241,430,015,514,301,252,415,334,156,624,530$, $562,226,522,052,100,512,010,555,234,425,603,165,342,356,055,311,261,401,534$
(3) Multiplicative inverses of first 7 EPs under IP $\left(x^{3}+1\right)$ corresponding to ip-index 344:
$001,004,005,002,003,006,600$, No inverse exists for 8th EP $(x+1)$

## 6 Conclusion

A simple algebraic method is proposed in the paper to mark all possible monic irreducible polynomials over $\operatorname{GF}\left(7^{3}\right)$ followed by calculating multiplicative inverses of 342 elemental polynomials under each of all the 112 irreducible
polynomials. Using the proposed method, one can have a mathematical look toward monic as well as non-monic irreducible polynomials over $\operatorname{GF}\left(p^{m}\right)$ for necessary values of $p$ and $m$. The integers over $\operatorname{GF}\left(7^{3}\right)$ require nine bits-the same is also required for integers over $\mathrm{GF}\left(2^{9}\right)$. With array of multiplicative inverses of both types of finite fields, one would be able to form two types of 9-bit random number generators, both of which can be used in stream cipher and in block cipher. From the quantitative measure of randomness of the two, one would able to conclude which of the two is better and what is the status of those in respect of similar type of 8-bit generator.
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# A Novel Biometric Template Encryption Scheme Using Sudoku Puzzle 
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#### Abstract

Identity theft is a growing concern in the digital era. As per the US Federal Trade Commission, millions of people got victimized in each year [1]. Traditional authentication methods such as passwords and identity documents are not sufficient to combat ID theft or ensure security. Such representations of identity can easily be forgotten, lost, guessed, stolen, or shared. On the contrary, biometric systems recognize individuals based on their anatomical traits (e.g., fingerprint, face, palm print, iris, and voice) or behavioral traits (e.g., signature, gait). As such traits are physically linked to the user, biometric recognition is a natural and more reliable mechanism for ensuring that only legitimate or authorized users are able to enter a facility, access a computer system, or cross international borders. Biometric systems also offer unique advantages such as deterrence against repudiation and the ability to detect whether an individual has multiple identity cards (e.g., passports) under different names. Thus, biometric systems impart higher levels of security when appropriately integrated into applications requiring user authentication. In this paper, an attempt has been made to secure the biometric data using sudoku puzzle.
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## 1 Introduction

Biometric authentication schemes have great potentials in building secured systems since biometric data of the users are bound tightly with their identities and cannot be forgotten. Typically, a biometric authentication scheme consists of two phases, i.e., enrollment phase and authentication phase [2]. During the enrollment phase, the sensor module acquires the raw biometric data of an individual in the form of an image, video, audio, or some other signal. The feature extraction module operates on the biometric signal and extracts a salient set of features to represent the signal; during user enrollment, the extracted feature set, labeled with the user's identity, is stored in the biometric system and is known as a template. This template is stored on some central server or a device.

During the authentication phase, user would provide another biometric sample to the sensor. Features extracted from this sample constitute the query, which the system then compares to the template of the claimed identity via a biometric matcher. The matcher returns a match score representing the degree of similarity between the template and the query. The system accepts the identity claim only if the match score is above a predefined threshold. The whole scheme is presented in Fig. 1, where $X$ and $Y$ are templates.

Now, we briefly explain the activities performed in Fig. 1. During the enrollment phase of biometric authentication, the images of the traits are captured using some camera or devices. Then, features such as characteristics of the captured image such as color, pattern of the image, are extracted. Then, a biometric template (say, $X$ ) is generated from it. This template contains the characteristics of the user's biometric information that could be used to identify the said trait uniquely. Further, a sketch is generated from the template (i.e., $X$ ). A sketch is essentially a graph-like structure from which the template can be reconstructed, as and when necessary. The generated sketch is stored in the database. This part follows the upper row of the figure up to database. Now during the authentication phase, as


Fig. 1 Sketch generation and template reconstruction of biometric information
usual at first the trait's image is captured; then in the same way, features are extracted from it, and another template (say, $Y$ ) is constructed. Then, the template $X$ is reconstructed from the sketch stored in the database. Afterward it is matched with the captured template (i.e., $Y$ ) by using some matching function. If the templates match, then we may say that the user is authenticated; otherwise, not.

Thus, a biometric system may be viewed as a pattern recognition system whose function is to classify a biometric signal into one of several identities (viz., identification) or into one of two classes-genuine and impostor users (viz., verification).

While a biometric system can enhance user convenience and security, it is also susceptible to various types of threats [3, 4] as discussed below in the next section.

### 1.1 Biometric System Vulnerabilities

A biometric system is vulnerable to two types of failures. A denial of service occurs when the system does not recognize a legitimate user, while an intrusion refers to the scenario in which the system incorrectly identifies an impostor as an authorized user. While there are many possible reasons for these failures, they can broadly be categorized as intrinsic limitations and adversary attacks.

### 1.1.1 Intrinsic Limitations

Unlike a password-based authentication system, which requires a perfect match between two alphanumeric strings, a biometric-based authentication system relies on the similarity between two biometric samples. This is because an individual's biometric sample acquired during enrollment and authentication is seldom identical; a biometric system can make two types of authentication errors. A false nonmatch occurs when two samples from the same individual have low similarity and the system cannot correctly match them. A false match occurs when two samples from different individuals have high similarity and the system incorrectly declares them as a match. A false nonmatch leads to a denial of service to a legitimate user, while a false match can result in intrusion by an impostor. This is because the impostor need not exert any special effort to fool the system; such an intrusion is known as a zeroeffort attack. Most of the research endeavor in the biometrics community over the past five decades has focused on improving authentication accuracy-that is, on minimizing false nonmatches and false matches.

### 1.1.2 Adversary Attacks

A biometric system may also fail to operate as intended due to manipulation by adversaries. Such manipulations can be carried out via insiders, such as system
administrators, or by directly attacking the system infrastructure. An adversary can circumvent a biometric system by coercing or colluding with insiders, exploiting their negligence (for example, failure to properly $\log$ out of a system after completing a transaction), or fraudulently manipulating the procedures of enrollment and exception processing, originally designed to help authorized users.

External adversaries can also cause a biometric system to fail through direct attacks on the user interface (sensor), the feature extractor and matcher modules, the interconnections between the modules, and the template database.

Examples of attacks targeting the system modules and their interconnections include Trojan horse, man-in-the-middle, and replay attacks. As most of these attacks are also applicable to password-based authentication systems, several countermeasures such as cryptography, time stamps, and mutual authentication are available to prevent them or minimize their impact. Two major vulnerabilities specifically deserve attention in the context of biometric authentication and ID cards, and it is not possible to replace stolen templates with new ones because biometric traits are irrevocable. Finally, the stolen biometric templates can be used for unintended purposes-for example, to covertly track a person across multiple systems or obtain private health information.

There are several possible reasons for these attacks. One of the most common reasons behind this type of attack is stealing of templates and modifying them [5]. So securing the biometric template is immensely important. At the same time, the quality of the template should not be degraded. In our proposed scheme, we have used the puzzle of a $9 \times 9$ sudoku instance as key to encrypt the biometric template. The novelty of our proposed scheme lies on encryption of the template with less distortion as well as it is expected to be incredibly difficult for the intruder to know about the keys and the intruder is not be able to change or distort the template.

## 2 Introduction to Sudoku

'Sudoku' is a popular Japanese puzzle game. It is usually a $9 \times 9$ grid-based puzzle problem which is subdivided into nine $3 \times 3$ minigrids, wherein some clues are given and the objective of the problem is to fill it up for the remaining blank positions. Furthermore, the objective of this problem is to compute a solution where the numbers 1 through 9 occur exactly once in each row, exactly once in each column, and exactly once in each minigrid independently obeying the given clues. An instance of a sudoku puzzle with its solution is shown in Fig. 2. Besides the standard $9 \times 9$ grid, variants of sudoku puzzles include some of the following.

- $4 \times 4$ grid with four $2 \times 2$ minigrids,
- $5 \times 5$ grid with pentomino regions published under the name Logi-5 [6]; a pentomino is composed of five congruent squares, connected orthogonally; pentomino is seen in playing the game Tetris [7],
(a)

(b)

| 3 | 7 | 6 | 2 | 5 | 1 | 4 | 9 |
| :---: | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| 2 | 5 | 9 | 4 | 8 | 6 | 7 | 1 |
| 8 | 1 | 4 | 3 | 7 | 9 | 6 | 2 |
| 7 | 9 | 5 | 6 | 2 | 3 | 1 | 8 |
| 4 | 8 | 2 | 9 | 1 | 7 | 5 | 3 |
| 1 | 6 | 3 | 8 | 4 | 5 | 2 | 7 |
| 9 | 3 | 7 | 1 | 6 | 4 | 8 | 5 |
| 6 | 2 | 1 | 5 | 9 | 8 | 3 | 4 |
| 5 | 4 | 8 | 7 | 3 | 2 | 9 | 6 |

Fig. 2 a An instance of the sudoku problem. b A solution of the sudoku instance shown in a where a digit/symbol occurs exactly once in each row, column, and minigrid

- $8 \times 8$ grid with eight $2 \times 4$ minigrids [7],
- $16 \times 16$ grid (super sudoku) with $164 \times 4$ minigrids [8],
- $25 \times 25$ grid (sudoku, the Giant) with $255 \times 5$ minigrids [9], etc.

There are several logical techniques to solve the sudoku puzzle; some are basic simple logic, some are more advanced [8]. Depending on the difficulty of the puzzle [9], a blend of techniques may be needed in order to solve a puzzle. In fact, most computer-generated sudoku puzzles rank the difficulty based upon the number of empty cells in the puzzle and how much effort is needed to solve each of them. In our proposed scheme, we have used the minigrid backtracking [8] method to solve a sudoku puzzle.

The basic backtracking algorithm works as follows. The program places number 1 in the first empty cell. If the choice is compatible with the existing clues, it continues to the second empty cell, where it places a 1 (in some other row, column, and minigrid). When it encounters a conflict (which can happen very quickly), it erases the 1 a moment ago placed and inserts 2 or, if that is invalid, 3 or the next legal number. After placing the first legal number possible, it moves to the next cell and starts again with a 1 (or a minimum possible acceptable value). If the number that has to be altered is a 9 , which cannot be raised by one in a standard $9 \times 9$ sudoku grid, the process backtracks and increases the number in the previous cell (or the next to the last number placed) by one. Then, it moves forward until it hits a new conflict. In this way, the process may sometimes backtrack several times before advancing. It is guaranteed to find a solution if there is one, simply because it eventually tries every possible number in every possible location.

## 3 Existing Biometric Template Encryption Scheme

An ideal biometric template encryption scheme should have the following three properties [10]:

Revocability: The biometric template should be encrypted in such a manner that we can easily revoke the compromised template.
Security: It must be computationally hard to obtain the original biometric template from the secure template, so that the intruder should not be able to reconstruct the template.
Performance: The biometric template encryption scheme should not degrade the quality of the template.

The existing biometric template encryption scheme can be broadly classified into two categories: (1) the biometric cryptosystem approach and (2) the feature transformation approach as shown in Fig. 3. The basic idea of these approaches is that instead of storing the original template, the transformed/encrypted template which is intended to be more secure is stored. In case the transformed/encrypted template is stolen or lost, it is computationally hard to reconstruct the original template and to determine the original raw biometric data simply from the transformed/encrypted template.

In the feature transformation approach, a transformation function $(F)$ is applied to the biometric template $(T)$ and only the transformed template $(F(T, K)$ ) is stored in the database. The parameter of the transformation function is typically derived from a Random Key ( $K$ ) or password. The same transformation function is applied to query features $(Q)$, and the transformed query $(F(Q, K)$ ) is directly matched against the transformed template $(F(T, K))$. Depending on the characteristics of the transformation function $F$, the feature transformation schemes can be further categorized as salting and noninvertible transforms. In salting, F in invertible, that


Fig. 3 Categorization of biometric template protection scheme


Fig. 4 Authentication mechanism when the biometric template is protected using feature transformation approach (courtesy to [5])
is if an adversary gains access to the key and the transformed template, s/he can recover the original biometric template (or a close approximation of it). Hence, the security of the salting scheme is based on the secrecy of the key or password. On the other hand, noninvertible transformation schemes typically apply a one-way function on the template and it is computationally hard to invert a transformed template even if the key is known. Figure 4 depicts the approach as described.

Biometric cryptosystems [11, 12] were originally developed for the purpose of either securing a cryptographic key using biometric features or directly generating a cryptographic key from biometric features. However, they can also be used as a template protection mechanism. In a biometric cryptosystem, some public information about the biometric template is stored. This public information is usually referred to as helper data, and hence, biometric cryptosystems are also known as helper data-based methods [13]. While the helper data do not (is not supposed to) reveal any significant information about the original biometric template, it is needed during matching to extract a cryptographic key from the query biometric features. Matching is performed indirectly by verifying the validity of the extracted key. Error correction coding techniques are typically used to handle intruder variations. Figure 5 depicts the approach as described above.

Biometric cryptosystems can further be classified as key-binding and key generation systems depending on how the helper data are obtained. When the helper data are obtained by binding a key (that is independent of the biometric features) with the biometric template, we refer to it as a key-binding biometric cryptosystem. Note that given only the helper data, it is computationally hard to recover either the key or the original template. Matching in a key-binding system involves recovery of the key from the helper data using the query biometric features. If the helper data are derived only from the biometric template and the cryptographic key is directly generated from the helper data and the query biometric features, it leads to a key generation biometric cryptosystem.


Fig. 5 Authentication mechanism using biometric cryptosystem (courtesy to [5])

## 4 Biometric Template Encryption Scheme Using Sudoku

The entire existing template encryption scheme can provide adequate security to the biometric template. But unfortunately, if somebody modifies the stored template, they are unable to detect it. So in our proposed scheme, we have used sudoku puzzle as a key to encrypt the template, so that if any modification in the template takes place, it can easily detect it. The entire scheme is described as below:

Input: A solved sudoku puzzle and the biometric template of a trait (e.g., an image).

Output: Sudoku-embedded biometric template.
Step 1 Block preparation: The biometric template is divided into $9 \times 9$ equalsized blocks.
Step 2 Embedding $9 \times 9$ sudoku puzzle: A solved sudoku instance and the biometric template with blocks are taken as input.

For each individual block:
Make disjoint groups of four pixels each; padding is incorporated, if necessary. For each group of four pixels:
The least significant bit (LSB) of the 8-bit representation of each pixel in block $i$ is added to the associated value present in the corresponding sudoku cell $i$, $1 \leq i \leq 81$.

As for example, in Fig. 6, all pixels present in the first block of the first row are to be replaced with 3 in a group of four pixels each, i.e., the LSBs of the first and the second pixel are kept unchanged, whereas 1 is added to the LSB of each of the third and the fourth pixel, as the corresponding binary representation of 3 is 0011 .

Step 3 Sudoku instance and key generation: Here, a suitable sudoku instance is generated (by excluding digits from some of the cells and making them blank) from a given solved sudoku puzzle. Hence, a sudoku instance is


Fig. 6 Biometric template encryption process: The biometric template is divided and placed over a region of $9 \times 9$ blocks. The values of each cell of a (solved) sudoku puzzle are embedded into the corresponding block of the template. Here, red digits are given clues of the problem instance and black digits are inserted to get a solved solution of the instance


Fig. 7 The process of key generation
generated by keeping some of the digits as clues and rest of the cells remain blank so that at the end of the process the same solved sudoku puzzle could be obtained. This process is known as the Dig-and-Hole method for generating sudoku instance [9]. In Fig. 7, the clues are shown in red colors that are generated (in obtaining an instance of the problem) for some solved sudoku puzzle, as shown in Fig. 6, though this could also be a different instance other than that is depicted in this figure.

Then, two keys are created from this sudoku instance: (1) server key and (2) user key. Server key is created after removing clues from each corner cell. User key is created by storing all the removed corner digits (row-wise); if there is no clue, then 0 is stored as the corresponding key of the cell. For example, in Fig. 7, the user key we obtain is 0850 , as there are no clues in the top-left corner cell as well as bottom-right corner cell; we may note that the top-right corner cell contains
an 8 and the bottom-left corner cell contains a 5 as clues. In our scheme, we like to keep the server key is retained in the database server, while the user key is returned back to the user for future authentication, as and when necessary.

Then, the biometric sketch is created, and this sketch along with the server key is stored in the server. So, in our proposed scheme, the server stores encrypted biometric template sketches in the database as well as the server key generated using the sudoku instance. The user key is kept by the biometric user. If anybody wants to enter into the biometric system, one has to supply the biometric information as well as the key generated by the server. The decryption technique of the proposed scheme is as follows.

### 4.1 Biometric Template Decryption Technique

Step 1 Submission of keys: User has to submit its own key along with biometric data to the server. The server places each number sequentially to each corner of the server key as shown in Fig. 8. The first leftmost value is placed in the top-left corner of the server key. The next value is placed in the top-right corner, whereas the next two values are placed in the bottomleft and bottom-right corner of the server key, respectively. Then, the original instance of the sudoku is computed, wherefrom we can reach to the original solved sudoku puzzle, which is ultimately embedded in the template. If 0 is found in the user key, then the value is replaced by a blank cell in the server key.

Fig. 8 Merging of Server key with user key


Step 2 Here, the sudoku instance is solved by the server to get the complete sudoku puzzle.
Step 3 Then, in the similar way during the encryption process, the reconstructed templates are divided into 81 blocks.

## For each individual block:

Make groups of four pixels each.
For each group:
The associated value present in a sudoku cell is subtracted from the LSB of each pixel present in the corresponding group of the block, and then, padding is also removed, if added earlier.

Then, the original biometric template (i.e., $X$, in Fig. 1) is recreated.
Now, this is obvious that an efficient sudoku solving algorithm is also very essential to speed up the process of encryption and decryption. So for this purpose, in our proposed work we have also designed an efficient sudoku solving algorithm, which is described in the next section.

### 4.2 The Designed Sudoku Solving Algorithm

Our devised algorithm considers each of the minigrids that may be numbered as 1 through 9 as shown in Fig. 9. Each minigrid may or may not have some clues as numbers that are given. We first consider a minigrid that contains a maximum number of clues, and if there are two or more such minigrids, we consider the one with the least minigrid number.

Needless to mention that each of the cells in a minigrid, either containing a clue or a blank cell, is somehow differentiated from each of the cells of another minigrid as the position of a cell in a sudoku instance could be specified by its row number and column number, which is unique. So, a cell $[i, j]$ of minigrid $k$ may either contain a number $l$ as a given clue or a blank location that is to be filled in by inserting a number $m$, where $1 \leq i, j, k, l, m \leq 9$.


Fig. 9 The structure of a $9 \times 9$ sudoku puzzle (problem) with its nine minigrids of size $3 \times 3$ each as numbered 1 through 9 . Minigrid number 1 consists of the cell locations [1], [1, 2], [1, 3], $[1,2],[2],[2,3],[1,3],[2,3]$, and $[3]$, minigrid number 2 consists of the cell locations $[1,4],[1$, 5], $[1,6],[2,4],[2,5],[2,6],[3,4],[3,5],[3,6]$, and so on

Now to start with a minigrid as stated above, we find that the minigrid 3 contains a maximum number of clues, i.e., four, among all the minigrids, and each of the minigrids 1 and 2 contains less number of clues than that of minigrid 3 (see Fig. 2a). For example, for the sudoku instance as shown in Fig. 2a, each of the minigrids 3,5 , and 7 contains four clues each; hence, at the beginning, we consider minigrid 3 for computing all its valid permutations of the missing numbers for its blank locations (as 3 is the minimum minigrid number).

Besides, for a given sudoku instance, we know all the clues given as well as the clue positions among the cells of a minigrid and subsequently the blank cells are also known to us. For example, the given clues in minigrid 3 of Fig. 2a are 9 at location [1, 8], 8 at location [1, 9], 1 at location [2, 8], and 5 at location [3, 9]. Here, we denote a cell location of a sudoku instance by [row number, column number], where each of row numbers and column numbers varies from 1 to 9 . Hence, the blank locations are [1, 7], [2, 7], [2, 9], [3, 7], and [3, 8], and the missing digits are $2,3,4,6$, and 7 .

We compute all possible permutations of these missing digits in minigrid 3, where the first permutation may be 23467 (the minimum number) and the last permutation may be 76432 (the maximum number using the missing digits). Here, as the number of blank locations is five, the total number of permutations is 5!, which is equal to 120 . Now, the algorithm considers each of these permutations one after another and identifies only the valid set of permutations based on the given clues available in rows and columns in other minigrids (that are minigrids 1 , 2,6 , and 9). As for example, if we consider the first permutation 23467 and place the missing digits, respectively, in order in locations [1, 7], [2, 7], [2, 9], [3, 7], and $[3,8]$, which are arranged in rising mode, we find that this permutation is not a valid permutation. This is because the location [6, 7] already contains 2 as a clue of minigrid 6 , and we cannot place 2 at $[1,7]$ as the permutation suggests. Also the location [3,5] contains 7 as a clue of minigrid 2 , and we cannot place 7 at $[3,8]$ as it is supposed to place.

Similarly, we may find that the last permutation 76432 is also not a valid permutation as location [4, 9] already contains 4 as a clue of minigrid 6 , and we cannot place 4 at $[2,9]$ as the permutation suggests. But we may observe that 74362 is a valid permutation as we may safely place 7 at [1, 7], 4 at [2, 7], 3 at [2, 9], 6 at [3, 7], and 2 at [3, 8] based on the other clues in the corresponding rows and columns of other minigrids (that are minigrids $1,2,6$, and 9 ).

This is how we may compute all valid permutations of minigrid 3 and proceed for a next minigrid that belongs to among the row and column minigrids of minigrid 3 which contains a maximum number of clues, but the minigrid number is minimum. Among all the valid permutations (for their respective blank locations) of minigrid 3, at least one permutation must last at the end of computation of valid permutations of each of the remaining minigrids if the solution of the given sudoku instance is unique. To find out the next minigrid to be considered, we go through the row and column minigrids of minigrid 3 in the sudoku instance of Fig. 2a (that are minigrids $1,2,6$, and 9 ), and among these minigrids, we find that the minigrid

1 contains a maximum number of clues, i.e., three (which is equally true for each of the minigrids 6 and 9 ), and its minigrid number is the minimum.

So now, we consider minigrid 1 , and as done before for minigrid 3, we find the given clues and the missing digits therein along with their locations. Here, we do exactly the same as we did earlier in computing all permutations of the missing digits in minigrid 3. At the time of identifying all valid permutations of minigrid 1 , we consider one valid permutation (at their respective blank locations) of minigrid 3 in addition to all given clues of the instance under consideration. If we get at least one valid permutation for minigrid 1 (obeying an assumed valid permutation of minigrid 3), we consider it for some subsequent computation of permutations of another minigrid; otherwise, we consider a second valid permutation of minigrid 3, and based on that, we compute another set of valid permutations for minigrid 1 , and so on.

Now, it is straightforward to declare that here, the minigrid that is to be considered is one among the minigrids $2,4,6,7$, and 9 as the row and column minigrids of minigrids 3 and 1 (for which we have already computed valid permutation(s) one after another); note that neither of minigrids 5 and 8 are a row or column minigrid of minigrids 3 and 1. Hence, following the instance in Fig. 2a, we consider minigrid 7 for computing all its valid permutations allowing for one valid permutation of minigrid 3 and then one subsequent valid permutation of minigrid 1 , in addition to all given clues of the instance under consideration, as each of the minigrids $2,4,6$, and 9 contains less number of clues than that of minigrid 7. Here in computing all valid permutations of minigrid 7, we may not consider an assumed valid permutation of minigrid 3 , as this minigrid is neither in a row nor in a column of minigrid 7, but we have to consider a valid permutation of minigrid 1 and all given clues in the sudoku instance (primarily the clues given in minigrids 4, 8, and 9).

This process is continued till a valid permutation of a minigrid (or a set of valid permutations of a group of minigrids) is propagated to compute a valid permutation of a subsequent minigrid, and eventually, a valid permutation of the last minigrid (i.e., the ninth minigrid; not necessarily minigrid number 9) is computed, which altogether generate a desired solution of the given sudoku instance. It may so happen that up to $t$ minigrids, $t$ valid permutations that we consider in a series match each other toward a valid combination of the given sudoku instance, but there is no valid permutation for the $(t+1)$ th minigrid obeying the earlier assumed $t$ valid permutations, where $1<t<9$. Then, we consider a second valid permutation of the $t$ th minigrid, and after that we try to compute a valid permutation for the $(t+1)$ th minigrid, if one exists. If for none of the valid permutations of the $t$ th minigrid a valid permutation for the $(t+1)$ th minigrid is obtained, we consider a second valid permutation for the $(t-1)$ th minigrid that leads to compute a new set of valid permutations for the $t$ th minigrid, and so on.

We claim that we must acquire at least one valid permutation for each of the minigrids one after another, obeying at least one valid permutation computed for each of the minigrids considered earlier in the process of assuming the minigrids in
succession; we claim this result in the form of the following theorem if at least one solution of the given sudoku puzzle exists.

Theorem 1 There is at least one valid permutation for the missing digits for their respective blank locations in each of the minigrids such that the combination of all such (nine) valid permutations for all the (nine) minigrids produces a desired solution, if there exists a solution of a given sudoku instance.

Proof The verification of the theorem is straightforward following the steps of the inherent development of the algorithm as stated above, if a feasible solution of the given sudoku instance is there. We may start with one valid permutation for some earlier assumed minigrid that may not be a valid partial solution in combination for the whole sudoku instance; then, we must reach to a point of computing a valid permutation of some subsequent minigrid when no such permutation is obtained for that minigrid. In that case, we are supposed to return back to the former minigrid we had to consider a next valid permutation, if any, for the same (i.e., for the previous minigrid) and move to the current minigrid for computing its valid permutations accordingly. Hence, it is clear that if one valid permutation for some earlier assumed minigrid is not a valid partial solution in combination for the whole sudoku instance, then we must have to return back to that prior minigrid to consider a new valid permutation of the same to continue the process again in computing all valid permutations of its subsequent minigrid, and so on. In this way, a set of individual valid permutations is to be differentiated so that in combination of all of them a desired solution of the given sudoku instance is computed, if one such solution exists.

To see the algorithm at a glance, let us write it in the form as follows:
Input: A sudoku instance, $P$ of size $9 \times 9$.
Output: A solution, $S$ of the given sudoku instance, $P$.
Step 1 Compute the number of clues, $\operatorname{digit(s)~given~as~clue,~and~the~missing~}$ digits in each of the minigrids of $P$.
Step 2 Compute $S_{M}$, a sequence of minigrids that contains all the minigrids in succession, wherein $M \in S_{M}$ is the minigrid (and the first member in $S_{M}$ ) with a maximum number of clues and whose minigrid number is minimum. In $S_{M}$, a member $N$ is a minigrid which is either in the row or in the column of any of its earlier members in $S_{M}$ including $M$ that contains a maximum number of clues and whose minigrid number is minimum, where $1<N \leq 9$.
Step 3 Compute all valid permutations for the missing digits in $M$ and store them.

Step 4 For all the remaining minigrids in succession in $S_{M}$ do the following:
Step 4.1: Consider a next minigrid, $N \in S_{M}$, and compute all its valid permutations for the missing digits in $N$ assuming a valid permutation for each of the earlier minigrids up to $M$, and store them.
Step 4.2: If one valid permutation for $N$ is obtained, then consider a next minigrid of $N$ in $S_{M}$, if any, and compute all its valid permutations for the missing digits in this minigrid assuming a valid permutation for each of the earlier minigrids up to $M$, and store them.
Else consider a next valid permutation, if any, of the immediately previous minigrid of $N$, and compute all its valid permutations for the missing digits in $N$ assuming a valid permutation for each of the earlier minigrids up to $M$, and store them.

Step 5 If all the valid permutations of the immediate successor minigrid of $M$ are exhausted to obtain a valid combination for all the nine minigrids in $S_{M}$, then consider a next valid permutation of $M$ and go to Step 4. The process is continued until a valid combination for all the nine minigrids in $S_{M}$ is obtained as a desired solution $S$ for $P$; otherwise, the algorithm declares that there is no valid solution for the given instance $P$.

Now it is straightforward to compute $S_{M}$ for a given sudoku instance $P$. As for example, consider the sudoku instance given in Fig. 2a. According to this instance, the sequence $S_{M}$ of minigrids is $\langle 3,1,7,6,5,9,4,8,2\rangle$ as it has been described and performed in Step 2 of the first version of the algorithm above.

Computation of all valid permutations for the missing digits in a minigrid is an important task of the present algorithm. At the time of computing only all valid permutations for the missing digits, we follow a tree data structure, where the degree of the root of the tree is same as the number of missing digits, and levelwise it reduces to one to obtain the leaf vertices, where each leaf at the lowest level is a valid permutation of all the missing digits based on the clues given in $P$ (and the assumed valid permutation(s) in other minigrid(s) in subsequent iterations).

As for example, the number of clues given in minigrid 3 of the puzzle in Fig. 2a is four, and the missing digits are $2,3,4,6$, and 7 . The proposed algorithm likes to place each of the permutations of these missing digits in the blank locations [1, 7], [2, 7], [2, 9], [3, 7], and [3, 8]. Here, the tree structure we like to compute is shown in Fig. 10, whose root does not contain any permutation of the missing five digits, and it is represented by ' $* * * * *$ '. This root is having five children where the first child leads to generate all valid permutations staring with 2 , the second child leads to generate all valid permutations staring with 3 , and so on.

Now note that none of the permutations starting with 2 is a valid permutation as column 7 of minigrid 6 contains 2 as given clue (at location [6, 7]). So, we do not expand this vertex (i.e., vertex with permutation ' 2 ****') further in order to


Fig. 10 The permutation tree for generating only valid permutations of the missing digits in minigrid 3 of the sudoku instance shown in Fig. 2a
compute only the set of desired valid permutations. Similarly, we do not expand the child vertex with permutation ' 6 ****', as location $[1,3]$ contains 6 as given clue. Up to this point in time, as either 3 , or 4 , or 7 could be placed at [1, 7], we expand each of the child vertices starting with permutations 3 , and 4 , and 7 , as shown in Fig. 10.

Similarly, we expand the tree structure inserting a new missing number at its respective location (for a blank cell) leading from a valid permutation (as vertex) in the previous level of the tree. Correspondingly, we verify whether the missing digit could be placed at the respective location for a blank cell of the given sudoku instance $P$. If the answer is 'yes,' we further expand the vertex; otherwise, we stop expanding the vertex in some earlier level of the tree structure prior to the last level of leaf vertices only. As for example, the vertex with permutation ' $742^{* *}$ ' is not expandable, because we cannot place 2 at $[2,9]$ as $[1,2]$ contains a 2 as given clue. So, this is how either a valid permutation is generated from the root of the tree structure reaching to a bottommost leaf vertex, or the process of expansion is terminated in some earlier level of the tree that must generate other than valid (unwanted) permutations at this point in time.

Interestingly, Fig. 10 shows the reality that the number of possible permutations of five missing digits is 120 , and out of them, only seven are valid for minigrid 3 of the sudoku instance shown in Fig. 2a. Note that the given clues in P are nothing but constraints, and we are supposed to comply with each of them. So, usually, if there are more clues, $P$ is more constrained, and hence, the number of valid permutations is even much less, and the solution, if it exists, is unique in most of the cases. On the contrary, if there are fewer clues in $P$, more valid permutations for some minigrid of $P$ could be generated, computation of a solution for $P$ might take more time, and $P$ may have two or more valid solutions. In any case, if there is a unique solution of the assumed sudoku instance (in Fig. 2a), out of these seven
valid permutations, only one is finally be accepted following the subsequent steps of the algorithm.

Now, the algorithm considers one valid permutation (out of the seven permutations) of minigrid 3 and all given clues in $P$ and generates all valid permutations for minigrid 1 . If at least one valid permutation for minigrid 1 is obtained, we proceed for generating all valid permutations for minigrid 7 obeying all given clues in $P$ and the assumed valid permutations of minigrids 3 and 1 ; otherwise, a second valid permutation of minigrid 3 is considered, for which in a similar way, we generate all valid permutations for minigrid 1 , and so on.

This is how the algorithm proceeds and generates all valid permutations of a minigrid under consideration conforming the given clues in $P$ and a set of assumed valid permutations, one for each of the minigrids considered earlier in succession, up to this point in time.

Note that at the time of computing a set of valid permutations for a minigrid, we have to consider clues and (earlier computed) valid permutations in only four of the remaining eight minigrids that are adjacent to the minigrid (currently) under consideration. As for example, while computing valid permutations for minigrid 7, we have to consider one valid permutation of minigrid 1 and the clues given in minigrids $1,4,8$, and 9 only; here, the assumed valid permutation of minigrid 3 has no use while computing valid permutations for minigrid 7. In the same way, while computing valid permutations for minigrid 6 , only we have to consider the assumed valid permutation of minigrid 3 (up to this point in time) and the clues given in minigrids $3,4,5$, and 9 only; here, the assumed valid permutations of minigrids 1 and 7 have no use while computing valid permutations for minigrid 6 and so on.

Now, we discuss about the size of the tree structure under consideration. If $p$ be the number of blank cells in a minigrid and the sudoku instance is of size $n \times n$, then the computational time as well as the computational space complexity of the sudoku solver developed herein is $(p!-x)^{n}=\mathrm{O}\left(p^{n}\right)$, where $x$ is the number of other than valid permutations based on the clues given in the sudoku instance $P$. Our observation is that for a given sudoku instance $P, x$ is very close to $p!$, and hence, $p!-x$ is a reasonably small number and in our case the value of $n$ is equal to 9 . Hence, the experimentations made by this algorithm take negligible amount of clock time, and this is of the order of milliseconds.

## 5 Experimental Results: Analysis and Discussion

We have tested our proposed approach of biometric template encryption scheme, using the Essex Faces 94 face database (E94 database), which is publicly available and essentially created for face recognition related research studies. The E94 database contains images of 152 distinct subjects, with 20 different images for each subject where the size of each JPEG image is $180 \times 200$. In our approach, we have transformed these images to 8 -bit gray-level images and then used these gray-


Fig. 11 Sample E94 database
level images in our experiments. For each subject, we have randomly chosen the 12 out of 20 samples for enrollment and the remaining 8 sample face images are used for authentication. Some sample images from the E94 database are given in Fig. 11.

Then, we have done histogram analysis of this proposed scheme. We have noticed a very less distortion in the template. Sample histograms are shown in Figs. 12 and 13; Fig. 12 shows the histogram of the template before embedding sudoku, and Fig. 13 shows the same after embedding sudoku.


Fig. 12 Histogram of the template before embedding sudoku


Fig. 13 Histogram of the template after embedding sudoku
From the histogram analysis, we can easily notice that there is incredibly less distortion in the image after embedding the sudoku puzzle, which is one of the prime requirements of any template encryption scheme.

### 5.1 Computation Time

As we have performed only simple add operation on the LSB's, it takes negligible amount of computational time. The average computational time for the operation is around 30 ms , which is small enough as compared to other encryption techniques. Feature transformation takes in an average of $30-35 \mathrm{~ms}$, whereas biometric cryptosystem takes an average of $45-45 \mathrm{~ms}$ of computation time.

### 5.2 Robustness

In feature transformation approach, a noninvertible feature transformation function is applied to the biometric template, whereas in case of biometric cryptosystems using keys, biometric templates are embedded. But still there are scopes to modify the template which ultimately leads to denial-of-service (DOS) attack. As in our proposed scheme, we are embedding a sudoku puzzle inside the biometric template and each $9 \times 9$ sudoku puzzle having the number $1-9$ in each row, column, and minigrid only once. Modification is not possible, as any modification in the template ultimately leads to modification in the sudoku puzzle itself, which leads to the violation of sudoku constraints.

### 5.3 More Number of Keys

There exist as many as $6,670,903,752,021,072,936,960$ distinct sudoku puzzles [2]. That means these many numbers of different keys can be used. Now, the average computing time of a sudoku instance is $\sim 29 \mathrm{~ms}$; that means, around $6,134,456,139,289$ years are required to solve all the sudoku instances available in practice. So guessing the key is almost impossible in our proposed method, and the brute force attack is also not feasible in our projected scheme of encryption.

## 6 Conclusion

Our anticipated encryption scheme is novel in the following sense. As we are embedding a sudoku puzzle inside the template, it is almost impossible for an intruder to modify the template as each row, column, and minigrid of the sudoku instances contains 1-9 uniquely. Any changes in these data ultimately lead to an error in the sudoku. If somebody changes the whole sudoku puzzle, then also the user of the system is capable to find the alteration, as the original sudoku instance is stored as key in the server as well as with the user. We are modifying the LSB of each pixel. Hence, the probability of image distortion is significantly reduced. We have distributed the key used for the encryption into two parties, i.e., user and server. So, without getting these two keys, nobody is able to decrypt the template. Therefore, we can claim that the proposed scheme is sincerely robust with least distortion in the quality of the template.
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#### Abstract

The problem of reversible circuit synthesis has become very important with increasing emphasis on low-power design and quantum computation. Many synthesis approaches for reversible circuits have been reported over the last decade. Among these approaches, those based on the exclusive-or sum-of-products (ESOP) realization of functions have been explored by many researchers because of two important reasons: large circuits can be handled, and the mapping from ESOP cubes to reversible gate netlist is fairly straightforward. This paper proposes a simulated annealing (SA)-based approach for transforming the ESOP cubes generated from Exorcism-4 tool using some cube mapping rules, followed by a strategy to map the ESOP cubes to a netlist of reversible gates. Both positive- and negative-control Toffoli gates are used for synthesis. Synthesis results on a number of reversible logic benchmarks show that for many of the cases, it is possible to get a reduction in quantum cost against the best-known methods.
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## 1 Introduction

With great advancements in semiconductor technology over the last few decades, the number of transistors in a chip has grown exponentially, and the age-old Moore's law [14] continues to hold. With such miniaturization, power dissipation has become a major problem with today's VLSI chips. Various low-power design techniques and architectures have been proposed to counter these problems.

Landauer [11] showed that whenever there is loss of information during some computation, energy is dissipated in the form of heat. This has been quantified as $K T \log 2 \mathrm{~J}$ of energy for every bit of information that is lost, where $K$ is the Boltzmann constant and $T$ is the absolute temperature of the environment. Landauer's principle has also been experimentally verified [3], by actually measuring the energy dissipated when one bit of information is erased. Since traditional irreversible gates lose information during computation, they will always dissipate energy irrespective of the underlying technology. However, since reversible computations are information lossless, they have the potential for having very lowpower implementations. This conjecture is also supported by an observation by Bennett [2], who argued that zero power dissipation is possible only if the computation is information lossless (that is, reversible). Moreover, reversible computing finds its importance in quantum computation as well, where the basic operations are reversible in nature.

Recently in [23], the authors proposed a reversible implementation of a lowpower channel encoding scheme and showed that the corresponding CMOS realization consumes less power as compared to the best-known conventional encoding method. Again in [5], a reversible implementation of the AES encryption algorithm has been proposed. This ongoing effort by various researchers aims to establish reversible computing as an alternate low-power design paradigm.

With such motivations, synthesis of reversible circuits has become an active area of research. Various synthesis approaches have been proposed, which can be broadly classified as exact methods [9], heuristic methods [4], and those based on higher-level function representations [7, 22]. Exact (heuristic) methods generate optimal (near-optimal) circuits but cannot handle large functions. Methods based on higher-level function representations such as binary decision diagrams (BDD) and exclusive-or sum-of-products (ESOP), in contrast, are able to synthesize large circuits with several hundreds of inputs, again with no guarantee of optimality. ESOP-based synthesis methods have the added advantage that they can also handle nonreversible or incompletely specified functions, with the input given as a .pla file.

The cost metrics that are typically used to evaluate a synthesized gate netlist are number of gates, quantum cost [1], or the number of equivalent transistors. Here, we have used the quantum cost metric for all comparison and evaluations.

In this paper, an integrated approach to synthesis of reversible circuits is presented, which is based on the ESOP representation of functions. A simulated annealing (SA)-based approach is proposed for transformation of ESOP cubes,
which are then mapped to a reversible gate cascade consisting of both positiveand negative-control Toffoli gates. The rest of the paper is organized as follows. Section 2 presents a review of the ESOP-based synthesis methods and some of the important issues therein. Section 3 gives the theoretical framework based on which the cube transformations are carried out. Section 4 explains the proposed scheme. The experimental results are summarized in Sect. 5, with Sect. 6 giving some concluding remarks and some scopes for future work.

## 2 Background of ESOP-Based Synthesis

In this section, we will briefly review the basics of reversible logic and ESOPbased synthesis.

### 2.1 Reversible Logic and Reversible Gates

A Boolean function $f: \mathbf{B}^{n} \rightarrow \mathbf{B}^{n}$ is said to be reversible if there is a one to one mapping and it is bijective. The problem of synthesis is to determine a reversible circuit that realizes a given function $f$.

Like in many previous methods, in this paper, we consider the gate library consisting of NOT, CNOT, and generalized Toffoli gates. The method uses generalized Toffoli gates with both positive and negative controls. Figure 1 shows CNOT, positive-control, and negative-control Toffoli gates that realize the functions: $\{a, a \oplus b\},\{a, b, c \oplus a b\}$, and $\{a, b, c \oplus \bar{a} \bar{b}\}$, respectively.

To estimate the cost of an implementation, several metrics are used, namely number of gates, number of equivalent MOS transistors, and number of equivalent basic quantum operations called quantum cost [1]. There are standard ways of computing the quantum cost from a given gate netlist [6], for gates having positive controls only. Recently in [12], Toffoli gates with negative controls have been introduced. For calculating quantum cost, the same calculation for positive controls will hold for negative controls as well, with the only exception for the case where all the controls are negative. In such case, a 1 has to be added to the quantum cost as calculated.

### 2.2 ESOP-Based Synthesis Techniques

Exclusive-or sum-of-products (ESOP) is a type of representation of a Boolean function, as an exclusive-or sum of several product terms (called cubes). An example function in ESOP form is $f=a b \oplus c d \oplus \bar{a} \bar{c} d$. One interesting thing
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Fig. 1 Basic reversible gates
about the ESOP representation is that we can map the ESOP cubes into equivalent Toffoli gates in a straightforward way [7]. The ESOP cube list for a given function can be generated by one of several ESOP generation algorithms, but in most of the papers, a tool called Exorcism-4 [13] is used.

In [10], Gupta et al. proposed a synthesis approach based on positive-polarity Reed-Muller expansion, which is a form of ESOP. Here instead of using a single gate for each term in the expansion, a tree-like structure is used to explore all possible factors of each term, and in turn, a circuit is constructed that shares factors.

In [7], Fazal et al. presented a synthesis approach, where a Toffoli gate is directly generated from an ESOP cube list. The total number of lines required is $(2 n+m)$ where $n$ and $m$ denote the number of input and output variables, respectively. A Toffoli gate is added for each output of a particular cube. In a further modification, the number of lines was reduced to $(n+m)$ by inserting a few NOT gates.

In [19], Sanaee et al. proposed a method that exploits the sharing of cubes among outputs. A cube is realized once, and the result is transferred to the other sharing outputs using CNOT gates. In [20], the authors proposed another technique that uses negative-control Toffoli gates and some transformation rules to reduce some of the output lines.

In [18] Rice et al. proposed an approach which uses an autocorrelation-based cost metric for identifying the position of Toffoli gates. This method requires more number of gates for many circuits as compared to [7].

In [15], Nayeem et al. presented a shared cube-based approach, which tries to optimize the Toffoli gate mapping by grouping the cubes into sublists. They achieved a significant reduction in quantum cost as compared to other works.

In [17] Rice et al. proposed an ordering-based technique to reorder the ESOP cube list to reduce the number of NOT gates. The method shows better results as compared to [7, 18].

In $[6,8]$, the authors suggest approaches to optimize the ESOP cubes using the pseudo-Kronecker representation of a Boolean function. An evolutionary algorithm is proposed in [6] to determine a good variable ordering and a suitable XOR decomposition for the BDD , so as to minimize the quantum cost.

This paper proposes a rule-based technique for transforming a set of ESOP cubes using simulated annealing, with the objective of reducing the quantum cost of the corresponding reversible gate implementation. The theoretical basis of the work is discussed in the following section.

## 3 Theoretical Framework for the Work

In this section, we discuss some methods for transforming the ESOP cubes such that the quantum cost of the resulting netlist is reduced. Some of these rules were used in earlier works in the context of synthesis; however, in the present work, we use them for cube transformation. The following results can be easily proved using switching algebra.

Lemma 1 For an n-variable function, if $A, B$ and $Z$ denote cubes such that $Z$ does not contain any variables present in $A$ or $B$, then

$$
(A \oplus B) Z=A Z \oplus B Z
$$

Proof We have

$$
\begin{aligned}
A Z \oplus B Z & =A Z(\bar{B}+\bar{Z})+B Z(\bar{A}+\bar{Z}) \\
& =A \bar{B} Z+\bar{A} B Z \\
& =(A \bar{B}+\bar{A} B) Z=(A \oplus B) Z
\end{aligned}
$$

Theorem 1 For an n-variable function, if $A, B, C, D$ and $Z$ represent cubes such that $Z$ does not contain any of the variables present in $A, B, C$ or $D$, then the following result holds:

$$
\text { if } A \oplus B=C \oplus D \text {, then } A Z \oplus B Z=C Z \oplus D Z
$$

Proof Let us assume that $A \oplus B=C \oplus D$. Therefore,

$$
\begin{aligned}
A Z \oplus B Z & =A Z(\bar{B}+\bar{Z})+B Z(\bar{A}+\bar{Z}) \\
& =A \bar{B} Z+\bar{A} B Z=(A \bar{B}+\bar{A} B) Z \\
& =(A \oplus B) Z=(C \oplus D) Z \\
& =C \bar{D} Z+\bar{C} D Z \\
& =C Z(\bar{D}+\bar{Z})+D Z(\bar{C}+\bar{Z}) \\
& =C Z \oplus D Z
\end{aligned}
$$

Theorem 2 For an $n$-variable function, if $A_{i}(1 \leq i \leq p), B_{i}(1 \leq i \leq m)$, and $Z$ represent cubes such that $Z$ does not contain any of the variables present in $A_{i}$ or $B_{i}$, then the following result holds:

$$
\begin{array}{r}
\text { If } A_{1} \oplus A_{2} \oplus \ldots \oplus A_{p}=B_{1} \oplus B_{2} \oplus \ldots \oplus B_{m}, \\
\text { then } A_{1} Z \oplus A_{2} Z \oplus \ldots \oplus A_{p} Z=B_{1} Z \oplus B_{2} Z \oplus \ldots \oplus B_{m} Z .
\end{array}
$$

Proof Follows along the same lines as in the previous theorem.

### 3.1 Cube Transformation Rules

A set of rules that can be used to transform a set of ESOP cubes is presented below. The basic idea is to transform a set of ESOP cubes into an equivalent set of cubes through selective application of these rules so that the quantum cost of the final gate netlist is reduced.

R1: Rice and Nayeem [17] if two cubes $A$ and $B$ differ in one position, where it is ' 1 ' in $A$ and ' - ' in $B$, then we merge them into a single cube $C$ by setting the differing position to ' 0 '. For example, the cubes $\{110-, 1-0-\}$ can be merged to $\{100-\}$.
R2: Rice and Nayeem [17] if two cubes $A$ and $B$ differ in one position, where it is ' 0 ' in $A$ and ' - ' in $B$, then they can be merged by setting the differing position to ' 1 '. For example, the cubes $\{10-, 1-\}$ can be merged to $\{11-\}$.
R3: Mishchenko and Perkowski [13] if two cubes $A$ and $B$ differ in one position, where it is ' 0 ' in $A$ and ' 1 ' in $B$, then we merge them by setting the differing position to ' - '. For example, the cubes $\{10-, 11-\}$ can be merged to $\{1-\}$.
R4: Mishchenko and Perkowski [13] split a cube into two cubes on a '-' and make it ' 0 ' in one of the cubes, and ' 1 ' in the other. For example, the cube $\{1-0-\}$ can be split into the pair of cubes $\{100-, 110-\}$.
R5: Using EXOR-link operation [13], a pair of cubes that are distance $k$ apart can be replaced by a set of $k$ cubes of larger sizes. For example, the cubes $\{000$, $111\}$ that are distance- 3 apart can be replaced by the cubes $\{00-,-01,1-1\}$.
R6: If there are two cubes $A$ and $B$ that are at a distance of 2 apart, add two copies of a cube $C$ which is at a distance of 1 from both $A$ and $B$ and then merge $(A, C)$ and ( $B, C$ ) using rules $\mathrm{R} 1, \mathrm{R} 2$ or R 3 .
For example, the cubes $\{1010,0011\}$ are at a distance of 2 apart. We select a cube $\{1011\}$ that is at unit distance from both. Then, we merge (1010, $1011)$ and $(0011,1011)$ to get the cubes $\{101-,-011\}$.
R7: If there is a set of cubes at even distances from each other, then repeated applications of rule R6 followed by rules R1, R2 or R3 can be used to achieve reduction in quantum cost.
For example, consider the cubes $\{1010,0011,1100,1111\}$ every pair of which are either at distance 2 or 4 from each other. Using rule R7, we merge cubes as: $(1010,0011)=(101-,-011)$ and $(1100,1111)=(11-0,111-)$.

Using rule R3, we can merge (101-, 111-) $=(1-1-)$. We thus get the final set of cubes as: $\{-011,11-0,1-1-\}$.
R8: Split two cubes at a distance of 3 into a set of three larger cubes. For example, $\{101,010\}=\{1-1,11-,-10\}$.

The results of Theorems 1 and 2 can be utilized to extend the applicability of the above rules, as shown in the example below.

Example 1 The cubes $\{101-10,010-10\}$ can be transformed into $\{1-1-10,11-10$, $-10-10\}$ by using rule R10. Here, $Z$ is ' -10 '. Similarly, the cubes $\{101-, 011-\}$ can be transformed into $\{1-1-,-11-\}$ using rule $R 9$. Here, $Z$ is ' $1-$ '.

## 4 The Proposed Synthesis Approach

The proposed cube transformation and gate mapping approach is discussed in this section. The steps used in the synthesis process are listed below:

1. Firstly, the input function specification is provided as a .pla file, which is transformed into a set of ESOP cubes (in .esop format) using the Exorcism-4 tool [13].
2. Then, the proposed simulated annealing-based cube transformation tool is used to modify the ESOP cubes into more desirable forms (with respect to quantum cost) and generate another .esop file.
3. The final .esop cube list is mapped to reversible gate cascade consisting of posi-tive- and negative-control generalized Toffoli gates using optimization concepts as proposed in $[7,17,20]$, along with some heuristics suggested in Sect. 4.2.

A block diagram of the synthesis flow is depicted in Fig. 2, which also shows an optional last step of template-based optimization with both positive- and negativecontrol gates to reduce the number of gates and also the quantum cost.

### 4.1 Cube Transformation Using Simulated Annealing

In this step, the cube list generated using Exorcism-4 is transformed into a more desirable form by selective application of the rules presented in the previous section. First, an approach where the rules are iteratively applied to a cube list as


Fig. 2 The overall synthesis approach
long as there is a reduction in quantum cost was tried out. However, results were not so encouraging as the algorithm was often getting stuck in a local minimum. For this reason, a simulated annealing-based approach has been tried out that allows worse moves during the initial phases of the iterative process, while exhibiting greedy behavior toward the later stages. The pseudo-code of the algorithm is stated below.

```
Algorithm Simulated annealing-based cube reordering
Input: An initial ESOP cube list \(I\)
Output: The transformed ESOP cube list \(F\)
begin
    \(F=I ;\)
    \(C=\) compute_cost \((F)\);
    \(T=100000 ; \quad / /\) Initial temperature
    do
        for \(i=1\) to 1000 do
        begin
            \(r=\) choose_rule \((F) ; \quad / /\) choose a rule randomly
            \(F_{\text {new }}=\) trial_move \((F, r)\);
            \(C_{\text {new }}=\) compute_cost \(\left(F_{\text {new }}\right)\);
                if \(\left(C_{\text {new }}<C\right)\)
                    \(F=F_{\text {new }} ;\)
            else
                if \(\left(e^{\left(C-C_{n e w}\right) / T}>\operatorname{random}()\right)\)
                    \(F=F_{\text {new }} ;\)
        end
        \(T=T * 0.1 ;\)
        while ( \(T>0.01\) );
end
```

The algorithm may accept worse moves at higher values of $T$, but becomes more greedy as the iteration proceeds and $T$ becomes less. The parameters have been tuned through extensive experimentation. A fast cooling scheme is chosen (i.e., $T=T \times 0.1$ ), since it is observed that slower cooling sequences do not give any better results. The number of iterations in every cooling cycle is also selected in a similar way.

- The function choose_rule $(F)$ scans the cube list $F$, randomly selects a rule $r$ (vide Sect. 3) that can be applied to $F$, and returns the rule number $r$.
- The function trial_move ( $F, r$ ) applies the rule $r$ to the cube list $F$ and returns the modified cube list.
- The function compute_cost $(E)$ estimates the quantum cost of a given cube list $E$, by transforming every cube into a positive- or negative-control Toffoli gate. In case the cube is shared among more than one outputs, a CNOT gate is used to transfer the first output value to the other output(s).


### 4.2 Cube to Reversible Gate Mapping

There exists various techniques in the literature for mapping ESOP cubes into reversible gate netlists [7, 15, 20]. In the present work, we have used a combination of several techniques along with some heuristic gate mapping rules, with the objective of obtaining a lower quantum cost. The ESOP cubes are grouped and reordered as in [15], and then, each group of cubes is mapped directly to a reversible gate cascade. For handling cubes shared by more than one outputs, CNOT gates are used for forwarding the computed values to the shared outputs.

During the final mapping, the following heuristic optimization rules are used, based on some bit patterns appearing among the cubes:
a. $\{11,1-,-1\}$ maps to a 3-input Toffoli gate with two negative controls, followed by a NOT in the target position.
b. $\{00,0-,-0\}$ maps to a 3 -input Toffoli gate with two positive controls, followed by a NOT in the target position.
c. $\{11,0-,-0\}$ maps to a 3-input Toffoli gate with two negative controls, followed by a NOT in the target position.
d. $\{00,1-,-1\}$ maps to a 3-input Toffoli gate with two positive controls, followed by a NOT in the target position.

During the experimentation, it has been found that rule (a) above is mostly responsible for reduction in quantum cost for most of the benchmarks.

Example 2 An illustrative example for mapping a set of ESOP cubes into a reversible gate netlist is shown in Fig. 3. Here, the 4th, 5th, and 6th gate can be mapped using the mapping rule presented in $I V(B)$. Consider line b and c , here, the heuristic optimization rule (a) can be applied and we get reduction in terms of both gate count and quantum cost.

## 5 Experimental Results

The integrated synthesis tool has been implemented in $C$ and run on an Intel dual-core-based desktop with $2.8-\mathrm{GHz}$ clock and $4-\mathrm{GB}$ main memory. The tool incorporates all the modules shown in Fig. 2 except the template matching module. As benchmarks, we have used various functions from the LGSynth package and Revlib [21].

In the experiment, the benchmarks in.pla format are first fed to the Exorcism-4 tool to generate the initial ESOP cube lists. Then, the proposed SA-based cube transformation tool is run to generate a new set of ESOP cubes, which are then reordered based on output sharing and finally mapped to reversible logic gates. During the gate mapping process, the rule-based optimization as explained in section IVB is also applied. Table 1 shows the results of synthesis. The first three


Fig. 3 Illustration of cube-to-gate mapping

Table 1 Synthesis results with benchmarks

| Benchmark |  |  |  | Proposed approach |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Name | PIs | POs | GC | QC | Time (in s) |
| 5xp1 | 7 | 10 | 79 | 807 | 0 |
| 9symm1 | 9 | 1 | 52 | 3406 | 0 |
| adr4 | 8 | 5 | 48 | 652 | 0 |
| alu2 | 10 | 6 | 86 | 3679 | 0 |
| alu3 | 10 | 8 | 83 | 1919 | 0 |
| alu4 | 14 | 8 | 614 | 38635 | 7 |
| apex2 | 39 | 3 | 1904 | 376757 | 217 |
| apex5 | 117 | 88 | 664 | 33803 | 25 |
| apla | 10 | 12 | 98 | 1709 | 0 |
| bw | 5 | 28 | 442 | 790 | 0 |
| clip | 9 | 5 | 169 | 3218 | 0 |
| cordic | 23 | 2 | 2314 | 111955 | 32 |
| cu | 14 | 11 | 27 | 780 | 0 |
| dc2 | 8 | 7 | 69 | 1099 | 0 |
| dk17 | 10 | 11 | 36 | 1013 | 0 |
| duke2 | 22 | 29 | 206 | 6165 | 1 |
| e64 | 65 | 65 | 87 | 24345 | 1 |
| f51 m | 14 | 8 | 25119 | 5 |  |
| frg2 | 143 | 139 | 1989 | 114239 | 271 |
| misex1 | 8 | 7 | 63 | 352 | 0 |
| misex3 | 14 | 14 | 1596 | 54132 | 10 |
| rd84 | 8 | 4 | 81 | 1965 | 0 |
| root | 8 | 5 | 93 | 1583 | 0 |
| spla | 16 | 46 | 1008 | 45478 | 6 |
| sym10 | 10 | 1 | 93 | 32286 | 3 |
| table 3 | 14 | 14 | 28139 | 2 |  |
| table 5 | 17 | 15 | 17830 | 2 |  |
| vg2 | 25 | 8 |  |  |  |
|  |  | 222 |  |  |  |

Table 2 Comparison with other works in terms of quantum cost

| Benchmark | Method 1 [6] | Method 2 [17] | Method 3 [20] | Method 4 [15] | Method 5 [16] | Proposed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5xp1 | 865 | 693 | 695 | 786 | 1349 | 807 |
| $9 \mathrm{symm1}$ | 16487 | 4261 | - | 10943 | 5781 | 3406* |
| adr4 | - | 618 | - | - | 770 | 652 |
| alu2 | 4476 | 3953 | - | - | 5215 | 3679* |
| alu3 | - | 2229 | - | - | - | 1919* |
| alu4 | 43850 | 34534 | - | 41127 | 48778 | 38635 |
| apex2 | - | 595594 | - | - | - | 376757* |
| apex5 | - | 40835 | 36221 | 33830 | - | 33803* |
| apla | - | 2879 | - | 1683 | - | 1709 |
| bw | - | 3106 | 1410 | 637 | - | 790 |
| clip | 4484 | 3059 | - | 3824 | 6616 | 3218 |
| cordic | - | - | - | 187620 | 349522 | 111955* |
| cu | - | - | - | 781 | 1332 | 780* |
| dc2 | - | - | - | 1084 | 1956 | 1099 |
| dk17 | - | - | - | 1014 | 1976 | 1013* |
| duke2 | 10456 | - | - | - | - | 6165* |
| e64 | - | - | 33591 | - | - | 24345* |
| f51 m | - | - |  | 28382 | 34244 | 25119* |
| frg2 | - | - | 114976 | 112008 | - | 114239 |
| misex1 | 466 | - | - | 332 | 1017 | 352 |
| misex3 | 67206 | - | - | 49076 | 122557 | 54132 |
| rd84 | 2062 | - | - | - | 2598 | 1965* |
| root | - | - | - | 1811 | 3486 | 1583* |
| spla | 49419 | - | - | - | - | 45478* |
| sym10 | 35227 | - | - | - | 9717 | 5990* |
| table 3 | 35807 | - | - | - | 86173 | 32286* |
| table 5 | 34254 | - | - | - | - | 28139* |
| vg2 | 18417 | - | - | - | - | 17830* |

columns of the table specify the benchmark name, and the number of primary inputs and outputs. The next three columns specify the gate count (GC), quantum cost ( QC ), and the run time in seconds.

Table 2 compares the synthesis results with five recent methods [6, 15-17, 20]. It may be noted that the results of [17] that have been shown in the table are without template matching, which has not been used by the other four methods, and are expected to improve the quantum costs for all the methods. Also since all the papers have not shown their results for the same set of benchmarks, some entries in the table are shown as '-' (result not available).

It can be seen from Table 2 that for 18 out of the 28 benchmarks reported, the proposed approach gives the lowest quantum cost (highlighted and marked by
asterisks) among all reported works. Another advantage of the proposed method is that the synthesis time is very less, with the largest circuit (frg2) taking $<5 \mathrm{~min}$. The following points can be noted from the comparison table.

- Out of the 10 benchmarks for which the proposed method does not give the best results, 5 of them are small circuits with $(P I+P O<20)$, and also the differences in quantum cost are not so high. For 4 of the other benchmarks (alu4, apla, Fig. 2, and misex3), the differences in quantum cost is $<10 \%$. For the benchmark $b w$, however, the difference is about $19 \%$. This is because for this function, $P I=5$ and $P O=28$, and there are a large number of cubes sharing various outputs for which Method 4 [15] is best suited.
- As compared to [6], the proposed method gives better results for all the 14 benchmarks compared with.
- As compared to [17], it may be noted that for most of the benchmarks where $(P I+P O<20),[17]$ gives better results compared to the proposed approach, but for larger circuits (like apex2, apex4, apex5), our method gives far better results. Overall, out of 11 benchmarks, our method provides better results for 7.
- Similar trend is observed for [20], where out of 5 benchmarks compared with, they have got better results for one where $(P I+P O<20)$, while for the larger benchmarks the proposed method gives better results.
- As compared to [15], among the 16 compared benchmarks, our results are better for 9 of them. But here for two benchmarks ( 9 symml and cordic), we have got significant reductions ( 69 and $40 \%$ ) as compared to their method. This is due of the fact that for these two benchmarks, the number of outputs is 1 and 2 , respectively, and so shared cubes are very less (or nonexistent).
- And finally, as compared to [16], the proposed method gives significantly better results for all of the 17 benchmarks compared with.

It may be noted that the proposed method is more general as compared to similar published works and considers optimization of ESOP cubelist as well as that during gate netlist generation. As a future work, the power of the tool as implemented can be enhanced by incorporating additional rules.

## 6 Conclusion

An approach to synthesis of reversible logic circuits has been reported in this paper, which is based on ESOP realization of the function, and selective application of rules for optimization. The approach is shown to give better quantum costs compared to the best published results for many of the benchmarks used for comparison. For some of the benchmarks, however, the results are found to be worse since the rules used could not be applied to advantage on the list of cubes generated by Exorcism-4, which is more tuned to minimizing the number of cubes and not the quantum cost. As a future work, it is planned to implement an indigenous scheme for generating the initial set of ESOP cubes targeting quantum
cost as the metric to be minimized, and better cube clustering and gate mapping techniques specifically targeting negative-control Toffoli gates. Also, templatebased optimizations for both positive- and negative-control Toffoli gates shall be implemented to reduce the cost of implementation.
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# An Efficient Algorithm for Reducing Wire Length in Three-Layer Channel Routing 

Swagata Saha Sau and Rajat Kumar Pal


#### Abstract

In VLSI physical design automation, channel routing problem (CRP) for minimizing total wire length to interconnect the nets of different circuit blocks is one of the most challenging requirements to enhance the performance of a chip to be designed. Interconnection with minimum wire length occupies minimum area and has minimum overall capacitance and resistance present in a circuit. Reducing the total wire length for interconnection minimizes the cost of physical wire segments required, signal propagation delays, electrical hazards, power consumption, the chip environment temperature, the heat of the neighboring interconnects or transistors, and the thermal conductivity of the surrounding materials. Thus, it meets the needs of green computing and has a direct impact on daily life and environment. Since the problem of computing minimum wire length routing solutions for three-layer no-dogleg general channel instance is NP-hard, it is interesting to develop heuristic algorithms that compute reduced total wire length routing solutions within practical time limit. In this paper, we have developed an efficient polynomial time graph-based heuristic algorithm that minimizes the total wire length for most of the benchmark channel instances available in the reserved three-layer no-dogleg Manhattan channel routing model. The results we compute are highly encouraging in terms of efficiency and performance of our algorithm in comparison to other existing algorithms for computing the same.
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## 1 Introduction

The channel routing problem (CRP) for minimizing total wire length to interconnect the nets of different circuit blocks is one of the most challenging problems in VLSI physical design automation. Reducing the total wire length for interconnection not only minimizes the total amount of area required, the cost of physical wire segments needed, signal propagation delays, electrical hazards, power consumption, the chip environment temperature, and the heat of the neighboring interconnects or transistors, but also enhances the performance of the chip to be designed and protect the environment [7]. Thus, it meets the requirements of green computing and has a direct impact on daily life and environment.

As the routing areas are fixed in gate arrays, hence minimizing total wire length is one of the most challenging tasks in gate array design. Even in the case of custom design and standard cell chip design, wire length minimization is one of the usual objective functions as well as important from high-performance requirement point of view, where routing space could be adjusted. CRP for wire length minimization is an NP-hard problem [8, 13]. So it is interesting to develop a heuristic algorithm that computes reduced total wire length routing solutions within a reasonable time limit. There are several algorithms developed for reducing area as well as total wire length for VLSI channel routing [1-3, 5-14]. In this section, we shortly review them below.

Routing is a process of interconnecting the terminals (pins) on the periphery of different cells or blocks using wire segments on different layers of interconnect. Routing within a chip is obtained usually in two phases: in global routing phase and in detailed routing phase. In the global routing phase, the router identifies the empty regions through which a particular interconnection will be made, and in the detailed routing phase, actual interconnections are realized within the rectangular region of each channel and switchbox. A switchbox has fixed terminals on three or four sides. Channel is a rectangular routing region with two open ends (left and right), and the top and bottom sides of a channel have two rows of fixed terminals (top terminals and bottom terminals). Terminals are aligned vertically at columns and assigned by some integer numbers: zero for vacant terminals, not to be connected. A set of terminals that need to be electrically connected together is called a net and assigned by the same integer number. Channel is specified by channel specification or net list. The channel length is the total number of pins in the top (or bottom) row of a channel, and the height of the channel depends on the number of tracks that are needed to route all the nets within the channel.

A net containing only two terminals is called two terminal net, and a net with more than two terminals is called multi-terminal net. For floating terminals, the left and/or the right end of the nets is not fixed. The set of nets that enter into the channel from left (right) form the left (right) connection set and represented as LCS (RCS) in the channel specification. The distance between the leftmost and rightmost column positions of a net $n_{i}$ is known as interval $I_{i}$ or span of net $n_{i}$. For reserved layer Manhattan routing model, only horizontal and vertical wire


Fig. 1 The channel instance $R K P C 2$ with six nets
segments are used for interconnection and placed in the respective layer(s). In case of no-dogleg routing, the horizontal wire segment of a net is not split into two or more parts and assigned to different tracks. Figure 1 shows the channel instance RKPC2 with six nets [8].

Wire length minimization of the CRP means to obtain all the interconnections obeying two constraints-horizontal constraints and vertical constraints of the channel. A horizontal constraint exists between two nets if their horizontal segments overlap, when they are placed on the same track. Horizontal constraints of the CRP can be represented by an undirected graph, known as horizontal constraint graph, $\operatorname{HCG}\left(V, E_{h}\right)$, where $V=\left\{v_{i} \mid v_{i}\right.$ represents interval $I_{i}$ corresponding to net $\left.n_{i}\right\}$ and $E_{h}=\left\{\left(v_{i}, v_{j}\right) \mid I_{i}\right.$ and $I_{j}$ overlap $\}$ [8-11]. A vertical constraint exists between two nets if they have terminals in the same column, and vertical constraints determine the order in which the intervals or nets should be assigned from top to bottom across the channel height. Vertical constraints can be represented by a directed graph, known as vertical constraint graph (VCG), VCG $\left(V, E_{v}\right)$, where $V=\left\{v_{i} \mid v_{i}\right.$ represents interval $I_{i}$ corresponding to net $\left.n_{i}\right\}$ and $E_{v}=\left\{\left(v_{i}, v_{j}\right) \mid n_{i}\right.$ has vertical constraint with $n_{j}$ in some column of the channel\} [4, 9-12]. Although a vertical constraint implies a horizontal constraint, the reverse is not necessarily true.

The local density of a column is the maximum number of nets passing through the column, and density of a channel $\left(d_{\max }\right)$ is the maximum of all the local densities. $v_{\max }$ is the number of vertices belonging to a longest path of an acyclic


Fig. 2 a The HCG of the channel instance in Fig. 1.b The VCG of the channel instance in Fig. 1


Fig. 3 a The HNCG of the channel instance in Fig. 1. b The OHNCG of the channel instance in Fig. 1

VCG. In Fig. 2a, b, the HCG and the VCG of the channel instance $R K P C 2$ are shown, respectively. The channel density $d_{\max }=3$ and $v_{\max }=4$ of the channel instance $R K P C 2$.

In this paper, we represent horizontal constraints using the complement of HCG, known as the horizontal non-constraint graph (HNCG), $\operatorname{HNCG}\left(V, E_{h}^{\prime}\right)$,
 $E_{h}^{\prime}=\left\{\left(v_{i}, v_{j}\right) \mid\left(v_{i}, v_{j}\right) \notin E_{h}\right\}$. An edge between a pair of vertices of an HNCG represents that their corresponding intervals are non-overlapping. We consider VCG and HNCG to compute a set of non-overlapping intervals for each track. We provide transitive orientation to each edge $\left(v_{i}, v_{j}\right)$ of the HNCG according to the position of the corresponding intervals from left (right) to right (left) in a channel and obtain an oriented horizontal non-constraint graph (OHNCG). Figure 3a, b show HNCG and OHNCG of the channel instance $R K P C 2$, respectively.

In three-layer routing, wires can be assigned to layers in two ways in the reserved layer routing model. In the first model, a vertical layer is flanked by two horizontal layers (i.e., HVH), and in the second model, a horizontal layer is flanked by two vertical layers (i.e., VHV). In the case of VHV Manhattan routing model, vertical constraints are ineffective as the top terminal and bottom terminal of different nets belonging to a column can be connected through wires placing in separate vertical layers. So in this case, we can apply Minimum_Clique_Cover_1 (MCC1) algorithm along with parametric difference of the nets incorporated in horizontal constraint graph to compute a set of non-overlapping intervals for each track [8]. Each of the routing solutions requires exactly $d_{\text {max }}$ number of tracks, and it can be computed in polynomial time.

In the HVH Manhattan routing model, two horizontal layers are separated by a vertical layer, so at most two sets of non-overlapping intervals which are not vertically constrained can be placed into the same track of different horizontal layers. In HVH (no-dogleg) Manhattan routing model, the minimum number of tracks required, i.e., the trivial lower bound (TLB) on the number of tracks required is $\max \left(\left\lceil d_{\max } / 2\right\rceil, v_{\max }\right)$ [8]. The HVH routing model is preferred, when $v_{\max }<\left\lceil d_{\max } / 2\right\rceil$. In this paper, we have developed an efficient high-performance
algorithm Minimum_Wire_Length_HVH for reducing the total (vertical) wire length of a channel under the reserved three-layer Manhattan no-dogleg routing model in VLSI physical design automation and that completes 100 \% routing interconnection for all the instances under consideration.

This paper is organized as follows. In Sect. 2, we formulate the problem and develop the algorithm. In Sect. 3, we include experimental results and performance of our algorithm. The paper is concluded with few remarks in Sect. 4.

## 2 Formulation of the Problem and the Proposed Algorithm

In this section, we state the nature of wire length minimization problem in VLSI physical design automation. Reserved three-layer no-dogleg CRP for wire length minimization is NP-hard problem [8, 13]. So development of polynomial time heuristic algorithm with minimum wire length for interconnection is truly interesting. Most of the algorithms have been developed for area minimization of a channel mainly in different routing models [2,8], and only a few have been concentrated on wire length minimization in the unreserved unrestricted channel routing models $[3,5,8,10,11]$. The reducing of area usually reduces total (vertical) wire length and vice versa, but there are examples of channels in VLSI circuits where minimizing area does not minimize total wire length and vice versa [8].

Saha Sau et al. [11] have recently developed a purely graph-based polynomial time heuristic algorithm Minimum_Wire_Length_of_CRP for computing minimum wire length routing solutions in the reserved two-layer no-dogleg Manhattan routing model for general instances of channel specification. This algorithm is used for computing routing solutions using optimal or near optimal wire length for most well-known benchmark channels. Reducing the total wire length of a channel means reducing the total horizontal and total vertical wire length. As the terminal positions are fixed in a channel, so reducing total wire length means reducing the total vertical wire length only.

In this paper, we develop a graph-based algorithm Minimum_Wire_Length_HVH to reduce the total (vertical) wire length of feasible channel routing solutions in the reserved three-layer no-dogleg Manhattan routing model. If the total number of the top terminals $\mathrm{TT}_{i}$ of net $n_{i}$ is more than the total number of bottom terminals $\mathrm{BT}_{i}$ of the same net, then the assignment of net $n_{i}$ toward the top row reduces the total vertical wire length and vice versa. Difference between $\mathrm{TT}_{i}$ and $\mathrm{BT}_{i}$ is called parametric difference of net $n_{i}$ and it is denoted by $\mathrm{pd}_{i}$.

Our proposed algorithm Minimum_Wire_Length_HVH on three-layer no-dogleg HVH channel routing for minimizing total (vertical) wire length is based on the algorithm Modified_MCC1, which has been developed in the two-layer no-dogleg Manhattan routing model for doing the same [11]. The input to the algorithm is channel specification or net list of a channel, and the output is a feasible threelayer channel routing solution with minimum total wire length. In our proposed algorithm, we assign weights $\left\langle\right.$ height $\mathrm{ht}_{i}$, parametric difference $\mathrm{pd}_{i}$, position $p_{i}$ of
the net $n_{i}$ from the left of the channel, interval $\left.s p a n_{i}\right\rangle$ to the vertices in OHNCG in the form of a 4-tuple and use the algorithm Maximum_Weighted_Clique ( $M W C$ ) of Golumbic for selecting a desired set of nets with non-overlapping spans or for computing a clique in the comparability graph OHNCG [4].

To compute a clique, we maximize all the parameters of the 4-tuple except one parameter, i.e., position $p_{i}$ of the net $n_{i}$ from the left of the channel. In each iteration, we compute a set of non-overlapping intervals or clique $C_{t}^{1}$ of OHNCG from the set of source vertices $S_{1}$ of the current VCG using $M W C$ of Golumbic and assign its corresponding intervals to the $t$ th track of the first horizontal layer. If $C_{t}^{1}$ $\in S_{1}$, then we compute another set of non-overlapping intervals or clique $C_{t}^{2}$ of OHNCG from the remaining set $S_{1}-C_{t}^{1}$ of source vertices of the current VCG using $M W C$ of Golumbic, assign its corresponding intervals to the $t$ th track of the second horizontal layer, and process for the next iteration, if a net is yet to assign. If $C_{t}^{1}=S_{1}$, then no other intervals are left to assign to the $t$ th track of the second horizontal layer. In that case, the $t$ th track of the second horizontal layer remains vacant and then processes for the next iteration. The algorithm Minimum_Wire_Length_of_CRP for computing reduced wire length channel routing solutions in the reserved two-layer no-dogleg Manhattan model assigns the nonoverlapping sets of intervals to tracks using the sandwich method, once for the top track, then for a bottom track, and so on, but we divide our way of implementation into four sub-modules and execute each of them, and finally take the optimal one among the routing solutions computed using all these sub-modules. Here, we state the four sub-modules as follows.

Module 1: Track assignment from top to bottom and scan of a channel from left to right: In each iteration, we scan a channel from the left end to the right end of the channel and assign a set of non-overlapping intervals to the available topmost track under certain constraints.

Module 2: Track assignment from bottom to top and scan of a channel from left to right: In each iteration, we scan a channel from the left end to the right end of the channel and assign a set of non-overlapping intervals to the available bottommost track under certain constraints.

Module 3: Track assignment by top-bottom sandwiched and scan of a channel from left to right: We scan a channel from the left end to the right end of the channel, and in each odd iteration assign a set of non-overlapping intervals to the available topmost track and in each even iteration assign a set of non-overlapping intervals to the available bottommost track under certain constraints.

Module 4: Track assignment by bottom-top sandwiched and scan of a channel from left to right: We scan a channel from the left end to the right end of the channel, and in each odd iteration assign a set of non-overlapping intervals to the available bottommost track and in each even iteration assign a set of non-overlapping intervals to the available topmost track under certain constraints.

As these four modules are independent to each other on computational aspect, hence these modules may be computed in parallel. Channel specification of a channel instance is the input of our proposed algorithm, and output is a feasible three-layer channel routing solution with minimum total wire length. Let us


Fig. 4 The hybrid graph structure combining the graphs in Figs. 2b and $3 b$ of the channel instance $R K P C 2$ shown in Fig. 1
consider the channel instance $R K P C 2$ and we discuss our proposed algorithm considering the Module 1, i.e., top to bottom track assignment and left to right scan of a channel in three-layer (HVH) no-dogleg routing model.

Let us consider an input channel specification as follows:

$$
\begin{array}{llllllllllll}
2 & 3 & 0 & 2 & 3 & 5 & 1 & 4 & 6 & 6 & 4 & 0 \\
0 & 2 & 5 & 2 & 5 & 0 & 3 & 1 & 0 & 1 & 0 & 6
\end{array}
$$

First, we construct a net_information_list containing all the nets scanning from the left of the channel. Construct HNCG ( $V, E_{h}^{\prime}$ ) and compute its transitively oriented graph OHNCG $(V, F)$ based on the natural transitive orientation from left to right of the channel. Construct VCG $\left(V, E_{v}\right)$ and compute the maximum height of each vertex from sink vertices and represent it as the height ht ${ }_{i}$ of vertex $v_{i}$ for net $n_{i}$. Combine OHNCG (with orientation) and VCG and obtain a hybrid graph structure where vertices represent different intervals (or nets) of the given channel instance, where edges of OHNCG and VCG are differentiated by some means. Assign natural numbers starting from 1 through $n$ to the vertices of the hybrid graph structure according to their starting column position from left to right of the channel. Figure 4 shows the hybrid graph structure combining the graphs in Figs. 2 b and 3 b of the channel instance $R K P C 2$. We assign the 4 -tuple weight to each vertex $v_{i}$ of this graph as $\left\langle\right.$ Height ht ${ }_{i}$, parametric difference $\mathrm{pd}_{i}$, position $p_{i}$ of the net $n_{i}$ from the left of the channel, and interval $\left.\operatorname{span}_{i}\right\rangle$ in the hybrid graph structure.

Now the net_information_list $=\{2,3,5,1,4,6\}$. In subsequent iterations, we compute the following for the channel instance RKPC2 shown in Fig. 1.

Iteration 1:
$S=$ Set of source vertices of hybrid graph structure according to the current $\mathrm{VCG}=\{4,6\}$.

Here, $\mathrm{ht}_{4}=\mathrm{ht}_{6}=4$, but $\mathrm{pd}_{4}>\mathrm{pd}_{6}$, hence net 4 is selected first. As net 4 and net 6 are overlapping and there is no other net(s) in S , hence clique $C_{1}^{1}=\{4\}$.

Assign net 4 to the first track of the first horizontal layer and find another clique from $S-C_{1}^{1}$.

Clearly, $C_{1}^{2}=\{6\}$.
So, we assign net 6 to the first track of the second horizontal layer. Delete vertices 4 and 6 and all its connecting edges from the hybrid graph structure. Delete 4 and 6 from net_information_list and go for the next iteration.

Iteration 2:
Now the net_information_list $=\{2,3,5,1\}$.
$S=$ Set of source vertices of hybrid graph structure according to the current VCG $=\{1\}$. Similarly, we can compute clique $C_{2}^{1}$ as $\{1\}$.

We assign net 1 to the second track of the first horizontal layer and as $S-C_{2}^{1}=$ NULL, hence nothing to be assigned to the second track of the second horizontal layer.

We delete vertex 1 and all its connecting edges from the hybrid graph structure and also delete 1 from net_information_list and go for the next iteration.

Iteration 3:
At the beginning of this iteration, net_information_list $=\{2,3,5\}$.
$S=$ Set of source vertices of hybrid graph structure according to the current VCG $=\{3\}$.

We compute clique $C_{3}^{1}$ as $\{3\}$ for the third track of the first horizontal layer.
Assign net 3 to the third track of the first horizontal layer and as $S-C_{3}^{1}=$ NULL, hence nothing to be assigned to the third track of the second horizontal layer.

We delete vertex 3 and all its connecting edges from the hybrid graph structure and delete 3 from net_information_list and go for next iteration.

Iteration 4:
Now, net_information_list $=\{2,5\}$.
$S=$ Set of source vertices of hybrid graph structure according to the current VCG $=\{2,5\}$.

Here, $\mathrm{ht}_{2}=\mathrm{ht}_{5}=1$, but $\mathrm{pd}_{2}>\mathrm{pd}_{5}$, hence net 2 is selected first. Now as the nets 2 and 5 overlap in the channel, hence clique $C_{4}^{1}=\{2\}$.

We assign net 2 to the fourth track of the first horizontal layer and find another clique from $S-C_{4}^{1}$.

Clearly, the clique $C_{4}^{2}$ is $\{5\}$ as it also belongs to $S$.
So, we assign net 5 to the fourth track of the second horizontal layer. Then, we delete vertices 2 and 5 and all their connecting edges from the hybrid graph structure. Then, also we delete 2 and 5 from net_information_list.

As net_information_list is NULL, hence the algorithm terminates. Figure 5 shows the reduced wire length routing solution of the channel instance RKPC2 using the algorithm developed in this paper. This routing solution requires four tracks and total vertical wire length of 40 units.

Now, we analyze the time complexity of the algorithm Minimum_Wire_Length _HVH devised in this paper. The algorithm has an initial part of computation as well as a part of iterative computation. The time complexity to construct the HNCG is $O(n+e)$, and the time complexity to construct the VCG is $O(n)$ time, where $n$ is the number of nets in the given channel and $e$ is the size of HNCG. The time


Fig. 5 The reduced wire length routing solution of the channel instance $R K P C 2$ computed using algorithm developed in this paper, where total number of tracks $=4$ and the total vertical wire length $=40$ units
complexity of each iteration is also $O(n+e)$. If the number of iterations required to route a channel is $t$, then the time complexity of the iterative part of the algorithm is $O(t(n+e))$, where $n$ is the number of nets in the given channel, $e$ is the size of HNCG, and $t$ is the number of tracks required to route the channel. Hence, the overall time complexity of our algorithm is $O(t(n+e))$, where the variables concerned are as stated above. The algorithm Minimum_Wire_Length_HVH correctly computes a routing solution in the reserved three-layer no-dogleg CRP for a general channel instance (where the VCG does not contain any cyclic vertical constraint). We state this result in the form of the following theorem.

Theorem 1 Algorithm Minimum_Wire_Length_HVH successfully computes a three-layer HVH routing solution in the reserved no-dogleg Manhattan channel routing model for a general channel specification without any cyclic vertical constraint in the VCG and takes time $O(t(n+e))$, where $n$ is the number of nets belonging to the channel, $e$ is the size of the HNCG, and $t$ is the number of iterations or the number of tracks required to route the given channel.

## 3 Experimental Results and Performance of Our Algorithm

In this section, we show some experimental results that are computed using the algorithm Minimum_Wire_Length_HVH developed in Sect. 2. Results are shown in Table 1 for the benchmark instances available in [8, 14]. Table 1 includes different values relating a number of benchmark channel instances as A associating other parameters like B: Channel density ( $d_{\max }$ ), C: Length of the longest path in VCG ( $v_{\max }$ ), D: Trivial lower bound on the number of tracks in the HVH model, E: Number of tracks computed using the developed algorithm for Module 1, F: Total (vertical) wire length computed using the algorithm for Module 1, G: Number of

Table 1 Experimental results computed for different channel instances available in literature [8, 14]

| A | B | C | D | E | F | G | H | I | J | K | L | M | N |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| RKPC1 | 3 | 3 | 3 | 3 | 34 | 3 | 34 | 3 | 34 | 3 | 34 | 3 | 34 |
| RKPC2 | 3 | 4 | 4 | 4 | 40 | 4 | 40 | 4 | 40 | 4 | 40 | 4 | 40 |
| RKPC3 | 4 | 3 | 3 | 3 | 27 | 3 | 26 | 3 | 26 | 3 | 26 | 3 | 26 |
| RKPC4 | 4 | 4 | 4 | 4 | 29 | 4 | 34 | 4 | 26 | 4 | 26 | 4 | 26 |
| RKPC5 | 4 | 4 | 4 | 4 | 37 | 4 | 34 | 4 | 27 | 4 | 31 | 4 | 27 |
| RKPC6 | 4 | 5 | 5 | 5 | 90 | 5 | 89 | 5 | 85 | 5 | 85 | 5 | 85 |
| RKPC7 | 4 | 3 | 3 | 5 | 59 | 5 | 57 | 5 | 57 | 5 | 54 | 5 | 54 |
| RKPC8 | 5 | 5 | 5 | 5 | 78 | 5 | 83 | 5 | 79 | 5 | 79 | 5 | 78 |
| RKPC9 | 6 | 5 | 5 | 6 | 173 | 6 | 169 | 6 | 174 | 6 | 164 | 6 | 164 |
| Ex. 1 | 12 | 7 | 7 | 7 | 164 | 7 | 168 | 7 | 154 | 7 | 154 | 7 | 154 |
| Ex. 2 | 15 | 4 | 8 | 8 | 223 | 9 | 306 | 9 | 254 | 9 | 264 | 8 | 223 |
| Ex. 3(a) | 15 | 4 | 8 | 10 | 349 | 9 | 377 | 9 | 315 | 9 | 310 | 9 | 310 |

where $A$ Channel instance, $B$ channel density $\left(d_{\max }\right), C$ length of the longest path in VCG $\left(v_{\max }\right)$, $D$ Trivial lower bound in $\mathrm{HVH}, E$ number of tracks computed using the algorithm for module 1, $F$ total (vertical) wire length computed using the algorithm for module 1, $G$ number of tracks computed using the algorithm for module $2, H$ total (vertical) wire length computed using the algorithm for module $2, I$ number of tracks computed using the algorithm for module $3, J$ total (vertical) wire length computed using the algorithm for module $3, K$ number of tracks computed using the algorithm for module $4, L$ total (vertical) wire length computed using the algorithm for module $4, M$ optimal number of tracks computed using the devised algorithm, and $N$ optimal total (vertical) wire length computed using the algorithm
tracks computed using the algorithm for Module 2, H: Total (vertical) wire length computed using the algorithm for Module 2, I: Number of tracks computed using the algorithm for Module 3, J: Total (vertical) wire length computed using the algorithm for Module 3, K: Number of tracks computed using the algorithm for Module 4, L: Total (vertical) wire length computed using the algorithm for Module 4, M: Optimal number of tracks computed using the algorithm, and N : Optimal total (vertical) wire length computed using the algorithm.

The channel routing solutions using our algorithm Minimum_Wire_Length_HVH in the reserved no-dogleg three-layer HVH channel routing model drastically reduce the total (vertical) wire length in comparison to the three-layer HVH routing solutions computed using algorithm $T A H$ for wire length minimization in the same model [8]. Results are shown in Table 2 for several benchmark instances available in [8, 14]. In Table 2, A: Channel instance, B: Channel density ( $d_{\text {max }}$ ), C: Length of the longest path in VCG ( $v_{\max }$ ), D: Number of tracks required computed using algorithm $T A H$ in the supposed routing model for wire length minimization in [8], E: Total (vertical) wire length computed using the algorithm $T A H$ in the said routing model for wire length minimization in [8], F: Number of tracks computed using our algorithm Minimum_Wire_Length_HVH in the assumed routing model, and G:

Table 2 Experimental results computed for different channel instances available in literature [8, 14]

| A | B | C | D | E | F | G |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Ex. 1 | 12 | 7 | 7 | 156 | 7 | 154 |
| Ex. 2 | 15 | 4 | 8 | 275 | 8 | 223 |
| Ex. 3(a) | 15 | 4 | 8 | 338 | 9 | 310 |
| Ex. 3(b) | 17 | 9 | 10 | 474 | 10 | 446 |
| Ex. 3(c) | 18 | 6 | 10 | 557 | 10 | 520 |
| Ex. 4(b) | 17 | 13 | 13 | 1,017 | 15 | 909 |
| Ex. 5 | 20 | 3 | 10 | 728 | 10 | 557 |
| DDE | 19 | 23 | 23 | 3,041 | 14 | 2,988 |

Total (vertical) wire length computed using our algorithm Minimum_Wire_ Length_HVH in the implicit channel routing model. Note that the devised algorithm grippingly reduces the total (vertical) wire length for all the instances we consider and include in Table 2.

## 4 Conclusion

In this paper, we have developed reserved three-layer no-dogleg graph-based heuristic algorithm for computing reduced wire length VLSI channel routing solutions. Three-layer CRP for minimizing wire length is an NP-hard problem [8, 13]. Here, we have developed a polynomial time heuristic algorithm for reducing total (vertical) wire length in the reserved three-layer HVH no-dogleg Manhattan channel routing model. The time complexity of the algorithm developed herein is $O(t(n+e))$, where $t$ is the number of tracks to route the channel, $n$ is the number of nets in the given channel instance, and $e$ is the size of the HNCG. The performance of our algorithm is highly encouraging in terms of the results computed and included in the tables. Here, we like to include a few probable extensions of our work: (1) extension in computing reduced wire length dogleg routing solutions, (2) extension in computing reduced wire length as well as reduced area dogleg and no-dogleg routing solutions, and (3) extension in computing reduced wire length routing solutions in the reserved multilayer channel routing models.

## References

1. Alpert, C.J., Mehta, D.P., Sapatnekar, S.S.: Handbook of Algorithms for Physical Design Automation. CRC Press, New York (2009)
2. Cong, J., Wong, D.F., Liu, C.L.: A new approach to the three-layer channel routing problem. In: Proceedings of IEEE ICCAD, pp. 378-381 (1987)
3. Formann, M., Wagner, D., Wagner, F.: Routing through a dense channel with minimum total wire length. In: Proceedings of 2nd Annual ACM-SIAM Symposium, pp. 475-482 (1991)
4. Golumbic, M.C.: Algorithmic Graph Theory and Perfect Graphs. Academic Press, New York (1980)
5. Hashimoto, A., Stevens, J.: Wire routing by optimizing channel assignment within large apertures. In: Proceedings of 8th ACM Design Automation Workshop, pp. 155-169 (1971)
6. Hong, C., Kim, Y.: The efficient hybrid approach to channel routing problem. Int. J. Adv. Sci. Technol. 42, 61-68 (2012)
7. Lienig, J.: Introduction to electromigration-aware physical design (invited talk). In: Proceedings of ISPD'06, pp. 39-46 (2006)
8. Pal, R.K.: Multi-layer Channel Routing: Complexity and Algorithms, Narosa Publishing House, New Delhi (Also published from CRC Press, Boca Raton, USA and Alpha Science International Ltd., UK) (2000)
9. Pal, R.K., Datta, A.K., Pal, S.P., Das, M.M., Pal, A.: A General Graph Theoretic Framework for Multi-layer Channel Routing. In: Proceedings of 8th VSI/IEEE International Conference on VLSI Design, pp. 202-207 (1995)
10. Pal, R.K., Datta, A.K., Pal, S.P., Pal, A.: Resolving Horizontal Constraints and Minimizing Net Wire Length for Multi-layer Channel Routing. In: Proceedings of IEEE Region 10's 8th Annual International Conference on Computer, Communication, Control, and Engineering (TENCON 1993), vol. 1, pp. 569-573 (1993)
11. Sau, S.S., Pal, A., Mandal, T.N., Datta, A.K., Pal, R.K., Chaudhuri, A.: A Graph based Algorithm to Minimize Total Wire Length in VLSI Channel Routing. In: Proceedings of International 2011 IEEE Conference on Computer Science and Automation Engineering (CSAE), vol. 3, pp. 61-65 (2011)
12. Somogyi, K.A., Recski, A.: On the complexity of the channel routing problem in the doglegfree multilayer manhattan model, ACTA Polytechnica Hungarica, vol. 1, no. 2 (2004)
13. Szymanski, T.G.: Dogleg channel routing is NP-complete. IEEE Trans. CAD Integr. Circ. Syst. 4, 31-41 (1985)
14. Yoshimura, T., Kuh, E.S.: Efficient algorithms for channel routing, IEEE Trans. CAD Integr. Circ. Syst. CAD-1, 25-35 (1982)

# A New Move Toward Parallel Assay Operations in a Restricted Sized Chip in Digital Microfluidics 
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#### Abstract

Digital microfluidic biochip (DMFB) is modernizing many areas of Microelectronics, Biochemistry, and Biomedical sciences. As a substitute for laboratory experiments, it is also widely known as 'lab-on-a-chip' (LOC). Minimization in pin count and avoiding cross-contamination are some of the important design issues for realistic relevance. These days, due to urgent situation and cost efficacy, more than one assay operations are essential to be carried out at the same time. So, parallelism is inevitable in DMFB. Having an area of a given chip as a constraint, how efficiently we can use a limited sized chip and how much parallelism can be incorporated are the objectives of this paper. The paper presents a design automation flow that enhances parallelism by adopting Connect-5 structure of pin configuration and considering cross-contamination problem as well. The algorithm developed in this paper assumes array-based partitioning of modules as pin-constrained design technique, where a constant number of pins have been used for desired scheduling of reagent and sample droplets. To avoid cross-contamination and at the same time to minimize the delay required for washing, wash droplet scheduling and proper placement of modules to minimize wash operations are also taken care of.
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## 1 Introduction

In recent years, there are massive revolutions in terms of performance and efficiency while using biochips to detect the status of samples. It is the most advanced device nowadays in the micro-level for diagnosing (analyzing, testing, and detecting) some specimen such as DNA, blood, saliva, stool, cough, urine, and many others that we like to examine in our everyday life. There are some challenging scopes to betterment the performance of this biochip. This device is also known as digital microfluidic biochip (DMFB) [1-5]. It can perform all the tasks of droplet creation (dispense of droplet), transportation (routing of droplet), mixing (amalgamation of sample and reagent droplets), and sensing (detection of parameters present in a sample) that are much more cost-effective and time efficient in comparison with that usually done in a pathological laboratory.

Droplet-based digital microfluidics are technologies that provide fluid-handling capability on a chip. It leads to the automation of laboratory procedures; that is why it is known as 'lab-on-a-chip' (LOC). In biochemistry and biomedical sciences, microfluidic biochip has of much importance that is realized at the level of microelectronic arrays of electrodes (or cells). These devices operate on microliter or nanoliter volume of biological samples, which are routed throughout the chip using electrowetting in a 'digital' manner under clock control on a 2D array of electrodes [6, 7]. These electrodes in a DMFB combine Electronics with Biology and integrate various bioassay operations from sample preparation to detection. The foremost objective is to minimize the time required to get the result(s) of the assay using micro- and nano-level samples and reagents, where the perfectness of the results we obtain is greatly increased.

For a biochip, the efficiency is determined by the following criteria:

- Increasing portability: the device is to be portable with low energy consumption,
- Higher sample throughput: number of samples/assays per unit time,
- Lower the cost of instrument: development, maintenance, and testing costs of the instrument,
- Minimizing the cost of disposables: defining the costs per assay (together with reagent consumption),
- Reducing the number of parameters per sample: number of different parameters to be analyzed per sample, i.e., number of detections required,
- Low sample and reagent consumption: amount of sample and/or reagents required per assay,
- Variety of unit operations performed: the variety of laboratory operations that can be realized such as splitting, mixing, detection, and transportation,
(a)

(b)


Fig. 1 a Top view of a microfluidic array with two droplets and a detection site. b A side view of digital microfluidic platform (of a cell) with a conductive glass plate present in a detection site

- Programmability or scope of reconfiguration: the flexibility to assay planning through software [3].

Portability, low sample and reagent consumption, and programmability are inherent qualities of a DMFB. So, we can improve some factors that are mentioned below through our work to meet the above criteria; the most important of which are to efficiently use the chips, incorporating parallelism, and to avoid crosscontamination.

Figure 1a shows a typical $n \times n 2 \mathrm{D}$ array of microfluidic biochip holding two droplets and one detection site. Figure 1b shows a side view of the biochip. It represents a typical detection site as well, where a mixed droplet can be detected optically and generates some desired results. When the LED glows and light passes through the electrode and also through the mixed droplet, the photoelectric diode measures the intensity of this light and draws some voltage against this intensity [8]. This voltage of the photoelectric diode helps to predict a set of desired outcome of the parameters present in the sample we like to test.

The concept of DMFB occurred only in two decades back. The key sense of DMFB is that a unit volume of some fluid under test is constant. It depends on the geometry of the system, an array that consisting of cells or electrodes of a matching size (to the droplet). This system is based on volume flow rate and again the volume flow rate is based on the number of droplets transported for performing some assay. This is how a droplet constitutes the fluid volume. The volume of these droplets may be several microliters.

To acquire high throughput, multiple bioassay operations are supposed to be performed concurrently. At the same time, we have to avoid droplet interference as well as contamination problems at the cost of a minimum number of pins, that is, the provision for availability of a minimum number of distinct input voltages.

To reduce the total time and to acquire accurate results in a reasonable amount of time, often the task(s) is (are) required to be performed in parallel. Hence, multiple operations often can be performed in the form of pipelining, if all the
constraints and requirements are maintained up to a desired level of satisfaction. Mixing between proper reagent and sample is the main operation, which takes maximum time $[5,9]$ with respect to transportation and detection of droplets. So, we need to adopt parallel distribution of reagent and/or sample to proper region on a chip such that mixing can be performed in parallel. In our course of design, we like to formulate a method that ensures performance as well as efficiency of the detection process in a reasonable amount of time in parallel.

## 2 Preliminaries and Inherent Constraints

### 2.1 Preliminaries

In this section, we briefly define some of the basic terms associated to the problem of DMFB. We know that in such a chip, droplets are disposed from the outside of the array. So, there are several sources of droplets, either for sample, or for reagent, or for washing the chip.

A routing path is the passageway that a droplet uses for its movement following adjacent cells of an array through a synchronized activation and deactivation of the electrodes. This path may route from a source to a mixer, then from a mixer to a detection site, and then from there to a sink.

A mixer is a module in an array where the most important task of mixing happens. Here, different sample(s) and reagent(s) come from their respective sources and mix for detection. This mixing operation takes a maximum amount of time needed for an assay. A mixer can also be used for splitting of a droplet or dilute a sample droplet. A typical mixer takes 1,000-2,000 clock cycles.

Detection site is a small module usually formed by a single cell in the array that helps to detect the parameters present in a sample to be detected. Generally, it is done on mixed droplets, but it may often be required to detect a sample or reagent before mixing as well. As optical detection is done in such a site, the electrodes used in that cell are transparent and light of an LED can pass through it, and a photodiode placed on the top can measure the intensity of the light that can detect anomalies, if any in the sample. Usually, the number of detection sites is not many (as it is a costly module) and their locations are also tentatively fixed.

An assay is a whole operation that includes creation of droplets, their routing, mixing, and detection (of a sample's state). We usually deploy an array of electrodes that are activated and deactivated in a preferred synchronized fashion, and all subsequent steps of an assay are tracked to meet the objective(s) affirmed by the assay.

### 2.2 Constraints in Performing Bioassay Operations

A bioassay operation involves several tasks such as routing of droplets, mixing of droplets, detecting some parameters present in a sample, and many others. Naturally, some problem-related constraints are there; some of which are fluidic constraint, electrode constraint, time constraint, and area constraint, as briefly discussed below.

Fluidic constraint: During droplet routing, in static condition, at least one cell is supposed to be kept in between two electrodes containing two droplets to prevent unintended mixing. During movement of droplets following a particular direction, we may observe that at least a gap to two electrodes is must to avoid unwanted mixing. Hence, static and dynamic fluidic constraints [10, 11] are introduced, as these are necessary for a pair of droplets for their minimum separation on a bioassay.

Electrode constraint: In case of pin-constrained design, more than one electrodes are controlled by a single pin. This may introduce unwanted effect of voltage on some electrode, and as a result, this electrode may activate a droplet staying in an adjacent electrode inadvertently. Hence, the droplets may not move following a given schedule. This imposes several constraints during routing. If we can make proper voltage assignment over the pins, truthful movement of droplets can be guaranteed.

Timing constraint: Timing constraint in droplet routing is given by an upper bound on droplet transportation time. It is defined to have the proper synchronization among all the bioassay operations held in different modules. All the operations are pre-scheduled, and the result should be out within some specified time limit. So, there is an upper bound on time for each individual operation, which is referred to as the timing constraint.

Area constraint: We want to perform all the bioassays in a minimum chip area in view of all the above-mentioned constraints. All kinds of assignments include droplet transportation from the source of droplet to the mixing region and also to the detection site. A mixing region is supposed to be located in a proper position for utilization of total array area. So, a design must support how efficiently a chip of some fixed area can be utilized. Though we are supposed to satisfy all the constraints in isolation, maintaining all the constraints for some bioassay may introduce the problem of cross-contamination.

Cross-contamination problem: Cross-contamination occurs when the residue of one droplet transfers to another droplet with undesirable consequences, such as misleading assay outcomes, that is, incorrect diagnosis. The problem of crosscontamination may also occur when a common path is shared by two distinct droplets by fulfilling their timing constraint.

Sequencing graph: The vertices represent the assay operations (dispensing, mixing, detection, etc.), and the edges represent their mutual dependencies. This method allows the user to describe bioassay at a high level of abstraction, and it automatically maps behavioral description to the underlying microfluidic array.

### 2.3 Various Fundamental Operations on DMFB

The droplet formation, that is, initial metering, is the elementary unit operation of the platform. In this procedure, a proper sized droplet is created considering the size of the chip, which is predefined. Droplets can be produced from an on-chip reservoir in three steps [5]. First, a liquid column is extruded from the reservoir by activating a series of adjacent electrodes. Second, once the column overlaps the electrode on which the droplet is to be formed, all the remaining electrodes are turned off, forming a neck in the column. The reservoir electrode is then activated to pull back the liquid and breaking the neck, leaving a droplet on the electrode predefined. Using this droplet metering structure, droplets down to 20 nl volume can be generated where a deviation may arise, but it is a standard deviation of less than $2 \%$ [5].

A similar technology can be used for the splitting of a droplet into two or more smaller droplets. This may be performed by activating two adjacent electrodes and simultaneously deactivating the electrode holding that droplet before splitting. Since the droplet volume is of great importance for the accuracy of all assays, additional volume control mechanisms are introduced. Two such mechanisms onchip capacitance volume control and numerical methods for the design of elec-trowetting-on-dielectric (EWOD) structures have been proposed [5]. Once the droplets are formed, their actuation is accomplished by the EWOD effect as described above.

The merging of droplets can be achieved easily with the use of three consecutive electrodes. Two droplets are individually moved to electrodes separated from each other by a third one. Deactivating these two electrodes and activating the third separation electrode merging are performed successfully.

Mixing is the most important basic operation in DMFB as proper or improper mixing of samples and reagents may lead to successful or unsuccessful operations. Improper mixing may cause deviation from the result, which may lead to discarding of the chip. The most basic type of mixing within droplets on the EWOD platform is an oscillation, forwards and backwards, between at least two electrodes. Splitting and merging for several times is a type of very efficient mixing that requires three successive electrodes. Another mixing scheme is the repetitive movement of the droplet on a rectangular path. The shortest mixing time for two $1.3-\mu \mathrm{l}$ droplets in linear oscillation on 4 electrodes is about 4.6 s [5].

### 2.4 Strengths and Limitations of DMFB

The strengths of the platform are the tiny liquid volumes in the nanoliter range that can be handled with high precision, and the scope to program the droplet movement. This reduces sample and reagent consumption and allows a maximum of flexibility for the implementation of different assay protocols on a chip.

The simple setup without any moving parts can be fabricated using standard lithographic processes. The program-based control of small droplets has its enormous potential, since it allows varying the operations on the same chip. However, although the sample and reagent consumption is low, portable systems, for example, point-of-care applications have not yet been implemented due to the bulky electronic instrumentation required to operate the platform.

Another drawback is the influence of the liquid properties on the droplet transport behavior, that is, different materials show different wetting abilities. This leads to differences in volume or movement speed. Also the long-term stability of the hydrophobic surface coatings is another problem that introduces the contamination risk, since every droplet can contaminate the surface and thus lead to false results. Another issue is the possible electrolysis caused by the electric fields themselves.

In case of handling the fluid, some problems appear. For example, nucleic acids are critical molecules because of their negative charge and tendency to adhere to charged surfaces such as metal oxides. Similar problems occur with proteins or peptides that exist in a variety of electrical charges, molecular sizes, and physical properties. In this case, adsorption is possible onto the surfaces. Again their catalytic (enzymatic) activities can be influenced by the substrate. A general problem due to the interaction of biomolecules and microfluidic substrates is the blocking of substrates with another suitable biomolecule that is added in excess.

Instead of the disadvantages, it is highly acceptable and appreciable as the EWOD technique bears great potential to manipulate many single droplets in parallel. Thus, it is of immense importance for today's fast life styles.

## 3 A Brief Literature Survey on DMFB

At the beginning of this century, the digital microfluidics is being tried to have massive parallelism in bioassay analysis. This parallelism consequently requires concurrent bioassay operations, that is, concurrent movement of multiple droplets throughout a path and/or mixing of two or more reagents and samples in different regions of a bioassay in parallel. Droplets are moved by proper sequence of activation and deactivation of electrodes that are controlled by some external control pins. So, the pins must be so chosen that we can achieve pipelining in droplet routing [12]. In this context, a true parallelism has been introduced in the present article. Now, we survey in very brief how droplets are moved to their destination and tasks are performed accordingly.
(a)

| 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 6 | 7 | 8 | 9 | 10 |
| $\mathbf{1 1}$ | 12 | 13 | 14 | 15 |
| 16 | 17 | 18 | 19 | 20 |
| 21 | 22 | 23 | 24 | 25 |

(b)

(c)

| 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 4 | 5 | -1 | 2 |
| 5 | 1 | 2 | 3 | 4 |
| 2 | 3 | 4 | 5 | 4 |
| 4 | 5 | 1 | -2 | 3 |

Fig. 2 a 25 pins are needed to cover all electrodes of a $5 \times 5$ array by direct addressing method. b Pin number 2 is a droplet holder that has four direct neighbor pins $1,3,4$, and 5 . c A $5 \times 5$ array is covered by five pins using Connect- 5 algorithm

### 3.1 Direct Addressing Pin Configuration

To move a droplet, activation and deactivation of appropriate electrodes are required $[3,4,13,14]$. So, every electrode must be controlled by some control pin to provide the necessary actuation voltage. The easiest procedure to assign pins to electrodes is to allot individual control pins. So, the number of pins required for an $n \times n$ array is $n^{2}$; a model array is shown in Fig. 2a. A method of partitioning based on array may greatly reduce pin number as stated below.

### 3.2 Array-Based Partitioning

An array-based partitioning is simple and efficient in respect of the number of distinct voltages we are supposed to provide as input [3, 4, 15-17]. The chip is divided into some partitions depending on the activities performed there, and an optimum number of pins are used to assign the electrodes of the partition. These partitions can be repeated anywhere on a chip to reduce the total number of control pins in the chip. If array-based partitioning is done using Connect-5 algorithm [4, 13], then we may find that here any pin has four distinct immediate adjacent neighbors; see in Fig. 2b. Thus, we obtain an array of any size by assigning only five pins as shown in Fig. 2c. Though only five pins are sufficient to assign all the electrodes on an array of any size, only a single droplet can safely be allowed to move in such a huge area.

Through the use of Connect- 5 algorithm, electrodes in array of any size can be assigned to pins. Now, if there is more than one droplets to move to different directions, electrode interference may occur. By electrode interference, we mean here that some of the electrodes in the array become activated due to the sharing of a set of five pins by all the electrodes and it results in undesired movement, mixing, splitting of the droplets, or resulting in stuck droplet and thus the performance of the whole chip degrades. In Fig. 3a, there are two droplets each on pin 1 and tends to move to pin 3. As a result, pin 3 is activated simultaneously deactivating pin 1 and both the droplets move to their destined position safely as shown in Fig. 3b.
(a)

(b)

(c)

(d)

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 4 | 5 | 1 | 2 |
| 5 | 1 | 2 | 3 | 4 |
| 2 | 3 | 4 | 5 | 1 |
| 4 | 5 | 1 | 2 | 3 |

Fig. 3 a Both the droplets are on same pin and both of them intend to move to the same pin. b Safe movement is possible to pin 3. c Both the droplets are on same pin, but tend to move to different directions. d Both the droplets stuck between the two diagonally activated electrodes

On the other hand, in Fig. 3c, the droplets are on pin 3 and $D_{1}$ is to move rightward on pin 4 , whereas $D_{2}$ is to move upward on pin 1 . So, pins 1 and 4 are activated simultaneously deactivating pin 3. It results in stuck droplets at the junction of pins 1 and 4, as both of them are activated at a time as shown in Fig. 3d. This type of unwanted circumstance is known as electrode interference. As a remedy of this problem, the concept of cross-referencing is introduced.

### 3.3 Cross-referencing

As a remedy to the problem of using $n^{2}$ number of distinct pins for an $n \times n$ array of electrodes, array-based partitioning method is highly efficient [3, 4, 18]. But, electrode constraint is again a hazard to this newly introduced method. Hence, a pin-constrained design technique is introduced namely, cross-referencing [4, 15], where only $m+n$ number of control pins are required to assign to all the electrodes in an $m \times n$ array. In this case, the electrode to be actuated is defined by the row and column number whose intersection contains a next-active (droplet holding) electrode. A next-active electrode is certainly such an adjacent electrode of an electrode that currently holds a droplet.

A method named after cross-referencing $[4,15]$ has been introduced to directly decide the voltage to be applied (HIGH or LOW) at the row and column combination for proper movement of a droplet. Instead of many advantages of this pin assignment technique, there are some disadvantages too. When we activate a row and a column for moving a droplet using HIGH-LOW or LOW-HIGH combination, then some unwanted cells might also be activated that may allow unwanted movement of droplet. The following example of a part of scheduling shows this problem. To authorize only wanted movements, electrode constraints have been introduced accordingly.

HIGH-LOW combinations applied to rows and columns of an array of size $5 \times 5$ have been explained in Fig. 4. Say there are two droplets at cells $(3,2)$ and $(3,5)$ as shown in Fig. 4a, and we like to move them to cells $(2,2)$ and $(4,5)$, respectively. A droplet movement is possible only when a LOW-HIGH or a


Fig. 4 a The two droplets are moving from their respective cells to the cells pointed by arrows. b Droplet movement will be in trouble due to electrode interference, as both rows 2 and 4 have been made HIGH. c Desired movement as wanted in Fig. 4a is possible if row 2 and column 5 are made HIGH whereas row 4 and column 2 are made LOW. d An alternative solution, as desired in Fig. 4a, is obtained when row 4 and column 2 are made HIGH whereas row 2 and column 5 are made low

HIGH-LOW combination is applied for an electrode in a row-column intersection. Hence, if the columns 2 and 5 are made LOW and rows 2 and 4 are made HIGH, then we may find that two desired LOW-HIGH combinations are obtained at cells $(2,2)$ and $(4,5)$ whereas two unwanted combinations are formed at cells $(4,2)$ and $(2,5)$ that confuse the droplets for their desired movements. So, these HIGH-LOW combinations of rows and columns, as shown in Fig. 4b, are not allowable combinations.

On the other hand, there are at least two such desired HIGH-LOW combinations of rows and columns, as shown in Fig. 4c, d, each of which helps in allowing desired movements of the said droplets. So, for the desired movement of the distinct droplets in Fig. 4b, rows and columns may be activated and deactivated as shown either in Fig. 4c or in Fig. 4d to get the desired solution. Incidentally, for a large array with a number of droplets, it has been proved that the problem of satisfying electrode constraints toward a desired solution is an NP-hard problem [3, 15]. Though this is a voltage efficient technique, as a single row and a single column are made either LOW or HIGH, in general for a big array with many droplets, we cannot develop a polynomial time algorithm that expectantly may solve each and every instance of the problem under consideration.

### 3.4 Broadcasting

In broadcasting, control pins are assigned to electrodes taking into account the movement of droplets that is predefined in terms of scheduling of a complete assay, that is, the activation-deactivation sequence of electrodes [3, 4]. It is stored in a microcontroller in digital term, and the electrodes used to route a droplet is assigned to a control pin maintaining that activation-deactivation sequence. Thus, for a specific bioassay, it reduces the number of pins significantly, and hence, no electrode interference occurs. In case of pin-constrained design, more than one


Fig. 5 A $15 \times 15$ array layout of droplet routing containing two sources of samples (Sample 1 and Sample 2) and two sources of reagents (Reagent 1 and Reagent 2) with one $2 \times 3$ mixer and two detection sites. Direction of arrows shows the movement of droplets along the paths
electrodes are controlled by a single pin. It is voltage efficient, but there is a deficiency that if more than one droplets are to move we have to maintain electrode constraints as well. In this paper, we have adopted the notion of broadcasting to develop a pin configuration of a restricted sized chip for a set of parallel bioassay operations.

## 4 A $15 \times 15$ Array and Its Working Principle

### 4.1 The Existing Bioassay

A DMFB of size $15 \times 15$ is shown in Fig. 5, where two operations are performed separately on two samples and two reagents [3, 4, 19]. A shared mixer is used, where a first sample (say $S_{1}$ ) and a first reagent (say $R_{1}$ ) are routed from their respective sources to the mixer, and after a desired level of mixing, the mixed droplet is then routed to detection site 1 for necessary finding(s). After completion of this phase, a second sample (say $\mathrm{S}_{2}$ ) and a second reagent (say $\mathrm{R}_{2}$ ), in a similar manner from their respective origins, route to the mixer for their mixing and then the mixed droplet goes to detection site 2 for necessary outcome(s). So, there should be a delay in between the two operations as the array contains a common mixer, some paths below and above the mixer common to different reagents and mixed droplets to respective detection sites. Now, it is very important that such regions and paths are need to be washed in between every alternative mixing process; otherwise, unwanted contamination of residual samples, reagents, and mixed droplets might cause for erroneous results.


Fig. 6 Pin assignment of the array using Connect-5 algorithm that covers all the distinct partitions and uses not more than 25 pins. Here, for the movement of a droplet along a path, the adjacent cells are used as guard cells in most of the regions. Hence, for a mixer of size $2 \times 3$, an array of size $4 \times 5$ is deployed for its realization. Different colors show the different partitions of the array for pin assignment

Though there are two detection sites, as the mixing is done in sequential order, the chip is underutilized. If we use only one shared mixer, as in the case of existing bioassay, washing of the mixing region as well as the paths below and above the mixer, etc., is to be performed as an intermediate task of the assay. So, in this case, the mixing operation is sequential in nature, where an inter-operational gap for washing is necessary.

To achieve the aforementioned assay operations, the Connect-5 algorithm is used as pin assignment $[3,4,13]$. Hence, there are at least five independent partitions for desired movement of droplets obeying all necessary tasks as sought by the said assay, and as an optimized result, 25 control pins are required [4, 13, 19], as shown in Fig. 6.

Furthermore, based on a new requirement, say $S_{2}$ and $R_{1}$ are to be mixed first, and then $S_{1}$ and $R_{2}$ are to be mixed in another instance of time (from their respective sources, as shown in Fig. 5). Here, also the process is exactly similar (as only one mixer is there in the array) to the earlier process of mixing.

A similar situation occurs when $S_{1}$ and $R_{2}$ are taken care of for their mixing. Needless to mention that, an immediate washing is necessary between different pairs of consecutive mixing. Thus, using two samples and two reagents, six different combinations of mixing are possible (like $S_{1}-R_{1}, S_{1}-R_{2}, S_{2}-R_{1}, S_{2}-R_{2}$, $S_{1}-R_{1}-R_{2}$, and $S_{2}-R_{1}-R_{2}$ ) for their relevant detections in different instances of time, and all of them can be performed on the given array using appropriate scheduling providing desired stall and necessary washing in between [13, 19].


Fig. 7 a Layout and droplet routes of the $10 \times 10$ array chip with a $2 \times 2$ mixer. b Partitions along with pin configuration of the $10 \times 10$ array that requires 20 pins only. Here, the $2 \times 2$ mixer resides at the middle of the array comprising pins $3,10,12$, and 19 , taking one cell from each of the partitions

### 4.2 A Modification Over the $15 \times 15$ Array

A modification of the previous array (in Fig. 6) has been proposed by Hwang et al. [2, 20], where the array size is reduced to $10 \times 10$, the number of partitions is reduced to four, and the mixer size is $2 \times 2($ instead of $2 \times 3$ ) as shown in Fig. 7a. Though this modification reduces the number of pins required but yet the mixing or detection is sequential in nature as the number of mixers is not increased. In Fig. 7b, we may observe that the mixing region of the array is the junction of four partitions (taking only one cell from each of the partitions), so several droplets (as necessary) can move to this region for mixing. Here, the droplets do not suffer by the limitations of Connect- 5 algorithm; rather, the pin number is also reduced by $20 \%$ (as only four instead of five modules are present in this modification over the earlier array).

### 4.3 Requirements and Objectives Toward Parallelism

In the earlier work, we have seen that using an array of size $15 \times 15$, we acquire only one bioassay outcome at a time, where only 58 cells are used for routing, mixing, and detection, 91 cells are used as guard cells, and the remaining 76 cells are fully unexploited (see Fig. 6). As usual, the bioassay completion time is dominated by the time required for mixing where routing time is negligibly small ( $1,000: 1$, or more), as more time devoted for mixing results more truthful detection of some parameter(s) of a sample. In this case, for any pair of combinations of sample and reagent, assay operations are executed one after another.

We know that the Connect-5 algorithm has its inherent limitations [13]. This is not a voltage efficient design as well as wasteful from the utilization of array space.

So, our objective is to activate as many cells as we can for routing, mixing, etc., in order to achieve respective detections by doing such tasks in parallel. On the other hand, cross-contamination that has already been pointed out earlier is not only a major problem in achieving a correct result, it may also cause danger for human lives. We know that it can only happen when different biomolecules share common cells in their path for routing, or share a common mixer. So, it is better to provide disjoint routes of droplets, if applicable.

To increase the effectiveness of the chip of size $15 \times 15$, we consider several practical aspects by making the chip voltage well organized as well as ingenious from the utilization of array space. In this formulation, our focal objective is to provide a proper division of the whole array such that a suitable pin configuration may guide each of the partitions to move their respective droplets simultaneously. Moreover, if necessary, we like to introduce two or more droplets to be inserted into a partition for their synchronized movement as needed. In this paper, we also like to introduce the scheduling of wash droplets by modifying the whole design assay, as and when necessary, to make the outcomes exclusively useful.

## 5 A New Algorithm for Parallel Bioassay Operations

In this section, we have developed a novel algorithm for accomplishing several pairs of bioassay operations in parallel.

### 5.1 An Algorithm for Pin Assignment

As Connect-5 algorithm tolerates unwanted movement of droplets that creates lots of problem in executing the tasks, hence a different pin assignment is a matter of research, which may satisfy some well-defined objectives taking care of all practical hazards that may arise. Of course, minimization of pin number along with its proper assignment over a restricted sized chip, here $15 \times 15$, may be considered as a goal.

The chip can be used more resourcefully if we be able to design the chip for mixing separate sets of samples and reagents in isolation in two different mixers and route them to the detection sites at the same time. This is how delay can also be minimized. So, this alteration can give two results in parallel. Let us consider the droplet routing layout as shown in Fig. 8, where two independent mixers ( $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ ) have been introduced. Our objective is to efficiently use the restricted size chip, as well as to assign all the electrodes using a minimum number of electrodes possible. In this context, we focus mainly on the parallelism that can be incorporated in the tasks to be performed.

Module placement: Here, we have two sample and two reagent sources. Again if we complete two mixings simultaneously, we have to perform the detections


Fig. 8 Layout for droplet routing of a modified $15 \times 15$ array, where two $2 \times 4$ mixers are used to execute two mixing operations in parallel. Two sources (and sinks) of test droplet and/or wash droplet are placed at the bottom of the array. Droplet sinks are placed on the top of the array where mixed droplets are thrown away from the array after desired detections
individually in two separate detection sites and then they are to be moved to two wastage sinks. To make the chip reusable, we need to perform washing of the used paths and mixers immediately after one use of the chip such that it may be free from cross-contamination. If the washing is also arranged in parallel, two wash droplet sources are to be used. From all the assumptions, we can conclude that we need to place eight devices (sources and sinks) at the periphery of the $15 \times 15$ chip and four modules (two mixers and two detection sites) are to be placed inside the chip. Again to ensure parallelism as well as to avoid cross-contamination, the routing path of the samples and reagents is to be set as much disjoint as possible. These are put into consideration at the time of placement.

Here, we have planned to place the devices and the modules as shown in Fig. 9, as two parallel assay operations are the target of this design and the whole chip is to be partitioned into two halves. The key ideas are as follows:

- The $15 \times 15$ array is subdivided into three arrays of $15 \times 5$. We place the mixing regions in the first and third array starting from the left and one sample and reagent source pair is placed at the left periphery while another pair is placed at the right periphery of the chip. The paths from left (right) sources to the left (right) mixer are almost equal that helps to schedule the mixing concurrently.

Fig. 9 Pin configuration for executing two sets of bioassay operations in parallel using an array of size $15 \times 15$ that requires no more than 21 pins


- Now, the $15 \times 5$ array at the middle is left for routing the mixed droplets to the detection site and then to the wastage sink. The detection sites are at $(2,7)$ and $(2,9)$, that is, one electrode apart from the sink if we place the sinks at the top of the seventh and ninth column. So, two related mixing regions are at same distance from them. We have not placed it on the topmost electrode of the corresponding column, as mixed droplets are usually double droplets, which may have more overlapping to the adjacent electrodes. This overlapping to the sink is not desirable.
- Wash droplet sources are placed at the bottom of the columns seven and nine, such that two associated mixing regions are at same distance from them.

The chip can be used more resourcefully if we be able to design the chip for mixing separate sets of samples and reagents in isolation in two different mixers and route them to the detection sites at the same time. This is how delay can also be minimized. So, this modification can give nearly two results in parallel. Let us consider the droplet routing layout as shown in Fig. 8, where two independent mixers $\left(M_{1}\right.$ and $\left.M_{2}\right)$ have been introduced: $M_{1}$ for mixing $S_{1}$ with $R_{1}$, and $M_{2}$ for mixing $S_{2}$ with $R_{2}$. As $S_{1}$ and $R_{1}$ are to be mixed in $M_{1}$, it is desirable if the coupled droplets could be moved simultaneously as much as we can. This is equally true for the sample-reagent pair $S_{2}$ and $R_{2}$ that is supposed to be mixed in $\mathrm{M}_{2}$. Hence, for all these droplets, same sequence of pin configurations numbered $1-10$ is adopted as we observe in Fig. 9.

As just mentioned that a separate set of pins is not required for the mixing regions, where mixing is performed in both the mixers at the same time instance. So, these pins are also arranged and through activation and deactivation of electrodes in adjacent cells, droplets are moved inside each mixer, as we desire to move them. Out of several possible ways of mixing, a zigzag mode of mixing [21, 22] is shown in Fig. 10.

If there are two reagents and two samples provided, there are 6 possible combinations of mixing as there is no need to mix sample-sample or reagent-reagent pair.


Fig. 10 a The routing path of a mixed droplet in a zigzag mode of mixing inside a $2 \times 4$ mixer that has been introduced in duplicate for separate mixing of mixed droplets. Here, the arrows show the transport pattern of partially mixed droplets for proper mixing. b The steps of one complete cycle of mixing showing the movement of a mixed droplet inside a mixer

So, we are interested in performing two mixings concurrently such that throughput is doubled than the previous case where a single mixer has been used. To do it, we are somewhat tricky in assigning the pins to the mixing region. We use same set of pins, which are mirror refection to one another in the two mixers.

Again to minimize the pin count, our objective is to schedule the assay in such a way that the reagent and the sample droplets can reach the mixer within a specified time for mixing and the chip utilization is maximized. The pin configuration has been shown in Fig. 9. So, these pins are also set and through activation and deactivation of electrodes in adjoining cells, droplets are moved within each mixer, as we want to move them. Out of several possible ways of mixing, a zigzag mode of mixing [6, 7] is shown in Fig. 10. It may be noted that a same set of pins, $11-15$ applied for routing of $S_{1}, S_{2}, R_{1}$, and $R_{2}$ in synchronism, can also be utilized for the movement of mixed droplets from their mixers to the succeeding detection sites.

We have used the set of pins comprising 11-15 for four $5 \times 5$ arrays at the four corners of the $15 \times 15$ array and Connect- 5 algorithm is operated. These arrays are employed only for routing of the droplets to be mixed separately in two mixers maintaining the sequence graph. Pins $1-5$ have been assigned to two $3 \times 5$ arrays along the rows, sixth, seventh, and eighth in the first five columns and in the last five columns, and pins $6-10$ have been assigned to two $2 \times 5$ arrays along the ninth and tenth row in the first five columns and in the last five columns using Connect-5 algorithm again.

The path of mixed droplets from the mixers to the detection sites is also assigned with the same set of pins (11-15) except at eighth row, where pins from set $1-5$ have been used. A cell of this region is activated only when the preferred level of mixing is over and mixed droplets are ready to move to the detection sites. It may further be noted that for mixing in $\mathrm{M}_{1}$ and $\mathrm{M}_{2}, 10$ separate pins (two sets of 5 pins) $1-5$ and 6-10 are introduced that are washed (by routing wash droplets) in


Fig. 11 a The sequencing graph of the assay operations, where $S_{1}$ and $R_{1}\left(S_{2}\right.$ and $\left.R_{2}\right)$ mix in $M_{1}$ $\left(\mathrm{M}_{2}\right)$ and detection is performed in $\mathrm{Ds}_{1}\left(\mathrm{Ds}_{2}\right)$. b An associated sequence graph of the assay operations
between routing of unlike reagents that may use this set of pins as a common portion of their paths. Now, for arranging all types of mixing among two sets of samples and reagents and to reuse the mixing regions as early as possible, washing is performed at the earliest. So, wash droplet paths are assigned with a different set of pins (16-21) such that they have no overlapping with the regular droplets. But, the two wash droplets destined for the two mixers can move concurrently.

This is how we obtain a complete pin configuration for executing all tasks associated in performing some bioassay operation in parallel using a biochip of size $15 \times 15$, where at most 21 pins are required, which is not more than the pin number that Chakrabarty et al. used in performing the tasks one at a time for an array of size $15 \times 15$ [5, 10]. The above pin configuration is shown in Fig. 9 .

### 5.2 Working of the Chip

Different combinations of accessible mixing make the chip highly favorable. In the following paragraphs, we like to describe in detail the performance of the chip.

We may examine that there are six sets of possible blend of mixing of sample(s) and reagent(s) as follows that could be executed concurrently using the array designed above: $\left\{\left(\mathrm{S}_{1}, \mathrm{R}_{1}\right),\left(\mathrm{S}_{2}, \mathrm{R}_{2}\right)\right\},\left\{\left(\mathrm{S}_{1}, \mathrm{R}_{2}\right),\left(\mathrm{S}_{2}, \mathrm{R}_{1}\right)\right\}, \quad\left\{\left(\mathrm{S}_{1}, \mathrm{R}_{1}\right),\left(\mathrm{S}_{1}, \mathrm{R}_{2}\right)\right\}$, $\left\{\left(\mathrm{S}_{2}, \mathrm{R}_{1}\right),\left(\mathrm{S}_{2}, \mathrm{R}_{2}\right)\right\},\left\{\left(\mathrm{S}_{1}, \mathrm{R}_{1}\right),\left(\mathrm{S}_{2}, \mathrm{R}_{1}\right)\right\}$, and $\left\{\left(\mathrm{S}_{1}, \mathrm{R}_{2}\right),\left(\mathrm{S}_{2}, \mathrm{R}_{2}\right)\right\}$.

Let us consider the first case. In this case, the samples and reagents $S_{1}, S_{2}, R_{1}$, and $R_{2}$ can move simultaneously as their paths do not cross (or overlap) from their sources to the relevant mixers. $S_{1}, S_{2}, R_{1}$, and $R_{2}$ are dispensed concurrently, and $S_{1}$ and $S_{2}$ follow the path 11-12-13-15-12-1-4-2, while $R_{1}$ and $R_{2}$ traverse the path 11-12-13-15-12-6-8-2 in 8 clock pulses, that is, at clock pulse $8, S_{1}$ and $R_{1}$ reach to the electrode assigned by pin 2 at mixer $M_{1}$, and $S_{2}$ and $R_{2}$ reach to the electrode assigned by pin 2 at mixer $\mathrm{M}_{2}$ and subsequently mixing starts in


Fig. 12 a The sequencing graph of the assay operations, where $S_{1}$ and $R_{1}\left(S_{1}\right.$ and $\left.R_{2}\right)$ mix in $M_{1}$ $\left(\mathrm{M}_{2}\right)$ and detection is performed in $\mathrm{Ds}_{1}\left(\mathrm{Ds}_{2}\right)$. b An associated sequence graph of the assay operations
separation in two different mixers. So, in this case, there is no need to incorporate stall to any of the droplets to be mixed. But, in each of the remaining cases suitable stall is to be provided before mixing of desired droplets at some preferred mixer. Figure 11 shows the corresponding sequence graph for the intended set of operations.

Let us now consider the third case when $S_{1}$ is mixed with $R_{2}$ in $M_{2}$, and also $S_{1}$ is mixed with $R_{1}$ in $M_{1}$. The corresponding sequence graph is shown in Fig. 12. In this case, at first, a droplet of $S_{1}$ is routed from its own source to $M_{2}$ using the path $11-12-13-15-12-1-4-5-1-12-11-16-17-19-20-21-6-4-3-2$ and thus reaches at mixer $M_{2}$. With proper stall, $R_{1}$ and $R_{2}$ are routed from their sources to $M_{1}$ and $M_{2}$ for mixing in the relevant mixer (at cell 2). Again a second droplet of $S_{1}$ is also dispensed at the same time instant with $R_{1}$ and $R_{2}$, such that mixing in both the mixers may be completed simultaneously. More specifically, in the path of $S_{1}$, when the droplet is at cell 6 , [in cell location $(9,11)$ ], droplets of $R_{1}, R_{2}$, and the second droplet of $S_{1}$ are entered in the array activating pin 11 at locations $(13,1)$, $(13,15)$, and $(3,1)$, respectively. From their corresponding positions, $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$ traverse the related path $11-12-13-15-12-6-9-2$ and $S_{1}$ is moved on the path 11-12-13-15-12-1-4-2. Thus, after 8 clock pulses of their entrance to the array, these three droplets reach their own destination and become ready for carrying out a synchronized course of mixing in both the mixers.

So, it is required that the pair of droplets to be mixed in each mixer may arrive the starting point, that is, on pin 2 in the mixer, at a time avoiding all the electrode interferences in the path of its own and that of in the paths of other droplets to reach to their mixers. To satisfy this condition, when $\mathrm{R}_{1}, \mathrm{R}_{2}$, and the next droplet of $S_{1}$ are moved on pin 12, the first droplet of $S_{1}$ is also moved to pin 4, that is, upward from pin 2. In this way, when the second droplet is on pin 1, first droplet is also on pin 1 to synchronize the movement and then all the four droplets reach the starting electrode of mixing, that is, on pin 2 simultaneously. At this moment, the harmonized mixing (in both the mixers) starts and then the matched steps of


Fig. 13 a The sequencing graph of the assay operations, where $S_{1}$ and $R_{1}\left(S_{2}\right.$ and $\left.R_{1}\right)$ mix in $M_{1}$ $\left(\mathrm{M}_{2}\right)$ and detection is performed in $\mathrm{Ds}_{1}\left(\mathrm{Ds}_{2}\right)$. b An associated sequence graph of the assay operations
detection, etc., are performed in parallel, as desired in a case of application. Note that here intermediate washing on the path of droplet $S_{1}$ is not required; as in both the mixers, the reagents are to be mixed with the same sample. So, there is no question of contamination. Figure 12 shows the sequence graph required for the assay operation.

Another combination of mixing is $S_{2}-R_{1}$ in $M_{1}$ and $S_{2}-R_{2}$ in $M_{2}$, that is, $S_{2}$ is common in the two mixing. So, $S_{2}$ is to be distributed to the mixer instead of $S_{1}$ (in the previous case). We can follow a similar schedule where $S_{2}$ is entered first and then the other three droplets are entered and moved accordingly as has been stated in the previous case (for $S_{1}$ ).

There is another combination, where two samples are to be mixed with single type of reagent $\left(R_{1}\right.$ or $\left.R_{2}\right)$, which has been shown using the sequence graph in Fig. 13. In this case, we distribute the common reagent to both the mixers. Let us consider that $R_{1}$ is to be moved to $M_{1}$ and $M_{2}$. Accordingly, $R_{1}$ is dispensed at $(13,1)$ and traversed the path 11-12-13-14-15-11-17-19-20-16-17-18-20-21-6-10-9 and reaches to $\mathrm{M}_{2}$. In the mean time, when the droplet is on pin 20 [at location (9,9)], $S_{1}, S_{2}$, and the second droplet of $R_{1}$ are entered into the array at locations $(3,1),(3,15)$, and $(13,15)$, respectively, by activating pin 11 and then they are moved to their destined mixer. Their paths are same as earlier. As they reach the mixers at a time, mixing may be performed fully in parallel. Again for the sake of synchronism, when there are two droplets in a partition assigned to pins using Connect-5 algorithm, it is obvious to have unidirectional movement of the droplets for their safety. In this case also, when in mixer $M_{1}, 6$ is activated to hold the second droplet of $R_{1}$, the first droplet of $R_{1}$ in mixer $M_{2}$ is also moved to pin 6, and then both of them move on pin 9 when $S_{1}$ and $S_{2}$ are on pin 4 . At the next clock pulse, the entire four droplets move on pin 2 and thus mixing is started in both the mixers in parallel.


Fig. 14 a The sequencing graph of the assay operations, where $S_{1}$ and $R_{2}\left(S_{2}\right.$ and $\left.R_{1}\right)$ mix in $M_{1}$ $\left(\mathrm{M}_{2}\right)$ and detection is performed in $\mathrm{Ds}_{1}\left(\mathrm{Ds}_{2}\right)$. b An associated sequence graph of the assay operations

In the same way as has been told in the last paragraph, another assay may be accomplished on this platform, which requires the mixing of $S_{1}-R_{2}$ in $M_{1}$ and $\mathrm{S}_{2}-\mathrm{R}_{2}$ in $\mathrm{M}_{2}$.

We may think that the second case of mixing is the most cumbersome, when we $\operatorname{mix} S_{1}$ with $R_{2}\left(\right.$ in $\left.M_{1}\right)$ and $S_{2}$ with $R_{1}\left(\right.$ in $\left.M_{2}\right)$. Figure 14 shows the corresponding sequence graph (individually for two mixers and the joint sequence graph).

We briefly state it as follows. In this case, a droplet of reagent $R_{1}$ is first dispensed from its source, and it follows the path 11-12-13-14-15-11-17-19-$20-16-17-18-20-21-6-10$ for mixing. When this droplet is at cell 20 (in row 13), then a wash droplet $\mathrm{WD}_{1}$ is entered into the array at row 15 activating pin 20 and $R_{2}$ is ready for its entry into the array. Note that the wash droplet, $W_{1}$ moves through the path 20-16-17-19-20-21-17 to the right source/sink of wash droplet. In this path of $\mathrm{WD}_{1}$, when it is just out of the array and on the other hand $\mathrm{R}_{1}$ droplet is on pin 6 [at location $(9,11)$ ], then cell 11 is activated to enter the droplets of $S_{1}$ and $S_{2}$. At this very moment, $S_{1}$ and $S_{2}$ are entered into the array from their respective source, and at this point in time $\mathrm{R}_{2}$ resides at cell 20 at location $(13,10)$ whereas $R_{1}$ is at cell 6 , and then it is stalled at pin 10 [at cell location (11, 7)]. Thus, $\mathrm{R}_{2}$ moves to cell 10 of mixer $\mathrm{M}_{1}$. When $\mathrm{R}_{2}$ is to be entered in $M_{1}$, as $R_{1}$ is already waiting in $M_{2}$ and both the mixers are assigned to same set of pins, $R_{1}$ and $R_{2}$ must be synchronized. So, when $R_{2}$ appears on pin $6, R_{1}$ is also moved to pin 6 from pin 10 to avoid electrode interference. On the other hand, $\mathrm{S}_{1}$ and $S_{2}$ reach to mixers $M_{1}$ and $M_{2}$, respectively, and pairwise all the four droplets appear on pin 2 in the two mixers at a time. As a consequence, mixing starts and continues in complete synchronization.

We may further notice that there are decision points (or decision regions) comprising four cells $11,14,16$, and 17 adjacent to $\mathrm{M}_{1}$ and $11,14,20$, and 21 adjacent to $\mathrm{M}_{2}$ for the movement of mixed droplets from the respective mixers to the detection sites. A cell of this region is activated only when the desired level of mixing is over and mixed droplets are ready to move to the detection sites. It may
further be noted that for mixing in $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$, six separate pins $16-21$ are introduced that are washed (by routing wash droplets) in between routing of different reagents that may use this set of pins as a common portion of their paths. This is how we obtain a complete pin configuration for executing all tasks associated in performing some bioassay operation in parallel using a biochip of size $15 \times 15$, where at most 21 pins are required, which is one more than the pin number that Hwang et al. used in performing the tasks one at a time for an array of size $10 \times 10$ [2, 20]. The above pin configuration is shown in Fig. 9 .

So, this is how we may perform all sets of assay operations mentioned above in parallel. Similar paths for routing of droplets are to be defined, and then, mixing is executed in the mixers. Mixing is the most important task in the case of droplet routing and the most time consuming step in the whole process. Here, we use mixers of size $2 \times 4$ each and allow zigzag way of doing the task. Then, mixed droplets are sent to the detection sites for detection and thrown away from the array chip as a later step.

### 5.3 An Example Run of Assay Operations in Parallel

As an example run, here we consider a typical case of parallel mixing as shown in Fig. 15, where $R_{1}$ mixes with $R_{2}$ and $S_{2}$ mixes with $R_{3}$; as already discussed several cases above, here we place the source of $R_{3}$ instead of $R_{2}$ for both the phases and also we place $R_{2}$ instead of the source of $S_{1}$ only for the first phase of mixing, and then the source of $S_{1}$ is placed as usual for the second phase. One part of mixed droplet of $R_{1}$ and $R_{2}$ mixes with $S_{1}$; on the other hand, another part of mixed droplet of $R_{1}$ and $R_{2}$ mixes with one part mixed droplet of $S_{2}$ and $R_{3}$. While one part of mixed droplet of $S_{2}$ and $R_{3}$ mixes with a part of mixed droplet of $R_{1}$ and $R_{2}$, at that time another part of mixed droplet of $S_{2}$ and $R_{3}$ reaches to the detection site $\left(\mathrm{Ds}_{2}\right)$ for detection. Subsequent to the second phase of mixing, the mixed droplet of $M_{1}$ and $M_{2}$ reaches to the detection sites $\mathrm{Ds}_{1}$ and $\mathrm{Ds}_{2}$, respectively, for detection. The algorithm has already been made earlier, and thus, we obtain the scheduling map, which is the necessary final outcome of the assay operations performed in a given array of size $15 \times 15$.

We know that every operation is having its own sequence of processing. As for example, mixing of $S_{2}$ and $R_{3}$ in $M_{2}$, and then subsequent detection of the mixer in the detection site $\left(\mathrm{Ds}_{2}\right)$ is a complete course of action; an allied graphical representation of this fact is shown in Fig. 15a, which is an example of a sequencing graph.

A sequencing graph may contain two or more connected components as distinct assay operations that are usually disjoint from each other. If we like to perform some of the sequencing steps in parallel, then level by level that information is captured when we represent it with the help of a connected sequence graph. As for example, as shown in Fig. 15b, the graph tells that the droplets of samples and


Fig. 15 a The sequencing graph of the assay operations, where $R_{1}$ and $R_{2}\left(S_{2}\right.$ and $\left.R_{3}\right)$ mix in $M_{1}$ $\left(M_{2}\right)$ and detection is performed in a later phase $\left(\mathrm{Ds}_{2}\right)$. Then, in a next phase, $S_{1}$ is mixed with the mixed droplet of $R_{1}$ and $R_{2}$ (the mixed droplet of $S_{2}$ and $R_{3}$ is mixed with the mixed droplet of $R_{1}$ and $\left.R_{2}\right)$ in $M_{1}\left(M_{2}\right)$ and detection is performed in $\mathrm{Ds}_{1}\left(\mathrm{Ds}_{2}\right)$. b An associated sequence graph of the assay operations
reagents are dispensed and routed altogether, mixed concurrently at their respective mixers, and also detected at the same time in the coupled detection sites.

Here, we may note that there is no point of cross-contamination as the paths for samples and reagents are distinct, and there is no overlapping even for a single cell. So, washing is not required; however, in between two sets of consecutive assay operations, it is desirable to wash the whole path and also the mixers, detection sites, etc. The scheduling map for these assays is shown in Fig. 16.

We also may observe that here in this structure of pin assignment, as we execute assay operations in parallel, we gain $\sim 100 \%$ time (or more) in detecting the samples. Use of wash $\operatorname{droplet}(\mathrm{s})$ might require in performing other pairs of assay operations where a cell or a series of consecutive cells in a path is required to wash within the assay operations in parallel. In these assay operations, we may observe that, 83 cells are used for routing, mixing, and detection, 96 cells are used as guard cells, and the remaining 46 cells are totally inoperative (see Fig. 6).

### 5.4 Experimental Results

In this section, we compare the three biochips, two in existing articles $[2-4,13$, 19, 20] and the one introduced in this paper, as shown in Figs. 5, 6, 7, 8, and 9, from their structural and functional points of view. The primary differences are


Fig. 16 The scheduling map for the sequencing graph in Fig. 15a, where $R_{1}$ mixes with $R_{2}$ and $S_{2}$ mixes with $R_{3}$, and then one part of the mixed droplet of $R_{1}-R_{2}$ is mixed with $S_{1}$ in $M_{1}$ and the other part of the mixed droplet of $R_{1}-R_{2}$ is mixed with the mixed droplet of $S_{2}-R_{3}$. Here, $m$ is the number of clock pulses required for mixing, and $k=9+m$ and $k^{\prime}=k+19+m$. Moreover, at the $(k+12)$ th and $\left(k^{\prime}+12\right)$ th clock pulse, the mixed droplets are thrown away from the array after the detection is made at the $(k+9)$ th and $\left(k^{\prime}+9\right)$ th clock pulse, respectively
whether two bioassay operations are performed sequentially or in parallel, what are the sizes of mixers, amount of mixing time needed, utilization of cells in an array, number of tasks carried out, etc. These are all tried to include in Table 1 and thus explained in brief as follows.

Regarding the number of cells in a biochip, 33.78 \% cells are unused in the foremost biochip whereas this value is only $20.44 \%$ in our design. In our biochip, we introduce $16 \%$ less pins though its achievement is more than $100 \%$ that uses two larger mixers. This happens in practice because the former biochip needs 12 clock pulses for routing of sample and reagent droplets from their sources to the mixer and 19 clock pulses for routing of mixed droplet from mixer to the detection site and disposing, making a total of $2 \times(31+m+d)+w$ clock pulses for a pair of two successive assay operations with inter-assay washing, whereas this value reduces to only $15+m+d+(w)$ in our configuration, where no additional clock pulses are applied for washing the biochip during the bioassays are executed in parallel.

Table 1 A table of comparison that assesses two existing arrays and the array introduced in this paper from their pattern and practical viewpoint

| Array structure | $15 \times 15$ (Fig. 6) | $10 \times 10$ (Fig. 7) | $15 \times 15$ (Fig. 9) |
| :--- | :--- | :--- | :--- |
| Mode of operation | Sequential | Sequential | Parallel |
| \# of tasks | Six | Five | Eight |
| \# of mixers | One | One | Two |
| Mixer size | $2 \times 3$ | $2 \times 2$ | $2 \times 4$ |
| Pin count | 25 | 20 | 21 |
| \# of active cells | 58 | 48 | 83 |
| \# of guard cells | 91 | 46 | 96 |
| \# of unused cells | 76 | 6 | 46 |
| Wash droplets | No | No | Yes |
| \# of clock pulses (for two assays) | $2 \times(12+19+$ <br> $m+d)+w$ | $2 \times(8+5+$ <br> $m+d)+w$ | $7+8+m+$ <br> $d+(w)$ |

Here, $m, d, w$, and ( $w$ ) are the number of clock pulses applied for mixing, detection, inter-assay washing, and intra-assay washing, respectively

In both the earlier two biochips, the primary tasks carried out are routing, mixing, and detection, where sample and reagent droplets are dispensed and routed up to mixer, mixed droplets are routed from the mixer to the detection sites, and detected droplets are (routed and then) thrown away from the biochip. In our bioassay, we have included two more tasks: One is inclusion of decision point (in a decision region) after each mixer, a cell of which is activated only when the mixing operation is over, and the second one is the routing of wash droplets as intra-assay requirement, which is mandatory but not mentioned in both the earlier works.

## 6 Conclusion

In this paper, a restricted sized biochip whose array size is $15 \times 15$ has been taken under consideration. In existing literature, such an array is used for only one bioassay operation at a time as there is only one mixer of size $2 \times 3$. This chip is underutilized that had been pointed later and subsequently a $10 \times 10$ array is introduced with a mixer of size $2 \times 2$, though the assay operation is still sequential as they are sharing a single mixer. In all these respects, we have configured a pin assignment where the pin count is $16 \%$ less than that of the earlier chip of same size, but here the assay operations are performed in parallel where washing as cross-contamination avoidance has also been introduced. In such a chip, we have introduced an additional region as decision point, which is activated only when a desired level of mixing is over. We strongly guess that intensive research could be carried over in future on decision point as an important task in between mixing and detection in any assay operation. In our configuration, larger mixers have also been included wherein we suggest zigzag way of mixing of droplets, which is certainly better even if the same
number of clock pulses is applied as the scope of diffusion between the samples and reagents to be mixed is higher in this case. Out of many other achievements, our designed chip configuration achieves more than $100 \%$ outcomes using the same number of clock pulses as the assay operations are executed in parallel.
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# A 2D Guard Zone Computation Algorithm for Reassignment of Subcircuits to Minimize the Overall Chip Area 
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#### Abstract

The guard zone computation problem finds vast applications in the field of VLSI physical design automation and design of embedded systems, where one of the major purposes is to find an optimized way to place a set of 2D blocks on a chip floor. In VLSI layout design, the circuit components (or the functional units/ modules or groups/blocks of different subcircuits) are not supposed to be placed much closer to each other in order to avoid electrical (parasitic) effects among them (http://en.wikipedia.org/wiki/Curve_orientation, [13]). The (group of) circuit components on a chip floor may be viewed as a set of polygonal regions on a two-dimensional plane. Each (group of) circuit component(s) $C_{i}$ is associated with a parameter $\delta_{i}$ such that a minimum clearance zone of width $\delta_{i}$ is to be maintained around $C_{i}$. The regions representing the (groups of) circuit components are in general isothetic polygons, but may not always be limited to convex ones. The location of the guard zone (of specified width) for a simple polygon is a very important problem for resizing the (group of) circuit components. In this paper, we have developed an algorithm to compute the guard zone of a simple polygon as well as to exclude the overlapped regions among the guard zones, if any. If the number of vertices in the given polygon is $n$, then our algorithm requires $O(n \log$ $n+I \log n)$ time, where $I$ is the number of intersections among the guard zones. So, it is output sensitive in nature that depends on the value of $\delta_{i}$. The algorithm developed in the paper is proved to report a preferred guard zone of the given simple polygon excluding all the intersections, if any.
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## 1 Introduction

Guard zone computation problem is well defined in the literature as an application of computational geometry. Often, this problem is also known as safety zone problem [6]. Given a simple polygon $P$, its guard zone $G$ (of width $r$ ) is a closed region consisting of straight line segments and circular arcs (of radius $r$ ) bounding the polygon $P$ such that there exists no pair of points $p$ (on the boundary of $P$ ) and $q$ (on the boundary of $G$ ) having their Euclidean distance $d(p, q)$ less than $r$.

In case of VLSI layout design as well as in embedded system, a chip may contain several million transistors. To handle this large number of components, the concept of partitioning is introduced that results in a set of blocks along with interconnections among them. The next step is the placement of these blocks of different dimensions. The goal of placement is to find a minimum area arrangement for the blocks that helps to complete interconnections among them. A good routing and circuit performance heavily depend on a good placement algorithm. Placement of modules is an NP-complete problem [5].

The circuit components on a chip floor may be viewed as a set of polygonal regions on a two-dimensional plane. Each circuit component $P_{i}$ is associated with a parameter $p$ such that a minimum clearance zone of width $p$ must be maintained around that circuit component. The regions representing the circuit components are general polygons that may not always be convex ones.

The location of the safety zone of specified width for a simple polygon is a very important problem for resizing the circuit components. If more than one polygonal regions are close enough, their safety zones overlap, violating the minimum separation constraint among them. Again inside a notch of such a polygonal boundary, if a wide space is available which may accommodate some circuit component, we cannot use that location, as space for routing the connecting wires from those circuit components to the other circuit components, which are placed outside the notch, is not available. Thus, with respect to the problems of resizing in VLSI circuit components, this is the motivation of defining and computing the safety zone of a (simple) polygon [6].

Without loss of generality, we may assume that the geometric shape of a subcircuit is of a simple polygon $P$, as shown in Fig. 1a, as the design of each subcircuit is already over; otherwise, sometimes, that could also be considered as a part of floor plan to achieve an alternative design. Several algorithms exist to address the area minimization problem in some phase of physical design either in developing an embedded system or planning for a VLSI circuit [5]. In this paper, we have addressed the problem by computing guard zone of each of the subcircuits (rather, for only a simple polygon) and using guard zone computation as a tool


Fig. 1 a Guard zone of a polygon. b Part of a polygon with vertices $\left(x_{1}, y_{1}\right)$ through $\left(x_{8}, y_{8}\right)$, and edges $a$ through $g$; the dotted line indicates the inner portion of the polygon
toward achieving the same. In Fig. 1a, a 2D simple polygon $P$ is shown by thicker line segments, whose guard zone $G$ is required to be computed outside the polygon.

In this paper, we have proposed and devised an algorithm for computing guard zone of two-dimensional (2D) simple polygon, where each polygon represents a subcircuit such that several such subcircuits are there for their placement on a minimum area chip floor, placing each pair of adjacent subcircuits in a safe separation, toward realizing a VLSI circuit or designing an embedded system. This is necessary to achieve the desired performance of the overall circuit to be designed. In general, an instance of such a problem may contain thousands of subcircuits at some level of design, and the (placement) problem under consideration is NP-complete [5].

There are several other areas, like Robotics, Geographical Information System (GIS), etc., where guard zone computation problem finds its applications.

A simple polygon may contain both convex and concave vertices in it. We define these vertices as follows: A vertex $v$ of a polygon $P$ is defined as convex (concave), if the angle between its associated edges inside the polygon, i.e., the internal angle at vertex $v$, is less than or equal to (greater than) $180^{\circ}$. In Fig. 1b, angle $\theta_{1}$ (between edges $a$ and $b$ ) at vertex ( $x_{2}, y_{2}$ ) is convex, whereas angle $\theta_{2}$ (between edges $c$ and $d$ ) at vertex ( $x_{4}, y_{4}$ ) is concave.

Let us consider a simple polygon $P$ with $n$ vertices and $n$ edges. A polygon $P$ is given implies that the coordinates of the successive vertices of the polygon are given, where no two polygonal edges cross each other; rather, two consecutive polygonal edges intersect only at a polygonal vertex. We may assume that a portion of this polygon is as shown in Fig. 1b. To know whether an angle $\theta$, inside the polygon, is either convex or concave at vertex $v$, we do a constant time computation of determining the value (of $\theta$ ) at vertex $v$. Thus, all the $n$ internal angles of $P$ are identified as convex or concave in $\mathrm{O}(n)$ time.

At this point, we can conclude that the guard zone is computed only with the help of $n$ straight line segments and $n$ circular arcs, if all the $n$ angles of the polygon are convex. But for a given simple polygon, we may have concave angles as well, in $P$. Problems may arise in computing guard zone for those portions of polygon $P$ with concave angles. In this context, we introduce the concept of notch as defined below.

In $R^{2}$, for a given set of three or more connected vertices that form a simple polygon, the orientation of the resulting polygon is directly related to the sign of the angle at any vertex of the convex hull of the polygon. For example, to determine the type of angle formed between edges $a$ and $b$ with coordinates $X_{A}\left(x_{1}, y_{1}\right), X_{B}\left(x_{2}, y_{2}\right)$, and $X_{C}\left(x_{3}, y_{3}\right)$, the following equation is being used that takes constant time for finding out the angle whether it is convex or concave [9].

$$
\operatorname{det}(O)=\left(X_{B}-X_{A}\right)\left(Y_{C}-Y_{A}\right)-\left(X_{C}-X_{A}\right)\left(Y_{B}-Y_{A}\right)
$$

The sign of $\operatorname{det}(O)$ helps to identify the type of angle being formed at polygonal vertex $X_{B}$. A positive value indicates a convex angle outside the polygon, whereas a negative value indicates a concave angle outside the polygon, and a value zero indicates that the points $X_{A}, X_{B}$, and $X_{C}$ are colinear. In this way, all the $n$ polygonal angles of $P$ are identified as convex or concave in $O(n)$ time and avoided the use of comparatively costly trigonometric functions.

At this point, it is fair to conclude that the guard zone is computed only with the help of $n$ straight line segments and $n$ circular arcs, if all the $n$ polygonal vertices form convex (external) angles. But for a given simple polygon, it may have concave angles as well, in $P$. Problems may arise in computing guard zone for these portions of polygon $P$ with concave (external) angles. In this context, the concept of notch has been introduced as defined below.

A notch is a polygonal region outside polygon $P$ that is formed with a chain of edges of $P$ initiating and terminating at two vertices of a false hull edge [4]. A convex hull is a convex polygon (having no concave angle) of minimum area with all the points residing on the boundary or inside the polygon for a given set of arbitrary points on a plane.

Clearly, if $P$ is a given simple polygon and $\mathrm{CH}(P)$ denotes the convex hull of polygon $P$, then the area $\mathrm{CH}(P)-P$ consists of a number of disjoint notches outside polygon $P$. According to this definition, a notch is formed outside the polygon in Fig. 2, below (or inside) the dotted line $v_{2} v_{8}$, as this edge is a false hull edge.

Now, the difficulty arises while excluding the part(s) of $G$ that overlap(s). In doing so, we may take the help of digital geometry that can do the task in linear time too [10-12]. But as our inclination in doing the task is by means of computational geometry only, we like to exclude the part(s) of $G$ that overlap(s) using the concept of analytical and coordinate geometry. In the prior computation, we have at most $O(n)$ straight line segments and $O(n)$ circular arcs in computing $G$. So, to find out all the intersection points and exclude the overlapped region(s) accordingly (in order to obtain only the desired guard zone, including holes, if any,


Fig. 2 A notch is formed inside (or below) the false hull edge produced by vertices $v_{2}$ and $v_{8}$, and a guard zone is obtained for this notch as shown by dotted lines and circular arcs outside of the polygon
as parts of $G$, we may execute an $O\left(n^{2}\right)$ algorithm for each pair of such segments, among all straight line segments and circular arcs. Indeed, this algorithm is greatly expensive. Hence, while computing the initial guard zone $G$, we enclose $P$ by $G$, which is essentially a collection of $O(n)$ line segments only (and there is no circular arc part as we have drawn so far for each of the convex polygonal vertex of $P$ ); we explain it in the subsequent sections.

In this paper, we assume that for computing guard zone, an arbitrarily shaped simple polygon is given. A simple polygon is defined as the polygon in which no two boundary edges cross each other. If two or more polygons are close enough so that their guard zones overlap, indicating the violation of the minimum separation constraint among them, the intersecting regions are to be detected such that the guard zone can be computed by eliminating those regions of intersection. In this paper, we have developed an algorithm to compute all these intersections and in the end, the outcome is the targeted guard zone that we compute by eliminating the intersecting regions.

## 2 Literature Survey

If $P$ is a simple polygon and $G$ is its guard zone of width $r$, then the boundary of $G$ is composed of straight line segments and circular arcs of radius $r$, where each straight line segment is parallel to an edge of the polygon at a distance $r$ apart from that edge, and each circular arc of radius $r$ is centered at a (convex) vertex of the polygon. The boundary of a guard zone describes a simple region in the sense that no two edges (straight line segment(s) and/or circular $\operatorname{arc}(\mathrm{s})$ ) on its boundary intersect in (or pass through) their interior. This has been explained in Fig. 1. The problem originates in the context of resizing of VLSI layout design [7], as described later on (see Sect. 4).

In the context of guard zone computation, several different algorithms have been proposed so far. The most discussed tool for guard zone computation is the Minkowski sum. Apart from Minkowski sum, convolution can also be used as a tool for guard zone computation. A linear time algorithm is developed for finding the boundary of the minimum area guard zone of an arbitrarily shaped simple polygon in [3]. This method uses the idea of Chazelle's linear time triangulation algorithm [2].

Essentially, Minkowski sum between a line (as polygonal segment) and a point (perpendicularly at a distance $r$ apart) with same $x$ - and $y$-coordinates gives a line parallel to the given one. But the question arises is whether the parallel line is inside or outside the polygon. Here, the definition of Minkowski sum [4] can be extended as below.

If $A$ and $B$ are subsets of $R^{n}$, and $\lambda \in R$, then $A+B=\{x+y \mid x \in A, y \in B\}$, $A-B=\{x-y \mid x \in A, y \in B\}$, and $\lambda A=\{\lambda x \mid x \in A\}$. Note that $A+A$ does not equal $2 A$, and $A-A$ does not equal 'zero' in any sense.

The convolution between a polygon and a circle of radius $r$ gives us the desired solution. But the circles need to be drawn in every possible point of the polygon, and consequently, the time complexity of the algorithm increases. Minkowski sum and convolution theories find their vast applications in Mathematics, computational geometry, resizing of VLSI circuit components, and in many other subjects/ problems.

The computational complexity of the Minkowski sum of two arbitrary simple polygons $P$ and $Q$ is $O\left(m^{2} n^{2}\right)$ [1], where $m$ and $n$ are the number of vertices of these two polygons, respectively. In particular, if one of the two polygons is convex, the complexity of Minkowski sum reduces to $O(\mathrm{mn})$. In [3], a number of results are proposed on the Minkowski sum problem when one of the polygons is monotone.

An algorithm for finding the outer face of the Minkowski sum of two simple polygons is presented in [6]. It uses the concept of convolution, and the running time of the algorithm is $O\left((k+(m+n) \sqrt{ } l) \log ^{2}(m+n)\right.$, where $m$ and $n$ are the number of vertices of two polygons and $k$ and $l$ represent the size of the convolution and the number of cycles in the convolution, respectively. In the worst case, $k$ may be $\mathrm{O}(m n)$. If one of the polygons is convex, the algorithm runs in $O\left(k \log ^{2}(m+n)\right)$ time, and there exists no algorithm that can compute the boundary defined by the Minkowski sum of an arbitrary simple polygon and a circle or a convex polygon in time, linear in the worst case of the problem.

In this context, a linear time algorithm is developed for finding the boundary of the minimum area guard zone of an arbitrarily shaped simple polygon in [4]. This algorithm uses the idea of Chazelle's linear time triangulation algorithm [2] and requires space complexity of $O(n)$ as well, where $n$ is the number of vertices of the polygon. After having the triangulation step, this algorithm uses only dynamic linear and binary tree data structures.
(a)

(b)

(c)


Fig. 3 Different kinds of intersections among guard zones. a Overlapping of guard zones that may occur due to two nearby convex regions of a simple polygon. b Overlapping of guard zones that may occur due to one straight line segment and one convex region of a simple polygon. $\mathbf{c} A$ simple polygon consists of a number of convex and concave vertices whose guard zonal regions are probable to overlap

## 3 Formulation of the Problem and the Algorithm

Here, we assume the case of guard zone for a simple polygon. The case becomes simpler if the polygon is convex, and there is no overlapping among the guard zonal regions. Thus, the guard zone for a convex polygon can always be computed in linear time [12]. But for some other cases, a simple polygon may contain notch(s). This is also possible where guard zones for different polygonal segments overlap. Figure 3a, b shows two different cases of such overlapping.

It may so happen that overlapping of guard zones occurs for two close convex polygonal vertices of a simple polygon as shown in Fig. 3a. Again, an overlapping of guard zones may occur for a polygonal edge and a convex polygonal vertex as shown in Fig. 3b.

We can assume another case where a part of a polygon is shown Fig. 3c, where $B$ is a convex vertex and $A$ is concave, and the guard zones of these two regions may overlap. Again the guard zones for the polygonal edges $B D$ and $B E$ may overlap to that of $A C$ and $A F$.

In this paper, we have developed a sequential algorithm that computes a guard zone $G$ of a simple polygon $P$. Usually, a guard zone contains straight line segments that are parallel to the edges of $P$ and circular arc-shaped portions of $G$ that are obtained only for the convex polygonal vertices of $P$. Here, we introduce a variable optimal-drawing that we initially set to true. During execution of the algorithm, if a concave external polygonal vertex is encountered, the value of optimal-drawing becomes false. Based on the value of this variable, the algorithm decides whether the intersection step needs to be executed. A true value of opti-mal-drawing indicates that the intersection detection step(s) can safely be ignored. Now, the formal steps of the algorithm are as follows:

```
Algorithm 2D_Guard_Zone
Input: A simple polygon \(P\).
Output: A guard zone \(G\) of polygon \(P\).
Step 0: Set optimal-drawing \(=\) true
Step 1: Clockwise label the vertices \(v_{1}, v_{2}, \ldots, v_{n}\), of polygon \(P\).
Step 3: For \(i=1\) to \(n-1\) do
```

Step 3.2: If the external angle at $v_{i}$ is convex then
Step 3.2.1: Draw a circular arc (outside the polygon) of radius $r$ centered at $v_{i}$.
Step 3.2.2: Find the external angle at $v_{i+1}$, and consider polygonal edge $\left(v_{i}, v_{i+1}\right)$.
Step 3.2.3: If the external angle at $v_{i+1}$ is convex then
Step 3.2.3.1: Draw a circular arc (outside polygon) of radius $r$ centered at $v_{i+1}$.
Step 3.2.3.2: Draw a line parallel to $\left(v_{i}, v_{i+1}\right)$ at a distance $r$ apart from the polygonal edge (outside the polygon) that is a simple common tangent to both the arcs drawn at $v_{i}$ and $v_{i+1}$.

Step 3.2.4: Else bisect the external angle at $v_{i+1}$, denote the bisection $b s_{i+1}$.

Step 3.2.4.1: Draw a line parallel to $\left(v_{i}, v_{i+1}\right)$ at a distance $r$ apart from the polygonal edge (outside the polygon) that is a tangent to the arc drawn at $v_{i}$ and intersects $b s_{i+1}$ at a point, say $p_{i+1}$.
Step 3.2.4.2: Set optimal-drawing $=$ false
Step 3.2.5: Assign $i \leftarrow i+1$.
Step 3.2.6: If $v_{i}=v_{n}$, then $v_{i+1}=v_{1}$.
Step 3.2.7: Else bisect the external angle at $v_{i}$, denote the bisection $b s_{i}$.
Step 3.2.8: Find the external angle at vertex $v_{i+1}$, and consider polygonal edge $\left(v_{i}, v_{i+1}\right)$.
Step 3.2.9: If the external angle at $v_{i+1}$ is convex then
Step 3.2.9.1: Draw a circular arc (outside the polygon) of radius $r$ centered at $v_{i+1}$.
Step 3.2.9.2: Draw a line parallel to $\left(v_{i}, v_{i+1}\right)$ at a distance $r$ apart from the polygonal edge (outside the polygon) that intersects $b s_{i}$ at a point, say $p_{i}$, and is a tangent to the arc drawn at $v_{i+1}$.
Step 3.2.10: Else bisect the external angle at $v_{i+1}$, denote the bisection $b s_{i+1}$.

Step 3.2.10.1: Draw a line parallel to $\left(v_{i}, v_{i+1}\right)$ at a distance $r$ apart from the polygonal edge (outside the polygon) that intersects $b s_{i}$ at a point, say $p_{i}$, and also intersects $b s_{i+1}$ at a point, say $p_{i+1}$.
Step 3.2.10.2: Set optimal-drawing $=$ false.

Step 3.2.11: Assign $v_{i} \leftarrow v_{i+1}$.
Step 3.2.12: If $v_{i}=v_{n}$, then $v_{i+1}=v_{1}$.

## End for

Step 4: If optimal-drawing $=$ false, then there is a possibility that two line segments or a line segment and a circular arc or two circular arcs of the guard zone intersect, then the line sweep algorithm is executed to determine and report all such intersection points, which eventually exclude the portions of the line segment(s) and/or the circular $\operatorname{arc}(\mathrm{s})$ that are at a distance less than $r$ apart from a polygonal edge or a polygonal vertex (outside the polygon).

In this computation of $G$, we have at most $O(n)$ straight line segments and $O(n)$ circular arcs, if $P$ has no false hull edge. Otherwise, to compute all the intersection points on $G$ and exclude the overlapped region(s) accordingly (in order to get the desired guard zone only, including hole(s), if any, as part(s) of $G$ ), we may execute an $O\left(n^{2}\right)$ algorithm for each pair of such segments, among all straight line segments and circular arcs. Indeed, this algorithm is greatly expensive. In this paper, we have developed an algorithm to find the guard zone of a simple polygon efficiently such that all the overlapped regions are excluded, and we have done it using the concept of computational geometry.

A polygon consists of a number of convex and concave vertices. At the convex vertices, the guard zone is circular in shape having a predefined distance $r$ from the polygon vertex [12]. So the circular arc has two tangents at two points where it meets with the two line segments of the guard zone as shown in Fig. 5. In case of guard zone for concave vertices or line segments, we can compute the intersections of the guard zones (if any) by using line sweep algorithm [13] as those guard zonal regions are straight line segments. But in case of circular arc, it cannot be applied so easily as for line sweep algorithm, it is obvious to use starting and end points of the line segments as event points [13]. But a guard zone of a polygon is not only a set of line segments only, there are circular arcs as well. So, line sweep algorithm cannot be applied to it directly.

We know that a circular arc can be assumed as the aggregation of a number of infinitesimally small ordered line segments. Thus, if we can somehow subdivide the arc into line segments, we can then apply the line sweep algorithm for detecting the intersection points between those circular arcs with others. Though to break an arc into line segments, we have to take some precision, that does not affect the output of our algorithm as it definitely reports all the intersections existing among the guard zonal regions.

In our algorithm, we have developed a procedure to subdivide the circular arc into a collection of small arcs such that they can be considered as line segments. If we take $n$ number of iterations to subdivide the arc, we get $(n+1)$ number of line segments, i.e., $(n+2)$ number of event points (starting and end points) as two consecutive line segments share one point as starting of one and end point of another. So, $(n+1)$ line segments have $(n+2)$ event points. This arc is also to be


Fig. 4 Recursive division of a convex polygonal angle formed at vertex $v$ wherefrom equallength smallest possible chords are computed that in a group replaces the circular arc that is computed as a part of guard zone outside the polygon up to a desired level of precision of an angle that is formed at the convex vertex for each such smallest possible chord
checked with other guard zonal arcs and line segments for intersections whether it is probable to intersect or not.

Let us consider a simple polygon $P$. Now, to find the intersections in the guard zonal regions and to exclude the intersecting regions, we use line sweep algorithm [13]. Hence, while computing the initial guard zone $G$, we surround $P$ by $G$, which is essentially a collection of $O(n)$ line segments only (and there is no circular arc part as we have drawn so far for each of the convex polygonal vertex of $P$ ); we explain it as follows taking Fig. 6 into consideration.

Now, we explain how we replace a circular arc that has been drawn so far for each of the convex polygonal vertex $v$ of $P$ with the help of a collection of smaller straight line segments. Next, we claim that the desired guard zone $G$ is computed with the help of $O(n)$ straight line segments only. To show the first part under consideration, we take the help of Fig. 4 that contains a convex polygonal vertex $v$ along with its associated polygonal edges $u v$ and $v w$. Here, for the time, we do not like to know whether $u$ and $w$ are convex or concave polygonal vertices, as we are only interested to consider a convex polygonal vertex $v$, whose guard zone is to be computed comprising a constant number of (smallest possible) straight line segments instead of a circular arc centering at $v$ with radius $r$. Without loss of generality, we assume that both the polygonal vertices $u$ and $w$ are also convex. So, what we do, we compute two straight line segments $u^{\prime} v^{\prime}$ and $v^{\prime \prime} w^{\prime}$, where $u^{\prime} v^{\prime} \| u v$ and $u^{\prime} v^{\prime}=u v$, and also $v^{\prime \prime} w^{\prime} \| v w$ and $v^{\prime \prime} w^{\prime}=v w$, and the perpendicular distance between the parallel lines for both the pairs is same as $r$. Hence, we obtain two rectangles $u v v^{\prime} u^{\prime}$ and $v w w^{\prime} v^{\prime \prime}$, where $v v^{\prime}=u u^{\prime}=w w^{\prime}=v v^{\prime \prime}=r$, since $u^{\prime} u$ (or $v^{\prime} v$ ) is perpendicular to $u v$ and $w^{\prime} w$ (or $v^{\prime \prime} v$ ) is perpendicular to $v w$. So, $u^{\prime} v^{\prime}$ and $v^{\prime \prime} w^{\prime}$ are guard zones for the polygonal edges $u v$ and $v w$, respectively. Now, we compute guard zone for the polygonal vertex $v$ as follows.

We have already told that the guard zone for polygonal vertex $v$ is composed of a number of straight line segments that collectively replace the guard zonal circular arc (of radius $r$ ) that we usually draw at a convex polygonal vertex $v$ outside the polygon (where $u^{\prime} v^{\prime}$ and $w^{\prime} v^{\prime \prime}$ are two tangents to that circular arc). We like to do this task recursively using a constant time computation for each such polygonal vertex $v$, as the value of $\angle v^{\prime} v v^{\prime \prime}$ is always less than $180^{\circ}$. In other words, we may state that we like to replace the circular arc that we usually compute as a part of $G$ for $v$ by exactly $2^{p}$ number of straight line segments (for some constant $p$ ) that are equal in length to each other.

In order to obtain the smallest possible line segments, we follow a recursive procedure which is binary in nature. First of all, we bisect $\angle v^{\prime} v v^{\prime \prime}$ (or $\angle u v w$ ) by a bisector $b s_{1}$ whereon $p_{1}$ is a point outside the polygon such that $v p_{1}=r$. We join $v^{\prime} p_{1}$ and $p_{1} v^{\prime \prime}$, so $v^{\prime} p_{1} v^{\prime \prime}$ is an approximated guard zone (for $p=1$ ) of the circular arc we liked to draw. Next, to make this approximation finer, we further bisect $\angle v^{\prime} v p_{1}$ by a bisector $b s_{2}$ whereon $p_{2}$ is a point outside the polygon such that $v p_{2}=r$ and bisect $\angle p_{1} v v^{\prime \prime}$ by a bisector $b s_{3}$ whereon $p_{3}$ is a point outside the polygon such that $v p_{3}=r$. Then, we join $v^{\prime} p_{2}, p_{2} p_{1}, p_{1} p_{3}$, and $p_{3} v^{\prime \prime}$, so $v^{\prime} p_{2} p_{1} p_{3} v^{\prime \prime}$ is a finer approximation of the guard zone (for $p=2$ ) than the previous one (i.e., $v^{\prime} p_{1} v^{\prime \prime}$ ) of the circular arc we usually draw.

Needless to mention that for $p=3$, we are supposed to bisect each of the angles $\angle v^{\prime} v p_{2}$ through $\angle p_{3} v v^{\prime \prime}$ and obtain intermediate points $p_{4}$ through $p_{7}$ on each such bisection $b s_{4}$ through $b s_{7}$, outside the polygon such that $v p_{4}=v p_{5}=v p_{6}=v p_{7}=r$, and even smaller line segments $v^{\prime} p_{4}=p_{4} p_{2}=p_{2} p_{5}=p_{5} p_{1}=p_{1} p_{6}=p_{6} p_{3}=$ $p_{3} p_{7}=p_{7} v^{\prime \prime}$, and in due course, we obtain an even finer approximation of the guard zone (for $p=3$ ) than that we computed for $p=2$, which is more closer to the circular arc we usually draw as a part of guard zone for a convex polygonal vertex.

This process of bisection is continued till the value of each bisectional angle becomes $0.50^{\circ}$ or $0.25^{\circ}$ or up to some precision of angle that makes the straight line segments as chords of the circular arc reasonably very small. Now, it is very clear that all the points $p_{i}$ over the bisections outside the polygon are the points on the circular arc as part of $G$, and each small line segment (whose length tends to zero for a smaller value of $r$ ) is an approximation of its associated arc for which it is the largest chord. So, further bisection of each of the bisected angles in subsequent levels of recursion and spotting a point $p_{i}$ on each of the bisections at distance $r$ from $v$ outside the polygon helps to achieve more points on the said circular arc that are consecutively equidistant and closer to each other. Hence, up to some desired level of precision, we may obtain a set of equal-length straight line segments collectively that replaces the circular arc we liked to draw as a part of $G$ for vertex $v$.

In any case, as the value of $\angle v^{\prime} v v^{\prime \prime}$ is always less than $180^{\circ}$, which is a constant, we claim that the number of bisections or the number of recursive calls to bisect $\angle v^{\prime} v v^{\prime \prime}$ is always a constant (up to an acceptable smallest precision of angle). Even then, this method may lack in finding a point of intersection of two circular arcs or a circular arc and an edge of $G$ where the segments are tangential (or almost tangential) to each other. However, the probability of occurrences of such a
circumstance significantly reduces as in general, the value of $r$ is appreciably small. If some smaller edge (or the initial or final chord or some intermediate chord $p_{i} p_{i+1}$ that approximates its coupled arc) is found, that intersects with other part(s) of $G$, which is also a line segment, then we may further bisect only that angle recursively to identify a more accurate point of intersection that in time may reduce many redundant computations. In this context, we like to conclude that the total number of straight line segments as part of the computed guard zone $G$ is at most $O(n)$, as stated below.

Now, we can compute all the intersections among the parts of the guard zone, which are now transformed into line segments instead of circular arcs. This is not a challenging problem as we can take each pair of segments, compute whether they intersect, and if so, we report their intersection points. This is a brute force approach and clearly requires $O\left(n^{2}\right)$ time. In some cases, it may be optimal, when each pair of line segments really intersects. Our objective is to have an algorithm that is faster in some situations where number of intersecting line segments is considerably less than total number of line segments. The line sweep algorithm [12] is such an algorithm whose running time depends not only on the number of segments in the input, but also on the number of intersection points. For this reason, this algorithm is known as output-sensitive algorithm or in this case, we may call it intersection sensitive algorithm, because the number of intersections determines the size of the output or in other words running time of the algorithm.

Proceeding in this way, we can use line sweep algorithm as all the circular arcs have been replaced by a set of only line segments, taking all the line segments which are actually in guard zone and which have been derived. But we yet do not know which pair of circular arc(s) and/or line segment(s) have been intersected. If we can somehow detect the probable intersecting regions, the number of checking can be reduced, and thus, we would apply the above procedure for a smaller set of regions which are in fact probable to intersect.

So, our first phase of the algorithm searches for the probable regions of intersections. The results achieved from this phase reduce the sample space to be checked for original intersections. In this phase, we take the extended guard zone instead of the original guard zone and that may be derived in the following way. We can take each circular arc and extend its two tangents which are actually the extended line segments of the guard zone attached to that circular arc. Thus, they meet at a point and we get $s$ points for $s$ number of circular arcs.

For example, an overestimated guard zone is formed by extending two neighboring guard zonal line segments drawn for the convex polygonal vertex $v$ that meet at point $p$, as shown in Fig. 5. Here, the circular arc $v^{\prime} v^{\prime \prime}$ is the actual guard zonal region of the convex vertex $v$. Thus, all the circular arcs of the guard zone are now replaced by corresponding convex vertices in the extended polygon. It may be simple or not. If the extended guard zone which is actually a polygon is simple; that is, there is no intersection between any regions of the polygon, it is sure that our original polygon has no intersections. On the other hand, if it has some intersections, those may result in actual intersections, as those are detected


Fig. 5 Extension of the two neighboring guard zonal line segments that meet at $p$, instead of a circular arc of radius $r$, overestimates the guard zone for a convex polygonal vertex $v$


Fig. 6 a A simple polygon $P$ drawn by dotted line segments. b An extended guard zone $X$ of $P$ (where $X$ is drawn by solid line segments)
from the extended guard zone. So, to be sure of the intersection(s), we have to proceed further.

In the second phase, we deal with the original guard zonal regions, not with the extended guard zones but with the regions that are proved to have probable intersection(s) by the first phase of the algorithm. As has been discussed earlier, those regions involving a convex polygonal vertex are subdivided into line segments and line sweep algorithm is further applied on those line segments (computed for the guard zone) only. At the end of the second phase, we get the unique intersections and depending on this information, the algorithm reports the outer guard zone. Two phases of the algorithm is discussed below with the help of an example simple polygon, as shown in Fig. 6a.

Let us consider a simple polygon $P$ whose vertices are stored in anticlockwise manner as $a$ through $l$, where $a, b, c, d, e, f, g, k$, and $l$ are convex and $h, i$, and $j$ are concave vertices (Fig. 6a). This can be achieved by traversing the polygon in anticlockwise direction starting from a point and ending at that very point, and at the time of traversing, the vertices are checked to inform whether it is convex or concave; accordingly, this information is stored with the corresponding vertices.

This takes $O(n)$ time, if $n$ is the number of vertices in the simple polygon. So the guard zone computed in linear time has circular arcs at the convex regions [1], and the other portions are straight line segments only.

### 3.1 Phase-I of the Algorithm

As has been discussed earlier, every two neighboring line segments of every circular arc (guard zone of a convex vertex) are extended and they meet at a point which is again a convex vertex of the overestimated polygon. Let us consider an overestimated guard zone $X$ (for polygon $P$ ), whose vertices are stored in anticlockwise manner that are $A$ through $L$, as shown in Fig. 6b. The edges that are considered as line segments are labeled as $A B(2), B C(3), C D(4), D E(5), E F(6)$, $F G(7), G H(8), H I(9), I J(10), J K(11), K L(12)$, and $L A(1)$.

When we are to apply line sweep algorithm, i.e., to avoid testing all pairs of segments for intersections, we have to select lines that are close together. We need to sweep a line, parallel to a horizontal line, downward over the plane, starting from a position above all segments, and at the time of sweeping the imaginary line, we keep track of all the segments. The status of the sweep line is the set of segments intersecting it. The status is updated at particular points, not continuously. We call these particular points the event points. At every event point, the neighbors of the line segments are found. Only the neighbors are considered as candidates for intersection.

In the traditional line sweep algorithm [12], an assumption has been taken that no two line segments have same starting point. The neighbors of a line segment are considered depending on the intersection points of the line segments with the sweep line which is parallel to the x -axis. If no two line segments have same starting point, it is straightforward to find the neighbors at any moment. But in case of the guard zonal line segments, as a polygon is a closed region, at the top most point, it is the starting point of two line segments. At that event point, we depend on the end point to detect the order of neighborhood between the two lines.

According to the algorithm devised in this paper, we have considered the event points as the vertices, the starting and ending points of the extended guard zonal edges of the given polygon $P$. Here, these are stored in an event queue according to the decreasing order of $y$-coordinates. If two or more vertices have the same $y$-coordinate, then sort them according to increasing $x$-coordinate. So, here, the order is $L, E, A, F, K, J, D, G, H, I, B$, and $C$. These are stored in a list which is initially empty. At the starting of the algorithm, this array only contains all the starting and ending points, but subsequently, the intersection points are also inserted in it, which are later on treated as event points as well. To traverse this list efficiently and for updating at the time of inserting an intersection point, we represent this in a binary search tree.
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Fig. 7 a 1 and 12 have been inserted making 12 as the right child of 1 . b 1 and 12 have been inserted making 1 as the left child of 12 . c 5 and 6 have been inserted making 6 as right child of 12 and 5 as right child of 6 . d The unbalanced tree in Fig. 7 c is made height balanced. e 1 is deleted, and 2 is inserted making 2 as left child of 12 . f The position of 12 and 6 has been interchanged. $\mathbf{g} 6$ is deleted, and 7 is inserted at the position of 6 . h 12 is deleted, and 11 is inserted at the position of 12 . $\mathbf{i}$ The position of 7 and 11 has been interchanged. $\mathbf{j} 11$ is deleted, and 10 is inserted at the position of 11 . $\mathbf{k}$ The positions of 7 and 10 have been interchanged. 1 Five is deleted, and 4 is inserted at the position of 5 . $\mathbf{m} 7$ is deleted, and 8 is inserted at the position of 7. $\mathbf{n}$ The position of 8 and 10 has been interchanged. $\mathbf{o} 8$ is deleted, and 9 is inserted at the position of 8 . p 9 and 10 are deleted resulting 4 to be the root. $\mathbf{q} 9$ and 10 are deleted resulting 2 to be the root, and this tree is selected as the $x$-coordinate of the end point of 2 is less than that of 4 , though both of them have same $y$-coordinates. $\mathbf{r} 2$ is deleted, and 3 is inserted at the position of 2

Again we use a Query tree $T$ to handle the line segments which is initially empty. The lines (already labeled in clockwise or anticlockwise manner) are to be inserted or deleted or updated at the event points.

Now, the sweep line is set parallel to $x$-axis at the point where $y$-coordinate is maximum, i.e., at $L$. It is the starting point of two line segments 1 and 12 . Now, the $x$-coordinate of the end of 1 is less than that of the end of 12 . So, in $T, 1$ is left neighbor of 12 . Accordingly, the tree may be any one like the trees shown in Fig. 7a, b.

But this does not include any indefiniteness in our algorithm. We can always select the root by comparing the $y$-coordinates of the two line segments whose starting points are same. The line segment, whose end point is of greater $y$-coordinate value between the two, is selected as the root. Now, the other line segment is inserted in the tree as right child or left child of the root depending on the neighboring relationship of this segment with the root. Thus, here 1 is the root node and 12 is its right child as the $y$-coordinate of $A$, which is the end point of segment 1 , is higher than that of $K$; that is, the $y$-coordinate of $A$ is greater than that of $K$, which is the end point of segment 12 . So the tree in Fig. 7b is chosen. Now, as 1 and 12 are consecutive polygonal edges, there is no need to check their intersection. $L$ is deleted from the event list.

Now, the event queue is $E, A, F, K, J, D, G, H, I, B$, and $C$.
Next event point is $E$. It is the starting point of 6 and 5 , and 6 is now neighbor to 12 as $E$ is at more right than 12 and 5 is right neighbor to 6 . So the tree is as follows. Here, we have chosen the first one among the two previous trees as in the other case, it would not be height balanced. Accordingly, the tree is shown in Fig. 7c. As it is a height-imbalanced tree, it is modified to height balanced by AVL rotation and the final tree is shown in Fig. 7d.

Now, checking is done for intersections between 6 and 12. There is an intersection, and the point is $Q$. So $Q$ is inserted in the list with other information $Q(6,12)$. The intersection point $Q$ is inserted in the event list maintaining $y$-coordinate order. $E$ is deleted from the event list, and $Q$ is inserted. The event list is now $A, Q, F, K, J, D, G, H, I, B$, and $C$.

Next event point is $A$. It is the end point for 1 . So, 1 is deleted from $T$ as it is a leaf node; nothing to do for updating. Now, 2 is inserted in $T$ and it is the left neighbor of 12 as 1 has been deleted and $A$ is at left of the point at which 12 cuts the sweep line. Accordingly, the tree is shown in Fig. 7e. $A$ is deleted from the event list. Now, the event list is $Q, F, K, J, D, G, H, I, B$, and $C$.

Now, the event point $Q$ is to be handled. As it is an intersection point, the neighboring information is updated in $T$. Twelve and 6 are interchanged. Again their set of neighbors has also been interchanged. Accordingly, the tree is shown in Fig. 7f. $Q$ is deleted from the event list. The event list is obtained as $F, K, J, D, G$, $H, I, B$, and $C$.

Next event point is $F$. It is the end point of 6 and starting point of 7 . Line 6 is deleted from $T$, and line 7 is inserted into $T$. As $F$ is at left of 12 but right of 2,12 is the right neighbor and 2 is the left neighbor of 7 . So the tree is shown in Fig. 7g. $F$ is deleted from the event list. The event list is now $K, J, D, G, H, I, B$, and $C$. Now, 2 and 7 , and 12 and 7 are to be checked for intersection. There is no intersection.

Next event point is $K$, and it is the ending point of 12 and starting of 11 . Now, $K$ is at the right of 7 and left of 5 ; so the left neighbor and right neighbor of 11 are 7 and 5 , respectively. Next, 12 is deleted and 11 is inserted. Accordingly, the tree is shown in Fig. 7h. Now checking for intersection is done between lines 7 and 11, and lines 5 and 11. Now, there is intersection between 11 and 7 , and the point is $p$. So the intersection list is updated $q(6,12), p(7,12) . p$ is inserted in the event list, and $K$ is deleted from it. The event list is now $P, J, D, G, H, I, B$, and $C$.

Next event point is $p$. As it is an intersection point, the neighboring information is updated in $T$. Eleven and 7 are interchanged. Again their set of neighbors has also been interchanged. Accordingly, the tree is shown in Fig. 7i. $p$ is deleted from the event list. The event list is now $J, D, G, H, I, B$, and $C$.

The next event point is $J$. It is the end point of 11 and starting of 10 . Now, $J$ is at the right of 2 and left of 7 . So, the left neighbor and right neighbor of 10 are 2 and 7, respectively. Eleven is deleted, and 10 is inserted. Hence, the tree obtained is shown in Fig. 7j. Now, 10 and 7, and 10 and 2 are to be checked for intersection. There is an intersection between 10 and 7 , and the point is $R$. So the intersection list is updated $q(6,12), p(7,12), r(11,7) . r$ is inserted in event list, and $J$ is deleted from the event list. The event list is now $r, D, G, H, I, B$, and $C$.

Next event point is $r$. As it is an intersection point, the neighboring information is updated in $T$. Ten and 7 are interchanged. Again their neighbor sets have also been interchanged. The resulting tree is shown in Fig. 7k. Now, $r$ is deleted from the event list. The event list is now $D, G, H, I, B$, and $C$.

Next event point is $D$. It is the end point of 5 and starting of 4 . Now, $D$ is at the right of 10 . So the left neighbor of line 4 is line 10 . Five is deleted, and 4 is inserted. Accordingly, the tree is shown in Fig. 71. Now checking for intersection is done between 10 and 4 . There is no intersection. $D$ is deleted from the event list. The event list is now $G, H, I, B$, and $C$.

Next event point is $G$. It is the end point of 7 and starting of 8 . Now, $G$ is at the right of 2 and left of 10 . So, the left neighbor and right neighbor of 8 are 2 and 10 , respectively. Seven is deleted, and 8 is inserted. The tree is shown in Fig. 7m.

Now, checking for intersection is done between 10 and 8 , and 2 and 8 . There is an intersection between 10 and 8 , and the point is $s$. Hence, the intersection list is updated as $q(6,12), p(7,12), r(11,7) . s(10,8) . s$ is inserted in event list, and $G$ is deleted from the event list. The event list is now $S, H, I, B$, and $C$.

Next event point is $s$. As it is an intersection point, the neighboring information is updated in $T$. Ten and 8 are interchanged. Again their neighbor sets have also been interchanged. Accordingly, the tree is shown in Fig. 7n. $s$ is deleted from the event list. The event list is now $H, I, B$, and $C$.

Next event point is $H$. It is the end point of 8 and starting of 9 . Now, $H$ is at the right of 10 and left of 4 . So, the left neighbor and right neighbor of 9 are 10 and 4, respectively. Eight is deleted, and 9 is inserted. The tree is shown in Fig. 7o. Now, 9 and 10, and 9 and 4 are to be checked for intersection. There is no intersection, so $H$ is deleted from the event list. The event list is now reduced to $I, B$, and $C$.

Next event point is $I$. It is the end point of 10 and 9 . Now, $I$ is at the right of 2 and left of 4 . So, 9 and 10 are deleted. Accordingly, the tree is shown in Fig. 7p. Now, checking for intersection is done between 2 and 4 . There is no intersection, so $I$ is deleted from the event list. The event list is now $B$ and $C$.

Next event point is $B$. It is the end point of 2 and starting of $3 . B$ is at the left of 4. So, 3 is inserted at left of 4 , and 2 is deleted from $T$. Hence, the tree we obtain is shown in Fig. 7q. No checking is made, as 3 and 4 are two consecutive edges of the polygon. $B$ is deleted from the event list, and the event list we obtain is $C$.

So, the next event point is $C$. It is the end of 3 and 4 . So, 3 and 4 are deleted, and the tree $T$ as well as the event list becomes empty.

The intersection list is now considered. For each intersection detected in the above phase, a second phase of the algorithm comes into picture.

### 3.2 Phase-II of the Algorithm

Now, we have already obtained the intersection points for the overestimated guard zonal region. The intersection point can be on the actual guard zonal line segment or on the extended portion of the line segment which has been drawn to make the guard zone a polygon, which is not simple in general. So, for each intersection point, we have to check among the original line segment and the circular arc(s) depending on the fact whether the line segment joins two convex vertices, or one concave vertex and one convex vertex. If it joins two concave vertices, then only the line segment is considered.

If we repeatedly bisect the obtained angles after some iterations when the angles are getting much smaller (with respect to some predefined value), the arcs can be considered as line segments. Even when the convex angle tends to $360^{\circ}$, we have to subdivide only $180^{\circ}$ as we exclude two $90^{\circ}$ angles before starting the subdivision.

If we subdivide the arc $p$ times, there are $p+1$-ordered subarcs or line segments where two consecutive line segments share their starting and ending points except the two at the end. So, the number of event points is $p+2$ for each circular arc.

In the intersection list, the first intersection point is $q$, which is obtained in between lines 6 and 12. Line 6 joins two convex points $F$ and $E$. So, we have to consider both the circular arcs corresponding to $E$ and $F$, and the line segment joining those circular arcs. Again, line 12 also joins two convex points $L$ and $K$, and we consider both the circular arcs corresponding to $L$ and $K$, and the line segment joining these circular arcs.

From the above information, we have four circular arcs and two line segments for a probable intersecting region which we have got from the first phase of the algorithm. At the second phase, after subdividing the arcs, we get a total of $4(p+1)+2$ number of line segments for the line sweep algorithm. After applying the line sweep algorithm on the line segments mentioned above, we find that actually there is no intersection among the original guard zone.

The next intersection point is $p$, which is obtained in between lines 7 and 11. Line 7 joins two convex points $F$ and $G$. So, we have to consider both the circular arcs corresponding to $F$ and $G$, and the line segment joining these circular arcs. Again 11 joins a convex point $K$ and a concave point $J$; so we consider the circular arc corresponding to $K$ and the line segment joining the circular arc and the concave point $J$.

Now, we have three circular arcs and two line segments for a probable intersecting region. At the second phase, after subdividing the arcs, we get a total of
$3(p+1)+2$ number of line segments for the line sweep algorithm. After applying the line sweep algorithm on the line segments mentioned above, we find that actually there is also no intersection among the original guard zone.

From the intersection list, our next intersection point we get is $r$, which is formed in between lines 7 and 10 . Line 7 joins two convex points $F$ and $G$. So, we consider both the circular arcs corresponding to $F$ and $G$, and the line segment joining these circular arcs. Again, line 10 joins two concave points $J$ and $I$, so we consider only the line segment joining the concave points $J$ and $I$.

Now, we have two circular arcs and two line segments for a probable intersecting region. At the second phase, after subdividing the arcs, we get a total of $2(p+1)+2$ number of line segments for the line sweep algorithm. After applying the line sweep algorithm on the line segments mentioned above, we find that there is one intersection point between the circular arc corresponding to $G$ and the line segment $J I$. Let the point be $Y$. We store the intersection point as a triple〈intersection point, two ends of one of the intersecting line, two ends of the other intersecting line $\rangle$.

If the line joins two circular arcs, then the two ends of the line segment are denoted as (arc, arc). If the line joins two concave points, the ends are defined as (end point, end point). If the line joins one circular arc and one concave point, then the ends are defined as (arc, end point). Again we store the ending information of that very line which first contains the end point or arc which occurs before others in the list of the line segments and arcs of the guard zone. So, here we store $\langle Y$, $(\operatorname{arc}(F 1, F 2), \operatorname{arc}(G 1, G 2)),(I, J)\rangle$.

From the intersection list, our next intersection point is $s$, which is formed in between lines 8 and 10. Eight joins one convex point $G$ and one concave point $H$. So we consider the circular arcs corresponding to $G$ and the line segment joining the circular arc and the concave point $H$. Again, 10 joins two concave points $J$ and $I$, so we consider only the line segment joining the concave points $J$ and $I$.

Now, we have one circular arc and two line segments for a probable intersecting region. At the second phase, after subdividing the arcs, we get a total of $(p+1)+2$ number of line segments for line sweep algorithm. After applying the line sweep algorithm on the above-stated line segments, we find that actually there is one intersection between the line segment joining the circular arc corresponding to $G$ and the concave point $H$ and the segment $J I$. Let the point be $X$. We store it as $\langle X,(\operatorname{arc}(G 1, G 2), H),(I, J)\rangle$.

The output is in the form of the list of guard zonal line segments and guard zonal circular segments after eliminating intersecting region. As in the notch area, guard zone may be divided into inner and outer guard zone after eliminating the overlapping region. After detecting the intersecting points, they are also updated in the list. Thus, before applying this algorithm, our list is in the form (Fig. 8):
$\operatorname{arc}(A 1, A 2), A 2 B 1, \operatorname{arc}(B 1, B 2), B 2 C 1, \operatorname{arc}(C 1, C 2), C 2 D 1, \operatorname{arc}(D 1, D 2), D 2 E 1$, $\operatorname{arc}(E 1, E 2), E 2 F 1, \operatorname{arc}(F 1, F 2), F 2 G 1, \operatorname{arc}(G 1, G 2), G 2 H, H I, I J, J K 1, \operatorname{arc}(K 1$, $K 2$ ), $K 2 L 1, \operatorname{arc}(L 1, L 2), L 2 A 1$.

Fig. 8 The computed entire guard zone of the given polygon $P$ in Fig. 6a


As our objective is to determine the intersection and update the original guard zone eliminating it, we focus only on the intersection points. We start our stored list of the line segments and circular arcs and traverse the guard zone anticlockwise. When one of the intersection points is achieved (say, this is the intersection between $L 1$ and $L 2$ and we are traversing through $L 1$ ), we do not proceed through the line $(L 1)$ we were so far traversing. We change the direction and continue traversing through the other line segment or $\operatorname{arc}(L 2)$ intersected at that point. From the intersection point, we change our path, and through the other line, the traversing is continued in anticlockwise manner. We can find the next line segment or arc after $L 2$ in anticlockwise direction, as the original guard zone list is already stored. Thus, when we reach at the starting point of the traversal, our job is done. It is performed in $O(n)$ time if the number of vertices in the polygon is $n$. In our example, it results in the outer guard zone as follows: $\operatorname{arc}(A 1, A 2), A 2 B 1, \operatorname{arc}(B 1, B 2), B 2 C 1, \operatorname{arc}(C 1, C 2)$, $C 2 D 1, \operatorname{arc}(D 1, D 2), D 2 E 1, \operatorname{arc}(E 1, E 2), E 2 F 1, \operatorname{arc}(F 1, F 2), F 2 Y, Y J, J K 1, \operatorname{arc}(K 1$, $K 2$ ), $K 2 L 1$, $\operatorname{arc}(L 1, L 2), L 2 A 1$.

In this case, when we arrive at $Y$ after traversing segment $F 2 Y$, we check for the line segment which intersects at $Y$ other than $F 1 G 2$. Here, it is $J I$ and the vertex from $Y$ at anticlockwise direction is $J$. So, we move to $J$ and report the segment $Y J$ as the next traversed line segment in the original guard zone excluding the overlapped regions.

Sometimes, there may be an overlapping at the notch region and there is a sufficient place in that notch to place a subcircuit to utilize the area more efficiently. In this case, if we follow the above procedure, we compromise the possibility to find the region which is in the shape of a loop inside the notch. In that case, we follow the procedure said below.

We start traversing the guard zonal line segments and circular arcs as said above. When we are at one of the intersection point, we traverse anticlockwise enlisting the line segments and circular segments including the intersection point also. Thus, the list starting from one intersection point and ending at the same point is to be eliminated from the guard zone as it includes the inner guard zone
and intersection region. Then, we get the resultant list for the guard zone. The inner guard zone can also be specified by sublist of the above-said list. If there is one such cycle starting from one intersection point and ending at that point without having any other intersection point within it, it is the inner guard zone.

So, from our example, we have got two intersection triples
$\langle Y,(\operatorname{arc}(F 1, F 2)$, arc $(G 1, G 2)),(I, J)\rangle$
$\langle X,(\operatorname{arc}(G 1, G 2), H),(I, J)\rangle$.
Starting from arc $(F 1, F 2)$, we get the list:
$\operatorname{arc}(F 1, F 2), F 2 Y, Y G 1, \operatorname{arc}(G 1, G 2), G 2 X, X H, H I, I X, X Y, Y J$ as it covers all the end points of this triple and it is updated in the original guard zonal list. But here is no inner guard zone starting from $Y$ and ending at $Y$ because in this cycle, there is another intersection point $X$. Before updating the original list, we remove the sublist starting from $Y$ and ending at the line segment joining two intersection points. Thus, here we remove this portion: $Y G 1$, arc ( $G 1, G 2$ ), $G 2 X, X H, H I, I X, X Y$.
Starting from arc ( $G 1, G 2$ ), we get the list: arc ( $G 1, G 2$ ), $G 2 X, X H, H I, I X$, $X Y, Y J$
So the inner guard zone is $X H, H I, I X$.
The outer guard zone is $\operatorname{arc}(A 1, A 2), A 2 B 1, \operatorname{arc}(B 1, B 2), B 2 C 1, \operatorname{arc}(C 1, C 2)$, $C 2 D 1, \operatorname{arc}(D 1, D 2), D 2 E 1, \operatorname{arc}(E 1, E 2), E 2 F 1, \operatorname{arc}(F 1, F 2), F 2 Y, Y J, J K 1$, $\operatorname{arc}(K 1, K 2), K 2 L 1, \operatorname{arc}(L 1, L 2), L 2 A 1$.

### 3.3 Algorithm at a Glance

The first phase of the algorithm to detect the probable regions of intersections:
Input: Vertices of the polygon (where we have considered the guard zone) in anticlockwise manner. The edges, which are considered as line segments here, are labeled.

Event points: Vertices (the starting and ending points of the polygonal edges) intersection. An event queue is maintained to store the event points, and after traversing a point, it is deleted from the event queue.

Query tree ( $T$ ): the line segments (already labeled in clockwise or anticlockwise manner) are to be inserted or deleted or updated at the event points in a tree structure. Initially, the tree is empty.

Step 1: Sort all the vertices in the decreasing order of $y$. If two or more vertices have the same $y$-coordinate, then sort them according to increasing $x$ coordinate.
Step 2: Set the sweep line parallel to $x$-axis at the point where $y$-coordinate is maximum. It is the first event point.
Step 3: At any event point, update the query tree $T$ if it is a starting point.

Step 3.1: Insert the starting line segments to the query tree $(T)$ according to the order of the $x$-coordinates of the event points. As there may be two starting lines at an event point, they are to be inserted in the query tree having proper position with respect to $x$-coordinate of the end points of those line segments.
Step 3.2: Then, check for intersection with those who are neighbors of the line segment in the query tree. No checking is required for those pair of neighbors which are consecutive edges in the polygon. If there is an intersection, then retrieve the information as follows.

Step 3.2.1: Intersection point is stored in the intersection list as intersection point; the line segments intersected at that point.
Step 3.2.2: The intersection point is inserted in the event queue at the position maintaining $y$-coordinate order.

Step 3.3: If it is an ending point, then delete the line and update the neighboring nodes. The previous neighbors of the deleted line are now neighbor of the new line.
Step 3.4: If it is an intersection point, update the query tree $T$ by interchanging the positions of the intersecting lines.
Step 3.5: Delete the event point from the event queue.
Step 3.6: Terminate when the entire event points are visited; that is, event queue is empty and the query tree $T$ is again empty.

Output: The intersection list of which every entry is in the following form: $s\left\langle v_{i}\left(l_{1}, l_{2}\right)\right\rangle v_{i}$ denotes the intersection point, $\left(l_{1}, l_{2}\right)$ denotes (line 1 , line 2 that have intersected at that point $v_{i}$ ).

The second phase of the algorithm to detect the actual intersections from probable regions of intersections

Input:

- The intersection list obtained from Phase-I.
- Corresponding line segments and arcs of the original guard zone of the given polygon to the vertices of the extended polygon which were enlisted in the intersection list.

Step 1: For every intersection point, two lines intersecting at that point are considered and the list of the ends of those two line segments is built.

Step 1.1: If the two lines join two circular arcs each at the ends, the list contains four circular arcs and two line segments which intersect.
Step 1.2: If both the two lines join two concave points each, the list contains only two line segments which intersect.
Step 1.3: If one of the lines joins one circular arc and one concave point and another joins two circular arcs, then the list contains three arcs and two line segments which intersect.

Step 1.4: If both the lines join one circular arc and one concave point each, then the list contains two arcs and two line segments which intersect.

Step 2: The following is performed for each circular arc.
Step 2.1: Every circular arc is the guard zonal region for one convex vertex of the corresponding original polygon. Two perpendiculars are drawn on the two points where the circular arcs meet the neighboring line segments.
Step 2.2: The angle between these two perpendiculars is bisected. Thus, we get two subarcs of equal size. Then, every subarc is bisected again. This is a recursive procedure, and $p+1$ subarcs are there after bisecting $p$ times. $p$ is predefined, such that $p+1$ subarcs of equal size can be obtained.
Step 2.3: $p$ is so chosen that the subarcs obtained are so small that they can be treated as line segments. So, there is $p+1$ line segments for each arc which shares $p$ number of points as common point of every two consecutive line segments. If the list as said above contains ' $x$ ' number of circular arcs, it has now $(x *(p+1))+2$ line segments.

Step 3: Now, line sweep algorithm is applied to the line segments of this list as described in the first phase of the algorithm. As the information of consecutiveness among the lines is known, if there exists an intersection point except these common points, it is stored as it is the intersection point between the original guard zone regions.

Thus, before applying this algorithm, the list contains all the line segments and arcs without considering the intersection regions. Whenever the original intersection points are obtained (if any), the list is updated by inserting the intersection point(s) on the line segment(s) and/or $\operatorname{arc}(\mathrm{s})$ and renaming the line segments or arcs by dividing it at the intersection point(s).

At the time of reporting the guard zone excluding the overlapped regions, starting from the end point as listed in one of the intersection triple, the polygon is traversed anticlockwise enlisting the line segments and circular segments including the intersection points also. Thus, the list starting from one intersection point and ending at the same point is to be eliminated from the guard zone as it includes the inner guard zone and intersection region. The resultant list for the guard zone is thus obtained. The inner guard zone can also be specified by sublist of the abovesaid list. If there is one such cycle starting from one intersection point and ending at that point without having any other intersection point within it, it is the inner guard zone.

After finding list of line segments and arcs, it is updated in the original guard zonal list. There is no inner guard zone starting from one intersection point $(Y)$ and returning to that very intersection point $(Y)$ if in this cycle, there is not any other intersection point $X$ and $X \neq Y$; otherwise, there is an inner guard zone which is to be distinctly specified. If there exists any inner guard zone, before updating the original list, the sublist starting from $Y$ and ending at the line segment joining two intersection points $X, Y$ is removed. The remaining list is the outer guard zone.

## 4 Complexity Analysis

If the number of edges in the original polygon is $n$, then the number of edges in the overestimated polygon is also n . The algorithm starts by constructing the event queue by sorting the starting and end points of the line segments, which takes $O(n \log n)$ time. Initializing the status structure takes constant time. The handling of event queue consists of three operations, insertion, deletion, and interchange of positions, which takes $O(\log n)$ time each. Now, $m=n+I ; I$ is the number of intersection points. The complexity of line sweep algorithm is $O\left(m \log _{2} n\right)$ [13].

Lemma The number of times any circular arc is to be subdivided to convert one of the division a line segment, i.e., $p$ is a constant.

Proof We consider two extreme cases, i.e., the circular arcs for the convex vertices with two extreme values of the angles. If we can prove that $p$ is a constant for those two cases, it is true for all the intermediate values. The convex angle is maximum when it tends to $180^{\circ}$ and it is minimum when it tends to $0^{\circ}$. Figure 9 a , b show these two cases. If internal angle tends to $180^{\circ}$, the external angle tends to $180^{\circ}$. Hence we draw perpendiculars from the vertex of the original polygon to the two adjacent line segments at points $A$ and $B$ as shown in Fig. 9a. So, $\angle A O B$ tends to $0^{\circ}$ and we get the line segment corresponding to the circular arc by connecting $A$ and $B$. Thus there is no need to bisect the angle for this situation.
On the other hand if the external angle tends to $360^{\circ}$, observing Fig. 9 b, $\angle A O B$ which tends to $360^{\circ}-\left(90^{\circ}+90^{\circ}\right)=180^{\circ}$, is to be subdivided. When a sub arc makes an angle less than or equal to $4^{\circ}$, we can consider the sub arc to be a line segment. To subdivide the $\angle A O B$ here, if we follow the sequential algorithm, we need to perform the bisection operations 44 times, which is a constant, i.e., it does not depend on $n$, the number of vertices in the original polygon. Hence $p$ is a constant between 0 and 44 .


Fig. 9 a External angle tends to $180^{\circ}$, but the circular arc to be subdivided is associated with an angle that tends to $0^{\circ}$. b External angle tends to $360^{\circ}$, but the circular arc to be subdivided is associated with an angle that tends to $180^{\circ}$

Again, if the number of intersections is $I$, then the maximum number of line segments that take part in the line sweep algorithm in the second phase is $(4(p+1)+2)$ for each case, where $p$ is the number of iterations by which the bisection has been done. So, the complexity is $O\left(p \log _{2} p\right)$. For I intersection points, it is $O\left(I p \log _{2} p\right)$. For two phases, it is $O\left(n \log _{2} n+I p \log _{2} p \log _{2} n\right)$. As $p$ is a constant predefined, $p \log _{2} p$ is also a constant; we can conclude it as $O\left(n \log _{2} n+c I \log _{2} n\right)$.

The amount of storage used by the algorithm is to be analyzed. In the first phase of the algorithm, the tree $T$ stores a segment at most ones, so it uses $O(n)$ storage. The size of the event queue is bounded by $O(n+I)$ [12]. In the second phase, we need constant (in terms of $p$ ) amount of storage for every intersection point detected in Phase-I, ultimately resulting in linear time.

## 5 Applications and Conclusion

Now, in brief, we like to point out the importance and motivation of the problem as follows. Suppose, there are two (approximated) guard zones $G_{1}$ and $G_{2}$ that are computed for two 2D simple polygons $P_{1}$ and $P_{2}$, respectively, those are not shown in Fig. 10a. Moreover, these two polygons are to be placed adjacent in realizing a larger VLSI circuit, where the two polygons or guard zones must not overlap. So, there might have several 2D arrangement (or placement) of these two guard zones as shown in Fig. 10b-e, out of which the placement in Fig. 10d takes the most reduced space (or area).

Though we have considered here a simple polygon, sometimes there may be more than one subcircuits whose guard zonal regions are somewhere so close that


Fig. 10 a Two (approximated) guard zones $G_{1}$ and $G_{2}$ are assumed as computed for two 2D simple polygons $P_{1}$ and $P_{2}$ (that are not shown in these figures), respectively. b-e Different 2D arrangement (or placement) of these two guard zones, out of which (d) consumes the least amount of 2D space (due to better use of notches)
they overlap. This compels us to compute a common guard zonal region for them removing the intersection regions.

It may so happen that sometimes a small polygon that has been placed outside a large polygon with a sufficiently big notch in it. In this case, the small polygon could be accommodated inside the notch of the large polygonal boundary. Often, this sort of placement of a small polygon inside a notch of some other polygon may provide a compact design and subsequently, space is also saved. Thus, resizing is an important problem in VLSI layout design as well as in embedded system design, while accommodating the (groups of) circuit components on a chip floor, and this problem motivates us to compute a guard zone of a simple polygon.

The guard zone problem finds another important application in the automatic monitoring of metal-cutting tools. Here, a metal sheet is given and the problem is to cut a polygonal region of some specified shape from that sheet. The cutter is like a ballpoint pen whose tip is a small ball of radius $\delta$, and it is monitored by a software program. If the holes inside the notch also need to be cut, our algorithm can easily be tailored to satisfy that requirement too.

The Minkowski sum is an essential tool for computing the free configuration space of translating a polygonal robot [1]. It also finds application in the polygon containment problem and in computing the buffer zone in geographical information systems [5], to name only a few.
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