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Preface

The First International Doctoral Symposium on Applied Computation and Security
Systems (ACSS 2014) took place during Apr 18–20, 2014 in Kolkata, India. This
symposium is aimed to facilitate the Ph.D. students to present and discuss their
research work leading towards high-quality dissertation. This symposium will
provide a friendly and supportive environment for doctoral students to present and
discuss their work both with their peers and with a panel of distinguished experts.
ACSS Doctoral Symposium allowed researchers working in different fields of
computer science such as Image processing, Remote Healthcare, Biometrics,
Pattern Recognition, Embedded Systems, Data Mining, Software Engineering,
Networking, and Network Security. The symposium evolved as a joint venture
between two collaborative universities: the University of Calcutta, India, and the
AGH University of Science and Technology, Poland.

The program committee members of ACSS 2014 were instrumental in dis-
seminating the objectives of the symposium among the scholars and faculty
members in a very short time. This resulted in a large number of submissions from
Ph.D. scholars from India and abroad. These papers underwent a minute and
detailed blind-review process with voluntary participation of the committee
members and external expert reviewers. The metrics for reviewing the papers had
been mainly the novelty of the contributions, technical content, organization, and
clarity in presentation. The entire process of initial paper submission, review,
and acceptance were done electronically. The hard work done by the Organizing
and Technical Program Committees led to a superb technical program for the
symposium. The ACSS 2014 resulted in high-impact and highly interactive pre-
sentations by the doctoral students.

The Technical Program Committee for the symposium has selected only 25
papers for publication out of a total 70 submissions. Session chairs were entrusted
with the responsibility of submitting feedbacks for improvements of the papers
presented. The symposium proceeding has been organized as a collection of
papers, which were presented and then modified as per reviewer’s and session
chair’s comments. This has helped the scholars to further improve their
contributions.
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Part I
Pattern Recognition



An Algorithm for Extracting Feature
from Human Lips

Joanna Kosior, Khalid Saeed and Mateusz Buczkowski

Abstract This paper presents a new method for extracting features from human
lips. Correct pointers extraction has a significant meaning for the whole process of
identification, recognition expressions and detection of people features. The
introduced algorithm concerns about finding four points around the mouth: two for
corners, one situated in center on the border of upper lips and the last on the border
of lower lips, which next are used for creating feature vectors

Keywords Biometrics � Feature extraction � Feature vectors � Mouth biometric
features � Human feature extraction

1 Introduction and State of the Art

Modern technology allows us to construct the device of unimaginable power.
Because of this, it becomes possible to implement complex algorithms previously
requiring too much computing time. Programs of this type are methods that rec-
ognize images and extract from them interesting to us items. Now we can take a
picture of any object, string or a person and the right program is able to interpret
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for us the image. Finds the faces in the picture, reads the bar code or even search
the web string of characters that made it onto the photographed device. The
spectrum of applications is wide, stretches from the needs of military to social
networking sites. Among these, the last is particularly important to recognize and
identify people and their emotions. Human face is very expressive, expresses many
different emotions. Mimicry provides a lot of information about the person. For
this purpose, we use algorithms for classifying facial expressions as appropriate
emotions. That is why is needed the widest possible development of this field.

One of the most amazing parts of human abilities is recognizing expressions
from human faces [1, 2]. Human brain can assess data from images acquired by
eyes. There are several approaches to detect face and hence eyes, nose and lips [3,
4, 5]. The following work leads to human lips location. The presented by authors
method creates and uses a vertical histogram to find the mouth area in which are
searched the corners and the lower and upper lip points. With these, points are
created feature vectors used in the classification process of facial expressions. To
get the correct position of the mouth, the histogram must first find the area of the
face and bring it to a binarized picture containing as little as possible details of the
face surrounding and as many as possible details from the areas of the mouth, nose
and the eyes.

The method described in [6] based on Gabor filter is one of the most effective
methods for extracting features. It is usually used for facial expression recognition
and gives very good results. Due to the huge amount of information production for
its implementation, we need additional data selection AdaBoost and/or SVM
algorithm. Due to the lower amount of data and a small Gabor filter effectiveness
in the area of the lips alone, the authors in [6] proposed a method PHOG. This
method, in opposed to Gabor filter, does not recognize all the emotions, realizes
only detection of the mouth and the smile recognition. It is much faster and
reaches a similar effectiveness. In the first step, Canny filter is used to detect lips
edges and hence the contour. Then, the image is divided into cells. In each suc-
cessive step, the increasing number of parts in the horizontal and the vertical
directions is 2x cells. The method of subdivided image parts is shown in Fig. 1.

The method counts the direction of the gradient in the subsequent parts of the
picture, and on this basis, HOG—histogram of orientation gradients is formed
(Fig. 2).

In [7] has been described the recognition of emotions per the help of both a frontal
view of the face and its profile. At the beginning, segmentation is performed on the
basis of the color image, finding the area of the skin as the largest connected with
each other set of pixels: H = [max (-0.7, Hs - 0.35), min (Hs + 0.35, 1.05)],
S = [0, 0.7], V = [0.1, 0.9]. Where H, S and V are the variables of the model HSV,
and Hs is the average hue H. After the operation of erosion, watershed segmentation
is used to find the area of the face. Searching this area, the authors in [7] relied on the
use of watershed algorithm to save time implementation of the program. Example
results of successive steps are provided in Fig. 3.

In order to find the best fitting points that characterize a given feature, several
approaches were used to check which works best for a particular feature.

4 J. Kosior et al.



Two detectors were selected: curve fitting—parabolas to fit the contour of lips and
dimensional model of the mouth. For further analysis, these four points will
characterize the expression of the mouth (Fig. 4).

The method of extracting the face in [8] focuses on the analysis of skin color in
the HSV color space, thanks to this one can find the colors which correspond to
fields of color face. The next step is to fit an ellipse to the contours of the face
based on his skin regions received. It was observed that facial features have a
lower than the areas of the skin brightness. On this basis was created the vertical
distribution of gray levels in a row. The resulting shape is rotated to normalize the
ellipse face. Minima and maxima correspond to a specific facial features (Fig. 5).

Fig. 1 Dividing the image into cells [6]

Fig. 2 On the left is the HOG for partitioning the image into 4 cells and on the right 16 cells [6]

Fig. 3 The steps of face area search [7]
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The next step is to create a horizontal distribution for each minimum and max-
imum vertical distribution. In this way, we obtain the position of the data features on
the face. In (Fig. 6), minima can be seen from most likely from the eyes.

At matched pairs of horizontal distribution of minima which correspond best to
the requirements of the features used are the base of the used fuzzy sets-based
theory. For each feature, a function is defined. On the basis of experimentally
determined parameters, it is decided which positions are acceptable and will be
assigned to features. Then the points are grouped and the center of each of these
groups is designated. The effects are shown in Fig. 7.

2 Algorithm

2.1 Image Database

The database photographs used in the tests is FEI Face Database [9]. It contains
200 color photographs of human faces. All images are of size 360 9 260 pixels.

Fig. 4 A typical result of matching the shape of the mouth with extracted points [7]

Fig. 5 Vertical distribution
of the marked features of
potential positions [8]
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Every person has taken two pictures: one with a smile on the face and the other
with a neutral expression. The position of the face at each photograph is nor-
malized—every face has the same size in the picture. The eyes are located on the
same or in a few cases, on a similar height. The same applies to the nose and
mouth. In the horizontal direction is also centered face, the area of mouth is
contained in the range [0.3:0.7] image width. Background is always a light gray
color. Generally, the faces are completely exposed, but some of men’s have beard
and mustache which impact upon properly finding mouth area. The presence of
other objects for example glasses does not have any affection for final result.
Sample images from the base are presented below in Fig. 8.

Fig. 6 An example of
horizontal distribution for
minimum vertical
distribution [8]

Fig. 7 Detection of nose,
mouth and chin positions [8]
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The presented algorithm was implemented exactly for FEI Face Database.
Using this method for other images need more development and it is not a topic for
this article. Images have to be normalized and have uniform lighting and uniform
quality.

2.2 Face Extraction

The presented method creates and uses a vertical histogram to locate the position
of the lips. At the found area is searched for the corners and the lower and upper
lip. From the marked points can be created feature vectors used in the classification
process facial expressions. To obtain a histogram giving the correct location of
paragraphs need to first find the area of considered face and bring it to a binarized
form containing as little as possible details of the background and as much as
possible details of the area of the mouth, nose and eyes (Fig. 9).

The first stage is focused on face extraction. There are known many algorithms
describing face extraction in constrained and also in unconstrained conditions [10].
Below, we present the method operating in constrained conditions. In the initial
image preparation, histogram normalization is applied to the image to obtain a
better contrast, which should contribute to increase the effectiveness of finding the
area of the face. This procedure extends a histogram. Figures 10 and 11 show the
results of this stage.

The next step is to obtain an image of the subtracted channels R–G through
actions on the RGB channels of image. Channels R—red and G—green contain
much information about the difference of color of the face and the environment.
For each pixel in the image is taken red and green channels, in order to subtract
them from each other. If the result is less than zero, a new pixel color values, zero

Fig. 8 Sample images from FEI face database [9]

8 J. Kosior et al.



Fig. 9 Diagram of operation extracting face on the left, on the right next steps to extracted face

Fig. 10 On the left the original histogram, on the right histogram after normalization
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is inserted into all channels, otherwise the new value is the result of the difference
channels RG. As a result, we get a picture where the brightest colors are marked
with the prevalence of skin areas with a low content of green color and a large
saturation of red (Fig. 12).

After subtraction of channels, image thresholding is performed by Otsu algo-
rithm [11]. In the binarized image, white color corresponds to the places of skin
occurrence. Otsu method is based on determining the threshold resulting from the
analysis of the histogram of the image. Method implies that the image has two
states of the pixels—the background and the primary image. Under this assump-
tion, the histogram is divided into two states so that the variance within each of
them is the smallest. Place of the division of histogram becomes the adopted
threshold (Fig. 13).

To smooth edges of the face and reduce the impact of larger artifacts, the
operations of erosion and dilation are used. The order to perform these operations
has been determined experimentally. The main criterion for admission was not to
break the contour of the face and does not connect to the white objects of the area
face. So first several times erosion are executed and later also several times
dilation (Figs. 14, 15).

Now the intention is to get a face mask—the same face without the visible area
of the environment. Unwanted areas are also located within the remains of the face
such as the eyebrows, nose, eyes, mustache, mouth or chin. For this purpose, the
image after dilation operations needs to detect edges, by which separate areas can
be obtained. We do this by applying the edge detection of the Roberts cross. This
filter allows us to get narrower edges than Sobel, Prewitt and Canny filters
(Fig. 16).

The resulting image is composed of occurring areas contours. Result is pre-
sented in Fig. 17.

Fig. 11 On the left the original image, on the right image after histogram normalization
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Now, we make a negative image and with the area filling algorithm (called
flood fill or seed fill [12]) we fill in the red first the encountered area from the
upper left corner. This is the background area. This has been implemented on the
basis of the queue version floodfill area filling algorithm. The method requires
three parameters: the initial position, replaced color and the new color. It is the
four-directional version of floodfill algorithm. This variation of the algorithm does
not ‘‘overflow’’ by diagonal lines at an angle of 45�. In Fig. 18, this is marked with
black edges. Each of the areas designated by them is filled with a different color.

Fig. 12 Image after
subtraction of R and G
channels

Fig. 13 The image obtained
by Otsu binarization

An Algorithm for Extracting Feature from Human Lips 11



Thanks to this, we can specify the size of the area. We leave the area with the
largest field and darkening the rest into black Fig. 19. The last operation needed to
create a mask of the face is dilation of the image obtained. After this procedure,
facial area will be narrower and when the face will be isolating the hair, the edges
of the head and the other image objects that do not belong directly to the face will
not be included.

At this point, we are only interested in the location of individual facial features
discarding the colors. To extract the mouth, eyes and nose, we need to apply the
filter edge. In this case, the best results are achieved by Sobel edge filter. Thanks to
this all the edges are found on the image. Apart from main outlines will be visible
wrinkles while the dominant edge density areas will be highlighted by thicker lines
of white color (Fig. 20).

Fig. 14 Idea of erosion and dilation operations

Fig. 15 Face area after erosion on the left, and on the right face area after dilation
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2.3 Mouth Extraction

The next step is finding and extracting the mouth area. Based on binarized image is
calculated vertical intensity histogram of black pixels in each row, counting the
number of black pixels, saving the greatest value and normalizing all the
remaining ones with respect to it (by dividing by its value). Using this data for
each row, horizontal lines are drawn with its length being the intensity value of
black pixels in that row divided by the largest intensity value taken from all rows.

Fig. 16 Presented comparison between Roberts cross (left) and Sobel edges filter (right)

Fig. 17 Detected edge—
image with contours of face
and other remaining objects
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Fig. 18 Illustration of the floodfill function operation [12]

Fig. 19 Created mask, mask after dilation, face cut by mask

Fig. 20 Image of face after
Sobel filter, all feature are
visible and expose
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The resulting histogram is strongly jagged in shape, and it is difficult to read the
necessary information from it (Fig. 21).

To smooth the histogram and hence to keep only the large peaks, the length of
each line is calculated as the weighted average of the nearest lines obtained from
Eq. (1).

FðjÞ ¼ ½3Fðj� 4Þ þ 3Fðj� 3Þ þ 2Fðj� 2Þ
þ 3Fðj� 1Þ þ 2FðjÞ þ 3Fðjþ 1Þ þ 2Fðjþ 2Þ
þ 3Fðjþ 3Þ þ 3Fðjþ 4Þ�=25

ð1Þ

where
j Line number
F(j) Number of black pixels in row j

The division by 25 is for normalization.
In addition, in order to remove noise in the form of very low peaks, in each line

is removed as 0.45 times the value of the maximum counts for all rows.

Fig. 21 On the left jagged shape of histogram, on the right improved shape
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The mouth area is located at the bottom of image. Usually, it is from the bottom
of the first peak of the histogram. For such a standardized position of the face as
the base gallery FEI Face Database, lips are always located below the line of
height 305 pixels. Therefore, the lower lip is located in, for example, the 290th
line. This means one needs to search for the first peak visually above the 305th line
(Fig. 22).

2.4 Feature Extraction

We have already extracted the area of mouth. In the next move, we need to get the
contour of only mouth and on its basis characteristic points are then found
(Fig. 23).

The work will start by extracting the green channel of the image. From the
experimental results, the mouth image is most diverse precisely in the background
of skin when taken from this channel. The middle image (green channel) in Fig. 24
is illustrating this fact.

The resulting image is changed to grayscale and then binarized with mixed
thresholding with the following parameters: the width of the environment—15
pixels, 35 percent degree of deviated from the global average and a threshold of 60
on the [0:255] scale. All parameters are selected experimentally—they have given
the best results for this database (Fig. 25).

Then to only get the contour of the lips on the negative image each white area is
given a different color (R + i, 0, 0), where i is the number (position) of the next
area. Filling and counting fields follows by floodfill algorithm (Fig. 26).

In the next step, the rest of smaller areas is obscured. Background color is
changed into white and the area of the lips is then colored black (Fig. 27).

This way the mouth outline is obtained, on which the position of the lips
corners and the farthest points on the lower and upper lips are easily found. The
best method of finding the corners of the mouth turned out to be the extraction of
the G channel image of the mouth image after converting into grayscale. The
darkest points in the image are the corners of the mouth, their brightness represents
13 % of the maximum brightness, that is in RGB 255 G, which gives 33 G corner
color. These areas are found—they are the farthest to the left and to the right

Fig. 22 Extracted area of the mouth
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points. They are marked as small light areas on Fig. 28, which shows the lips area
in the mouth separated part of the face image.

With the coordinates of the corners, we find the stretch between them. On the
bisector of the lips image outline the first black point from the top will indicate the
searched upper farthest point. The algorithm now splits into two cases aiming at
increasing the effectiveness of selecting the most extreme points of the upper and
lower lips. Then:

Fig. 23 Diagrams presenting next steps of extracting lips and points of interest on them

Fig. 24 Extracted area of the mouth, from the left: red, green and blue channels presented in
gray scale
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(a) we act for the lower lip the same as with the upper lip—searching for the
bisector of the outermost corners of the bottom and selecting it as the lowest.

(b) we calculate the vertical distance point found on the upper lip to the average
right plus left corners. New point on the lower lip is the reflection of the upper
point.

Fig. 25 Binarized extracted
area of the mouth

Fig. 26 Highlighted lips

Fig. 27 The resulting mouth
outline

Fig. 28 The mouth area with
marked areas the prevalence
of potential corners
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For both cases is calculated the distance of the found points on the lips verti-
cally. The solution with the greater distance is considered (Fig. 29).

2.5 Classification

In an exemplary classification process of facial expressions, we consider two
angles determined by the position of the corners and points on the lower and upper
lip. The angles were calculated using the scalar product on the basis of previously
found points. Interesting letter angles indicated in Fig. 30.

Can be noted that for smiles scattering angles between the upper and lower lip
is significantly larger than for other expressions. Therefore, classification of facial
expressions based on finding the most optimal threshold for the module of the
difference between the calculated angles of each lips. Figure 31 shows the dif-
ference module angles.

We experimentally set the optimal threshold value 8 on the basis of achieved
73 % compatibility classification with images base (Fig. 32).

In Fig. 33, we show examples mouth well recognized as smiling and Fig. 34
example wrong diagnosis by the algorithm.

After deducting the lips of the found bad feature vectors (about 8 %) effec-
tiveness of the algorithm of recognizing smile and non-smile faces is 84 %.

Fig. 29 Marked characteristic points of mouth

Fig. 30 Marked angles of
interest
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3 Experiments and Results

The algorithm was implemented in JAVA and tested on 200 images from the
database. Typical results for matching characteristic points of lips are shown in
Fig. 35. After finding the points by the program, verification of proper fitting is

Fig. 31 Sorted collection of angles and linear function between axes

Fig. 32 Sorted collection of angles and linear function between axes
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Fig. 33 Expression well recognized as smiling

Fig. 34 Expression wrong recognized as smiling

Fig. 35 Marked characteristic points of mouth

An Algorithm for Extracting Feature from Human Lips 21



performed visually. Implemented program correctly located lips on the image in
98 % of cases, although the correct localization of characteristic points is at the
level of 92 %.

4 Conclusions

The work was mainly based on the operations performed to find the face in the
image. The presented algorithm starts by locating the area of the skin method
based on the difference channels R–G. Then it proceeds with image binarization
and edge smoothing by erosion and dilation operations. The algorithm then
searches for the greatest originated areas from the face. This brings us to the point
where we use edge detection algorithm and obtain the edge image of the face. On
this basis is created the vertical distribution of black pixels counting. By using the
weighted average, the distribution function is smoothed. Then the algorithm finds
and cuts the area containing only the mouth. On the resulting distribution, the first
peak from the bottom is the approximate position of the center of the lips. Using
the green channel of the image, the mouth area is binarized in order to obtain a
filled contour of the lips. All the resulting areas are searched to leave only the
largest one—it is the area of the lips. On it are searched corners and points at the
center of both lips. Two methods were worked out for locating these specific
points. The algorithm counts the distance between points and accordingly decides
which of them satisfy the conditions for the four characteristic points of the lips.
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Feature Selection using Particle Swarm
Optimization for Thermal Face
Recognition

Ayan Seal, Suranjan Ganguly, Debotosh Bhattacharjee,
Mita Nasipuri and Consuelo Gonzalo-Martin

Abstract This paper presents an algorithm for feature selection based on particle
swarm optimization (PSO) for thermal face recognition. The total algorithm goes
through many steps. In the very first step, thermal human face image is prepro-
cessed and cropping of the facial region from the entire image is done. In the next
step, scale invariant feature transform (SIFT) is used to extract the features from
the cropped face region. The features obtained by SIFT are invariant to object
rotation and scale. But some irrelevant and noisy features could be produced with
the actual features. Unwanted features have to be removed. In other words, opti-
mum features have to be selected for better recognition accuracy. Since PSO is an
optimization method, which works with the principle of local as well as global
searches for finding optimum set of features. Here, this process has been imple-
mented to select a subset of features that effectively represents original feature
extracted for better classification convergence. Finally, minimum distance classi-
fier is used to find the class label of each testing images. Minimum distance
classifier acts as an objective function for PSO. In this work, all the experiments
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have been performed on UGC-JU thermal face database. The maximum success
rate of 98.61 % recognition has been achieved using SIFT and PSO for frontal face
images and 90.28 % for all images.

Keywords Face recognition � Infrared face images � Scale invariant feature
transform � Particle swarm optimization

1 Introduction

Among all biometric identification systems, face recognition is one of the most
suitable methods due to its non-intrusive nature. Face recognition has appeared as
one of the most exciting research problem due to its numerous practical applica-
tions. It is extensively used in the authentication, surveillance, security, and human
computer interaction purpose. But the existing face recognition systems have
several limitations. The performance of face recognition is outstanding in case of
controlled conditions. The performances degrade significantly in an uncontrolled
environment. The main reason is that the most of the existing face recognition
methods are based on visual images. The quality of the visual images changes with
lighting condition, as a result, the performances degrade. That means the perfor-
mance of the face recognition system, based on visual images, captured in daylight
situation is not same with the performance based on nightlight vision. This
problem is known as illumination problem. This problem can be solved by the uses
of thermal face images instated of visual images. A thermal face image is captured
by the thermal infrared camera, and a thermal infrared camera is illumination
independent. It can capture nearly same images in all the environments even in a
dark situation because a thermal infrared camera concentrates on emitted energy
from the object surface. It does not consider the environment temperature. Another
significant advantage of face recognition based on thermal face images is that the
tasks of face detection, location, and segmentation are relatively easier and more
reliable than their visual counterpart [1].

Some general face recognition methods include eigenfaces [2, 3] and Fisher’s
discriminant analysis [4], which are sensitive to illumination and different facial
expressions. These methods are also used for dimensionality reduction, when the
dimensionality is curse for some applications. Sometimes, LDA gives a better
result than eigenfaces, but it does not give the robust solution as their separable
criterion is not relevant to classification precision [12]. Wavelet transform [5] is
very good tool to analyze texture pattern in time and frequency domain, and these
techniques work well for frontal faces only. But they are not robust against rotation
variations because the whole-face-based process is highly sensitive toward
translations and rotations. Another limitation of these approaches is that the size of
the feature vector is too large to recognize. So these methods are computationally
expensive.
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Generally, a face image is represented by large number of features using many
feature extraction methods. Some of the features have more discriminating power
than the others. In other words, all features do not contribute equally to the face
recognition process. It is not always true that the higher number of features lead to
higher recognition rate. So optimum feature selection is a big issue in pattern
recognition domain. Optimum feature selection has many advantages. It reduces
the feature size and increases the recognition rate. Feature selection process first
identifies the irrelevant features, discards them, and takes others which are treated
as optimum features. Thus, feature selection is basically a search process. There
are different search algorithms such as greedy [13], branch and bound [14],
sequential search algorithms [15], mutual information [16], and tabu search [17]
which have been used successfully. But these algorithms are quite computationally
expensive. There are other kinds of population-based search algorithms in the
literature, which is less expensive in times. Such algorithms are Genetic Algorithm
(GA)-based method [18, 19, 20], and ant colony optimization (ACO)-based
techniques have attracted a lot of attention [21] to the researchers.

In this paper, we propose an efficient scheme for scale and rotation invariant
thermal face recognition using scale invariant feature transform (SIFT). The main
contributions of this work are as follows:

• A complete scale and rotation invariant thermal face recognition system based
on SIFT features are implemented.

• PSO-based feature selection algorithm is developed to search for the optimal
features and to increase the recognition rate, as well.

• Evaluation of the proposed system using the UGC-JU thermal face database
and comparing its performance with other FR techniques.

The outline of this paper is organized as follows: Sect. 2 describes the different
steps of proposed approach including image preprocessing, features extraction,
selection of features, and classification. The experiment and results are presented
in Sect. 3. Finally, Sect. 4 concludes and remarks about some of the aspects
analyzed in this paper.

2 Proposed Method

In this section, we have introduced a robust method for face recognition using
thermal face images. The overall system includes image preprocessing, extraction
of features, feature selection, and classification. All of these elements are explained
in the following sections.
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2.1 Preprocessing

Preprocessing is the first step of the proposed system. In this step, an intermediate
image is produced from the ‘just captured raw’ image. A typical 24-bit color
thermal face image is shown in Fig. 1. Here, each 24-bit color images have been
converted into its corresponding grayscale images. Then, those converted gray-
scale images are again converted into binary images counterparts. After conver-
sion of the binary image, it has been found that some white segments are present
with a larger one in the binary image and this biggest part is the face area. So the
largest part has been extracted from the binary image using connected component
labeling algorithm [6], and other small components, which are other parts of the
binary image, have been excluded. It has also been seen that some holes are
created in the face area due to uneven distribution of thermal information which is
nothing but temperature statistics. These temperature statistics has been excluded
in the binarization process, which will make the face recognition process tougher.

Fig. 1 The various outcomes of the preprocessing step. a A thermal face image. b Grayscale
image. c Binary image. d Largest component as a face skin area. e Extracted face skin area in
gray level. f Restored image
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Principal component analysis (PCA) is reported to be robust for the problem of
contaminated pixels [7]. But it cannot restore the lost information. So GPCA [8, 9]
method is used to store the missing temperature statistic information. The out-
comes of the preprocessing step are shown in Fig. 1.

2.2 Extraction of Features

The performance of any face recognition system highly depends on the selected
features. So a good feature extraction algorithm is very necessary for face rec-
ognition which helps to identify probably the best discriminating power and which
are less sensitive to variations in pose, scale, and illumination, and facial
expressions etc. SIFT [10] is one such algorithm. SIFT is used for extraction of
distinctive invariant features from the objects, which can be used to carry out the
matching process. The features obtained by SIFT are invariant to object rotation
and scale. It reduces the probability of reduced extraction due to occlusion and
noise. First Gaussian function, G(x, y, r), is used to convolve with an input image
I(x, y) in order to get a scale-space image, L(x, y, r) image. The Gaussian function
and scale-space image are found by the Eq. (1) and (2), respectively.

G x; y; rð Þ ¼ 1
2pr2

e �
x2þy2

2r2

� �
ð1Þ

Lðx; y; rÞ ¼ Gðx; y; rÞ � I x; yð Þ ð2Þ

where ‘*’ is the convolution operation in the x and y directions. So the initial
image is incrementally convolved with Gaussians to produce images separated by
a constant factor k in scale-space. Here, each scale-space is divided into ‘s’ equal
intervals, where ‘s’ is a natural number and hence k = 21/s. Then, difference-of-
Gaussian function convolved with the image, D(x, y, r), that can be computed
from the difference of two nearby scales separated by a constant multiplicative
factor k is calculated for the detection of efficient, stable landmarks. The differ-
ence-of-Gaussian function is shown in Eq. (3).

Dðx; y; rÞ ¼ Lðx; y; krÞ � Lðx; y; rÞ ¼ ðGðx; y; krÞ � Gðx; y; rÞÞ � I x; yð Þ ð3Þ

Now, local maxima and local minima have been found from the image, D(x, y,
r). First, a sample point from the current image has been chosen and compared to
its eight neighbors in the current image and nine neighbors in the scale image
above and below. It is chosen as a landmark only if it is larger (local maxima) than
all of these neighbors or smaller (local minima) than all of them.
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2.3 Feature Selection

After extraction of features, it has found that, within the extracted features, there
are some features, which are irrelevant and noisy. These irrelevant and noisy
features lead the misclassification rate. So the objective of feature selection step is
to reduce the noisy data and exclude the irrelevant features as much as possible. In
other word, find the optimal features from the original features including noisy and
irrelevant features, which have higher discriminating power, to improve the rec-
ognition rate. Particle swarm optimization (PSO) is one such well-known tool to
find the optimum characteristics with the help of local as well as global search in
the feature search space in an iterative way. PSO proposed by Dr. Eberhart and
Dr. Kennedy in 1995 [11]. In PSO, swarm consists of a group of random particles,
which move around the solution space of the problem by updating through iter-
ations for an optimum solution and go until convergence is achieved. A flowchart
of the PSO-based system is given below:

For each particle (local search):
a. Evaluate fitness function 
b. If new personal best set pbest 
For the whole population (global search): 
a. Identify global best gbest

Positions and velocities update: 

Initialized the population of n particles with 

Flowchart 1. PSO based feature selection 

random positions     and velocities  

Convergence?

Result

In this work, ‘n’ number of random particles is chosen initially from the fea-
tures space. Each particle having c parameters that are obtained, after feature
extraction using SIFT operator, and their corresponding random velocities form a
position matrix X[n, c]. Now, the threshold should be selected for the first round of

30 A. Seal et al.



selection of these random velocities and its corresponding positions by the fol-
lowing functions V[i, j] = e(X[i, j]) where 1� i� n and 1� j� c and it is assumed
to be 0.5 for this work. The velocity of the ith particle is described by the
Vi ¼ ðvi1; vi2; . . .; vicÞ, and its corresponding state is represented by
Xi ¼ ðxi1; xi2; . . .; xicÞ. If the newly computed velocity is greater than the threshold
value (0.5), then this velocity and its location is selected for the next iteration. It is
expected that, after each iteration, the recognition rate of the face recognition
system increases with the newly selected features from the features space. So the
success rate is calculated by an objective function known as the fitness function in
PSO. The minimum distance function [5] is used here as a fitness function for this
work. Here, minimum distance classifier concentrates both local and as well as
global information of the features obtained from SIFT operator. The fitness
function is evaluated for each particle in the swarm and is compared to the fitness
of the best previous (pbest) result for that particle and to the fitness of the best
particle (gbest) among all particles in the swarm. After finding the two best values
(pbest and gbest), the particles start updating their velocities and positions
according to the Eqs. (4) and (5), respectively.

Vi t þ 1ð Þ ¼ w� Vi tð Þ þ c1 � ud � pbesti tð Þ � Xi tð Þ½ � þ c2 � ud
� gbest tð Þ � Xi tð Þ½ � ð4Þ

Xi t þ 1ð Þ ¼ Xi tð Þ þ Vi t þ 1ð Þ ð5Þ

where ‘i’ = 1, …, n and ‘n’ is the population size, ‘ud’ is another random number
between 0 and 1, ‘c1’ and ‘c2’ are cognitive and social parameters, respectively,
bounded between 0 and 1. In the velocity update equation, the + sign divides the
whole equation into three components named as inertial component, a cognitive
component, and social component, respectively. The inertia weight w is a factor
used to control the balance of the search algorithm between exploration (=0.15)
and exploitation (=1); the second element is the ‘cognitive’ section representing
the local knowledge of the particle itself; the third component is the ‘social’ part,
representing the cooperation among the particles. The iterative steps will go on
until the process reaches the termination condition. It is experimentally found that
thirty iterations are well enough to identify the optimum features from the features
space, which leads the success rate to a great extent.

3 Experiment and Results

The performance of the proposed system is evaluated on newly created UGC-JU
thermal face database [9]. UGC-JU thermal face database consists of 84 subjects
each is having 39 different face images with Exp1 (happy), Exp2 (angry), Exp3
(sad), Exp4 (disgusted), Exp5 (neutral), Exp6 (fearful), and Exp7 (surprised) are
considered. Different pose changes about x-axis, y-axis, and z-axis are also
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considered. Resolution of each image is 320 9 240, and the images are saved in
JPEG format. First, all are processed and restored missing information using GPCA
scale to 256 9 256 resolution for further processing. Then, SIFT is used to extract
some points. After extraction of some points, total image is divided into several
blocks of size 16 9 16 and find the number of points in each block and store them
in a row vector. Hence, one row corresponds to one image and column corresponds
to feature. So total number of features of a particular face or a row is (256 9 256)/
(16 9 16) = 256. But the 256 extracted features contain some noisy and irrelevant
features. As a result, the performance of the system degrades. So selection of
features which are relevant, free from noise, and redundancy is essential to improve
the performance of the thermal face recognition system. PSO is used to find the
optimal features. Ten optimum features are taken from 256 features of a face image
using PSO so that they have enough discriminating power. Within this feature
selection step, minimum distance classifier is used as a fitness function which
identifies the class label of the testing images in successive iterations. Total four
sets of experiments have been performed. First set of experiments has been per-
formed on frontal thermal face images which includes various facial expressions. In
this experiment, features coming from SIFT operator are considered and PSO is not
used. In the second set of experiments, all thermal face images including pose
changes about x-axis, y-axis, and z-axis, and occlusion with the frontal thermal face
images are considered, and the features selection tool is not used. So, in the above
two cases, the size of the features of each face image is 256. In the third set of
experiment, SIFT and PSO are used for feature extraction and feature selection,
respectively, on the frontal thermal face images only. Different parameters for PSO
like number of population ‘n,’ c1, c2 are varied, and the obtained results are shown
in Fig. 2. The x-axis of this figure is represented by ‘pbest’ in each iteration, ‘gbest’
and the y-axis demonstrated the percentage of recognition rate in each iteration.
Finally, SIFT and PSO are used on all thermal face images. In all these cases, total
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Fig. 2 The different values of ‘pbest’ and ‘gbest’ with different parameters of PSO for frontal
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images are divided into two sets. First set is used for training, and other is used for
testing purpose. Thus, from the Figs. 2 and 3, it is clear that the ‘gbest’ means
global best recognition is 98.61 and 90.28 % when the value of ‘n’ is 10, c1 and c2

are 0.75 for frontal faces and all face images, respectively.

3.1 Comparison with Other Methods

The obtained recognition rate by the present method has been compared with one
pioneer work on recognition of infrared face images by Culter [2]. The work has
been implemented on UGC-JU thermal face images. The obtained results are
shown in Table 1. All the results support the conclusion that the face recognition
performances by the present method give better results in frontal images as well as
all the images.

4 Conclusions

This paper presents a scale, translation, and rotation invariant thermal face rec-
ognition system using SIFT for face recognition systems. In this system, a PSO-
based feature selection algorithm is efficiently utilized to search the optimum
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Fig. 3 The different values of ‘pbest’ and ‘gbest’ with different parameters of PSO for all faces

Table 1 The recognition rate in percentage

Method Frontal thermal face images All thermal face images

SIFT only 94.44 86.84

SIFT + PSO 98.61 (gbest) 90.28 (gbest)

Culter [2] 72.22 70.83
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features which are not noisy and also not irrelevant. Experimental results based on
the UGC-JU thermal face database which consists different facial expressions pose
changes about 3 axes, occlusion. Four sets of experiments have been performed.
Total number of images is divided into two parts of equal size. First part is used for
training, and the other is used for testing. The maximum success of 98.61 %
recognition has been achieved using SIFT and PSO for frontal face images and
90.28 % for all images, when the value of ‘n’ is 10, c1 and c2 are 0.75.
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Retinal Feature Extraction
with the Influence of Its Diseases
on the Results

Anna Bartocha, Emil Saeed, Piotr Wachulec and Khalid Saeed

Abstract A new algorithm on retinal characteristics extraction is introduced in
this paper. The important thing about its novelty is that it considers and treats eyes
with anomalies. The background of both medical and computer science matters is
given. The algorithm aims at giving a clear evidence whether the retina should be
considered as a biometric feature in human recognition for people with sick eyes.
The structure of the worked out algorithm is illustrated in detail. Examples of how
the minutiae are extracted from the processed retina are presented. The algorithm
details together with its different stages, and their computer implementation will be
given in the extended version of the work.
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1 Introduction

The retina is a highly complex structure that consists of many layers. Optic disc
nerve is a location on the retina where the optic nerve exits the eye. The optic disc
is also the entry point for the major blood vessels that supply the retina.

The reason why we use retinal blood vessels to recognize the person is that
human retina is unique [1]. Even identical twins do not share a similar pattern of
the blood vessels network in the retina.

However, there still are some disorders in these vessels caused usually by
serious diseases, which may prevent the pattern identification. Here are some
examples of such cases.

1. Central retinal artery occlusion, where a part of the artery may be unseen.

Figure 1 shows this concept.
Central retinal artery occlusion is a disease where blood flow through retinal artery
is blocked. The patient complains of sudden painless loss of vision. Cholesterol
and calcific emboli may result in permanent obstruction. Sometimes the artery can
recapitalize with time.

2. Central retinal vein occlusion

Central retinal vein occlusion may result from abnormality of blood itself, an
inflammation or an increased ocular pressure. The patient complains of sudden
partial or complete loss of vision. We can observe a haemorrhage and swelling and
tortuosity of the veins. It can recapitalize with time. There are some risk factors for
the development of this disease, for example hypertension, obesity, diabetes or
glaucoma.

3. Retinal detachment, which may hide the retinal vessels (Fig. 2).

There are many potential causes or risk factors: head damages, diabetic retinop-
athy, diabetic retinopathy, myopia (short-sighted) inflammations and tumours.
Patient notices the progressive development of a field defect, described as a
‘shadow’ or ‘curtain’. It can be treated surgically.

2 Proposed Methodology

This section presents the proposed methodology for retinal image processing and
recognition. Example of retinal image of healthy person is shown in Fig. 3.

The main idea of this algorithm is to create a vector of characteristic points at
retinal image. We can compare these points to decide whether two pictures present
the same person or not. The characteristics can be minutiae of retinal vessels and
its location. The landmarks of retinal vessels are bifurcations, crossings and end
points. General parts of retinal image processing at proposed approach are shown
in Fig. 4.

38 A. Bartocha et al.



Fig. 1 Retinal occlusion

Fig. 2 Retinal detachment—retina peels away from the underlying layer

Fig. 3 Example of retinal
image
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2.1 Preprocessing

First, image should be preprocessed. If it is necessary, we can do denoising,
contrast enhancement, convert to greyscale and histogram normalization.

It is noticed that retinal vessel is the best visible on green colour channel.
Because of this fact, we can use only that layer for searching of minutiae (Fig. 5).

We applied two methods to feature extraction and compared results. First
method is based on greyscale calculated as average of red, green and blue channel
of image. Second method use only green channel. Comparison and results of both
methods are presented in results section.

Fig. 4 Basic parts of the
suggested algorithm

Fig. 5 Image after
preprocessing
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2.2 Mask Creation

We have to create a mask, because we do not want to take into consideration black
frame of the image. The best way to do this is by using thresholding with very low
parameter. Additionally, we can remove small artefacts, such as some noise in the
middle of image.

Results with different values of threshold are presented below. If threshold is
too high, there is unnecessary noise inside the mask. But if this value is too low,
there are white spots in mask (Fig. 6).

2.3 Vessels Segmentation

The next step is vessel enhancement and segmentation. The simplest solution
could be proper binarization, but there are no good results then. One of the
approach is using Gaussian matched filter [2] and then binarization (for example
local entropy thresholding [3, 4]). Blood vessels usually have poor local contrast,
and edge detection algorithms results are not sufficient. In Gaussian matched filter
method, we receive greyscale image approximated by Gaussian-shaped curve. The
aim is to detect piecewise linear segments of blood vessels so we create 12
different mask filters and search for vessels in every 15�. Figure 7 illustrates this
step.

Fig. 6 Masks with threshold value 1 (a), 20 (b), 40 (c) and 50 (d)
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2.4 Thinning

When we have black and white image of vessels structure, we can do thinning.
This operation allows us to get backbone of image. It can be used, for example
mask thinning and algorithms such as KMM [5] or K3M [6] (Fig. 8).

2.5 Minutiae Extraction

Next step is finding bifurcations, crossings and end points of vessels. It can be
done with the aid of masks. The minutiae and the required masks are shown in
Fig. 9.

Fig. 7 Image after vessels
segmentation: uncleaned
(a) and after cleaning (b)
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2.6 Feature Vector Creation

At the end, the vector of characteristics should be created. We have to decide
which data will describe the image of Fig. 11. One of the approaches is that there

Fig. 8 Image after K3M thinning

Fig. 9 Types of minutiae (a) and their mask examples (b)
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are coordinates (x, y) of vessels minutiae. It can be considered also vessel orien-
tation, type of minutiae or angle in regard to some point. Examples of the created
feature vectors are presented in Fig. 10.

The other idea is studying distance between minutiae and optic disc of retina.
The optic discs can be located by identifying the area with the highest variation in
intensity of adjacent pixels [7]. The main problem with this idea could be the fact
that some diseases make optic disc or fovea invisible or impossible to detect
automatically by the algorithm.

This feature vector will be used later in classification process.
Next step of biometrics system will be verification. There will be some kind of

database with retinal feature vectors. We acquire retinal picture of person who will
be investigated. Then, we calculate distance between feature vectors from database
and this one from person being tested. We search for the shortest distance and
define probability if he is the person he really is.

x1 y1 type1 x2 y2 type2 • • • xN yN typeN

x1 y1 orientation1 x2 y2 orientation2 • • • xN yN orientationN

Fig. 10 Examples of feature vectors

Fig. 11 Retinal image after
finding minutiae
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3 Experimental Results

Input image Results
Healthy retina

Vein occlusion
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Artery occlusion
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Retinal detachment

4 Result Analysis and Conclusions

As we can see, there is difference in points (quantitative and locally) in case of
healthy and diseased eye. Vein occlusion and artery occlusion often result in
dashed veins after usage of Gaussian matched filter. Current version of the algo-
rithm cannot recover from that state, so large part of information is lost by
cleaning step which proceeds thinning.

It is expected that this loss will impact on effectiveness of algorithm. This
requires further research. A research team is working on more cases and classi-
fication of results in order for people verification.

Acknowledgments The research was partially supported by Grant No. WFiIS 11.11.220.01/
saeed, AGH University of Science and Technology in Krakow.
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Iris Feature Extraction with the Influence
of Its Diseases on the Results

Piotr Wachulec, Emil Saeed, Anna Bartocha and Khalid Saeed

Abstract An algorithm for human iris recognition is presented in this paper. The
essential idea of the work is to show the results of the authors’ investigation in
treating sick eyes with iris anomalies. This is actually specific as the iris code may
(or may not) be affected in such situations. The paper introduces the basic steps in
iris image and its main characteristics and features extraction leaving the detailed
description of the algorithm and its results to the extended version of the paper.
The answer to the main problem of the investigation is supposed to be given or at
least discussed to know the relation between eye iris of sick and healthy eyes.
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iris with anomalies � Iris diseases
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1 Introduction

The iris is the colored structure of the eye that divides the space between the
cornea and the lens into anterior and posterior chambers. It is built from two
pigmented layers—stroma and the pigmented cells (for the anatomy details and
pictures see [1], Chap. 3).

The complicated structure of the iris and the fact that there are no two identical
irises (even the left and right eyes of the same person) shows why we use it for
personal identification.

However, there are some anomalies or diseases that may change or hide the
structure of the iris, and hence, they may affect the iris recognition. Although many
these anomalies are known to us, there still are some odd cases that need special
attention and deep study. The iris images shown in Figs. 1 and 2 are examples.

The question that will arise is whether the image after processing would keep
the characteristics of the iris or not.

There are many articles describing iris recognition problem. The most popular are
articles written by Daugman [2–5]. He proposed to represent iris as a mathematical
function. He used integro-differential operator, neural network, 2D Gabor transform,
and Hamming distance. Another example is work by Wildes [6] who used Hough
transform and Laplacian of Gaussian filters. Then, Boles and Boashash [7] with
wavelet transform zero crossing and dissimilarity function, but it was not perform for
non-ideal iris images. Next, Poursaberi and Araabi [8] worked out method with
morphological operators and thresholds, Wiener 2D filter, and Daubechies 2 wavelet.

2 Proposed Methodology

This section presents the proposed methodology for iris image processing and
recognition. Figure 3 shows the block diagram of the suggested algorithm in its
essential stages.

Fig. 1 A congenital syndrome called Axenfeld-Rieger syndrome, with the absence in some parts
of the iris
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Fig. 2 Hyphema—blood in anterior chamber and laser iridotomy, which is a small hole as a
treatment in glaucoma

Fig. 3 General algorithm flow
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2.1 Preprocessing

In the first step, we need to prepare images for further processing. We would like
to achieve that by removing artifacts from camera. In the next step, we convert
image to gray scale. Furthermore, we can smooth image with Gaussian filter to
offset the impact of eyelashes. Also we need to prepare binarized copy of the
image for pupil localization.

2.2 Pupil Localization

Current algorithm finds greatest black spot in binarized image and calculates its
dimensions and position. With this data, it is possible to find pupil center as the
average of the coordinates. Unfortunately, this method has a lot of disadvantages,
so we would like to develop method using the differential-integral operator:

max
r;x0;y0

Gr rð Þ � o

or

I

r;x0;y0

Iðx; yÞ
2pr

ds

������

������

I(x, y) is the image in spatial coordinates, r is the radius, (x0, y0) are pupil and
iris center coordinates, and Gr(r) is Gaussian smoothing function of scale r.
Integro-differential operator searches got the maximum of partial derivative of the
contour integral of the image along the circular arc. Using that maximum it
estimates center coordinates of pupil and iris furthermore it estimates their radii.

2.3 Finding Eyelid and Eyelashes

To find the parts of the image containing the iris data, we should find positions of
the eyelids, which can cover part of the iris. Also we should find positions of the
eyelashes which can add irrelevant noise (Fig. 4).

2.4 Finding Reflections

Reflections are another big problem, because they can remove significant part of
iris data. Currently, algorithm does not have any method to deal with them;
however, we would like to create method which would help us determine their
positions and shape to create mask for next step. Figure 5 shows the possible
reflection existence in the eye image.
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2.5 Mask Creation

After localization of eyelids, eyelashes, and reflections, it will be possible to create
mask that will allow us to remove all unwanted artifacts from the image for further
processing.

2.6 Finding Iris and Pupil Radius

In current version of the algorithm, iris and pupil are considered as circles with
common center; however, real iris images do not have to be so ideal. Solution to
this problem is development of active contour for both pupil and iris (Fig. 6).

Fig. 4 Detected iris and eyelids [9] (a) and the eyelash detection [10] (b)

Fig. 5 Example of possible
reflections and other artifacts
[11]
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Only by using that method it would be possible to acquire normalized iris
images of people with diseases such as Axenfeld-Rieger syndrome (Fig. 7).

2.7 Iris Normalization

The whole iris is normalized to rectangular area (Fig. 8). With simple circles, it is
just simple mapping of polar coordinates. With active contour, the whole mapping
will be much more complicated.

Fig. 6 Example of active
contour [10]

Fig. 7 Axenfeld-Rieger
syndrome
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2.8 Features Vector Extraction

Features vector will be generated in form of IrisCode [9], as a result of writing real
and imaginary part of integral:

h Re; Imf g ¼ sgn Re; Imf g
Z

q

Z

/

I q;/ð Þe�ix h0�/ð Þ � e�
r0�qð Þ2

a2 � e�
h0�/ð Þ2

b2 � qdqd/

We will use only phase bits acquired from the integral according to Fig. 9.
It will allow us to create 256-byte codes, which we can easily compare.

2.9 Feature Vectors Comparison

To compare 2048-bit codes, we need to calculate their Hamming distance using
masks which describes positions of artifacts in sample.

HD ¼ codeA � codeBð Þ
T

maskA
T

maskBk k
maskA

T
maskBk k

Fig. 8 Normalized iris image

Fig. 9 Demodulation
example [9]
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� Boolean XOR operatorT
Boolean AND operator
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Part II
Imaging and Healthcare Applications



An Automatic Non-invasive System
for Diagnosis of Tuberculosis

Pramit Ghosh, Debotosh Bhattacharjee and Mita Nasipuri

Abstract Tuberculosis (TB) is one of the major infectious diseases in the third
world countries especially African countries. TB is a curable disease if proper
treatment starts on time. Sometimes, it becomes difficult to arrange sufficient
infrastructure for diagnosis of the disease in the remote areas of third world
countries. Telemedicine partially solves the lack of physician and technicians in
the pathological laboratories. The objective of this work is to design a complete
setup that can be deployed at the remote areas of the country as a supporting aid of
a telemedicine system for the diagnosis of TB. This system performs analysis of
images of sputum and cough of patients. Microscopic image of TB bacteria which
are stained with pink color is the main criterion for detection of TB disease. This
system is still in development stage. A sufficient amount of data are needed for
validation of the system.
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1 Introduction

Tuberculosis (TB) is an infectious disease that is caused by a bacterium called
Mycobacterium TB [1]. TB primarily affects the lungs, but it can also affect organs
in the central nervous system, lymphatic system, and circulatory system among
others. TB is spread from person to person through the air. When people with lung
TB cough, sneeze, or spit, they propel the TB germs into the air. A person needs to
inhale only a few of these germs to become infected. About one-third of the
world’s population has latent TB, which means people have been infected by TB
bacteria, but they are not yet sick with disease and cannot transmit the disease.
People infected with TB bacteria have a lifetime risk of falling ill due to TB with a
certainty of 10 %. However, persons with compromised immune systems, such as
people living with HIV, malnutrition, or diabetes, or people who use tobacco, have
a much higher risk of falling ill. When a person develops active TB disease, the
symptoms like cough, fever, night sweats, weight loss, etc., may be mild for many
months. This can lead to delay in seeking care, and results in transmission of the
bacteria to others. People sick with TB can infect up to 10–15 other people through
close contact over the course of a year. Without proper treatment, up to two-third
of people, who are ill with TB, will die [2].

According to World Health Organization report of 2013 [3], an estimated
8.6 million people developed TB and 1.3 million died from the disease (including
320,000 deaths among HIV-positive people). The number of TB deaths is unac-
ceptably large given that most are preventable. This report reveals that over 95 % of
TB deaths occur in low- and middle-income countries, and it is among the top three
causes of death for women aged 15–44. Furthermore, in 2012, an estimated 530,000
children became ill with TB and 74,000 HIV-negative children died of TB.

Sputum microscopy [4, 5] is one of the widely used noninvasive techniques to
confirm a diagnosis of TB, but this technique is time-consuming because every
sample slide is checked manually using microscope. Figure 1 shows the micro-
scopic image of TB bacteria which are stained with pink color. To detect the
disease, other methods like tuberculin skin test [6, 7], sputum culture [8], blood
test, etc., require a long time, sometimes a week.

It will be very helpful for doctors if an automatic system compatible with
telemedicine system [9] can be deployed at the remote places of the country to
identify and classify the stain of TB from the cough samples. Moreover, it would
be advantageous if only school education is sufficient to operate such diagnosis
system in a remote place.

The objective of this work is to design a low-cost device which is capable of
detecting and classifying the stains of TB from the microscopic images of cough
samples to speed up the diagnosis process.
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2 The System

The system is explained with the help of a block diagram, shown in Fig. 2, and all
the steps of the system are described next.

2.1 Image Acquisition

Image acquisition is the first step of the system. Microscopic images of the blood
samples of the slides are acquired with a CCD [10] camera which is mounted upon
the eyepiece of a compound microscope. A fully automatic slide movement system
is introduced to control the slide movement under the objective lens for different
site images of the same sample slide. Two stepper motors are used for the sample
slide movement in the X and Y directions shown in Fig. 3. Figure 4 shows the
driving circuit of the stepper motor through parallel printer port (DB25) where
L293D (H-bridge) IC is used for current amplification to control the stepper and
apply voltage to each of the coils in a specific sequence. The sequence would go
like Table 1.

2.2 Image Enhancement

The images obtained from the CCD camera are not up to the mark. Wiener
filtering [11] is an effective linear image restoration approach, and it is used here.

The task is to find the estimate of the ‘best’ image f̂ and is done usually in
frequency domain:

F̂ðu; vÞ ¼ Hðu; vÞj j2
Hðu; vÞ Hðu; vÞj j2 þ Nðu; vÞj j2= Fðu; vÞj j2 Gðu; vÞ ð1Þ

Fig. 1 Magnified image of the sample, with the presence of Mycobacterium tuberculosis
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where H(u, v) is the degradation function, G(u, v) is the Fourier transform of the
degraded image, N(u, v)2 is the power spectrum of noise, and F(u, v) 2 is the
power spectrum of the undegraded image.

The Wiener filter performs deconvolution in the sense of minimizing a least
squares error:

e2 ¼ E f � f̂
� �2
n o

ð2Þ

Where E is the mean value and f is the undegraded image which is usually not
known. In the case of omitting the noise, the Wiener filter changes to a simple

Image Acquisition

Image enhancement

Extract the pure color information 
from the color image matrix. 

Segment the microscopic image 
into contours, using clustering technique

OBJECT DETECTION

Filter out false contours

Detect and classify the type of TB 

Fig. 2 Block diagram of the system

Fig. 3 Slide control using a stepper motor
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inverse filter. The Wiener filter is applied separately on Red, Green, and Blue
components of the color images obtained from the CCD camera. Figure 5 shows
the image after applying Wiener filter.

2.3 Information Extraction

A huge number of pink threadlike elements are present in Figs. 1 and 5; actually,
they are Mycobacterium TB bacteria. Due to variation in staining technique, the
stained color is not always the same; it varies from reddish to pink. So, it is a very

Fig. 4 Stepper motor driving circuit

Table 1 The pulse sequences to drive stepper motor

Step Wire 1 Wire 2 Wire 3 Wire 4

1 High Low High Low

2 Low High High Low

3 Low High Low High

4 High Low Low High
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difficult task to extract raw information from red, green, and blue components from
the microscopic images.

HSI [12–14] color format is used to extract pink-colored regions because it
eliminates light intensity variation. The RGB to HSI color space conversion
process is performed by using the equations (Eq. 3–5).

H ¼ h if B�G
360� � h otherwise

�
ð3Þ

where

h ¼ cos�1
1
2 ½ðR� GÞ þ ðR� BÞ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðR� GÞðR� GÞ þ ðR� BÞðG� BÞ�

p

( )

S ¼ 1� 3
ðRþ Gþ BÞ ½minðR;G;BÞ� ð4Þ

I ¼ 1
3
ðRþ Gþ BÞ ð5Þ

where H stands for Hue, i.e., pure color, S for saturation, i.e., the degree by which
the pure color is diluted using white light, and I for intensity, i.e., gray level.

2.4 Segmentation

By analyzing Hue components obtained from Eq. 3, it is inferred that the area of
the image occupied by the TB bacteria has a HUE value very close to the HUE
value of pink and high intensity variation with respect to other area of the image.
So, partial supervised clustering techniques [15, 16] are applied, where initial
cluster centers are the Hue value of pink, blue, white, and violet. Algorithm 1 is
used to detect the contour of Mycobacterium TB.

Fig. 5 Comparatively clear image after applying Wiener filter upon Fig. 1
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Algorithm 1 To find out image clusters that contain Mycobacterium tuberculosis.
Let X = {x1, x2, x3,…, xn} be the set of data points, Hue values of the image, and

V = {v1, v2, v3, v4} be the set of centers.

Step 1 Select ‘c’ cluster centers with the Hue values of pink, blue, white, and
violet. Say c = 4

Step 2 Calculate the fuzzy membership ‘lij’ using

lij ¼ 1=
Xc¼4

k¼1

ðdij=dikÞð2=m�1Þ ð6Þ

where lij is the element of U-matrix and dij is the element of distance
matrix, where dij is the Euclidian distance between ith object and jth
cluster center, and m is a constant.

Step 3 Compute the new fuzzy centers ‘vj’ using

vj ¼
Xn

i¼1

ðlijÞmxi

 !

=
Xn

i¼1

ðlijÞm
 !

; 8 j ¼ 1; 2; . . .c ð7Þ

Step 4 Repeat Steps 2 and 3 until the minimum ‘J’ value is achieved or

U k þ 1ð Þ � U kð Þj jj j\b:

where

k is the iteration step.
b is the termination criterion between [0, 1].
U = (lij)n 9 c is the fuzzy membership matrix.
J is the objective function.

Step 5 Find out all points which belong to the ‘pink’ cluster. Pink cluster con-
tains the pixels of the image that contains the images of Mycobacterium
TB bacteria. Figure 6 shows the output.

Step 6 Stop.

Fig. 6 Images of Mycobacterium tuberculosis bacteria after applying algorithm 1 upon Fig. 5

An Automatic Non-invasive System for Diagnosis of Tuberculosis 65



2.4.1 Remove the Noise Contours

The output image from Algorithm 1 contains some dots; they are basically noise.
This small subcontours are removed by closing [14, 17], which is dilation followed
by erosion. Erosion is able to remove unnecessary contours, which are small in
size. The dilation of A by B, denoted by A� B, is defined as the set operation

A� B ¼ z ðB̂Þ
��

z
\A 6¼ /

n o
ð8Þ

where Ø is the empty set and B is the structuring element. In other words, the
dilation of A by B is the set consisting of all the structuring element origin loca-
tions where the reflected and translated B overlaps at least one element of A. The
erosion of A by B, denoted by AHB, is defined as

AHB ¼ z ðBÞj z \Ac ¼ /
� �

ð9Þ

Here, erosion of A by B is the set of all structuring element origin locations
where no part of B overlaps the background of A. Figure 7 shows the cleared mask,
and Fig. 8 shows the image where TB bacteria are visible.

2.5 Detection and Classification

The final step is detection and classification. If the number of bacteria present in
the image is greater than 15, then severity is very high, and if it is less than 3, then
severity is less, but affected by TB. The severity is determined by taking the ratio
of the number of pixels used to show the Mycobacterium TB bacteria to the
number of pixels present in the image.

Fig. 7 The mask after opening
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Fig. 8 The clean images of Mycobacterium tuberculosis bacteria

Fig. 9 The decision from the system for the input image shown in Fig. 1

Fig. 10 The new input
image which is fed to the
system

An Automatic Non-invasive System for Diagnosis of Tuberculosis 67



3 Simulation and Results

For the simulation, MATLAB 7.1 [18] is used. The image shown in Fig. 1 is fed as
input. After analysis, system finds the presence of Mycobacterium TB bacteria in
the sample slide and the severity is high. The snapshot of the output is shown
in Fig. 9. For another test image, the result is also satisfactory. The input image is
shown in Fig. 10, and the corresponding output is shown in Fig. 12. Figure 11 is
an intermediate stage. Figure 13 is an input image with no TB bacteria, and
Fig. 14 is the corresponding output.

Fig. 11 The clean images of Mycobacterium tuberculosis bacteria

Fig. 12 The decision from the system for the input image shown in Fig. 10

68 P. Ghosh et al.



4 Conclusion

In this paper, we have discussed a system for diagnosis of TB disease at any place
and also through telemedicine system remotely. This system is cheaper than other
test kits existing as present state of the art. This system does not require any special
technical skill. So, this can be used by the people of remote places with very basic
level of education. It may reduce the probability of wrong treatment which hap-
pens due to non-availability of diagnosis systems in remote and economically
backward areas.
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Fig. 13 The input image with no TB bacteria

Fig. 14 The decision from the system for the input image shown in Fig. 13

An Automatic Non-invasive System for Diagnosis of Tuberculosis 69



References

1. Tuberculosis (TB).: Centers for Disease Control and Prevention, http://www.cdc.gov/tb/
2. Fact sheets.: Tuberculosis, World Health Organization, http://www.who.int/mediacentre/

factsheets/fs104/en/
3. World Health Organization.: Global tuberculosis report 2013, http://www.who.int/tb/

publications/global_report/en/
4. Levy, H., Feldman, C., Sacho, H.: A reevaluation of sputum microscopy and culture in the

diagnosis of pulmonary tuberculosis. CHEST J. 95(6), 1193–1197 (1989)
5. Feng-zeng, Z., Levy, M.H., Wen, S.: Sputum microscopy results at two and three months

predict outcome of tuberculosis treatment notes from the field. Int. J. Tuberc. Lung Dis. 1(6),
570–572 (1997)

6. Huebner, R.E., Maybelle F.S., Bass, J.B.: The tuberculin skin test. Clin. Infect. Dis.,
pp. 968–975. (1993)

7. Lordi, G.M., Reichman, L.B.: Tuberculin Skin Testing Tuberculosis, pp. 63–68. Springer,
New York (1994)

8. Epstein, M.D., Schluger, W.: Time to detection of Mycobacterium tuberculosis in sputum
culture correlates with outcome in patients receiving treatment for pulmonary tuberculosis.
CHEST J. 113(2), 379–386 (1998)

9. Pavlopoulos, S., Kyriacou, E., Berler, A., Dembeyiotis, S.: A novel emergency telemedicine
system based on wireless communication technology-AMBULANCE. IEEE Trans. Inf.
Technol. Biomed. 2(4), 261–267 (1998)

10. Kevin, K.T., Goda, K., Capewell, D., Jalali, B.: Performance of serial time-encoded amplified
microscope. Opt. Express 18(10), 10016–10028 (2010)

11. Goldstein, J.S., Irving, S.R., Louis, L.S.: A multistage representation of the Wiener filter
based on orthogonal projections. IEEE Trans. Inf. Theory 44(7), 2943–2959 (1998)

12. Ghosh, P., Bhattacharjee, D., Nasipuri, M., Basu, D.K.: Round-the-clock urine sugar
monitoring system for diabetic patients. In: Systems International Conference on Medicine
and Biology (ICSMB), 2010. IEEE, pp 326–330 (2010)

13. Ghosh, P., Bhattacharjee, D., Nasipuri, M., Basu, D.K.: Child obesity control through
computer game. Biomed. Eng. Res. 2(2), 88–95 (2013)

14. Gonzalez, R.C., Richard, R.E.: Woods, digital image processing. 2nd edn. Prentice Hall
Press, Upper Saddle River ISBN 0-201-18075-8 (2002)

15. Pedrycz, W., Waletzky, J.: Fuzzy clustering with partial supervision. IEEE Trans. Syst. Man
Cybern. B Cybern. 27(5), 787–795 (1997)

16. Pedrycz, W.: Algorithms of fuzzy clustering with partial supervision. Patt. Recog. Lett.
Elsevier 2(1), 13–20 (1985)

17. Ghosh, P., Bhattacharjee, D., Nasipuri, M., Basu, D.K.: Medical Aid for Automatic Detection
of Malaria Computer Information Systems-Analysis and Technologies, pp. 170–178.
Springer, Berlin (2011)

18. MATLAB User’s Guide.: The mathworks. Inc., Natick, MA 5 (1998). http://www.
mathworks.com

70 P. Ghosh et al.

http://www.cdc.gov/tb/
http://www.who.int/mediacentre/factsheets/fs104/en/
http://www.who.int/mediacentre/factsheets/fs104/en/
http://www.who.int/tb/publications/global_report/en/
http://www.who.int/tb/publications/global_report/en/
http://www.mathworks.com
http://www.mathworks.com


Automated Vertebral Segmentation
from CT Images for Computation
of Lumbolumbar Angle

Raka Kundu, Amlan Chakrabarti and Prasanna Lenka

Abstract Evaluation of lumbolumbar (LL) angle of the vertebral column from
medical images is a common measure in case of patients suffering from lower back
pain (LBP). There are five lumbar vertebrae (L1–L5). The angle formed between the
slope of L1 and slope of L5 is the LL angle. This paper presents a computational
technique for automated measurement of the LL angle from computerized tomog-
raphy (CT) images using digital image processing techniques. The computation of
LL angle comprises of four major steps: (i) image denoising (ii) segmentation of
vertebral column (iii) morphological operations, and (iv) statistical estimation. To
the best of our knowledge, the proposed technique for automated LL angle from CT
images is the first of its kind. The segmentation based on s-t cut gives a promising
result. We have performed our experiments over 30 CT images and have achieved
satisfactory results in automated detection with an accuracy of 80 %.

Keywords Image processing � Lumbolumbar angle � Lumbar spine � Segmen-
tation � s-t cut � Computer-aided diagnosis

1 Introduction

Lumbar vertebrae of human vertebral column carry major weight of the body.
Lower back pain (LBP) [1] is a terminology that is commonly heard in orthope-
dics. It affects about 40 % [1] of people at some stage of their lives. Therefore,
lumbolumbar (LL) angle [2] is a common measure that is followed to realize the
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abnormality of lumbar region. It also helps in monitoring pre- and post-treatment
condition of the patient. CT [3] and magnetic resonance imaging (MRI) [3] are
recommended by doctors for diagnosis and for having a better realization about the
disease.

Computer-aided diagnosis (CAD) makes the treatment procedure much fast,
easy, and cost-effective. Many research works are intended in developing a reliable
and CAD for vertebral abnormalities using CT and MR images. The edges of the
vertebrae are quite prominent in CT and MR images, and they have a much better
contrast. But still there lies a challenge for CT and MRI in totally automating the
diagnosis technique without any user intervention. The pixel intensities of a par-
ticular region may be dissimilar; again pixel intensities of different regions may be
quite similar. To make the computer-aided computation reliable, it is very essential
to have a robust segmentation technique.

There are a good number of algorithms that have been proposed for vertebral
segmentation in recent years. In [4], the authors proposed a method that auto-
matically segments the spinal cord and canal from 3D CT images. For segmenting
the spinal canal, an extended region-growing technique is suggested whereas for
spinal cord segmentation active contours are applied. The algorithm needs one
seed point in the central location of the spine where the seed point selection is for
determination of starting slice and for providing the positional hint for segmen-
tation. A vertebral segmentation technique from 2D CT images was proposed by
Graf et al. [5]. The method possesses five steps: noise removal, region extraction
and weighting, candidate generation, candidate selection, and dynamic refinement
algorithm. In [6], the authors presented a research work on segmentation of ver-
tebra from MR images based on multiple feature boundary classification and mesh
inflation. But this segmentation technique was semi-automated, and a start point
was needed for vertebral initialization. In recent years, graph cut [7] segmentation
has gained popularity for its reliable results. Many research works can be found
based on graph cut segmentation for evaluation of different diseases. In 2008, a
graph cut approach for fully automated brain tumor segmentation in 3-D MRI was
proposed by Wels et al. [8]. Cui [9] proposed a work on fully automatic seg-
mentation of white matter lesions from MRI. Ababneh et al. [10] proposed a work
based on graph cut from knee bones MRI for arthritis research. It is a content-
based system that automatically segments knee bones and does not require user
interaction. Evaluation of spine deformity in orthopedics carries a good impor-
tance in medical treatment. Research works are going on for computerized diag-
nosis of various spine deformities from medical images. Bhole et al. [11] proposed
a technique for automatic detection of lumbar vertebrae and disk structure from
MR images. Ghosh et al. [12] proposed an automated lumbar vertebral segmen-
tation from clinical CT image that helps in wedge compression fracture diagnosis.
The technique of computerized diagnosis was based on a collection of image
processing techniques. Egger et al. [13] proposed a local template-based s-t cut
segmentation. This research efficiently extracts the vertebrae from the MRI.
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But, the major drawback of the technique lies in placing landmark (by user) on
every vertebra for locating the individual template positions. This makes the total
process time-consuming and laborious. The intensities that resemble the fore-
ground and background are selected manually. In our research work, we have
improved this template-based segmentation technique.

In this paper, we focus on CT images and have performed an automated
computer-aided LL angle computation where the segmentation of the computer-
aided technique is based on s-t cut. Our specific contributions are as follows:

• For segmentation, instead of considering all pixels of the image we have
considered a single template whose dimension is similar to the image. The
template distributes sampled nodes whose number is much less than the
number of pixels of the image.

• The selection of source for s-t cut is done adaptively. The source intensity is
computed from the histogram of the input image.

• The total procedure of LL angle evaluation is performed without any user
intervention, and the research work aims in developing a totally automated
CAD with high reliability.

The remaining sections of the paper are organized as follows. Section 2
describes the image processing techniques used in our proposed scheme of LL
evaluation. Section 3 includes results and experimental data. Conclusion and
future scope of research work are discussed in Sect. 4.

2 Proposed Method

2.1 Image Denoising

The medical CT images are sensitive to noise, which results in false intensity
value. The contamination of image by noise may disturb the post-processing steps.
So, a good denoising technique is necessary to make image noise free. State-of-
the-art technique for image denoising is bilateral filtering [14]. It smoothes image
as well as preserve edges. The performance of the filter is based on two kernels,
the domain and the range kernel. The domain kernel is meant for noise removal in
the homogeneous region, and the range kernel is designed for cleaning noise in
discontinuous regions of the image. A mask of size 3 9 3 was selected for the
denoising technique. A standard deviation of 3 and 0.1 was considered for the
domain and range kernel of this preprocessing image enhancement. The seg-
mentation is performed on this enhanced image. Denoised images after bilateral
filtering are shown in Fig. 4a, c, and e.
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2.2 Vertebral Segmentation

2.2.1 Graph Cut

Segmentation is partitioning the region of interest. We present a segmentation
based on graph cut [7] that separates the vertebral column from the lateral view CT
image. A template is considered that possess 7,200 points, which are sampled on
the whole image. The CT image is rectangular in shape, and normally the height of
the image is almost twice the width. It is observed that considering the row number
as 120 and column number as 60 for the template gives a good segmentation result.
This helps in maintaining an equidistant position between the nodes of the graph.
The consideration of template for segmentation instead of all pixels of image
allows reduction of computational complexity from N2 to T2 where N 9 N repre-
sents the dimension of the image and T2 is the number of nodes in the template.
Here, we have considered T2 = 7,200, which is very small in comparison with
number of pixels in an image.

The sampled points are the nodes n 2 V of the graph. The graph G(V, E) is
composed of set of nodes V and set of directed edges E. Every n of the graph
possess grayscale intensity in the range [0 1]. The source s and sink t are the two
virtual nodes of G. The basic principle of the proposed segmentation depends on
intensities of s and t. There are E that connect the s and n of the graph and there are
E between n and t. Intensity of s and t resembles the intensity of foreground
(vertebral column) and background, respectively. Every E of the graph is assigned
a positive weight w. n that has intensity value more similar to s will have more
weight for the E that connects between s and n where as in that case n will have
less weight for the E that connects the same n to the t. The reverse principle is
applicable when the intensity value of n is more similar to the intensity of t. In our
segmentation technique, the mathematical expression of weights (w) for s and t are
as follows:

ws ¼ exp � dðs; nÞ
h

� �
ð1Þ

wt ¼ exp � dðt; nÞ
h

� �
ð2Þ

ws and wt are the weights for s and t, d(s, n) is the intensity difference between
s and n, and d(t, n) is the intensity difference between t and n. h is the control
parameter of the weight.

The s-t cut is grouping the n of the graph (template) into two subsets S and
T such that n similar to s lies in S and the n similar to t lies in T. Figure 1 shows a
simple example of the theory.
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Fig. 1 a Template for s-t cut
segmentation, where the color
indicates the gray color
intensity that the nodes
possess. b Nodes having
intensity similar to s have
more weighted edge for s and
vice versa. c Nodes of the
template selected in the group
of foreground are indicated in
white and nodes selected in
the group of background are
indicated in black. d Figure
represents only the border
nodes of the foreground-
segmented regions. The
border nodes are marked
white
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2.2.2 Automated Selection of Source

The selection of s and t by manual landmarks is a tedious process. Even assigning
predefined values to s and t may lead to erroneous results because the intensity of
regions of CT varies from image to image. We have observed that selection of s and
t values from the histogram make the procedure much adaptive. The wide range of
intensity [0 1] of CT image can be grouped into five major subgroups. To have an
idea, a CT of vertebral column and its histogram are shown in Fig. 2, where the five
modes of the histogram represent five major subgroups of the image. The first three
modes from left to right represent the background, and the remaining modes on the
right are the representation of foreground (vertebral column).

The CT images may be of low, medium, and high contrast. For the automated s-
t cut segmentation, it was observed that sink value of 0.15 for all types of contrast
images generates a reliable segmentation. Whereas the formula for selection of
source intensity can be expressed as follows:

sourcem ¼ Imax þ ðImax � tÞ � 2:3 ð3Þ

sourcel ¼ Imax þ ðImax � tÞ � 2 ð4Þ

sourceh ¼ Imax þ ðImax � tÞ � 4 ð5Þ

where Imax is the maxima of the histogram above intensity 0.1 and sourcem,
sourcel, and sourceh are the estimated source intensity for medium-, low-, and
high-contrast CT images, respectively.

2.3 Extraction of Vertebral Body and End Plates
of Vertebrae

The segmentation of vertebral column was followed by morphological operations.
Initially, the holes of the extracted regions were filled. And to identify the regions
of the template separately, each of them were labeled uniquely. The computation
of LL angle only requires the vertebral body end plate. So in the next step of the
CAD, the interest was to keep the vertebral body and discard other parts of the
vertebral column. The features, average intensity, and location of the regions were
used to recognize the vertebrae. The vertebrae of the segmented vertebral column
have darker intensity and lie to the left than other segmented foreground regions.
The average intensities (of regions) those were more similar to the minimum
average intensity of all regions were considered as vertebrae and regions with
average intensity more near to maximum average intensity of all regions were
discarded. Images of Fig. 5b and c give clear idea of the section. After selection of
the vertebrae from the segmented regions, morphological operations such as
removing isolated nodes, removing small regions, extraction of region boundary,
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and removal of vertical lines were performed to extract end plates of the vertebrae.
All these processing were done with the nodes of the template, where the template
was superimposed on the image.

Fig. 2 a CT image of vertebral column and b Corresponding histogram
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2.4 Lumbolumbar Angle Computation

In manual measure of LL angle, pencil and scale are used to draw lines on the
printed medical images. A line is drawn through the end plate corner points of the
L1 vertebra, and similarly another line is drawn through the end plate corners of
the L5 vertebra. The angle formed by the intersection of these two lines is the LL
angle [2].

In our computer-aided process, the extracted end plates were relabeled so that
end plates of every vertebra could be identified. As there are five lumbar vertebrae
and every vertebra possess two end plates, it was observed that selection of second
and tenth end plate (bottom to up direction of the template) helped us in getting the
plates that represented the slope of extreme vertebrae (L1, L5) of the lumbar
curvature. At this point, an intensity value of 1 was assigned to the nodes of one
end plate and an intensity value of 2 was assigned to the nodes of second end plate.
And the other nodes of the template were assigned value 0. Next, a scanning was
performed on the template to determine the end nodes of each of the finally
selected end plate. The slope of line obtained by joining the end nodes of an end
plate can be considered similar to line obtained by joining the corner points of the
end plates. A neighborhood window of size 3 9 3 was considered for this oper-
ation. Nodes for the first end plate were selected as end nodes where a sum of
intensity of the window was 2 and end nodes of the second end plate were marked
where the sum resulted as 4. Figure 3 shows the end node selection conditions for
end plates one and two. It can be seen from Fig. 3b that sum of values of any
condition is 2. If a node satisfies any one of these condition, it is end node of first
line. Figure 3c shows the conditions for considering end nodes of second line
where sum of values of every condition is 4. The selected end nodes of a particular
end plate were joined with each other to get a line. The angle of the line was
computed with respect to the horizontal axis. A sum of angles obtained from
superior and inferior end plate gave the LL angle.

3 Results and Discussion

MATLAB 2011b was used for implementing the CAD. The images that were used
for the experiment varied in resolution. As a result, the time taken to perform the
image denoising varied from one CT image to other. The post-processing steps
were based on fixed number of template nodes. So, the computational time for
later steps remained constant. After denoising, the overall time taken to perform
the template-based segmentation and computation of LL angle from nodes was
7 s. A machine specification of Intel Core2 Duo CPU, 3 GHz, 3 GB RAM,
Windows XP Professional Version 2002, and Service Pack 3 was used for this
work. The time required to process the whole CAD on CT was about 14–25 s.
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The vertebral body segmentation results from different patient’s CT image are
shown in Fig. 4a, c, and e show the denoised images, and b, d, and f show the
corresponding extracted vertebrae. Due to similar average intensity of regions
(explained in Sect. 2.3), there remains a chance that sometimes some other parts of
the vertebral column get extracted with vertebrae. Such an example is shown in
Fig. 4d. As the main objects of interest are horizontal end plate lines from the
square vertebrae, it is observed that post-morphological operations can easily
remove these unwanted regions.

Figure 5 shows the results of main steps of our proposed technique. The final
image of the figure shows the identified slope of extreme vertebrae (L1, L5) for the
lumbar curvature.

Next, we have performed an experiment to judge the segmentation accuracy. A
direct comparison is done between the ground truth developed by manual land-
marks and the segmented vertebra obtained from our proposed s-t cut. The com-
parison is shown in Fig. 6. The white-colored nodes of Fig. 6b are the ground truth
of vertebra boundary, and Fig. 6c is our segmentation result on the ground truth
image, Fig. 6b. Figure 6c shows that the ground truth of vertebra boundary
directly matches with the boundary of the automated segmented vertebra (white).

The LL angles (in degree) computed from our automated CAD are shown in
Table 1. We have performed the experiment of computerized measurement over
low-, medium-, and high-contrast CT images. In every case, manual measurement
[2] of LL angle over printed CT image was recorded. For this, lines were drawn on
the end plate of the upper lumbar vertebra and on the end plate of the lower lumbar

Fig. 3 a Shows the 3 9 3 neighborhood. b Illustrates conditions for regarding a node as end
node of first line. c Shows the conditions of end node for second line. d Shows example of
identification of a node as end node when it matches any one of the above conditions
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vertebra. The interior angle formed by the intersection of these two lines is the LL
angle. Manual LL angle measurement may lead to some variability if the lines that
are running over the end plate of the vertebra are not drawn exactly through the
extreme corners of the end plate. An intra-observer CAD was recorded where two
trials were taken by the user for every CT image. Considering the manually

Fig. 4 a, c, and e are the
bilateral filtered CT images.
b, d, and f show
corresponding extracted
vertebrae. The white-colored
nodes denote vertebrae, and
the black are the background
nodes. The rest of the
computation for LL angle
depends on these white
foreground nodes
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Fig. 5 Steps of our technique is as follows : a denoised CT image and b shows the automated
segmented vertebral column based on s-t cut. c Shows the selected vertebral body (vertebrae)
from (b). The white nodes of d show the extracted end plate lines of the vertebrae from (c), and
e shows the identified slopes of the superior and inferior lumbar vertebrae. The LL angle is
evaluated by computing the angle formed by intersection of these two lines
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measured LL angle as standard value, a variability of ±0.1� to ±5� has been
noticed from our CAD technique. In medical an error of ±5� [15] can be tolerable
for angle measurement. This demonstrates the clinical acceptability of our CAD
technique.

The constraints such as contrast and brightness play a major role in the success
of any medical CAD. If the contrast and brightness are kept constant in the CT
imaging, it will further help in reducing the variability of our CAD to a much
greater extent.

4 Conclusion

In this paper, we have presented an automated LL angle evaluation process from
clinical CT image. Initially, the source intensity is computed from histogram, and
segmentation is performed using template-based s-t cut. A proper selection of
s and t gives a very reliable segmentation result. The automated CAD of LL angle

Fig. 6 a Shows the input image and b is ground truth. White points were marked manually on
the boundary of middle vertebra of the image a. c Shows the superimposed automated segmented
result on the ground truth where both the boundaries efficiently match each other

Table 1 LL angle value from CAD

CT image LL angle (trial 1) LL angle (trial 2)

1 33.1 33.2

2 53.31 57.43

3 36.64 36.64

4 46.55 41.62

5 39.21 37.59

6 51.87 50.32

7 41.26 41.15

82 R. Kundu et al.



from CT image reduces user intervention. This research work is a good initiative
for automated clinical application. Digital measurement also eases up the pro-
cessing as it can be entirely done on the system, which captures the source image.
In future, we will try to reduce the variability of this computer-aided evaluation
and also we will try to extend our work of automated LL angle computation to
digital X-ray image cases.
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An Approach for Micro-Tomography
Obtained Medical Image Segmentation

Mateusz Buczkowski, Khalid Saeed, Jacek Tarasiuk,
Sebastian Wroński and Joanna Kosior

Abstract This paper presents a method for segmentation of micro-tomography
images. Proper segmentation of those images is necessary to create visualization of
these structures. The introduced algorithm concerns finding the proper way of
image filtering before the use of Canny-Deriche edge detection to obtain the best
possible segmentation.

Keywords Bilateral filter � Image processing � Image segmentation � Edge
detection �Median filter �Gauss filter �Canny-Deriche edge detector � Smoothing �
Micro-tomography � Porous materials

1 Introduction

Computed tomography (CT) is a powerful, modern technique for nondestructive
internal structures imaging of any object. Classical CT was invented in 1967 by Sir
Godfrey Hounsfield. The method is continuously developing giving more precise
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and accurate pictures in shorter time and using smaller radiation dose. Till the end
of XX century, the main areas of CT applications were bioimaging in medicine and
industry inspection. For 15 years, the new micro-computed tomography (lCT)
devices with much higher resolution have become more and more popular. Today,
the best lCT equipment can reach the resolution better than 1 lm. Because of their
high-research potential, the lCT wins last year many scientific areas such as
biology, geology, material science, and so on. The general idea of lCT measure-
ments is very simple. X-ray tube is generating radiation penetrating the sample. The
2D detector on the opposite side of the sample is registering attenuation of the X-ray
intensity. The registered picture is called ‘projection’. The value of attenuation in
each pixel of the detector depends on the materials property across the single ray.
The sample is rotating, and few hundred or thousand projections are registered.
After measurement, the computer program is used to reconstruct 3D object from set
of 2D projections. Exist several methods to do that. One of the most popular is
filtered back projection method based on Radon transform theorem [1].
The reconstructed object is represented as a three-dimensional matrix of voxels.
The voxels may be represented by 8-, 16-, or 32-bit values. For visualization of 3D
objects, very often isosurface rendering or volume-rendering methods are used. But
for precise analysis including dimension measurements or some feature extractions,
the cross sections in selected direction are used. Depending on the research subject,
different methods of analysis are applied.

The X-ray measurements presented in this paper were performed using
‘nanotom 180 N’ device produced by GE Sensing & Inspection Technologies
phoenix|X-ray Gmbh. The machine is equipped with nanofocus X-ray tube with
maximum 180 kV voltage. The tomograms were registered on Hamamatsu
2300 9 2300 pixel detector. The reconstruction of measured objects was done
with the aid of proprietary GE software datosX ver. 2.1.0 with use of Feldkamp
algorithm for cone beam X-ray CT [2]. The post-reconstruction data treatment was
performed using VGStudio Max 2.1 [3] and free Fiji software [4].

In this publication, we will concentrate on a single, important problem in
porous materials study. The typical porous material can be described as a two-
phase composite, where one phase is a solid or condensed phase and the second
one is a void or some gas or liquid phase. The problem is to separate on each cross
section the solid and the void part of the material. In the case of high difference in
X-ray linear attenuation factor for both phases (like porous titanium for example),
the solution is very simple. The histogram for voxels values consists of two
separated Gaussian-shaped peaks. Any threshold value between the peaks gives
correct segmentation for solid and void phases. For some other materials usually
minerals, the peaks on the histograms overlap in some parts (Fig. 1). Few median
filters applied to the cross section leads to more separated peaks (Fig. 2). Now
some binarization methods (like Otsu) may be used to obtain separated phases
(Fig. 3).

The situation is little more complicated for less contrast (contrast for X-ray)
materials such as trabecular bone (both human and animals). The bone is built
from the compact/cortical bone (solid phase) and the marrow (liquid phase).
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Typically on the cross sections, both phases are easily recognizable but on the
histogram only one much broadened peak exists (Fig. 4).

Also in this case, few median filters (Fig. 5) and Otsu method application lead
to clear separation of the phases.

The final 3D reconstruction is consistent, and the solid phase is well visible
(Fig. 6). Some soft materials, almost transparent for X-ray radiation represent the
most difficult case. The biological soft tissue, floral samples, or many lightweight
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Fig. 1 Micro-tomography image of mineral (a) and its histogram (b)
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Fig. 2 Micro-tomography image of mineral with median filtering (a) and its histogram (b)

Fig. 3 Binarized micro-
tomography image of mineral
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polymers are typical representative for this class of objects. Also the bad mea-
surements conditions may lead to weak signal-to-noise ratio.

Typical examples are shown below: the pumice measured in bad conditions
(Fig. 7) and the polymer foam (Fig. 8).

The solid phase structures are visible on the pictures, but on the histogram only
one peak exists. Furthermore, any typical filter applied to the image cannot sep-
arate the phases, because voxels with the same grey values exist inside and outside
of the solid phase. Any threshold value will lead to high fragmentation of the solid
phase or to appearing of the false solid phase inside the void phase.
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Fig. 4 Micro-tomography image of trabecular bone (a) and its histogram (b)
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Fig. 5 Micro-tomography image of trabecular bone with median filtering (a) and its histogram
(b)
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2 State of the Art

There is no direct way for image segmentation [5]. The most common segmen-
tation methods belong to one of the following methodologies [6]:

Fig. 6 3D reconstruction of trabecular bone
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Fig. 7 Micro-tomography image of pumice measured in bad conditions (a) and its histogram (b)
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• Pixel-based segmentation methods
That kind of segmentation methods use only the values of the single pixels and
do not concern about local neighbourhood. Thresholding is an example of
pixel-based method [7].

• Region-based segmentation methods
That type of methods analyse the values in larger areas [8]. Neighbouring
pixels are checked, and if they fulfil some conditions of similarity, they are
added to form homogeneous region. Region-growing algorithm is an example
of region-based method.
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Fig. 8 Micro-tomography image of polymer foam (a) and its histogram (b)

Fig. 9 The original image (a) and its under study part (b)
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• Edge-based segmentation methods
These methods use information about gradient to detect edges and then try to
follow them. Canny-Deriche method is an example of edge-based method [9].

• Model-based segmentation methods
That kind of methods are imitating some physical properties or processes and
tries to find object contour by using information from image. Deformable
models show model-based example [10, 11].

Deformable models are widely and successful applied for medical image seg-
mentation. They give good results when studied images are corrupted by noise and
artefacts. On such images, techniques as thresholding or edge detection may have
difficulties with proper segmentation [10]. Various methods based on deformable
models were worked out [11].

2.1 Some Existing Approaches Applied to Our Sample Image

Sample segmentation methods have been tested. Comparison of methods has been
performed on image which is a part of original image (Fig. 9). Results shown in
the next figures prove that classical methods alone fail in segmentation of images
studied in this paper.

Simple thresholding fails because of similarities in intensities between pixels
inside objects and background (Fig. 10).

Fig. 10 Image after
thresholding with one
threshold
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Sobel filter is sensitive to noise what in our case produces very large amount of
false-detected edges (Fig. 11).

Moreover, edges are not thinned. Canny-Deriche edge detector (Fig. 12) with
low-smoothing level produces significant amount of false-detected edges and
leaves some gaps in the edges.

Canny-Deriche edge detector [9, 12] with high-smoothing level produces small
amount of false-detected edges but creates large gaps in edges (Fig. 13). However,
authors’ algorithm detects edges more optimally with small amount of false-
detected edges, and small gaps as will be seen at the end of Sect. 4.

3 Used Methods

3.1 Bilateral Filter

Bilateral filter is a smoothing technique which allows to remove textures, noise,
details but preserves large edges without blurring. Bilateral filter is a modified
version of Gaussian convolution. Gaussian filtering is weighted average of the
adjacent pixels intensities in the given neighbourhood where weights are
decreasing with increasing spatial distance from the central pixel as given in (1).

G½I�p ¼
1

WpG

X

q2S

Grðj p� qj jjÞIq; ð1Þ

Fig. 11 Image after use of
Sobel filter
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Fig. 12 Image after use of
Canny–Deriche edge detector
with low-smoothing level

Fig. 13 Image after use of
Canny–Deriche edge detector
with high-smoothing level
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where Gr xð Þ is Gaussian convolution kernel given by (2).

Gr xð Þ ¼ 1
2pr2

exp � x2

2r2

� �
: ð2Þ

where: S is the spatial domain, WpG is sum of all weights, I is intensity of pixel,
j p� qj jj is the Euclidean distance between the central pixel p and another pixel q
form the given neighbourhood. Neighbourhood size is given by r. Main disad-
vantage of Gaussian filtering is edge blurring.

Bilateral filter is defined as in (3)

B½I�p ¼
1

WpB

X

q2S

Grsð p� qk kÞGrrð Ip � Iq

�� ��ÞIq; ð3Þ

where,

WpB ¼
X

q2S

Grs p� qk kð ÞGrr Ip � Iq

�� ��� �
: ð4Þ

Only pixels close in space and intensity range are considered. Gaussian kernel
in spatial domain (GrsÞ decreases weights with increasing distance. Gaussian
kernel in range domain (GrrÞ decreases weights with increasing intensity differ-
ences. Combination of both kernels give bilateral filter capability of smoothing
image and preserve edges at the same time [13]. These properties are very useful
for smoothing lCT images studied in this paper. That filter is especially effective
for images containing small objects like those under our consideration.

3.2 Canny-Deriche Edge Detector

Canny formulated the criteria for effective edge detection:

• Good detection—low probability of failing to detect existing edges and low
probability of false detection of edges

• Good localization—detected edges should be as close as possible to the true
edges

• One response to one edge—multiply responses to one real edge should not
appear

Canny combined these criteria into optimal operator and found that it is
approximately the first derivative of Gaussian [9, 12]—see (5)
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f xð Þ ¼ � x

r2
e�

x2
2 �r2

: ð5Þ

In 1987, Deriche-modified Canny approach to implement optimal edge detector
[9]. He presented optimal edge detector with impulse response given by:

f xð Þ ¼ k � e�a�jxj sin xx ð6Þ

and second version when x tends to 0:

g xð Þ ¼ k � xe�a�jxj: ð7Þ

Fig. 14 Some examples of noise type, various images intensity, and similarities in pixels
intensities inside objects of interest and background
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Performance of that approach is much better than the first derivative of a
Gaussian presented by Canny. Calculation of magnitude and gradient direction are
performed. Then, non-maximal suppression selects the single maximum point
across the width of an edge. After that, step edges are thinned. Then, hysteresis
thresholding is performed to get the final result. Hysteresis thresholding using two
threshold divides pixels into three groups. Pixels below low threshold are

Fig. 15 Flow chart of
proposed approach
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removed, and above high threshold are retained. Pixel with intensity between
low and high threshold is retained only if connected to pixel above high threshold
[9, 12].

4 The Proposed Methodology

Images which are analysed in this paper are quite complicated to segment. The
objects size, image size, image intensity, and level of noise are various between
each individual group of images. Some of them include artefacts resulting from the
method used. The major difficulty is that some of the objects have intensities of
pixels very similar to the background elements (Fig. 14). That inconvenience rules
out use of the simple segmentation methods based on pixel intensity such as
thresholding. This paper focuses on edge detection.

Figure 15 shows the flowchart of the suggested approach.
First histogram normalization is applied to the original image. Due to high

noise level of images, efficient smoothing plays a key role. Our approach involves
bilateral filter. After conversion to greyscale and histogram normalization
(Fig. 16), bilateral filter is applied (Fig. 17). Bilateral filter uses 3 9 3 mask by
default. Then, Canny-Deriche edge detector is applied. If the image contains more
than one long edge (above threshold), then objects from this image are considered
as big. Otherwise, too short edges are removed which leads to the final result. For
images considered as including big objects, procedure starts over with the use of

Fig. 16 Image after
conversion to grey scale and
histogram normalization
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bilateral filter with 5 9 5 mask in spatial distance domain omitting calculation of
edges length.

The mask size is based on segmented objects size. Canny–Deriche algorithm [9,
12] is used to detect edges (Fig. 18).

Parameters are fixed. In the last step, small false-detected edges are removed
(Fig. 19). Algorithm removes only edges shorter than the chosen value. That the
value is based on object size.

5 Experimental Results and Interpretation

The algorithm produces very small amount of false edges detected, but those very
weak and hard to differ from background are not detected. Using bilateral filtering
prior to Canny–Deriche edge detector gives better results than Canny–Deriche
algorithm itself. Some objects are not fully segmented because of some gaps in
edges occurred after detection. Parameters of Canny–Deriche edge detector are
fixed similarly as bilateral filter intensity range. Bilateral filter spatial distance is
adjusted to object size. We hope that the approach proposed after some modifi-
cations could give fully segmented images. The basic feature of the presented
method is its ability to treat weak contrast images giving promising results of
image segmentation (Figs. 20, 21, 22, 23).

Fig. 17 Image after use of
bilateral filter with 5 9 5
mask size
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In some cases, it is impossible to get good-quality images. One of the samples is
the biological soft tissue which is drying during measurements. To prevent the
sample from being dehydrated, the measuring time is decreased. But short time for
a single projection leads to a decrease in the signal-to-noise ratio. Newly proposed

Fig. 18 Image after use of
Canny–Deriche edge detector

Fig. 19 Image after removal
of too short edges
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method for cross-sectional processing gives a possibility to significantly reduce the
measurement time with similar quality of phase detection as longer measurement
and classical workflow based on median filters. Moreover, the proposed approach
can help to determine initial contours for deformable models methods of image
segmentation.

Fig. 20 The original sample image (a) and segmentation results of the whole image (b)

Fig. 21 The original sample image (a) and segmentation results of the whole image (b)
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Flexible Cloud Architecture
for Healthcare Applications

Amit Kr Mandal, Anirban Sarkar and Nabendu Chaki

Abstract A healthcare cloud is used by healthcare service providers for storing,
maintaining, and backing up personal health information along with structured
management of the health data across multiple healthcare providers. On a daily
basis, healthcare services deal with different kinds of digital information ranging
from structured to unstructured. The widespread adoption of electronic health
records have resulted in an improved patient health and safety as well as signifi-
cant savings in healthcare costs. Moreover, deploying healthcare records over
cloud environment will enable access of critical patient’s information at any time
and from anywhere. But many enterprises are facing a major research challenge
due to the unavailability of suitable cloud architecture for design, development,
and deployment of healthcare services. In this paper, a flexible architecture for
SaaS-based healthcare services has been proposed specifically for healthcare
applications, which is capable of semi-structured healthcare data management and
storing compatible with Health Level Seven (HL7) standard (Hennessy et al. in A
framework and ontology for mobile sensor platforms in home health management,
2013; Liu et al. in iSMART: ontology-based semantic query of CDA documents
AMIA annual symposium, pp. 375–379, 2009) [6, 7]. HL7 specifies the structure
and semantics of ‘‘clinical documents’’ for the purpose of sharing; therefore, data
can be easily shared among the applications.
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1 Introduction

Technology today affects every single aspect of modern society. Hi-tech revolution
affected every single sector, and its impact is more apparent in the field of med-
icine and health care than the other fields. Technological breakthroughs are rev-
olutionizing the way health care is being delivered. Healthcare technologies have
evolved over the years from departmental solutions to encompass larger solutions
at the enterprise level, and from standalone systems that provide limited and
localized solutions to more interconnected ones that provide comprehensive and
integrated solutions. The complexity of healthcare system has also evolved from
there being passive and reactive systems to now becoming more interactive and
proactive with more focus on the quality of care [1]. Healthcare systems also
benefited from the advancements in technology such as data storage systems, full
redundancy for critical systems, as well as the recently emerging cloud computing
environment to provide efficient and reliable solutions to support health services
[2]. The widespread adoption cloud computing is changing modern health care and
its delivery models at an ever-increasing rate. The inherent success of cloud-based
service delivery models and the application has forced many researchers to rethink
the often-debated question: can and how healthcare services be effectively offered
through the cloud?

The requirements for computation power, storage, and continuous availability
of healthcare data necessitate the use of the cloud computing services [3, 4]. It
enhances the transfer, availability, and recovery of health records. It is also pro-
vides an easy and ubiquitous access to health data by improving medical services,
opening new business models and opportunities. Although there is no standard
definition of the healthcare cloud, it can be considered as a platform that, besides
storing gigantic volumes of the health data, also serves as a structured management
of the health data across multiple healthcare providers [5]. But the data in
healthcare cloud are mostly semi-structured and may or may not conform to an
open standard. These result in severe interoperability problems. In this regard,
Health Level Seven (HL7) Reference Information Model (RIM) [6] and clinical
document architecture (CDA) [7] can be considered as a standard data represen-
tation model. CDA is derived from RIM, and it is a document markup standard
that specifies the structure and semantics of ‘‘clinical documents’’ for the purpose
of exchange [7].

In healthcare domain, ontology and vocabulary standards enable semantic data
integration, as they serve as a semantic reference for system programmers and
users. It is also helpful in syntactic problems. HL7 CDA is intended to support the
interchange of medical contents in context level. CDA is derived from RIM, which
represents the information that has to be migrated into healthcare resource. HL7
RIM is developed based on UML. Act, Entity, and Role are defined as top-level
classes in healthcare domain. In order to express one-to-many mapping relation-
ship between instances of these key classes, three top classes, namely ‘‘Partici-
pation,’’ ‘‘Act_Relationship,’’ and ‘‘Role_link,’’ are also defined [8]. Here, ‘‘entity’’
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is physical things or group of physical things or organization, ‘‘act’’ defines a
record of something that is being done or has been done, whereas a ‘‘role’’ is
defined over an entity and defines its act. These classes are basic models that
describe the CDA entry. Clinical documents, according to CDA, have six char-
acteristics: persistence, stewardship, potential for authentication, context, whole-
ness, and human readability. CDA defines a header for classification and
management and a document body that carries the clinical record. While the
header metadata are prescriptive and designed for consistency across all instances,
the body is highly generic.

Most of the cloud-based healthcare applications require secure, efficient, reli-
able, and scalable access to the medical records. Large numbers of medical records
and images related to millions of people will be stored in healthcare clouds. The
data may be replicated for high reliability and better access at different locations
and across large geographic distances. Some of the data could also be made
available locally [9]. These requirements enforce the need to have some storage
services that provide fault tolerance, secure storage over public clouds, and rich
query languages that allow efficient and scalable facilities to retrieve and process
the application data [10]. In addition to these, the data in healthcare cloud must be
consistent and constantly in a valid state regardless of any software, hardware, or
network failures [11]. All cloud-based healthcare applications must deliver error-
free services.

In this paper, a flexible cloud architecture for healthcare applications
(FCAHCA) has been proposed for SaaS-based healthcare services, by incorpo-
rating all the features those are necessary for a cloud application such as scala-
bility, flexibility, portability, adaptability, coexistence, and integrity. The proposal
uses HL7 RIM and CDA standards [7]. The layered approach of the proposed
architectural framework provides abstraction of different components in SaaS,
suitable for the healthcare applications. It localizes the changes in one part of the
solution and therefore minimizes the impact of change on the other parts. More-
over, it eases application maintenance and enhances overall application flexibility.
Besides these, an extensive analysis of the proposed architectural framework is
carried out using use cases and interaction diagrams to explain its functionality.
The proposed architecture is a major extension of Flexible Cloud Architecture for
Data-Centric Application (FCADCA) [12].

2 Related Works

In cloud computing paradigm, cloud service providers are not yet able to establish
a standard methodology for designing, developing, and deploying cloud-based
healthcare services. The published models and/or methodologies studied in the
earlier literatures can be broadly classified into two categories based on the areas
of interest: health cloud architectures and data storage in health cloud.
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Recently, several researches have attempted toward the architectural model of
health cloud, but only few of them are supportive toward flexible application
development and heterogeneous medical data storage. Baru et al. [3] proposes
CARE platform, the goal of which is to engender collaboration between the many
domains of health information science and technology to leverage their respective
strengths and unique capabilities. Lounis et al. [5] describes architecture for col-
lecting and accessing large amount of data generated by medical sensor networks.
It enables easy information sharing between healthcare professionals. Further-
more, it also describes an effective and flexible security mechanism that guarantees
confidentiality, integrity, as well as fine-grained access control to outsourced
medical data. Bahga et al. [4] propose an EHR system called cloud health infor-
mation systems technology architecture (CHISTAR) that achieves semantic
interoperability through the use of a generic design methodology. CHISTAR
application components are designed using the cloud component model approach
that comprises of loosely coupled components that communicate asynchronously.
It also approaches for semantic interoperability, data integration, and security.
Thuemmler et al. [13] proposes taxonomy and architecture for the implementation
of the software-to-data paradigm in healthcare scenarios. The model is based on
the ‘‘FI Core Platform.’’ Ukis et al. [14] describes the key challenges involved in
building a cloud-based solution for advanced medical image visualization and
proposes a generic architecture that effectively addresses these challenges, whereas
[15, 16] focuses on the design of a cloud framework for health monitoring system
(CHMS). It collects patient’s health data and publishes them to a cloud informa-
tion repository. Further, it facilitates analysis of the data using services hosted in
the cloud. However, most of these models are not properly supported with mul-
titenancy, scalability, healthcare process management, semi-structured data man-
agement, data portability, etc. Moreover, multitenancy in cloud only supports the
structured database operations and without having any metadata management
services. In this regard, a scalable cloud architecture called Flexible Cloud
Architecture for Data-Centric Applications (FCADCA) can be considered. It
possesses several advantages over the others [17].

The health cloud application requires to deal with the large volume of data in
different forms. Different cloud-based healthcare service provider uses their unique
data representation and management techniques. Almutiry et al. [10] reviewed
several cloud-based EHR systems and their functionalities, and based on this, it
proposes a framework for data storage. Ermakova et al. [9] proposes a multipro-
vider cloud architecture that satisfies many of the requirements by providing
increased availability, confidentiality, and integrity of the medical records stored
in the cloud. This architecture features secret sharing as an important measure to
distribute health records as fragments to different cloud services, which can pro-
vide higher redundancy and additional security and privacy protection in the case
of key compromise, broken encryption algorithms, or their insecure implementa-
tion. Khan et al. [18] describe mechanisms to represent health regulations in
machine-processable format. It also provides automatic reasoning about the
compliances between the machine-processable regulations and the collected
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real-time data. Abbas et al. [11] surveyed the state-of-the-art privacy-preserving
approaches employed in the e-Health clouds. Moreover, the privacy-preserving
approaches have been classified into cryptographic and noncryptographic
approaches and taxonomy of the approaches is also presented. Furthermore, the
strengths and weaknesses of the presented approaches are reported and some open
issues are highlighted.

Beside this, information exchange between several cloud service providers is
equally important for health cloud applications. Mohammed et al. [19] outline a
distributed Web interactive system for sharing health records on the cloud using
distributed services and consumers, called Health Cloud eXchange. This system
allows different health record and related healthcare services to be dynamically
discovered and interactively used by client programs running within a federated
private cloud. Others [20–22] propose ontology-based health record storage sys-
tem in cloud environment. It may have a knowledge reasoning model which can
include knowledge analysis module, ontology modeling module, decision engine,
rule engine, and semantic template. The models provide a method which can
analyze the diet and lifestyle information of people. And the information can be
achieved from the domain ontology which is pretreated by domain experts. With
the results of semantic reasoning processes, people can get some better healthcare
services.

3 Scope of the Work

SaaS enhances collaboration among different healthcare organizations and to fulfill
the common requirements, such as scale, agility, and cost-effectiveness. Besides
several advantages of using SaaS for the delivery of healthcare services, it also
offers some serious challenges which must be handled efficiently in order to
establish SaaS as an effective service delivery model for healthcare services. These
challenges can be categorized into business challenges, operational challenges, and
technical challenges. Business challenge includes revenue model, payments,
market, customer stickiness, and business models on SaaS. In operational domain
service-level agreement (SLA), trust and quality of services are major concerns to
be resolved.

Further, applications in public health and health services require access to a
range of heterogeneous data, from environmental information in a region, to
population-level data across regions, to more closely held personal health infor-
mation, and from reference scientific data sets to observational data and sensor
streams. Therefore, healthcare organizations are in the throes of a data explosion.
Besides this, several incentives encourage hospitals everywhere to adopt electronic
health records (EHRs). At the same time, there is an upsurge in the creation of
Digital Imaging and Communications in Medicine (DICOM) data [8]. Therefore,
numerous hospitals are implementing new picture archiving and communication
systems (PACS) [8]. In addition to the aforementioned difficulties, in healthcare
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domain, 70–80 % of data are semi-structured in nature [23]. As a result, hospitals
are finding it increasingly difficult and costly to manage all of these data. Even
worse, most of the healthcare service providers are not meeting backup window
requirements because there is simply too much data and not enough space and time
for replication.

However, the most critical challenge toward providing healthcare services by
SaaS model is majorly technical. Firstly, a cloud application needs to architect
with reference to a standard architectural framework, but there is no common
consensus in industry or academia on design and deployment of the cloud-based
healthcare services. Secondly, most healthcare providers require high availability
of the cloud-based healthcare services. Service and data availability is crucial for
healthcare providers. It cannot effectively operate unless applications and patients’
data are available [2]. Inside SaaS, the flexibility means the ease with which new
services can be added or removed within a system without affecting the others.
Thus, it is important that the environment of healthcare services lives in constant
change and evolution. A healthcare service should be portable across the different
service providers, and it should also be adaptable to any platforms or infrastruc-
tures [16]. Thirdly, a health cloud can contain several applications in a fully shared
environment; therefore, they needed to coexist. Now, it is a common practice that a
healthcare application is required to integrate with a third-party application on
premises or hosted and there must be some mechanism to support it. Finally, on a
daily basis, healthcare services deals with different kinds of digital information.
This leads to semantic heterogeneity. Semantic heterogeneity occurs when there is
a disagreement about the meaning, interpretation, or intended use of the same or
related data. In this regard, usage of semi-structured data representation can be
very effective as it contains tags or other markers to separate semantic elements
and enforce hierarchies of records and fields within the data.

4 Flexible Cloud Architecture for Healthcare Applications

The proposed architectural framework called flexible cloud architecture for
healthcare applications (FCAHCA) is devised using three core functionalities of
SaaS, namely scalability, customizability, and multitenancy. Apart from these, the
architecture is capable of providing the support for healthcare applications with
interoperable data sets. Besides considering the standard functionalities of IaaS
and PaaS in this architectural framework, an initiative has been taken to stan-
dardize the SaaS architecture for healthcare services. In this architecture, SaaS
layer of healthcare cloud is divided into four basic layers, namely application
layer, service management layer, healthcare process management layer, and data
layer (Fig. 1). The data layer has been further divided into metadata management
sublayer which uses HL7 RIM and CDA as standard for data representation, and
CDA-compatible database management sublayer.
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In FCAHCA, each layer contains an ‘‘interface’’ which provides the means of
interaction between different layers and it supports the exchange of information.
Information exchange can be messages, which conforms a referenceable exchange
pattern, structure, and semantics of the indicated information model. Interface also
provides a barrier that enables the application logic to change without affecting the
consumer of the interface. An interface may consist of a number of ‘‘access
points’’ which provides access to the functionality exposed by the components of
the layers. An access point of an interface can interact with more than one access
point of the other interface across the different layers. The access points are
selected dynamically for a particular service or service component based upon
their availability and the type of the service or service components. Therefore, the
easy addition or deletion of any service component for a particular service can be
achieved.

The layered architecture is helpful toward the proper conceptualization and
abstraction of different components of SaaS-based healthcare system. It also
localizes the changes to one part of the solution and therefore minimizes the
impact of changes on the other parts. Further, it eases application maintenance and

Fig. 1 Flexible cloud architecture for healthcare applications
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enhances overall application flexibility. The detailed descriptions of these layers
are as follows:

a) Application Layer This is the outermost layer, which directly interacts with
the user via application interface. It is responsible for providing services and
managing service configurations. The user-centric configuration information
can be defined and stored with XML, since it is a cross-platform, self-
descriptive, and extendable language. Here, designer can describe services as a
set of applications operating on some instructions. The operations and
instructions are described abstractly and bound to concrete communication
protocol and offered as a services.

b) Service Management Layer This layer is responsible for providing services to
the user as per their applications requirements. This layer is composed of several
‘‘service functional modules.’’ A service functional module is a part of the
‘‘healthcare component’’ defined in the healthcare process management layer
which performs a specific task as per the role of the users and governed by
healthcare rules. Here, several functional modules can be combined together,
which in turn helps in defining a service. Application customization can be done
by defining the fields, formulas, and work flows among the services. Service
customization information is stored in an index system, which helps to fasten the
service discovery process. With the proper service-scheduling mechanism, this
architectural framework can provide services with the increasing number of
users without any considerable amount of degradation in performance.

c) Healthcare Process Management Layer Healthcare process management
layer consists of several ‘‘healthcare component’’ and a set of ‘‘healthcare
rules.’’ A healthcare component is a set of healthcare process which may be
considered atomic, and it is potentially fully automatable. Healthcare rules
help in business modeling by enforcing some constraints in structure or in
control behavior of the healthcare components. With this kind of framework,
designers are able to achieve care-domain-oriented service grouping, which is
independent of the functional modules used to define it. Therefore, the changes
in this layer can be more readily accommodated since components and rules
are separated. This provides higher flexibility toward the applications devel-
opment. Based upon the defined healthcare rules, this layer can differentiate
the level of access of the consumer over the application. It can also offer role-
based service discovery and service policy by imposing some constraints. The
components deployed in this layer can be shared among the different users or
user groups. This layer is responsible for controlling the information exchange
between service management layer and data layer.

d) Data Layer In this architectural framework, the data layer is divided into two
sublayers, namely metadata management sublayer and semi-structured data
management sublayer. Metadata management layer is based upon HL7 RIM
ontology [6] and CDA [7] standards for data storage format and works as a
bridge between healthcare process management sublayer and the CDA-com-
patible database management sublayer. Moreover, depending upon the types
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of data, metadata can be grouped as follows: ‘‘user data’’ which contains the
user-related information; ‘‘application data’’ which holds application-related
information; ‘‘service data’’ which is required for storing service properties
and service indexing, whereas ‘‘event data’’ manages the healthcare events
information. With metadata management layer, designers can separate the
services and the related users logically.
The data layer of FCAHCA framework supports structured, semi-structured,
and unstructured data representation, and storage of large-scale healthcare data.
Semi-structured data are a form of structured data that do not conform to the data
models associated with relational databases, but nonetheless contains tags or
other markers to separate semantic elements and enforce hierarchies of records
and fields within the data [24]. Therefore, the preponderance of semi-structured
data generated by PACS, DICOM, and by enterprise content management
(ECM) system can be managed more efficiently in this architectural framework.

Inherent in FCAHCA are characteristics that exacerbate existing quality-of-
service (QoS) [25] concerns to the cloud environment. It is required for main-
taining loose coupling, efficient composition of federated services, heterogeneous
computing infrastructures, decentralized service-level agreements, and so on.
These characteristics create complications for QoS which clearly require attention
in any cloud environment. The QoS layer of FCAHCA enables noncompliance
with service qualities as a whole and also in each layer of FCAHCA. Thus, the
FCAHCA can capture, monitor, log, and signal noncompliance with nonfunctional
requirements that relate to the service qualities. In some cases, the QoS layer can
actually realize such nonfunctional requirements. In a sense, this layer observes the
other layers and sends message or triggers events when it detects noncompliance,
or preferably when it anticipates noncompliance. The QoS layer establishes issues
related to nonfunctional requirements as a primary concern of cloud services and
provides a focal point for dealing with them. It provides the means of ensuring that
the architecture meets its requirements with respect to reliability, availability,
manageability, scalability, and security. As such, the QoS layer is applicable to all
other layers of FCAHCA architectural framework.

Moreover, the cloud administration layer covers all aspects of managing the
cloud services. This layer monitors all policies from manual governance to cloud
service policies. It can provision and create policies for cloud services and also
monitoring violation of service-level agreements. Like QoS layer, this layer is also
applicable to all other layers of FCAHCA.

5 Analysis of FCAHCA Using UML

The architecture of software system includes architectural concepts and appro-
priate syntax to represent them. The Unified Modeling Language (UML) [26] is
the de facto standard for expressing the architectural design of software systems.
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The UML modeling uses a notion view, which is a projection of the system on one
of its relevant aspects. In this section, UML notation-based structural and
behavioral views have been considered to analyze the functionality of proposed
FCAHCA architectural framework.

UML provides several different notations which constitute different views of
UML designs. Among these, use case diagram and sequence diagram are con-
sidered for analyzing the structural and behavioral aspects of any system. Those
diagrams are useful toward analysis of functional aspects of the FCAHCA archi-
tectural framework. Use case diagrams display the relationship among actors and
use cases. The use case depicts a set of scenarios describing interactions between
users and components of FCAHCA. The analysis of FCAHCA using use case
diagrams deals with set of interfaces and also with the behavioral characteristics at
the boundary of the system. Again, sequence diagrams can be used to demonstrate
the interaction of the components in FCAHCA. It primarily shows the sequence of
events that occur. Sequence diagram therefore clearly defines the behavioral
aspects of FCAHCA and are based on the structural and interface views.

The UML modeling helps in conceptualizing the different actions and seman-
tics of the FCAHCA architectural framework in a more formal way. These actions
and semantics of FCAHCA are represented using UML notations which are
manifested by an abstract action language. Moreover, these modeling methodol-
ogies are useful to exhibit the detailed insight of the framework and effective
toward the analysis and verification of functional characteristics of the proposed
FCAHCA framework.

5.1 Use Case Representation of FCAHCA

Use case representation of FCAHCA illustrates possible valid engagements among
its components; it also shows the capability of the system and demonstrates
interaction mechanisms for the users of the system. In addition to this, a layer-
specific analysis of FCAHCA is also carried out using use case diagrams. Figure 2
is a diagram which depicts the interaction among actors and different component
and concepts of healthcare cloud. In this scenario, important facets of a FCAHCA
architectural framework are described. Here, for simplicity, two different types of
actors are considered ‘‘service consumer’’ and ‘‘service provider.’’

As discussed in description of FCAHCA, service consumers directly interact
with the application layer. The service consumer can specify ‘‘service require-
ments’’ and ‘‘QOS parameters.’’ The service consumer information along with the
requirements is then passed to the service layer interface.

Service layer provides some mechanism which helps in ‘‘search for services’’ in
‘‘service registry’’ based on the user requirements. A consumer can ‘‘select suit-
able services’’ from the search results and subscribe to it by agreeing on ‘‘service-
level agreement’’ (SLA). SLA defines a contract between a service provider and a
service customer. Usually, it is specified in measurable terms about ‘‘what services
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the service provider will furnish.’’ Service consumers may have different type of
requirements; therefore, they may want to customize the services as per their
needs. It may also able to unsubscribe a service. ‘‘Service customization’’ and
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service ‘‘unsubscription’’ are also strictly monitored by the SLA. Here, the term
service customization implies the changing of fields and formulas of the services
without altering the core processes. The service customization can be achieved by
altering the ‘‘service configurations.’’ A service is composed of several ‘‘service
functional modules.’’ Therefore, to customize a service, one requires customizing
the service functional modules which must be in compliance with the SLA.
However, to ‘‘create or modify a service’’ provider requires defining new or
upgrading existing service functional modules. These service functional modules
will be included in the service registry.

The service functional modules are part of the ‘‘healthcare components,’’ which
is in the healthcare layer of FCAHCA. A healthcare component is composed of
‘‘healthcare process,’’ ‘‘healthcare rules,’’ and ‘‘data artifacts.’’ Therefore, crea-
tion or modification of a service functional module requires alteration in healthcare
components. This can be achieved by creating or modifying healthcare process or
by adding or altering the healthcare rules and also by altering the data artifacts.
However, service customization should be done only by changing the rules and
data artifacts. But these changes must be incorporated in such a way that it is in
compliance with SLA and also with the healthcare process used by the services.

The data artifacts are extended from the ‘‘metadata’’ which confirms the
structure and semantics used by the databases. The database of FCAHCA can be a
‘‘structured database’’ or a ‘‘semi-structured database,’’ or even an ‘‘unstructured
database.’’ Service provider can be able to ‘‘extend metadata’’ and ‘‘create or
modify database.’’

In FCAHCA, ‘‘interface’’ provides the means of interaction between the layers
and each layer consists of several components. These components require inter-
action with each other within and across the layers. And there is a many-to-many
relationship exists between the components. This relationship between the com-
ponents can be an include dependency or an extend dependency or aggregation.
Include dependency is used to extract use case fragments that are duplicated in
multiple use cases. Extend dependency is used when a use case conditionally adds
steps to another use case. However, as depicted in the use case diagram, only
extend dependency can exist in cross-layer scenarios. Therefore, in FCAHCA
architectural framework, no include dependency exists between two adjacent
layers, and it also has minimal number of extend dependencies across the layers.
This enables localizing the changes in one particular layer of FCAHCA and
minimizing the impact of changes on the other parts. Therefore, the architecture is
loosely coupled and the much needed flexibility can be achieved using this
architectural framework. Moreover, reducing components dependencies across the
layers typically makes it easier to reuse the concepts of any layer in different
context. Again, the extend dependencies are optional, and therefore, a component
can be configured externally, which also increases the reusability of the compo-
nents, and these in turn help in attaining multitenancy.
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5.2 Interaction Among Different Components of FCAHCA

As discussed earlier, in FCAHCA, a layer interacts with the other layers via its
interfaces. The end user interacts with the interface of the application layer. After a
successful verification of the user and application information, this interface passes
the application request to the interface of the service layer; otherwise, the appli-
cation request is turned down (Fig. 3).

After a successful verification, the service-related information is checked for
whether it matches with the capability of the service management layer or not.
Here, service consumer can search for services by specifying the desired QOS
values. And if the desired QOS values are not meet, then the service request is
turned down. Service consumer can select suitable services from the search result.
However, they can access that service only by agreeing on the SLA. The services
may consist of several service functional modules. Consumers may also able to
customize the services as per their requirements. This customization information is
stored as service configuration. The service functional modules are accessed as per
the service configuration (Fig. 4).

The service functional modules require accessing the healthcare components
and healthcare rules and data artifacts in order to compose a healthcare service
using FCAHCA; for this, it passes the healthcare process request through its
interface to the healthcare process management layer. Here, configurations of
healthcare components are checked to determine whether the requests are deliv-
erable or not. Then, it invokes appropriate healthcare process instance and asso-
ciates instances of the rule artifacts and data artifacts with the process instance and
also propagates a request for the verification of the data artifacts to the metadata
interface (Fig. 5).

The metadata management layer examines the request, and if the request meets
the metadata configurations, then the metadata information becomes available to
the healthcare process management layer. The metadata management layer then
exchanges the information related to connection and storage with the database
management layer interface. After verifying the connectivity, storage type and
storage location database management layer establishes connection with the
desired data storage system. The database can be an instance of a structured
database or semi-structured database or an unstructured database (Fig. 6).

Here, successful access or retrieval of data from the database management layer
confirms the metadata management layers request, as the database management
layer is dependent on the metadata management layer. Again as discussed earlier,
healthcare rule and data artifacts are using the metadata information; therefore,
metadata management layers realize the healthcare process management layer.
Dependency also exists between the service management layer and healthcare
process management layer so the last layer’s request approval confirms the first
layer. In application layer, different service functional modules of service man-
agement layer are combined together and provided to the user as a full flagged
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Fig. 4 Sequence fragments for service layer of FCAHCA

Fig. 5 Sequence fragments for healthcare process management layer of FCAHCA
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application. Therefore, application layer realizes by the service management layer.
The interaction between different layer interfaces and entire request processing
mechanism are illustrated in Fig. 3.

6 Illustration of FCAHCA

To illustrate how a service represented over the cloud, the fictional example of
electronic health record system (EHR) for direct care has been used. The EHR
system requires an infrastructure that permits fully interconnected, universal,
secure network of systems that can deliver information for patient care anytime,
anywhere. The example has been realized in the cloud computing environment
using proposed FCAHCA reference framework. The EHR system consists of a set
of functionalities which can be divided into three sections: direct care, supportive,
and information infrastructure. The simplified direct care EHR system consists of a
set of functionalities which can be divided into 3 sections: (1) health information
captures and review which includes patient demographics, care plans, and con-
sultation and prescriptions; (2) guidelines and protocols which includes diagnostic
reports and problems and medication; and (3) medication ordering and manage-
ment which includes order and purchase medication and management of clinical
documents. Table 1 depicts the simplified direct care EHR system.

Fig. 6 Sequence fragments for database layer of FCAHCA
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As shown in the Fig. 7, the healthcare process management layer of direct care
EHR system is composed of several healthcare components as listed in Table 1. This
layer also contains a set of healthcare rules such as registration policy, medication
policy, and care policy. Registration policy regulates the registration process,
whereas care policy introduces some constraints depending upon the patients’
medical insurance. These healthcare rules are combined with healthcare compo-
nents. In this, illustration service management layer consists of services like
demographic service, consultation service, medication service, etc. The service in
this layer uses some specific healthcare components. Here, the same type of services
may be grouped together. In application layer, the services are combined together to
form an application and provided as a service. Moreover, in direct care EHR system,
metadata is defined by HL7 RIM and CDA. The metadata layer can be grouped as
patient information metadata, consultation metadata, medication metadata, inven-
tory metadata, clinical records metadata, and financial metadata based on their
structure and semantics. Application data are stored in the EHR database which is
capable of storing structured, semi-structured, and unstructured types of data.

Table 1 Components of direct care EHR system

Direct care EHR domain ID Direct care EHR components

Health information capture and review HC 1 Patient demographic

HC 2 Guidelines

HC 3 Consultation and prescriptions

Guidelines and protocols HC 4 Diagnostic reports

HC 5 Problem and medication

Medication ordering and management HC 6 Order and purchase medication

HC 7 Manage clinical documents

Fig. 7 Direct care EHR system using FCAHCA
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7 Conclusion

In this paper, a new SaaS architectural framework for cloud-based healthcare
applications (FCAHCA) has been proposed. This architectural framework is
capable of handling semi-structured data sets and supports separation of concerns
among its components. It also possesses the several key characteristics of SaaS
those are necessary to develop and deploy cloud-based healthcare applications.

In this paper, a detailed analysis of the FCAHCA architectural framework also
has been illustrated using UML, specifically by using use case diagram and
sequence diagram. The use case analysis depicts a set of scenarios describing
interactions between users and components of FCAHCA framework. Moreover,
sequence diagrams are also used to demonstrate the interaction of the components
in FCAHCA, which shows the sequence of events that can occur. This actions and
semantics of FCAHCA framework are represented by using UML notations which
are manifested by an abstract action language. Therefore, these modeling meth-
odologies are providing some formal aspects and are also able to verify or clarify
the vast majority of characteristics of FCAHCA.

The future work includes the refinement of the proposed architectural frame-
work with appropriate semantics toward representation of multitenant SaaS
applications. A comprehensive quality evaluation scheme for the proposed
FCAHCA framework will be also carried out based on the quality-related features.
Heterogeneous data representation and access mechanism for FCAHCA also will
be focused as prime future work.
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An Overlay Cognitive Radio Model
Exploiting the Polarization Diversity
and Relay Cooperation

Sandip Karar and Abhirup Das Barman

Abstract Interference mitigation is one of the significant challenges in overlay
cognitive radio (CR). This paper proposes a scheme to avoid the interference in an
overlay CR scenario by exploiting the polarization diversity and relay cooperation.
In this scheme, a dual-polarized antenna is incorporated at the secondary trans-
mitter, one of which acts as a relay to the primary user’s signal and cancels out
the interference via space–time coding. Analytical results about the error perfor-
mance and the outage probability for the scheme have been calculated. The per-
formance degradation in the absence of perfect CSI has also been shown.

1 Introduction

With rapid growth of wireless applications, the problem of spectrum utilization has
become much more critical. Cognitive radio (CR) technology offers a promising
solution, in which the licensed spectrum can be reused in three ways, namely
underlay, overlay, and interweave method [1]. In underlay and overlay methods,
both the primary and the secondary users can simultaneously use the same spec-
trum, whereas in interweave method, the secondary user continually searches for
the spectrum holes and uses those spectrum holes for communication. Different
interference mitigation techniques in overlay CR network have been proposed
such as MIMO precoding [2], beamforming [3, 4], etc. In most of the overlay
techniques, it has been assumed that the secondary transmitter has non-causal
information about the primary user’s message or the full channel state information
(CSI) which is quite impractical.
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In this paper, we exploit the polarization diversity to mitigate the interference in
an overlay spectrum sharing scheme. The use of the polarization of the radio signal
is not new in wireless communication, but only a few papers have addressed the
issue [5–9]. But exploiting the polarization of the signal in the context of inter-
ference mitigation in overlay CR has not been done previously to the best of our
knowledge. Our scheme requires a dual-polarized antenna at the secondary trans-
mitter side, one of which acts as a decode-and-forward (DF) relay to the primary
and cancels out the interference via space–time coding and the other secondary
antenna is used for secondary transmission. Only the receivers need to know the
CSI of all the links. The channel gains can be estimated by pilot symbols before
the actual communication starts. This scheme certainly reduces the throughput of
the primary user. But if the direct line-of-sight communication link of the primary
user is comparatively worse than the link via secondary relay, then this scheme
would be immensely useful. A scheme similar to this has been previously proposed
in [10] where the secondary transmitter uses two separate antennas to form a MISO
system. One of the main disadvantages of that scheme is that the antennas must
be separated large enough resulting in larger size and higher cost of the secondary
user. This scheme is replaced here by a dual-polarized antenna as a space and cost-
effective alternative. Also larger number of channels needs to be estimated
beforehand [10] in comparison with the dual-polarized scheme used here.

The rest of the paper is organized as follows: Sect. 2 gives an analysis of a
2 9 2 CR model where the primary and the secondary users share the spectrum
using polarization multiplexing. In Sect. 3, we propose our relay based commu-
nication scheme using dual-polarized antenna at the secondary, and analytical
formulation of average symbol error rate and outage probability for the scheme
have been carried out. Sect. 4 gives the analysis for average symbol error rate and
outage probability of the same scheme under imperfect CSI. Simulation results are
shown in Sect. 5, and conclusions are drawn in Sect. 6.

2 A 2 3 2 Cognitive Radio Model Using Orthogonal
Polarization

A schematic model for a 2 9 2 overlay CR has been shown in Fig. 1 where the
primary users (both Tx and Rx) are using vertically polarized antennas and the
secondary users are using horizontally polarized antennas. The symbols
hpp; hps; hsp and hss denote the flat Rayleigh fading channel gains each with
parameter rh. In ideal scenario, the cross-polar transmission, i.e., transmission
from vertically polarized Tx antenna to horizontally polarized Rx antenna or vice
versa, should be zero. But in reality, there is always some cross-polar leakage
mainly due to the rotation of the plane of polarization when the signal propagates
through the atmosphere.

It has been shown in [9] that the leakage from vertically to horizontally
polarized transmission and horizontally to vertically polarized transmission has the
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same power on average. Let a be the fraction of the cross-polar leakage power
where 0\a� 1. To incorporate the cross-polar leakage, the channel gain between
orthogonal polarized antennas should be multiplied by

ffiffiffi
a
p

. Let the primary
transmitter transmit the symbol xp with power Pp and the secondary transmitter

transmit the symbol xs with power Ps simultaneously. We assume Eðjxpj2Þ ¼ 1 and

Eðjxsj2Þ ¼ 1. The received signals at the primary and secondary receivers are
given by

yp ¼
ffiffiffiffiffi
Pp

p
hppxp þ

ffiffiffiffiffiffiffi
aPs

p
hspxs þ np ð1Þ

ys ¼
ffiffiffiffiffi
Ps
p

hssxs þ
ffiffiffiffiffiffiffiffi
aPp

p
hpsxp þ ns ð2Þ

Here, np and ns are the additive white Gaussian noise with zero mean and
variance N0 at the primary and secondary receivers, respectively. In ideal scenario
a = 0, the term xs vanishes in the expression of yp and the term xp vanishes in the
expression of ys. So there would be no interference at each receiver. But in actual
case, a 6¼ 0 due to cross-polar leakage, and hence, this causes some interference
both to the primary and secondary receivers. In the next section, we will show how
our proposed scheme can mitigate the interference completely in overlay CR.

3 Proposed Scheme for Interference Mitigation
for a 2 3 2 Cognitive Radio

It is obvious from the previous section that using the orthogonal polarization
between two users cannot remove the interference completely due to cross-polar
leakage. Here, we propose a scheme exploiting the polarization diversity and relay
cooperation for a 2 9 2 overlay CR model that can take care of the cross-polar
leakage and mitigate the interference completely. The model is similar as before;
only difference is that instead of one horizontally polarized antenna, the secondary
transmitter is equipped with a dual-polarized antenna: one horizontally and one
vertically.

Fig. 1 A 2 9 2 cognitive radio model using polarization multiplexing
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It is assumed that both the receivers know the CSI of all the links. The secondary
transmitter serves as a DF relay to the primary signal. The system model is shown in
the Fig. 2. The transmission takes place in two phases. In the first phase, the
primary transmitter PTx transmits the signal xp with power Pp and the secondary
transmitter STx transmits the signal xs with power Ps through its horizontally
polarized antenna. Simultaneously, the vertically polarized antenna of the sec-
ondary transmitter also receives the primary transmission and decodes it. In the
second phase, the primary transmitter remains silent, but the secondary transmitter
transmits the signal x�p with power Pp through its vertically polarized antenna and
the signal �x�s with power Ps through its horizontally polarized antenna. In the first
transmission phase, the signal received by the primary and secondary receivers,
respectively, are given by

yp1 ¼
ffiffiffiffiffi
Pp

p
hppxp þ

ffiffiffiffiffiffiffi
aPs
p

hspxs þ np1 ð3Þ

ys1 ¼
ffiffiffiffiffi
Ps
p

hssxs þ
ffiffiffiffiffiffiffiffi
aPp

p
hpsxp þ ns1 ð4Þ

and in the second transmission phase, the signal received by the primary and
secondary receivers, respectively, are given by

yp2 ¼
ffiffiffiffiffi
Pp

p
hspx�p �

ffiffiffiffiffiffiffi
aPs
p

hspx�s þ np2 ð5Þ

ys2 ¼ �
ffiffiffiffiffi
Ps
p

hssx
�
s þ

ffiffiffiffiffiffiffiffi
aPp

p
hssx

�
p þ ns2 ð6Þ

where np1, np1, np2, and np2 are additive white Gaussian noise with zero mean and
variance N0. Similar to Alamouti’s scheme [11] of space–time coding, the
receivers can now properly combine the received signals in the two-phase trans-
mission to mitigate the interfering terms if perfect CSI is available at the receivers.
From (3), (4), (5), and (6), we can write:

h�spyp1 þ hspy�p2 ¼
ffiffiffiffiffi
Pp

p
hpph�sp þ jhspj2
� �

xp þ h�spnp1 þ hspn�p2 ð7Þ

h�ssys1 � hpsy
�
s2 ¼

ffiffiffiffiffi
Ps
p

hssj j2þ h�sshps

� �
xs þ h�ssns1 � hpsn

�
s2 ð8Þ

Fig. 2 A 2 9 2 cognitive radio model using relay cooperation and space–time coding
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From these expressions, it is evident that the interference at both the primary
and the secondary receivers is completely removed. However, the interference
rejection at the secondary receiver depends on how well the secondary transmitter
can estimate the transmission power of the primary. Here, we assume perfect
estimation, but a slight wrong estimation can lead to substantial interference at the
secondary receiver. The signal-to-noise ratio at the primary receiver and secondary

receiver are then respectively given by cp ¼
Pp hpph�spþ hspj j2
�� ��2

2jhspj2N0
and cs ¼

Ps hssj j2þh�sshpsj j2
ðjhssj2þjhpsj2ÞN0

:

Assuming Rayleigh distribution of the channels, it can be derived that the average

received primary SNR cp ¼
3Ppr2

h
N0

, where rh is the parameter of the Rayleigh dis-

tributed fading channels. Similarly, it can be shown cs ¼
3Psr2

h
N0

: When M-PSK

modulation is used, the symbol error probability for the primary user is given by
[12]

PseðprimaryÞ � aMQ
ffiffiffiffiffiffiffiffiffiffi
bMcp

q� �
ð9Þ

where aM ¼ 2 and bM ¼ 2sin2 p
M

� �
.

The average symbol error probability can be calculated as

PseðprimaryÞ � Z1

0

aMQ
ffiffiffiffiffiffiffiffiffiffi
bMcp

q� �
pðcpÞdcp ð10Þ

From (10), it can be derived [12]:

PseðprimaryÞ ¼ aM

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5bMcp

1þ 0:5bMcp

s" #

¼ aM

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:5bMPpr2

h

N0 þ 1:5bMPpr2
h

s" #

ð11Þ

The outage probability Pout is defined as the probability that the received SNR
falls below a given threshold corresponding to the maximum allowable symbol
error probability. The outage probability of the primary user relative to the
threshold cp0 is given by

PoutðprimaryÞ ¼ Pðcp� cp0Þ ¼
Z
cp0

0

1
cp

e�cp=cpdcp ¼ 1� e�cp0=cp

¼ 1� e
�cp0N0

3Ppr2
h

ð12Þ

In the similar way, the average symbol error probability and the outage prob-
ability relative to the threshold cs0 for the secondary user can be calculated.
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Pse secondaryð Þ ¼ aM

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:5bMPsr2

h

N0 þ 1:5bMPsr2
h

s" #

ð13Þ

Pout secondaryð Þ ¼ 1� e�cs0=cs ¼ 1� e
�cs0N0

3Psr2
h ð14Þ

From (11), (12), (13), and (14), it is obvious that the error performance and
outage probability of this scheme are completely independent of a, i.e., the cross-
polar leakage power ratio.

4 Modeling for Imperfect CSI and Analysis for Average
Symbol Error Probability and Outage Probability

Let g be the estimate of the channel h so that we can write h ¼ gþ d, where d is
the zero mean Gaussian estimation error. The channel h and the estimate of the
channel g are also zero-mean Gaussian random variables. According to principal
of orthogonality, the optimal LMSE yields to an estimation error orthogonal to the
channel realization h [13]. Then, we can write r2

h ¼ r2
g þ r2

d, where r2
h; r

2
g and r2

d

are the variance of the real part (or imaginary part) of h; g and d, respectively. So
for the above scheme, we can rewrite the Eqs. (7) and (8) as

g�spyp1 þ gspy�p2 ¼
ffiffiffiffiffi
Pp

p
hppg�sp þ h�spgsp

� �
xp þ

ffiffiffiffiffiffiffi
aPs

p
hspg�sp � h�spgsp

� �
xs

þ g�spnp1 þ gspn�p2

ð15Þ

g�ssys1 � gpsy
�
s2 ¼

ffiffiffiffiffi
Ps
p

hssg
�
ss þ h�ssgps

� �
xs þ

ffiffiffiffiffiffiffiffi
aPp

p
hpsg

�
ss � h�ssgps

� �
xp

þ g�ssns1 � gpsn
�
s2

ð16Þ

So the interference at both the primary and the secondary receivers is not
completely removed due to the imperfect CSI which leads to performance deg-
radation. From (15), we can write

g�spyp1 þ gspy�p2 ¼
ffiffiffiffiffi
Pp

p
ðgpp þ dppÞg�sp þ ðg�sp þ d�spÞgsp

� �
xp

þ
ffiffiffiffiffiffiffi
aPs

p
ðgsp þ dspÞg�sp � ðg�sp þ d�spÞgsp

� �
xs

þ g�spnp1 þ gspn�p2

¼
ffiffiffiffiffi
Pp

p
gppg�sp þ jgspj2
� �

xp

þ
ffiffiffiffiffi
Pp

p
dppg�sp þ d�spgsp

� �
xp

þ
ffiffiffiffiffiffiffi
aPs

p
ðdspg�sp � d�spgspÞxs þ g�spnp1 þ gspn�p2

ð17Þ
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From this expression, we can extract the message part, interference part due to
imperfect CSI, and the noise part, respectively, as follows:

M ¼
ffiffiffiffiffi
Pp

p
gppg�sp þ jgspj2
� �

xp ð18aÞ

I ¼
ffiffiffiffiffi
Pp

p
dppg�sp þ d�spgsp

� �
xp þ

ffiffiffiffiffiffiffi
aPs

p
ðdspg�sp � d�spgspÞxs ð18bÞ

N ¼ g�spnp1 þ gspn�p2 ð18cÞ

The signal-to-interference plus noise ratio at the primary receiver is then given
by

cp ¼
Pp gppg�sp þ gsp

�� ��2
���

���
2

Ppjdppg�sp þ d�spgspj2 þ aPsjdspg�sp � d�spgspj2 þ 2jgspj2N0

ð19Þ

In the similar way, the signal-to-interference plus noise ratio at the secondary
receiver can be calculated as follows:

cs ¼
Ps gssj j2þ g�ssgps

�� ��2

Psjdssg�ss þ d�ssgpsj2 þ aPpjdpsg�ss � d�ssgpsj2 þ ðjgssj2 þ jgpsj2ÞN0

ð20Þ

From the expression of cp and cs, we can calculate the average signal-

to-interference plus noise ratios as cp ¼
3Ppðr2

h�r2
dÞ

ð2PpþaPsÞr2
dþN0

and cs ¼
3Psðr2

h�r2
dÞ

2ðPsþaPpÞr2
dþN0

.

The average symbol error probabilities can be calculated as follows:

PseðprimaryÞ ¼ aM

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5bMcp

1þ 0:5bMcp

s" #

¼ aM

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:5bMPpðr2

h � r2
dÞ

ð2Pp þ aPsÞr2
d þ N0 þ 1:5bMPpðr2

h � r2
dÞ

s" # ð21Þ

PseðsecondaryÞ ¼ aM

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5bMcs

1þ 0:5bMcs

s" #

¼ aM

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:5bMPsðr2

h � r2
dÞ

2ðPs þ aPpÞr2
d þ N0 þ 1:5bMPsðr2

h � r2
dÞ

s" # ð22Þ
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Similarly, we can now also calculate the outage probabilities of the primary and
the secondary users relative to the corresponding thresholds cp0 and cs0, respec-
tively, as follows:

PoutðprimaryÞ ¼ 1� e�cp0=cp ¼ 1� e
�

cp0ðð2PpþaPsÞr2
d
þN0Þ

3Ppðr2
h
�r2

d
Þ ð23Þ

PoutðsecondaryÞ ¼ 1� e�cs0=cs ¼ 1� e
�

2cs0ððPsþaPpÞr2
d
þN0Þ

3Psðr2
h
�r2

d
Þ ð24Þ

5 Simulations and Discussion

The analytical expressions derived above have been plotted in MATLAB. We set
the values of the simulation parameters such as the parameter of the Rayleigh
faded channels r2

h ¼ 0:7 and the threshold for outage cp0 ¼ cs0 ¼ 2 dB. For sim-
ulation purpose, we keep the power of the secondary transmitter equal to the
primary transmission power and a value is taken to be 0.1. In Fig. 3, the average
symbol error probability or symbol error rate (SER) performance of the primary
user is plotted with respect to the signal-to-noise ratio ðPp=N0Þ for perfect CSI and
different fixed values of error-to-actual channel variance ratio (ER) which is

defined as ER ¼ r2
d

r2
h
. Here, we use M = 4, i.e., QPSK modulation for simulation.

Figure 4 shows the average symbol error rate plot for the secondary user with the
same specification. Since we have assumed Pp ¼ Ps, the plots of Figs. 4 and 5
show nearly similar nature as evident from (21) and (22).

Figures 5 and 6 show the plots of outage probability at the primary and sec-
ondary receivers, respectively, relative to the corresponding threshold cp0 ¼ cs0 ¼
2 dB with respect to the signal-to-noise ratio for perfect CSI and for different ER
values which was drawn using the analytical formula (23) and (24). From the plots,
it is obvious that the perfect CSI provides the best performance for both the
symbol error rate and the outage probability, and as the ER value is increased, the
symbol error rate and the outage probability performance tend to worsen and
asymptotically converge toward a lower limit and it becomes impossible to
achieve anything below that limit even by increasing the signal-to-noise ratio
arbitrarily. This lower-limit value rises as the ER value is increased.

And finally, Figs. 7 and 8 show the spectrum efficiency plot of the primary and
secondary users, respectively, with respect to the signal-to-noise ratio for perfect
CSI and for different ER values and comparison with the TDMA scheme. In
TDMA scheme, equal and orthogonal time slots are allotted to the primary and
secondary users. Our proposed scheme exhibits slight superior performance in
terms of spectral efficiency over TDMA scheme. In case of imperfect CSI, the
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Fig. 3 Symbol error
performance of the primary
user for perfect CSI and
different ER values

Fig. 4 Symbol error
performance of the secondary
user for perfect CSI and
different ER values

Fig. 5 Outage performance
of the primary user for perfect
CSI and different ER values
ðcp0 ¼ 2 dBÞ
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Fig. 6 Outage performance
of the secondary user for
perfect CSI and different ER
values (cs0 ¼ 2 dBÞ

Fig. 7 Spectral efficiency of
the primary user for perfect
CSI and different ER values
and comparison with the
spectral efficiency of TDMA
scheme

Fig. 8 Spectral efficiency of
the secondary user for perfect
CSI and different ER values
and comparison with the
spectral efficiency of TDMA
scheme
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spectral efficiency does not go on increasing with the SNR but converge toward an
upper limit both for our proposed scheme and TDMA scheme. This upper limit
value decreases as ER value is increased.

6 Conclusions

In this work, we have proposed an interference mitigation scheme of a 2 9 2
overlay CR model using the polarization diversity and relay cooperation. The error
performance and the outage performance for this scheme have also been shown.
One main advantage of this scheme is that under perfect CSI, the error perfor-
mance and outage probability are completely independent of the cross-polar
leakage power ratio. It has also been shown that the absence of perfect CSI can
cause severe performance degradation of the system. The simulation results show
very little dependence on the cross-polar leakage power ratio on the system per-
formance even in the absence of perfect CSI.
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Effect of Source Selection, Deployment
Pattern, and Data Forwarding Technique
on the Lifetime of Data Aggregating
Multi-sink Wireless Sensor Network

Kaushik Ghosh, Pradip K. Das and Sarmistha Neogy

Abstract Data aggregation has been used as a prominent technique for lifetime
enhancement of wireless sensor networks (WSN) for quite some time. Data
aggregation reduces total number of transmissions in a WSN. Since transmitting
energy is the most prominent component of energy consumption in a WSN, data
aggregation reduces energy expenditure of the network and thereby enhances net-
work lifetime. The nature of aggregation, however, may vary from one application to
another. Along with this, the way source nodes are selected for transmission has an
effect on the energy depletion and lifetime of the nodes. In this paper, we have
studied the effect of certain non-electrical factors such as source selection,
deployment pattern, packet size, and data forwarding technique on the performance
of aggregation of a multi-sink WSN with varying degrees of aggregation.

Keywords Data aggregation � Network lifetime � Source selection mode �
Deployment pattern � Data forwarding technique � Packet size

1 Introduction

Lifetime enhancement of wireless sensor networks (WSN) through reduction in
energy expenditure has been a prominent topic of research for over a decade. Of
the different techniques proposed by the researchers for the same, data aggregation
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is one that has been talked about for quite sometime [1, 2]. Of the different factors
determining energy consumption of a WSN, energy consumed for transmission is
the most prominent one and affects lifetime of a WSN more than any other
components [3]. Since through data aggregation it is possible to reduce total
number of transmissions, it eventually reduces the energy consumption of the
network [4]. Aggregation is done at certain points in the network where data from
multiple sources are collected and multiple input packets are reduced to one output
packet and transmitted to the sink(s). Since energy expenditure of a WSN is
dependent upon the total number of bits transmitted and the distance travelled by a
packet [3, 5], data aggregation is capable of reducing energy expenditure of
a network by n folds, where n incoming packets are processed and converted into a
single outgoing packet [4]. This way energy saving is done by (i) reducing the
number of transmissions as well as (ii) reducing the total number of bits to be
transmitted n folds as compared to the number of bits received. Radio models
proposed in [3, 5] however, confirm that of the two factors, (i) inter-nodal distance
and (ii) number of bits to be transmitted, the former consumes much more energy
as compared to the latter. Processing n incoming packets and converting them into
a single outgoing packet demand some amount of computational energy to be
spent. But since the amount of computational energy (Ecomputational) is negligible
compared to energy required for transmission or reception [6], it is worth taxing
the processor of a sensor node instead of its transceiver. The aggregating nodes
accept n input packets and perform aggregation functions such as average, max,
min, duplicate suppression to have a single output packet. For example, if the
application under consideration is for measuring the average temperature or
humidity of a given area, then it is redundant to transmit readings from every node
deployed. Rather, finding the average of a subset of nodes at some aggregation
point and forwarding a single packet to the sink (s) is the sensible option. In certain
applications, however, every single datum is of importance. For example, if sen-
sors are attached to the body of patients in a hospital to monitor parameters such as
heart beat and blood pressure, then data from every individual source are important
and not a mere average or maximum value. In scenarios like this, aggregator
cannot convert n input packets to one output packet. Still in this case considerable
amount of energy can be saved as compared to cases with no aggregation by
reducing the number of transmissions alone—n input packets may be clubbed
together into a single bigger output packet of size n times that of the individual
input packets. Unlike the previous scheme, total number of bits transmitted in this
case, however, remains the same as the total number of bits received. Here, the
number of bits in the header of the single larger packet would be considerably less
than the number of bits in n different headers. In this paper, we have thus con-
sidered two scenarios: (a) data aggregation that converts n input packets to one of
size 1/n of the input ones and (b) data aggregation that converts n input packets to
one of size n times the input ones. We then compared the lifetime of a WSN for
different aggregation factors and different methods of source node selection. We
also illustrate that lifetime of a WSN may be further enhanced over the presence of
aggregation by deciding upon certain non-electrical factors such as deployment
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pattern, source selection mode, and data forwarding technique. In this paper, we
have compared the lifetime of a WSN under different source selection modes,
deployment patterns, and data forwarding techniques. Aggregation factor deter-
mines the degree of aggregation. It is the number of input packets to be aggregated
into one output packet. The rest of the paper is organized as follows: in Sect. 2, we
have discussed some related works, Sect. 3 contains our proposed scheme, Sect. 4
contains results, and the conclusion appears in Sect. 5.

2 Related Works

Krishnamachari et al. [4] proposed a data centric approach of routing in place of
traditional address centric approach to address the energy constrained nature of
WSNs. The paper examined the impact of source-destination placement and net-
work density on the energy costs and delay associated with data aggregation. In
fact, impact of network density upon data aggregation was discussed in [7] as well.
Here, greedy aggregation was compared with opportunistic approach while finding
mean dissipated energy for varying number of neighboring nodes. The findings
confirmed that in high-density networks, the greedy approach achieves significant
energy saving as compared to opportunistic approach. Massad et al. [8] tells about
multiple initiators for each data-gathering iteration and claims that their proposed
approach will consume energy in a uniform way when compared with serial data
aggregation schemes. The work in [9] presents an exact as well as approximate
algorithm to find the minimum number of aggregation points in order to maximize
the network lifetime. The approximate algorithm produces results not very dif-
ferent from the exact one. The work in [10] proposed a novel aggregation scheme
that adaptively performed application-independent data aggregation. The aggre-
gation decisions are kept in a module between network and data link layer and do
not require any modification on the existing protocols of either layer. The protocol
reduces end to end delay by 80 % and transmission energy consumption by 50 %.
He et al. [11] present two privacy-preserving data aggregation schemes for addi-
tive aggregation functions. The objective of the authors was to bridge the gap
between collaborative data collection by WSN and data privacy.

Data aggregation reduces the number of transmissions that in turn reduces
energy consumption and thereby increases network lifetime. Another method of
increasing lifetime is to reduce the total transmitting distance. For that, over past
few years authors have used Fermat point-based routing protocols. The work in
[12] discusses how routing distance can be improved through a Fermat point-based
scheme. A farther improvement over results of [12] became possible with the
inclusion of the concept of inside relay nodes (INR) [13], when it came to (i) total
squared Euclidian distance and (ii) energy consumption.

Effect of network lifetime on forwarding technique selection has been discussed
by Ghosh and Das [14]. Here, the authors have compared a Fermat point-based
data forwarding technique with greedy forwarding and residual energy-based
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forwarding. Network lifetime was recorded maximum for the Fermat point-based
scheme as compared to the other two schemes.

It thus becomes evident that a protocol involving both data aggregation and
Fermat point-based forwarding is likely to consume less energy as compared to
schemes which include either of the two above-mentioned approaches. The
advantage of selecting Fermat point as the aggregation point is shown in [15]. The
advantage of selecting Fermat point as aggregation point is—unlike other aggre-
gation schemes, it does not require any tree to be constructed for aggregation. The
authors compared the Fermat point-based scheme with greedy incremental tree
(GIT) forwarding and the results obtained showed enhanced lifetime for the
Fermat point-based scheme as compared to GIF. Lifetime here was recorded by
varying network density. An extension of the same work was carried out in [16].
Here, a decentralized hierarchical aggregation scheme using Fermat point was
proposed. Like Son et al. [15], here also GIT forwarding was compared with the
proposed Fermat point-based scheme. The parameters considered here were
number of hops for transmission and number of working nodes after certain rounds
of transmission. In both the cases, the Fermat point-based scheme outperformed
GIT scheme.

A detailed survey of different lifetime enhancement techniques for WSNs has
been proposed in [17]. Here, along with the algorithms that involve battery
management techniques for lifetime enhancement in WSNs, Fermat point-based
algorithm for lifetime enhancement was also discussed. Of the different protocols
discussed here, almost all of them (other than [14]) consider movement of data
from a single source to a single destination. The work in [18] discusses a novel
Fermat point-based data dissemination scheme which constructs a disseminating
tree from one root (Fermat point) to multiple leaves (sinks) and thus addresses the
issue of multiple sinks in a WSN. For performance evaluation, the authors com-
pared their scheme with two-tier data dissemination and delay-constrained mini-
mum energy dissemination. Energy consumption using the scheme discussed in
[18] was found to be less as compared to the other two schemes for both control
and data packets.

3 Proposed Scheme

In the previous section, we have discussed how a Fermat point-based aggregation
scheme is useful in reducing energy consumption, thereby enhancing network
lifetime. This motivated us to propose a Fermat point-based aggregating and
forwarding scheme for multi-sink WSNs.

The WSN under consideration is assumed to be comprised of multiple sinks.
Sensor nodes are deployed randomly over a two-dimensional polygonal plane with
m vertices. m - 1 sinks are placed at those many vertices of the said polygon. The
network follows a Fermat point-based forwarding technique [19, 20]. Fermat point
is defined as the point within the bounds of a polygon or triangle (with no internal
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angle greater than 120�) such that the sum of the straight lines from all the vertices
to that point is minimum. The theoretical Fermat point for the polygonal region
formed by taking the source and sinks is first found out. Then, the physical node
closest to the theoretical Fermat point is found out. We will call this node the
Fermat node (FN) for the said source. Thus, every source would have a FN of its
own. A node acting as source at one moment may act as FN at some other time for
some other node. A node may also act as FN for multiple sources. A source routes
a packet to its FN, and then, it is the responsibility of FN to forward the packet to
different sinks. After the packet reaches different sinks, it is the turn of some other
nodes to act as the source. The packet is thus forwarded from the source to the
sinks in two phases: firstly, packet is routed to the FN — its intermediate desti-
nation, and secondly the FN forwards the packet to the sinks. In both phases, the
packet is assumed to reach the destination/intermediate destination in either single
or multiple hops. Figure 1 depicts the above-mentioned scenario. In this paper, we
have discussed the effect of factors such as (i) node deployment pattern, (ii) source
selection mode, (iii) data forwarding technique and (iv) packet size on the life-
time of a WSN. For applications such as military surveillance or arid region
weather monitoring, the sensor nodes are deployed randomly—possibly by air
dropping—as direct human intervention may either be impossible or is not
desirable. But there are certain other application areas where nodes may be
deployed exactly at the desired location, e.g., precision agriculture, health care.
We have thus compared network lifetime for two different scenarios—in one,
nodes are deployed randomly, and in the other, they are deployed in a grid fashion.
The source selection mechanism may be either random or round robin in nature. In
round robin mechanism, nodes are selected as source serially according to their
node ids, one after another. Thus, for a network of n nodes, once a node acts as
source, it does so again after all of the remaining n - 1 nodes have played their
part as source nodes. Random source selection on the other hand does not guar-
antee anything of that sort. Here, a node acting as source may again be selected as
the source node before other nodes got selected as source, at least once. In Sect. 4,
we will see how different modes of source selection (random and round robin)
affects network lifetime. Once a source node is selected, it is now up to the source

Fig. 1 Source node, Fermat
node, and sinks
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node to decide a suitable forwarding technique to forward data to one of its
neighbors. Here, we have compared variants of greedy forwarding technique,
compass routing, and residual energy-based forwarding with a composite param-
eter-based forwarding technique proposed in [14]. In greedy forwarding technique,
a node forwards data to the neighbor who is closest to the destination. Compass
routing selects the neighbor that makes minimum angle with the straight line
joining destination node with the node currently holding data packet. In residual
energy-based forwarding, the residual energy of a node is taken under consider-
ation while selecting forwarding node. It may be mentioned here that the greedy
forwarding, compass routing, and residual energy-based forwarding are all Fermat
point-based. First, data is transferred from source to FN and then from FN to
different sinks. Data aggregation is done at FN only.

According to the forwarding technique proposed in [14], a node forwards a
packet to the neighbor with the highest value for forwarding potential. The for-
warding potential (j) of any node is calculated as

j ¼ res energy=dist ð1Þ

where
res_energy = Residual energy of a node in milli Joules
dist = Distance of a node from a particular sink in meters

The major sources of energy consumption considered in this paper are sensing
(ESensing), computation (Ecomputation), forwarding (Eforwarding), receiving (Ereceiving),
and listening (Elistening). Energy consumed by the source node (ETX) comprises the
components—ESensing, Ecomputation, and Eforwarding. Relay nodes on the other hand
need to receive a packet before they can further forward it. Thus, Ereceiving and
Eforwarding are the components of energy consumption for relay nodes. We
demarcate energy consumption of the relay nodes as Eforwarding. Finally, we assume
that when a node neither acts as a sender nor a relay, then it is listening to the
transmissions of its neighbors. The energy consumed for the said purpose is given
as Elistening. A node is considered to be in on state, while it acts as either sender or
relay. On the other hand, while on listening phase, it is said to be in its off state.

We have thus defined the ‘‘on’’ period of a node (ton) as the time it is engaged in
either transmitting (Ttx) or forwarding (Tfwd) data. The time for which a node is in
listening mode (Tlst) is considered as its ‘‘off’’ period (toff). The duty cycle D of a
node is given as

D ¼ ton= ton þ toffð Þ ð2Þ

From [21], we have taken the value of Ecomputation as 117 nJ/bit. Similarly,
Esensing is taken as 1.7 lJ/bit [22]. Elistening on the other hand is not a function of
number of bits transmitted. Rather, it depends upon the number of seconds spent in
listening mode and its value is taken as 570 lJ/s [23].
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So, the radio model used in this paper is of the following form:

ETX ¼ m� 117� 10�9 þ m� 1:7� 10�6 þ D� m� e� dn ð3Þ

Eforwarding ¼ D� ðm � E þ m� e� dnÞ ð4Þ

Elistening ¼ ð1� DÞ � 570� 10�6 ð5Þ

where
m = Packet size in number of bits
D = Duty cycle
E = 50 nJ/bit
e = 8.854 pJ/bit/m2

d = Inter-nodal distance

The values of E and e are taken from [3]. e stands for permittivity, and E is the
minimum start-up energy required for any communication.

In the proposed scheme, we assign the responsibility of data aggregation on the
nodes acting as FN (Fig. 1). Data aggregation imposes some extra load on the
processor and thus consumes some computational energy (Ecomputational). Thus, the
nodes involved with the task of data aggregation are expected to deplete their
energy faster as compared to the nodes who are not assigned the said task. From
Fig. 1, we understand that the nodes located around the periphery of the polygonal
region have less or no chance to be selected as FN. Rather, it is the nodes in the
middle who are selected more often as FNs for one node or the other.

A node selected as the FN is thus assigned with two responsibilities: (i) for-
warding packets to the sinks and (ii) aggregating data. On receiving a packet,
anode acting as FN would increment a counter and compare the value of the same
with the aggregation factor (AGFACT) decided earlier. Since Ecomputational is
negligible as compared to transmission or reception energy, more would be the
energy saving for a higher value of aggregation factor. This is, as discussed earlier,
due to lesser number of transmissions required by the FN when compared to a
scheme not involving data aggregation. Figure 2 depicts the scenario how number
of transmissions are reduced when we take FN as the aggregation point (AG-
FACT = 2). The scenario depicted in Fig. 2b makes the Fermat node wait for
packets from both the nodes N1 and N2 before forwarding the aggregated data to
the three sinks. Thus, we see the number of transmissions has reduced to three as
compared to six in Fig. 2a where no aggregation is used. Furthermore, it is evident
from the figures that more the aggregation factor more would be the savings in
energy due to reduced number of transmissions, and thus, the lifetime of the
network will also increase. For lifetime calculation, we have used the definition
proposed by the authors in [24], i.e., the network is considered dead, when the first
node in it goes out of energy. However, as we keep on increasing the AGFACT,
the waiting time in FN would increase and that would increase the delay. There has
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to be a trade-off between the increased lifetime and the delay induced. In the next
section, we have shown how increasing the AGFACT would increase network
lifetime along with increase in delay. Moreover, we have compared the network
lifetime for random and round robin type of source selection to see their effects on
a particular network.

4 Results

This section comprises four subsections—one each for discussing the effect of
source selection, deployment pattern, forwarding strategy, and packet size. Sensor
nodes are considered to be deployed within a rectangle with sinks at three of the

Fig. 2 a Scheme not involving data aggregation. b Scheme involving data aggregation
(AGFACT = 2)
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vertices of the same rectangle. Two subsequent transmissions from node i and
node j are assumed to be separated by a transmission interval of 1 hour. The said
scenario is simulated using C (gcc compiler).

4.1 Effect of Source Selection

For studying the effect of different source selection modes, the set of parameters
used is shown in Table 1. As discussed earlier, we have considered two different
aggregation schemes. If p is the size in bits of each input packet, then the two
aggregation schemes are (a) data aggregation that converts n input packets to one
packet of size p and (b) data aggregation that converts n input packets to one packet
of size n 9 p. The number of transmissions involved at the aggregation points for
both the schemes remains the same. But as the number of bits transmitted per
transmission is less for scheme (a), it is obvious that this scheme would consume
less energy as compared to (b) at the aggregation points. Therefore, the lifetime of
an application applying type (a) aggregation is recorded more as compared to type
(b) for both round robin and random source selection modes. This is recorded in
Fig. 3a, b, respectively. Although scheme (a) yields more lifetime compared to (b),
the increment, as we can see from Fig. 3a, b, is not considerable. This, we infer, is
due to the fact that the component of energy consumption involving number of
transmissions is much more dominant over the component of energy consumption
involving number of bits to be transmitted. This again is in accordance with the
radio models proposed in [4, 3]. From Fig. 3c, we find that round robin source
selection mode outperforms the random one for both aggregation scheme (a) and
(b). In both the cases, we have kept the aggregation factor as equal to 4.

4.2 Effect of Deployment Pattern

To monitor the effect of two different deployment patterns, viz. (a) random and (b)
grid deployment, the network parameters were chosen as shown in Table 2. Fig-
ure 4a–c shows how deployment pattern (b) outperforms (a) in terms of network

Table 1 Parameters selected
for different source selection
modes

Parameters Values

Nodes 100

Area 150 m 9 150 m

Number of sinks 3

Deployment pattern Random

Transmission range (TXR) 80 m

Data rate 38.4 kbps

Packet size 36 bytes

Initial energy of the nodes 1 J
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Table 2 Parameters selected
for different deployment
patterns

Parameters Values

Source selection mode Random

Transmission range 80–100 m

Aggregation scheme (b)
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lifetime when all other parameters remain same. For grid deployment, we have
segregated the 150 m 9 150 m rectangular area into smaller grids with cells of
size 15 m 9 15 m each and have placed a sensor node at the center of each cell.

4.3 Effect of Forwarding Technique

The parameters taken for this subsection are same as Table 3. The remaining
parameters are, however, same as Table 1. As discussed earlier, in [14], authors
have compared the performance of different forwarding techniques with varying
transmission ranges. In this paper, we wish to compare performance of greedy
forwarding technique, residual energy-based forwarding and compass routing with
the one proposed in [14] by taking AGFACT as the independent variable.

Table 3 Parameters selected
for different forwarding
techniques

Parameters Values

Source selection mode Random

Transmission range 80 m

Aggregation scheme (b)
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Let us name the forwarding technique of [14] as j-forwarding technique, as per
the demarcation of the forwarding potential. Figure 5a, b show that for different
aggregation factors, lifetime of a network is more when j-forwarding technique is
used over three other forwarding schemes: Fermat point-based Greedy Forwarding
(F-Greedy), Fermat point-based Residual Energy-based Forwarding (F-Residual)
and Fermat point-based Compass Routing (F-Compass).

4.4 Effect of Packet Size

For this section, we have selected the parameters according to Table 4.
Here, we have recorded the lifetime variation of a network for different packet

sizes with different degrees of aggregation. The variable PCKTSZE in Fig. 6
accounts for packet sizes in the multiple of 36 bytes. For a given AGFACT,
network lifetime reduces with increase in packet size.

Table 4 Parameters selected
for varying packet sizes

Parameters Values

Number of nodes 100

Source selection Random

Deployment pattern Random

Forwarding technique j-Forwarding technique

Aggregation scheme (b)

Data rate 38.4 kbps

Initial energy of nodes 1 J

Number of sinks 3

Transmission range 80 m

Area 150 m 9 150 m
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5 Conclusion

With all electrical specifications remaining same, lifetime of a network with
multiple sinks may increase considerably when proper care is taken while
choosing certain non-electrical parameters like deployment pattern, source selec-
tion mode, and forwarding technique. Due to random deployment of nodes, inter-
nodal distances between different nodes remain non-uniform. This in turn causes
non-uniform energy depletion in the nodes, and thus, lifetime of the network
recorded is lower as compared to the one where node deployment has been done in
a uniform manner, e.g., grid deployment.

Similarly, when source selection mode is random, nodes may be selected as
source more frequently as compared to round robin source selection mode. This
again leads to premature energy depletion in nodes in case we use random source
selection mode. Forwarding data using F-Greedy forwarding method again is not a
very sensible choice in WSNs. Topology of the network being static, for a par-
ticular source–sink pair, same nodes are used over and over again for forwarding
data. F-Residual forwarding too leads to premature depletion of energy for nodes
with higher energy as compared to nodes in its vicinity, as it becomes the natural
choice for its neighbors as the forwarding node for a particular sink. However, it
performs marginally better compared to greedy forwarding since after a node’s
energy level falls below that of its neighbors; it is no longer selected as the
forwarding node and thus is saved from complete energy depletion.

F-Compass forwarding too is outperformed by j-forwarding technique, but it
has given better results as compared to the other two forwarding mechanisms.

More the packet size, less is the lifetime of a network for a given AGFACT.
This in fact is in accordance with our radio model.

Finally, we conclude that on comparison with j-forwarding technique, the other
three techniques register lower lifetime for a network for a given transmission
range and aggregation factor.
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Power Optimized Real Time
Communication Through the Mobile Sink
in WSNs
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Abstract In the recent decades, computer science and engineering has found an
emerging research domain in data communication network field, the WSN. WSN
applications are generally deployed in fields where uninterrupted supervisions are
required. In WSN applications, thousands of energy-constrained sensor nodes are
used to sense the data from the deployed environment and transmit the sensed data
to the base station (BS). Recent advances in wireless sensor networks lead to rapid
development of real-time applications. The requirement of low latency in com-
munication and maximum utilization of node’s battery power are becoming more
and more important issues in emerging applications especially in fire monitoring,
medical care, battle field surveillance, etc. The cluster-based routing protocols can
improve the energy life of the sensors and hence can prolong the entire network
lifetime but uneven load distribution among the clusters, and static BS may lead to
energy hole problem to the entire communication network. In this paper, we
present a novel real-time energy-efficient routing protocol in a different way so that
real-time communication is achieved by allowing low latency, but it must not incur
infinite bounded waiting for the non-real-time regular data communications. This
paper also considers mobile sink node to avoid the energy hole problem.
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1 Introduction

Embedded system and wireless communications have led to the invention of new
technologies in recent advances—wireless sensor networks. Sensors are mini chips
and integrated with the machines and environments, capable of sensing informa-
tion and delivery of the sensed information. This could provide a great benefit to
our society which includes the following: conservation of natural resources, pro-
viding homeland security, and improved emergency services. An ideal wireless
sensor network is highly scalable, maximizing the battery power, costs very little
for installation, reliable enough for information delivery, fast enough for real-time
data transfer, and does not require any physical maintenance. Designing the sensor
network for a particular application requires the basic knowledge about problem
definition, knowledge about node’s battery health condition, data transfer rate,
bandwidth allocation, admission control algorithm, collision avoidance scheme,
etc. As an example, application like temperature monitoring does not require high
data rate, but fire-monitoring system, battle field surveillance, and intruder attack
require high-rate data transfer [1]. Although quality of service is the primary goal
in WSN traffic, low latency in communication and node’s energy usage maximi-
zation is becoming more and more important in current scenario [2, 3]. Thus, to
support real-time data communication, it is needed to provide way for data that are
having deadline very close. The real-time data communication should also con-
sider that non-real-time data must not suffer from infinite bounded waiting. In
application like intruder attack tracking, surveillance must require the current
position of the intruder to be reported to the BS in time. In the same system, there
may exist data with different deadlines due to the presence of different require-
ments. Therefore, developing a real-time routing protocol in WSN should consider
timeliness of the communication along with the priority of the packet such that
packet deadline missing ratio can be minimized [4, 5]. Designing a real-time
routing protocol in WSN is much more challenging because here low-cost sensors
are tied with low energy capacity and without having capability of recharging or
replacing such that node’s health and network lifetime can be maximized [2].
Sensors can transmit data to the BS either by direct communication routing
approach or by means of hierarchical routing technique. It is already established
that direct communication technique requires much more energy dissipation
compared to cluster-based hierarchical routing techniques [2]. The cluster-based
routing technique requires the sensors to transmit the data to the sink node though
an intermediate node, called cluster head. Here, nodes are clubbed together to form
cluster, and a node will be selected within the cluster as cluster head. The cluster
head for any cluster is responsible to collect data from the entire sensors, aggregate
the collected data, and to transmit the aggregated data to the BS. The energy
dissipations for any sensor nodes mainly occurred during data communication
period. The maximum energy drainage occurred for the cluster heads, as those
special nodes are needed to receive and transmit data for maximum time [6].
Considering cluster-based routing is an effective way to design energy-efficient
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routing technique, but formation of cluster with irregular distribution of loads may
tend to the uneven energy leakage to certain nodes of the network. To prolong the
network lifetime, it is required to fix the maximum number of sensor nodes under
cluster heads so that no cluster head will come to an end too early [3]. Traditional
WSN is composed of stationary sensor node; basically, the immobile BS may
incur another serious issue on energy threat—the ‘energy hole’ problem [6]. The
sensors near the BS have to participate in communication on behalf of other
sensors and thus will drain their energy very quickly. It results in sudden death for
some sensors that are very close to static sink node, and hence, the lifetime of the
whole network will be threatened. In this paper, we aim to develop a novel cluster-
based real-time routing protocol that will provide a balanced loading between
clusters, and to avoid the ‘energy hole’ problem, we will consider mobility to the
BS [6]. We will also consider the real challenge of continuous location updating
for the BS without compromising energy efficiency and low latency for real-time
and non-real-time data. Hence, for designing the optimal cluster-based routing
technique, we will consider the following pivotal issues:

• Designing a cluster-based energy-efficient routing protocol considering even
distribution of loads among the clusters.

• Providing low latency for the real-time data communication as well as non-
real-time data communication should not be blocked for infinite time.

• Providing mobility to the BS to avoid energy hole problem [6].

The rest of the paper is organized as follows. Section 2 illustrates related works.
In Sect. 3, we present the network model used in our algorithm. Section 4
describes the problem definition, whereas in Sect. 5, we describe our proposed
protocol. The simulation result is presented in Sect. 6.

2 Related Works

The RAP [4] was designed to support the communication in large-scale network. It
follows query-event service and uses triangulation method to determine location of
target. It maintains prioritize scheme for real-time data but does not care about
energy wastes due to geographic forwarding scheme. The EAQOS [7] protocol
finds an optimal solution for real-time as well as non-real-time data by imple-
menting priority queuing model. The SPEED [5] uses beacon exchange mecha-
nism among the sensors for updating the neighbor list for every sensor nodes.
SPEED follows stateless non-deterministic geographic forwarding (SNFG) for
achieving velocity adjustment and network congestion control. The real-time
power awareness [8] develops a power adaptation scheme for assigning velocity to
the real-time data packet dynamically after estimating the delays of the packets.
Forming clusters and cluster head election based on probability value were the
objective of the pioneer clustering algorithms presented by LEACH [2]; later
cluster head election technique is modified by taking the node’s current energy
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level into account [9]. A BS-assisted cluster head selection algorithm is presented
in [10], where nodes with high sensing density, that is, closer to the entire
members, will get higher chance of becoming cluster head. A novel idea for far
zone nodes through two-hop communications is presented in [11]. Improvement
through a two-tier data disseminations model for the large-scale wireless sensor
networks by introducing mobility to the sink nodes is presented in [12]. An
adaptive location update for mobile sinks in wireless sensor networks is presented
in [13, 14]. Energy-efficient routing schemes for mobile sink in WSNs are
established in [15–17].

3 Network Model

Our primary aim is to develop a cluster-based energy-efficient real-time routing
protocol. Here, we introduce a novel architecture that ensures well-defined clusters
along with real-time data communication protocol. We follow the network model
and architecture presented below:

• The sensor nodes are of homogeneous type and deployed in ad hoc manner.
• All the sensor nodes are with uniform initial energy strength, and a unique ID.
• Nodes are eligible to determine their current energy level, channel’s signal

strength, location information, and ID.
• All the sensor nodes except the BS are immobile. Mobile BS will remain static

during the first time cluster formation phase.
• Data aggregations are done at the cluster heads only.
• The communication channels are symmetric.

4 Problem Definition

In general, the cluster-based routing algorithms are segregated into rounds where
each round has two phase—setup phase and steady phase. In setup phase, the
sensors are generally clubbed together into clusters; from each cluster a special
node is selected or elected as an intermediate, called cluster head. In ready phase,
the sensors sense and transmit the data to the respective cluster head and the
cluster head sends the aggregated data to the BS once in a round. It is clear that the
energy dissipation occurred to the cluster heads only as those nodes are needed to
turn on the radio to receive and transmit signals. The energy dissipation to the
cluster head is directly proportionate to the number of cluster members related to
it. If the cluster formation does not scarce about evenly distribution of the loads
among the clusters, the cluster head from heavily loaded cluster will losses its
energy strength very fast in compare to other cluster heads. Although cluster-based
routing techniques are considered as much more energy efficient than geographic

156 R. Banerjee and C.K. Bhattacharyya



packet forwarding techniques, the cluster formation at every round creates an
overhead and dissipates huge amount of energy during execution of setup phase.
The steady phase in every round, where the real intercluster communication takes
place, is scheduled by TDMA approach to avoid packet collision and easy channel
access purpose. Here, every node will have to wait for its turn to transmit data to
the cluster head; this approach is fine for non-real-time data, but in case of some
applications like fire-monitoring system, battle field surveillance, and intruder
attack, the out-of-time data are not only irrelevant but may also lead to an adverse
situation to the environment. Thus, to support real-time data communication, it is
needed to provide immediate way for data that are having deadline very close. The
real-time data communication should also consider that non-real-time data must
not suffer from infinite bounded waiting. Since all the communications are ulti-
mately headed toward the BS, maximum data packet communications are executed
around the sink node. The stationary sink node for any WSN may incur energy
hole, another serious problem of heavy energy leakage around the fixed BS and
nodes from that particular portion of the network will die very early; hence, the
entire network lifetime is threatened. According to the discussion above, we
summarize the problem definitions as below:

• Clusters with uneven distribution of loads may destroy the balance of the entire
network.

• The static sink nodes create ‘energy hole’ problem around the BS.
• Real-time data transmitted within time encourage heavy traffic for non-real-time

data packet.

5 Proposed Protocol Architecture

The proposed protocol has been divided into rounds where each round is segre-
gated into different phases: the primary setup phase, the regular setup phase, and
the steady phase. Our proposed protocol is headed to design an energy-efficient
routing algorithm by considering evenly loaded distribution among the clusters.
We propose a unique BS-assisted cluster formation technique that is based on very
simple architecture but is very efficient to distribute the loads among the clusters in
an even manner. The proposed protocol is also aimed to reduce the total number of
data communications and reconstruction of clusters at every round. Our proposed
protocol ensures a better solution for the real-time as well as for non-real-time data
communications. We employed a novel scheme so that non-real-time regular data
communication will enjoy a separate queue with traditional TDMA approach for
providing high quality of service during data delivery, whereas the real-time data
communication uses a different queue with CDMA approach to support successful
delivery of data with the minimum time delay.

The CDMA approach was conceived several decades ago, but current advances
in electronic technology have finally implemented it successfully. CDMA offers
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data transmissions with different codes so that multiple sources can transmit their
own data simultaneously through the same link at any moment. We propose that at
every node in network, there will be one packet qualifier, two different queues, and
two different channelization protocols for the real-time and non-real-time data
communications. When a data packet arrives at any node, the packet qualifier at
that node will check the type of the incoming packet, if it has an early deadline—
means real-time traffic—the packet will be transferred to the real-time traffic
queue, and hence, the CDMA approach is taken for that packet to deliver it
immediately. On the other hand, the non-real-time data packet is taken into dif-
ferent non-real-time queue (NRTQ) and is scheduled for transmission through
TDMA time-sharing technique. The primary setup phase executes at the first round
and only when the reconstruction of cluster is needed during the entire network
lifetime. In other round, the steady phase is followed by the regular setup phase.

5.1 Primary Setup Phase for Cluster Formation, CH
Selection, and Schedule Creation

Cluster Formation After being deployed randomly, the nodes are used to create the
initial clusters at this phase. Here, we follow the traditional LEACH [2] algorithm
to form the clusters; each node uses a probabilistic approach to elect itself as a
cluster head at the initial round only. Initially, each node will calculate its priority
value for becoming intermediate cluster head by using the following Eq. 1.

TðnÞ ¼ P=f1=P� ðr %1=PÞg½ � � En; r½ � if n 2 G

Or,

TðnÞ ¼ 0 if n 62 G

ð1Þ

where ‘n’ is the number of nodes inside the network, ‘r’ is the round number
(initial value is 0), and ‘P’ is the desired percentage of CH for the network. ‘En,r ’
is the residual energy level of node ‘n’ at round ‘r’. ‘G’ is the set of all alive nodes.
After calculating the priority value ‘T(n)’ for any node, ‘n’ will check whether this
value is greater than a randomly generated threshold value (ranges between 0 and
1) or not. If the node’s priority value is greater than the random value, then the
node itself will declare as an intermediate CH for that initial setup phase otherwise
will be waiting for the CH announcement by the other nodes. The basic idea is that
node with higher energy level will be having higher chance of becoming inter-
mediate CH for that primary setup phase. This CH announcement packet contains
the location information of the CH node too. The non-CH member node after
receiving one or multiple CH announcement selects only the closest one as its
intermediate CH and sends its ID and location information to the CH. Each
intermediate CH node completes its work by transferring location information
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(in Cartesian coordinate format) and the current energy status of the entire member
nodes from its cluster in an aggregated format to the BS.

After receiving those data from the intermediate CHs, the BS converts those
locations to polar coordinate form (r, h). The BS then divides the total area into
subclusters (often called as ‘zone’) based on the desired percentage of cluster
heads, say ‘P’ with the help of following equations. ‘MIN’ is the minimum
‘weight’ per zone, and ‘MAX’ is considered as the maximum weight per zone [3].
Minimum number of zones,

Zn ¼ P� 100 ð2Þ

If we consider P = 0.05 (means 5 %), then Zn = 0.05 * 100 = 5. Thus, initial
degree range per zone

D ¼ ð360=ZnÞ� ¼ 72� ð3Þ

The total area is now equally divided with respect to range D degree, starting
from 0 to 360 � polar coordinates, in anti clockwise direction. Now, BS will find
the number of sensors lying per zone, called weight of the zones. If in any situ-
ation, it is found that any zone is having less than MIN number of nodes, then that
zone is called ‘weak zone’ and will be merged with its predecessor or successor
zone, located in anticlockwise direction. If for any zone, it is found that the weight
is greater than the MAX value, and then the zone is to be partitioned again into sub
zones, starting from the initial degree of the zone to until MAX number of nodes
are found or half of the Zone’s weight is met or which appears earlier. The process
will be continued until all zones obtain weight between the ranges [MIN, MAX].
Figure 1 is used to present cluster formation through our proposed protocol by
considering even load distribution.

Cluster Heads Selection and Schedule Creation After distributing the loads
evenly among the clusters, the BS selects two special nodes from each cluster: a
real-time cluster head (RTCH) and a non-RTCH (NRTCH). The RTCH is selected
through fuzzy implementation by considering parameters like node’s current energy
level and nodes distance to the BS as well as the signal strength of the sensors,
received by the BS itself so that not only distance to the BS but also void zone in
network or high traffic congestion can be avoided during RTCH selection phase
[18], whereas each NRTCH is selected by the same way but by using an additional
parameter—node’s distance to the intercluster members. Parameters are chosen so
because in case of real-time applications (which occur very often), achieving the
lowest latency is the primary goal, whereas in case of non-real-time applications
(that is regular), the frequent data communications require optimization of the
energy consumption by minimizing the intercluster data communications. Now, the
BS sends a traditional TDMA schedule for each node within the cluster along with id
of the NRTCH node for that particular cluster, so that the non-real-time regular
communication can be continued without any interruption through well-defined
non-overlapping TDMA schedule. Every node from each cluster will enjoy some
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distinct TDMA schedule slots for transmitting data to the NRTCH node during
regular data transfer process. Nodes are eligible to transmit data only at its scheduled
transmitting slots. For real-time data communication, the routing between cluster
member and the respective RTCH will be managed by using CDMA approach only.
We consider the real-time data are to be transmitted with minimal latency, and
hence, the channel access delay should be optimized. Only the CDMA offers data
communications from multiple sources simultaneously through the same link at any
moment by using different codes. The necessary direct sequence of the code gen-
erator is obtained through traditional ‘Walsh Matrices.’ For an example, consider
four nodes 1, 2, 3, and 4 are connected to the same channel. The data from each
station are d1, d2, d3, and d4. The codes assigned to the stations are c1, c2, c3, and
c4. The codes are having two properties: (a) multiplication between two different
code results 0 and (b) multiplication to self-code will result in 4, the number of
nodes. During transmission of data packets, each station at any moment at first
multiplies its data with its code and puts on common channel. The data that go on the
channel are the sum of all the products from all intended nodes and is of the form
(d1.c1 + d2.c2 + d3.c3 + d4.c4). To receive the data from sender, the intended
receiver will multiply the integrated data by the sender’s code. Suppose to receive
data from node 1, receiver multiplies the data with c1 (code for node 1). The
resultant data will become (d1.c1 + d2.c2 + d3.c3 + d4.c4) .c1 = (d1.c1.c1 +
d2.c2.c1 + d3.c3.c1 + d4.c4.c1) = (4d1 + 0 + 0 + 0) = 4d1. Dividing the
result by 4 (number of nodes), the receiver can hear to the exact data provided by
node 1. Thus, in this way, multiple nodes can access channel simultaneously without
suffering from collision. The basic goal is that any real-time data can be sent to the
BS through the intermediate RTCH node at any moment with the minimal latency,
and this transmission is independent of the transmitting slots defined by TDMA
schedule for the regular and non-real-time data communications. Hence, the real-
time data and non-real-time data communications are independent of each other and
can be initiated separately without suppressing others.

Fig. 1 The nodes are evenly
distributed among the well-
defined clusters (zones); red-
spotted nodes are elected as
primary cluster heads at the
first round only. The MIN and
MAX are taken as 10 and 25
for each cluster (zone)
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5.2 Regular Setup Phase for Selecting CHs at Non-Initial
Round

At the initial round, when the primary setup phase is invoked, the BS seemed to be
static, but after the cluster is formed, the only BS is considered as mobile. The
mobile BS regularly updates its location information to the NRTCH and RTCH
nodes at every round, and when the distance of the BS to the CHs exceeds a
predefined threshold value (the one-hop distance of the sensors), the BS selects
new RTCH and NRTCH nodes from each cluster and informs the entire cluster
members including the old RTCH and NRTCH nodes about the cluster heads.
Otherwise after successful completion of each round the new RTCH, NRTCH,
TDMA schedule, and CDMA schedule is fixed and conveyed to the entire net-
work. The selection criteria for RTCH and NRTCH are same as described in
‘Primary Setup Phase,’ the RTCH is selected by considering parameters like
node’s current energy level and node’s distance to the BS, where as each NRTCH
is selected by same way but using parameters like current energy level of the nodes
and node’s distance to the intercluster members, and node’s distance to the BS.
Both CHSs are selected through well-known ‘Mamdani’ fuzzy model.

5.3 Steady Phase for Real- and Non-Real-Time
Communication

We consider each sensor node in the network has a qualifier to distinguish real-
time (RT) and non-real-time data packets. Every data packet is considered to
assign a deadline time value before which the packet must be transmitted to the
intended recipients. The qualifier always keeps updates about the average end-to-
end delay for packet delivery to the BS through NRTCH and RTCH nodes. Every
node in network maintains two different queues for real-time and non-real-time
communications. When a new packet arrives, the qualifier checks the deadline
time of the packet. If the deadline is satisfied by the average end-to-end delay time
through NRTCH, the packet is loaded into NRTQ; otherwise, the qualifier puts it
to the real-time queue (RTQ). That is, the non-real-time regular data packets are
sensed, queued, and transmitted to BS through the NRTCH node from the non-
real-time packet queue, whereas real-time data packets are sensed, queued, and
transmitted to the BS through the intermediate RTCH node from the real-time
packet queue. The non-real-time communication is scheduled by non-overlapping
TDMA slots for each cluster members where each member can transmit data at its
particular scheduled slots. The real-time data packets are transmitted to the BS
through prefixed CDMA codes to provide immediate data transmission scheme.
The idea is to provide minimal latency to the real-time data communication and to
avoid starvation for the non-real-time data communications. We follow CSMA/CA
protocol during intercluster communication period to avoid collisions.
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5.4 Algorithm and Pseudo Codes (Partial)

Algorithm for Steady Phase // Assumptions.
/* N is the node itself. P is any packet arrives at node 
N. Td is the deadline for packet P. Tavg_delay is the 
average end to end delay through NRTCH, computed at node 
N. NRTQ is the non-real time queue RTQ is the real time 
queue */
// Pseudo Code 
For each packet ‘P’, at any node ‘N’
Begin 
Find deadline for ‘P’, say ‘Td’
If ( Td > Tavg_delay ) 

Then, 
Add ‘P’ to the NRTQ 
Else 
Add ‘P’ to the RTQ 
End If
End For 
Algorithm for NRT Schedule // Assumptions.
/* N is the node itself. P is any packet arrives at node 
N. Tslot_N is the transmitting slot defined by the TDMA 
for node N. Tslot_current is the current slot presented 
by the TDMA scheduler. Send_Unicast() is the method of
sending packet to in Unicast way. Wait() is the method of 
waiting for the next slots*/ 
// Pseudo Code 
For each packet ‘P’, from front of the NRT Queue, at node 
‘N’
Begin 
If ( Tslot_N == Tslot_current ) 
Then 
Send_Unicast ( P, N, RTCH, Td ) 
Else 
Wait() 
End If 
End For
Algorithm for RT Schedule.
/* N is the node itself. P is any packet arrives at node 
N. PD is the data part from the packet P. CN is the CDMA 
chip code for node N. Send_Unicast() is the communication 
to the intended only, to save energy. Wait() is the 
method of waiting for the next slots*/ 
// Pseudo Code 
For each packet ‘P’, from front of the NRT Queue, at node 
‘N’
PD = PD X CN
Send_Unicast( P, N, RTCH, Td ) 
End For 
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6 Performance Analysis and Simulation

We evaluate the performance of our proposed algorithm through simulation exper-
iments; we have implemented the simulator through MATLAB environment. The
performance analysis takes into account two vital performance metrics: (1) energy
efficiency of the protocol and (2) traffic delay for the real-time communications. We
have compared our algorithm with the renowned stateless real-time protocol SPEED.
The initial parameters and considerations used for simulation purpose are followed
from the traditional SPEED protocol and are described in Table 1.

6.1 Energy Efficiency of the Protocol

Our proposed protocol clubbed the nodes into well-distributed clusters where
nodes can transmit sensed data to the previously selected cluster heads only; the
packet collision and network congestion are achieved through CDMA and TDMA
processes. We improvise the energy requirements efficiently by optimizing the
communications by avoiding the beacon exchange phase which can save up to ‘N *
ET x(k, d) + N*(N -1) * ERx(k))’ Joule /round, where ‘P’ is the desired per-
centage of CH, ETx(k, d) is the transmitting energy required for ‘k’ bit packet to
traverse ‘d’ unit distance, ‘ERx(k)’ is the required energy for receiving a ‘k’ bit
packet, and ‘N’ is the total number of nodes within the network. The reconstruction
of cluster is not done at every round, CHs selection, and schedule creation is done
by the assistance of BS to prolong the node’s energy life. We consider zero
mobility to the BS during the cluster formation phases. Although an extra ‘n’ bit of

Table 1 Simulation parameters

Parameter name Parameter value

Radio model—transmitting energy Eelec * k + Eamp * k * d2; d is the distance

Eelec and Eamp 50 nJ/bit, and 100 pJ/bit/m2

Radio model—receiving energy Eelec * k; k is packet size

Network bandwidth 200 Kb/s

Packet size 50 bytes

Deployment area 100 m 9 100 m

Node placement Random

Radio range 60 m

Node number 100

Node initial energy 1 J

Base station mobility 0–3 m/s
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‘Walsh Code’ field is considered in data packet to form different code sequences
through ‘Walsh matrix of order n’, in order to support CDMA data communication
from the cluster members to the corresponding RTCH node, here ‘n’ is the number
of nodes within any cluster. The RTCH selection process requires the knowledge
about the signal strengths of the entire sensors. The application requires an extra
‘n’-bit field, where 2n is the number of distinct sensors in the network. In our
simulation for 100 sensors, we require an extra ‘7’-bit field (27 [ 100) for every
sensor to transmit their signal strengths. This implementation requires an extra
0.35 % of energy dissipation compared to traditional SPEED protocol. The sim-
ulation result is shown in Fig. 2.

6.2 Traffic Delay Comparison for Real-Time
Communication

Network traffic and packet delay for real-time data packets are measured through
time domain. The average delay in real-time routing is determined by calculating
the end-to-end time delays and is measured from the entire network with different
data packet arrival rates for the nodes. We propose the non-real-time data trans-
mission is scheduled and regularized by the TDMA approach; only the simulation
outcome for real-time traffic is shown here. The simulation is done by considering
different packet incoming rates—10, 20, 30, 40, 50, 60, 70, 80, 90, and 100
packets/s. The successive delays are measured in seconds. The comparison is done
with well-known SPEED protocol. The results are shown in Fig. 3, and it indicates
the achievement of minimized latency by implementing CDMA-based immediate
data delivery model.

E
N

E
R

G
Y

 (
J)

Average Network Life Time in Rounds

Fig. 2 The entire energy of
the network (100 J) is
completely dissipated after
1,042 rounds for SPEED
(green line), after 1,456
rounds for the proposed
protocol (blue line). Hence,
life is prolonged by almost
40 %
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7 Conclusion

In this paper, we concentrate on energy-efficient tracking, dedicated to conserve
whole network energy as well as maintain high rate of end-to-end delivery of the
packet within the prefixed deadline. We also ensure no additional delay for the
non-real-time communications by separating real- and non-real-time traffic during
medium access. In order to save energy, we propose minimum computational
overhead to the sensor nodes as the cluster formations; RTCH and NRTCH
selections and schedule creation are done by BS itself. We propose an immediate
CDMA-based intercluster data transmission policy even for higher frequency of
real-time data communications. We simulate, analyze, and compare our proposed
protocol with the traditional real-time SPEED protocol. The simulation result
shows almost 40 % prolonged lifetime along with 40 % less traffic delay. We
consider mobile BS to avoid energy hole problem; however, energy-efficient real-
time routing by considering mobile sensors is beyond the scope of this paper and
considered as the future work.

References

1. Banerjee, R., Bhattacharyya, C.K.: An analysis on soft real time routing protocols in WSN.
In: International Conference on TEICC 2012, Bikaner (2012)

2. Heinzelman, W.R., Balakrishnan, H., Chandrakasan, A.: Energy efficient communication
protocol for wireless micro sensor networks. In: Proceedings of 33rd Hawaii International
Conference on System Science (2000)

3. Banerjee, R., Bhattacharyya, C.K.: Cluster based routing algorithm with evenly load
distribution for large scale networks. In: IEEE International Conference, ICCCI 2014,
Coimbatore, India (2014, in press)

Time Delay for Proposed (S) 

D
el

ay
 -

 S
PE

E
D

Fig. 3 Delay measurement
in real-time traffic, clearly
from the figure delay
increases as the S packet rate
hikes, but our proposed
protocol can avoid delay
consistently at about 40 %
compared to SPEED

Power Optimized Real Time Communication Through the Mobile Sink in WSNs 165



4. Lu, C., Blum, B., Abdelzaher, T., et al.: RAP: a real-time communication architecture for
large-scale wireless sensor networks. In: The Proceedings of the Eighth IEEE Real-Time and
Embedded Technology and Applications Symposium (2002)

5. He, T., Stankovic, J., Lu, C., et al.: SPEED: a stateless protocol for real-time communication
in sensor networks. In: The Proceedings of International Conference on Distributed
Computing Systems, RI, May 2003

6. Banerjee, R., Bhattacharyya, C.K.: Energy efficient routing and bypassing energy-hole
through mobile sink in WSN. In: IEEE International Conference, ICCCI 2014, Coimbatore,
India (2014, in press)

7. Akkaya, K., Younis, M.: An energy-aware QoS routing protocol for wireless sensor
networks. In: The Proceedings of the IEEE Workshop on Mobile and Wireless Networks
(MWN2003), Rhode Island, May 2003

8. Chipara, O., He, Z., Xing, G., et al.: Real-time power-aware routing in sensor networks. In:
The Proceedings of the 14th IEEE International Workshop on Quality of Service (IWQoS
2006), New Haven, CT, June 2006

9. Tillapart, P., Thammarojsakul, S., Thumathawatworn, T., Saniprabhob, P.: An approach to
hybrid clustering and routing in WSNs. IEEEAC (2005)

10. Dhanraj, M., Ram Murthy, S.: On achieving maximum network life time through optimal
placement of cluster heads in WSNs. In: Proceedings of IEEE Conference on
Communication. IEEE (2007)

11. Katiyar, V., Chand, N., Goutam, G.C., Kumar, A.: Improvement in LEACH protocol for
large scale wireless sensor networks. In: Proceedings of IEEE International Conference
ICETECT (2011)

12. Ye, F., Luo, H., Cheng, J., Lu, S., Zhang, L.: A two-tier data dissemination model for large-
scale wireless sensor networks. In: Proceedings of ACM MobiCom (2002)

13. Nguyan, L.T., Detago, X., Beuran, R., Shinoda, Y.: An energy efficient routing scheme for
mobile WSNs. IEEE International Conference (2008)

14. Nasser, N., Yatama, A., Saleh, K.: Mobility and routing in WSN. IEEE CCECE 2011,
Canada (2011)

15. Kweon, K., Ghim, H., Hong, J., Yoon, H.: Grid based energy efficient routing from multiple
mobile sinks in WSNs. IEEE International Conference

16. Kim, T.H., Adeli, H.: Dynamic routing for mitigating the energy hole based on heuristic
mobile sink in WSNs. AST/UCMA/ISA/CAN 2010, LNCS. 6059, Heidelbarg (2010)

17. Wang, J., Yin, Y., Kim, J., Lee, S.: A Mobile Sink Based Energy Efficient Clustering
Algorithm for WSNs. IEEE-CIT, Chengadu (2012)

18. Banerjee, R., Bhattacharyya, C.K.: Energy efficient optimization in the LEACH architecture.
In: IEEE International Conference, AICERA ICMICR 2013, Kanjirapally, India (2013)

166 R. Banerjee and C.K. Bhattacharyya



Performance of Incremental
Redundancy-Based Data Transmission
in Randomly Deployed Wireless Sensor
Network

Mousam Chatterjee, Arnab Nandi and Banani Basu

Abstract Energy-level performance of Incremental Redundancy (IR)-based
Hybrid Automatic Repeat reQuest (HARQ) scheme using punctured convolution
code is evaluated for randomly deployed wireless sensor network (WSN) in the
presence of multipath Rician fading. Transmission based on HARQ and optimal
power are two different promising approaches for reducing energy consumption in
an energy constrained WSN. Optimal transmit power is the minimum power
required to sustain the network connectivity while maintaining a predefined
maximum tolerable BER threshold in a multihop route. In the present work,
energy-level performance of HARQ scheme is compared with that of optimal
transmit power-based coded and uncoded schemes for a random WSN. Further,
energy consumption for an arbitrary fixed power-based coded scheme is also
compared. In a random network, an intermediate node in the route selects the
nearest node within a sector of angle (h) toward the direction of the destination as
the next hop. Effects of fading, node density, and search angle on selection of
optimum power, energy consumption of optimum power-based scheme, and IR
scheme are investigated. Effects of code rate and bit rate on energy consumption,
route BER, and optimum power selection in case of optimum power-based coded
scheme are indicated.
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1 Introduction

In wireless sensor network (WSN), the data transmitted from the sensor nodes are
vulnerable to errors induced by noisy channels and other factors. Further, due to
the severe energy constraint, it is not viable to raise the signal power of the
transmitted signal in WSNs [1]. Moreover, high transmission power introduces
excessive amount of inter-node interference. If the transmit power is too small, the
network might be disconnected due to single or multiple link failure(s). Hence, an
alternative way is to use the error control schemes to enhance the packet trans-
mission reliability. ARQ and FEC are the key error control strategies used in
WSNs [2]. However, usage of ARQ is limited for sensor networks due to the
additional retransmission energy cost and overhead [1]. Hence, it is necessary to
provide a proper error control scheme to improve the BER performance while
reducing energy consumption. Due to the stringent energy constraint in sensor
networks, it is very important to employ energy efficient error control scheme.
Incremental redundancy (IR)-based techniques are gaining interest in order to
achieve data transmission with low error probability in packet oriented wireless
links. Different network conditions such as multipath fading have significant
impact on optimal transmit power, energy consumption, and BER performance. So
it is important to investigate the impact of multipath Rician fading on network
performances, such as optimal transmit power, energy expenditure. However, most
of the literature considers regular network architecture without considering fading
and shadowing effect in the propagation path. Wireless channels are often accu-
rately modeled as exhibiting selective Rician fading, where there is a strong signal
component. Rician fading captures a wide range of fading model. It represents
Rayleigh fading when K = 0, and no fading when K ? ?, where K is the Rician
factor defined as the power ratio of specular to diffused components [3].

In this chapter, performance of IR-based Hybrid Automatic Repeat reQuest
(HARQ) error control scheme is evaluated for a randomly deployed WSN in the
presence of multipath Rician fading. Incremental redundancy is a HARQ tech-
nique in which instead of sending simple repeats of the entire coded packet;
additional redundant information bit is incrementally transmitted if the decoding
fails on the first attempt. IR scheme uses an infinite ARQ scheme at lowest
available code rate if decoding fails with all the incremental bits. Non-systematic
convolution codes are used in the present study since efficient algorithms are
available [4] for decoding of such punctured code. In our work, a scheme utilizing
optimum transmit power is also considered for both convolution-coded and
uncoded data and the performance of the schemes is compared to that of IR
scheme to present a comprehensive overview. In the optimal power-based scheme,
an optimal transmit power corresponding to a particular node density and network
condition is exploited for transmitting data. Optimal transmit power is the mini-
mum power required to sustain the network connectivity while maintaining a
predetermined maximum tolerable BER threshold in a multihop route [5]. In an
ideal scenario, the transmit power of a node should be modified on a link-by-link
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basis to achieve the maximum possible power savings [6–10]. However, in ad hoc
network, performing power control on a link-by-link basis is a complicated and
cumbersome task. A straightforward solution in the view of practical implemen-
tation is to use a common transmit power for all the nodes. This is very much
desirable in inaccessible terrain, where adjustment of the transmit power after
deployment is impossible or very much costly. Moreover, the performance dis-
parity, in terms of traffic carrying capacity, between adjusting the power locally
and employing a common transmit power is small, especially when the number of
nodes is large [11]. Hence, investigation on optimal transmit power under different
network condition is important to enhance network lifetime. More precisely our
contributions in this chapter are as follows:

1. Evaluation of energy consumption of IR-based packet transmission for a ran-
domly deployed WSN and impact of Rician fading, node density on energy
consumption.

2. Optimal transmit power for uncoded and convolution-coded data (with dif-
ferent code rates), different bit rates, and node spatial density are derived for a
WSN deployed-based on a random topology.

3. Impacts of severity of multipath Rician fading on optimal transmit power and
route BER is studied for such random WSN.

4. In random network, an intermediate node in the route selects the nearest node
within a sector of angle (h) toward the direction of the destination as the next
hop. The effects of search angle (h) on optimal transmit power, energy con-
sumption, and route BER performance are also indicated.

5. Energy consumption of IR-based scheme is compared with optimal power-
based scheme (for both using coded and uncoded data) and an arbitrary fixed
power-based scheme (with fixed code rate).

2 Related Works

Implementation of incremental redundancy-based HARQ error control scheme in
WSN has been widely investigated in recent years. Next, we will review some
typical related woks.

Stanojev et al. [12] show that relevant gains in terms of energy efficiency can be
achieved by resorting to HARQ protocols rather than conventional time-diversity
schemes, where the number of retransmissions is fixed. Rossi et al. [13] presented
a reprogramming system for WSNs called SYNAPSE to improve the efficiency of
the error recovery phase. SYNAPSE features a HARQ solution where data are
encoded prior to transmission and incremental redundancy is used to recover from
losses, thus considerably reducing the transmission overhead. In [14], throughput
of hybrid automatic retransmission request schemes based on IR using Low
Density Parity Check (LDPC) is discussed. Hunter et al. introduced a new method
called coded cooperation that integrates channel coding into cooperation diversity
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[15, 16]. It was shown that coded cooperation outperforms repetition-based pro-
tocols for various scenarios because of its ability to vary its coding rate and thus to
adapt to channel conditions [16].

3 Network Model and Problem Description

In this section, we describe the wireless sensor network model under present
investigation and the basic assumptions considered in the chapter.

3.1 Network Architecture

We consider a random topology of network. It is assumed that N numbers of nodes
are distributed over a region of area ‘A’ obeying random topology. To avoid edge
effects, we assume the network surface to be the surface of a torus with length 2R
on each edge. A torus can be formed by connecting the top edge with the bottom
edge and the left edge with the right edge of plane [17]. The node spatial density
qsq is defined as number of nodes per unit area, i.e., qsq = N/A. Since the positions
of nodes in the network are independent and uniformly distributed, it can be shown
that the number of nodes in an area has a two-dimensional Poisson distribution [5].
The probability mass function (pmf) of the number of nodes ‘Na’ over a surface of
area ‘a’ in the case with random topology is given by [5]

PrðNa ¼ jÞ ¼
aqsq

� � j

j!
e�aqsq j ¼ 0; 1; 2; . . . ð1Þ

where aqsq is the expected number (k) of nodes present in area ‘a’. It is assumed
that all sensor nodes are stationary in the present study.

3.2 Routing Protocol

We consider a routing scheme where each intermediate node in a multihop route
relays the packets to its nearest neighbor in the direction of the destination as
shown in Fig. 1. In particular, we assume that an intermediate node in the route
selects the nearest node within a sector of angle ‘h’ toward the direction of the
destination as the next hop [17]. Let W be a random variable denoting the distance
to the nearest neighbor in a two-dimensional Poisson node distribution. It can be
shown that, keeping the node spatial density fixed, for large ‘N’ (i.e., as N ? ?),
the CDF of the distance to the nearest neighbor within a sector angle of ‘h’ in a
torus is [5]:
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FðhÞW ðwÞ ¼ 1 w [ R

¼ 1� e�
qsqhw2

2 0�w�R
¼ 0 otherwise.

ð2Þ

3.3 MAC Protocol

Here, we consider a simple reservation-based MAC protocol, called REServe-and-
GO (RESGO) following [18]. According to this protocol, a source node first
reserves intermediate nodes on a route for relaying its packets to the destination. A
transmission can begin only after a route is discovered and reserved. If the des-
tination node is busy, it waits for an exponential random back-off time before
transmitting or relaying each packet. When the random back-off time expires, node
starts transmitting a packet. The random back-off time helps to reduce interference
among nodes in the same route and also among nodes in different routes. Thus, as
per the present protocol, a node in a route can receive packet or data from only one
node at any given time. Throughout this chapter, we assume that the random back-
off time is exponential with mean 1/kt, where kt is the packet transmission rate.

3.4 Channel Model

The major perturbations in wireless transmission are large-scale fading and small-
scale fading [19, 20]. Large-scale fading represents the average signal power
attenuation or path loss due to motion over large areas. This phenomenon is
affected by prominent terrain contours (hills, forests, billboards, clumps of
buildings, etc.) between the transmitter and receiver. However, small-scale fading
exhibits rapid changes in signal amplitude and phase as a result of small changes
(as small as a half-wavelength) in the spatial separation between a receiver and
transmitter. If the multiple reflective paths are large in number and there is a

Fig. 1 Possible multihop
route in a random topology
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dominant non-fading signal component, the envelope of the received signal is
statistically described by a Rician pdf given as [19]

pzðzÞ ¼ z=r2 exp
� z2 þ v2ð Þ

2r2

� �
I0

zv

r2

� �
z� 0 ð3Þ

where z is the envelope amplitude of the received signal, 2r2 is the average power
in the non-LOS multipath components, v2 is the power in the LOS component, and
I0 is the modified Bessel function of 0th order. In the present work, we consider the
multipath Rician fading in addition to path loss and thermal noise.

3.5 Transmission Schemes

In this chapter, performance of three different transmission schemes in random
WSN are evaluated and compared. Here, performance of an arbitrary transmit
power-based scheme, optimal power-based scheme, and IR-based scheme are
compared. In arbitrary power-based scheme, convolution-coded message is used,
while in case of optimal power-based scheme, both convolution-coded and
uncoded messages are considered. However, IR-based scheme uses punctured
convolution code to evaluate and compare the performances.

3.6 Connectivity

The number of hops depends on the number of nodes available in the network,
search angle ‘h’, and distance between the source and destination. However, in our
analysis, we considered average number of hops to evaluate the performance
WSN. The average number of hops also depends on the search angle (h) and
number of nodes in the network. For instance, a route will consist of many hops if
each hop length is short. Hop length depends on the value of search angle (h). The
average number of hops on a route is estimated as [17]

�nr n d m ffi
ffiffiffiffi
N
p ffiffiffiffiffi

h3
p ffiffiffi

2
p
þ ln 1þ

ffiffiffi
2
p� �	 


6
ffiffiffiffiffiffi
2p
p

sin h
2

� � : ð4Þ

3.7 BER at the End of a Multihop Route

The received signal at the receiver is the sum of three components (1) the intended
signal from the transmitter, (2) interfering signals from other active nodes, and (3)
thermal noise. Interfering signals from other nodes are independent identically
distributed. Hence, from central limit theorem, it is Gaussian in nature and treated
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as an additive noise process independent of thermal noise. The received signal in
the receiving node Y during each bit period can be expressed as [5]

Y ¼ hsSrcv þ
XN�2

j¼1

hjsj þ nthermal ð5Þ

where hs and hj are the channel coefficients of the intended and interference signal,
respectively, Srcv is the desired signal in the receiving antenna considering only
path loss, sj is the interference from the other nodes, and nthermal is the thermal
noise signal. We also assume that interference from other active nodes (i.e., sj)
undergo similar Rician fading as the desired signal.

Assuming binary phase-shift keying (BPSK) modulation, there can be two cases
for the amplitude of the Srcv

Srcv ¼

ffiffiffiffiffiffi
Prcv

Rbit

q
¼

ffiffiffiffiffiffiffi
Ebit

p
; for aþ 1 transmission

�
ffiffiffiffiffiffi
Prcv

Rbit

q
¼ �

ffiffiffiffiffiffiffi
Ebit

p
; for a� 1 transmission

8
<

:
ð6Þ

where Prcv is the power received at the receiving end, Rbit is the bit rate, and Ebit is
the bit energy of the received signal considering only path loss. Prcv is given by
Frii’s transmission formulae [19]

Prcv ¼
PtGtGrc2

4pð Þ2f 2
c wc

ð7Þ

where Pt is the transmit power, Gt is the transmitting antenna gain, Gr is the
receiving antenna gain, fc is the carrier frequency, c is the path loss exponent, and
c is the velocity of light. Here, we considered omni-directional (Gt = Gr = 1)
antennas at the transmitter and receiver. The carrier frequency is in the unlicensed
ISM band (2.4 GHz).

For each interfering node j, the amplitude of the interfering signal can be of
three types with different probability [17]

sj ¼

ffiffiffiffiffiffi
Pintj

Rbit

q
with probability 1

2 Ptrans forþ 1 transmission

�
ffiffiffiffiffiffi
Pintj

Rbit

q
with probability 1

2 Ptrans forþ 1 transmission

0 with probability 1� Ptransð Þ for no transmission

8
>><

>>:
ð8Þ

where Ptrans is the transmission probability of interfering nodes and Pintj is the
interference power received from node j. The probability that an interfering node
will transmit and cause interference depends on the MAC protocol used. Con-
sidering the RESGO MAC protocol and assuming that each node transmits packets
with length LT, the interference probability is equal to the probability that an
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interfering node transmits during the vulnerable interval of duration LT/Rbit, where
Rbit is the bit rate. This probability can be written as [18]

ptrans ¼ 1� e�
ktLT
Rbit ð9Þ

Size of the interference vector~Sint increases as the number of nodes increases in

the network. The vector ~Sint is defined as: S
*

int ¼ fsjgj¼1;2;...; N�2ð Þ ¼
fs1; s2; . . .; sN�2g, where sj (as given in Eq. (8)) is the amplitude of the signal
received at the receiver from an interfering node j.

The thermal noise signal can be written as [19]

nthermal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
FkT0B

p
ð10Þ

where F is the noise figure, k = 1.38 9 10-23 J/K is the Boltzmann’s constant, T0

is the room temperature, and B is the transmission bandwidth.
Assuming that the threshold for bit detection is placed at 0, the bit error

probability can be written as [5]

P bit errorð Þ ¼
X

~Sint

P hsSrcv þ
XN�2

j¼1

hjsj þ nthermal\0 ~Sint

��
( )

P ~Sint

n o

¼
X

~Sint

Q

hsSrcv þ
PN�2

j¼1
hjsj

r

0

BBB@

1

CCCA
P ~Sint

n o
ð11Þ

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FKT0=2

p
. Assuming that a bit detected erroneously at the end of a

link is not corrected in successive links, the BER at the end of a multihop route
with �nrndm number of hops is denoted as BERroute. So the BERroute can be
expressed as [17],

BERroute ¼ 1�
Y�nrndm

i¼1

1� BERhop i

� �
ð12Þ

where BERhop_i is the BER of the ith link of a route. We simulate the BER for link
and route following the guiding equations as presented in Eqs. (11) and (12).

3.8 Optimal Common Transmit Power for Random Networks

In a network with random topology, the common transmit power used by each
node should be large enough so that the BER at the end of a multihop route with an
average number of hops �nrndm, given by Eq. (4), is lower than the maximum
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tolerable value, denoted as BERth. Thus, the transmit power is chosen in such a
way so that the following inequality must be satisfied:

BERroute�BERth ð13Þ

We determine the optimal transmit power with the help of simulation test bed
developed by us. Transmission power of the node is increased gradually (keeping
other parameters fixed) in step starting from a very low power till desired BERth is
satisfied. The minimum transmit power satisfying desired BERth is the optimal
common transmit power. This optimal transmit power also depends on the coding
scheme used. It is obvious that optimal transmit power for coded transmission is
less than that of uncoded scheme.

3.9 Algorithm for IR Scheme

The following steps are used for implementing IR scheme in random WSN:

1. Convolution-coded data with code rate of 1=2 is generated.
2. Every third bit of the coded data is punctured (to obtain effective code rate of

3=4) and transmitted.
3. If decoding fails, every 6th bit is transmitted (to obtain a effective code rate of

3=5) and combined with previous transmission for decoding.
4. If again decoding fails, remaining bits are transmitted (to obtain lowest

available code rate of 1=2) and decoded.
5. For further failure of decoding, infinite ARQ scheme is utilized at lowest

available code rate.

3.10 Energy Model

Next, we derive the energy spent in successfully transmitting a data packet con-
sidering incremental redundancy (IR)-based HARQ error control scheme between
a pair of source and destination nodes via multihop route. In our study, non-
systematic punctured convolution codes are used as part of IR.

It is assumed that each packet (LT) consists of header (Lh) and convolution-
coded message (Lc). Lc depends on code rate and given as Lm/Cr; where Lm and Cr

are the uncoded message length and code rate used. So the energy required to
transmit a single packet is

Et ¼
PtLT

Rbit

ð14Þ
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Here, it is assumed that 75 % of the transmit energy is required to receive a
packet [4]. So energy required to communicate, i.e., transmit and receive a single
packet is given by

Epacket ¼
PtðLT þ lackÞ

Rbit

� 1:75þ Ee þ Edð ÞLm ð15Þ

where Ee, Ed, and lack are the encoding energy per useful bit, decoding energy per
useful bit, and acknowledge frame length, respectively. In general, for convolution
codes, the energy required to encode data is negligible. However, performing
decoding on an Intel

�
StrongARM

�
SA-1110 processor [21, 22] is energy-intensive.

It is seen that the energy consumption in decoding (Ed) seems to be independent of
the coding rate [21]. This is reasonable since the rate only affects the number of bits
sent over the transmission. A lower rate code does not necessarily increase the
computational energy since the number of states in the Viterbi decoder is unaffected
[21]. However, the energy consumption scales exponentially with the constraint
length [23]. This is expected since the number of states in the trellis increases
exponentially with constraint length [24–26]. Thus, the energy required to com-
municate a single coded packet of size Lc is:

Epacket ¼
PtðLh þ Lc þ lackÞ

Rbit

� 1:75þ EdLm ð16Þ

Average probability of error at packet level at each hop is expressed as [27]

PERhop i ¼ 1� ð1� BERhop iÞLT ð17Þ

The effect of fading and code rate are incorporated in BERhopi. We consider two
cases: (1) uncoded data transmission and (2) coded data transmission using con-
volution code. In case of coded transmission, BERhop_i is the error rate incorpo-
rating the coding scheme. Since BERhop_i with FEC is different (likely to be less)
than that of uncoded case, optimal power, which depends on BER, will also be
different compared to uncoded transmission. The probability of ‘n’ retransmissions
is the product of failure in the (n – 1) transmissions and the probability of success
at the nth transmission [27]:

PI ½n� ¼ ð1� PERhop iÞðPERhop iÞn�1 ð18Þ

Average number of retransmissions, assuming an infinite ARQ is given as

RI ¼
X1

n¼1

PI ½n� � n ð19Þ
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The energy consumed per packet at each hop is considered as the energy spent
in forward transmission of information and reverse transmission for NACK/ACK
as in [28]. It is assumes that after first unsuccessful transmission (considering
incremental bits), the receiver asks for retransmissions at lowest code rate. The
energy consumption in ith hop is given as:

Ehopi ¼ ER0 þ ER1 � � � þ ERt þ Edec þ Eretrans

¼
1:75Pt Lh þ Lm

CR0
þ lack

� �

Rbit

8
<

:

9
=

;
þ

1:75Pt Lh þ Lm
CR1
� Lm

CR0

� �
þ lack

� �

Rbit

8
<

:

9
=

;

þ
1:75PtðLh þ Lm

CRt
� Lm

CRðt�1Þ

� �
þ lackÞ

Rbit

8
<

:

9
=

;
þ ðt þ 1ÞEdLm

þ
1:75Pt Lh þ Lm

CRm
þ lack

� �

Rbit

þ EdLm

8
<

:

9
=

;
RI

¼ 1:75Pt

Rbit

t þ 1ð Þ Lh þ lackð Þ þ Lm

CRm

� 
þ

Pt Lh þ Lm
CRm
þ lack

� �

Rbit

� 1:75þ EdLm

8
<

:

9
=

;
RI

ð20Þ

where ERt is the energy associated with tth transmission of incremental bits. In our
study, we considered t = 2. Edec is the total decoding energy used to decode the
message using incremental bits. Eretrans is the energy required to communicate data
using infinite ARQ scheme at lowest available code rate (if decoding fails with all
the incremental bits). CR0 is the code rate used for initial transmission. CRt is the
effective code rate after tth transmissions of incremental bits. Thus, total energy
required to communicate a packet at the end of �nr n d m number of hops is given as:

Etotal ¼
X�nr n d m

i¼1

Ehop i ð21Þ

4 Simulation Model

We now present the simulation model developed in MATLAB to evaluate the
performance of IR in WSN. Simulation model is based on the IR algorithm given
in Sect. 3.9. Mean value of 20 independent runs (each run of 105 bit) in each case
is considered for presentation. Table 1 shows the important network parameters
used in the simulation study:

• Digital data 1 and 0 with equal probability is generated at base band.
• Digital data passed through convolution encoder with code rate �.
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• Every third bit of the coded data is punctured and transmitted. Our transmitted
signal is +1 or –1 corresponding to data 1 or 0.

• Fading channel coefficients are generated following Rician distribution as in
Eq. (3).

• The distance between the transmitter and the receiver (i.e., W) is randomly
generated from the hop length distribution given in Eq. (2).

• Next, a number of interfering nodes within the circle of radius 2 W centered at
the receiver are generated according to a two-dimensional Poisson distribution
with mean ‘aqsq’.

• Active interfering nodes are identified using Binomial distributed random
variables for node activity.

• Interference from such active interfering nodes is generated assuming inter-
ference undergoes similar kind of fading as the desired signal.

• The desired message signal is affected by multipath fading, thermal noise, and
interference from other nodes. The signal received by the receiving antenna in
destination node is generated following Eq. (5).

• The received signal Y as given in Eq. (5) is then detected considering the
threshold level at 0. If the received signal is greater than the threshold level 0,
then it is detected as 1. Otherwise, it is detected as 0.

• Each received bit is then compared with the transmitted bits. If there is mis-
match an error counter is incremented. Now dividing the error count by the
total number of transmitted bits, link BERs are obtained.

• In case of unsuccessful decoding, every 6th bit of the initially coded data is
transmitted and decoded.

• If again decoding fails, remaining bits are transmitted and decoded.
• If decoding fails with all the incremental bits, system utilizes infinite ARQ

technique at lowest available code rate.
• Transmit power is increased gradually in step starting from a very low power

till desired BERth is satisfied. The minimum transmit power satisfying desired

Table 1 Network parameters used in the simulation

Parameter Values

Path loss exponent (c) 2

Number of nodes in the network (N) 1,000

Node spatial density (qsq) 10-8–10-1

Packet arrival rate at each node (kt) 1 pck/s

Career frequency (fc) 2.4 GHz

Noise figure (F) 6 dB

Room temperature (T0) 300 k

Transmission power (Pt) 1 mW

Search angle (h) p/9, p/2, and p

Constraint length of encoder 7

Decoding energy per useful bit (Ed) 1.2 9 10-4 J
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BERth is the optimal common transmit power. Thus, optimal transmit power
for various bit rate, search angle (h), and node spatial density is obtained.

• The energy consumption in IR scheme in random network is evaluated using
Eq. (21).

5 Simulation Results

In this section, the impact of several network parameters on energy consumption is
discussed to present a comprehensive overview. Simulations are performed using
MATLAB

�
, and results are compared in terms of mean value of 20 independent

runs in each case. The simulation parameters are listed in Table 1. Confidence
intervals are shown only for Fig. 2. However, it is always at a confidence level of
95 %.

Figure 2 shows route BER as a function of node spatial density for uncoded and
convolution-coded data. It is observed that BERroute performance improves with
increase in node spatial density. However, it is seen that beyond a certain node
density, the BERroute does not change with further increase in node spatial density
and a floor in BERroute, as denoted by BERfloor appears. The desired signal power
as well as the inter-node interference increases with increase in node density. As a
result, we obtain the BERfloor. This is expected because, increasing node spatial
density beyond a certain limit no longer improves the signal-to-noise ratio (SNR),
as the interfering nodes also become close enough to the receiver. It is seen that
BERroute performance improves in case of convolution-coded message as com-
pared to uncoded message. Further route BER performance improves with
decrease in convolution code rate.

Fig. 2 Route BER as a
function of node spatial
density for different code rate
in the presence of Rayleigh
fading; Rbit = 10 Mbps,
h = p/9
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Figure 3 shows route BER as a function of node spatial density for different
level of severity of multipath Rician fading. It is seen that BERroute performance
degrades in the presence of fading. This is because in multipath fading environ-
ment, signal-to-noise interference ratio (SNIR) degrades. It is also observed that
with increase in severity of fading, i.e., as K factor decreases from 10 to 3,
BERroute performance degrades.

Figure 4 shows route BER as a function of node spatial density for different
search angle (h) in the presence of Rayleigh fading (K = 0). It is seen that
BERroute performance improves with increase in search angle (h). This is due to
the fact that for high value of the search angle (h), the hop length is likely to be
short.

Fig. 3 Route BER as a
function of node spatial
density for different severity
of fading; code rate = �,
Rbit = 10 Mbps, h = p/9

Fig. 4 Route BER as a
function of node spatial
density for different search
angle in the presence of
Rayleigh fading; code
rate = 3/5, Rbit = 10 Mbps

180 M. Chatterjee et al.



In Fig. 5, we compare the optimal common transmit power in a random net-
work as a function of bit rate in multipath Rician fading channel. Optimal common
transmit power is the minimum transmit power sufficient to preserve network
connectivity while satisfying a predetermined BER threshold (BERth) value at the
end of a multihop route. It is seen that optimal transmit power increases as the data
rate increases. It is mainly because of the high thermal noise introduced due to
high bit rate. It is observed that optimal transmit power required to transmit data in
multipath Rician fading channel is higher than the power required in the absence
of fading for same data rate. Further optimal transmit power increases with
increase in severity of fading. For example, at a bit rate of 15 Mbps, K = 10 and
BERth = 10-2, and the optimal transmit power is 40.5 mW. However, for the
same BERth and data rate, the optimal transmit power is increased to 68.5 mW for
K value of 3. Further, there is a critical data rate, below which the desired BERth

cannot be satisfied for any level of transmit power. The critical bit rate occurs at
the point where the BERfloor for that particular data rate becomes higher than the
desired BERth. It is also seen that critical bit rate increases with increase in severity
of fading.

In Fig. 6, we compare the optimal common transmit power in a random net-
work as a function of bit rate for several code rates of convolution-coded data. It is
seen that optimal transmit power increases as the data rate increases. Further,
critical bit rate increases with increase in data rate. For example, critical bit rate is
0.3 Mbps at a code rate of �, while it increases to 3 Mbps at a code rate of �.

Figure 7 shows the optimal common transmit power as a function of node
spatial density for different search angle (h). It also shows the effect of convolution
coding on optimal transmit power in a multipath Rayleigh fading channel. It is
seen that optimal transmit power increases with decrease in node spatial density
for a given bit rate. This is because with decrease in node spatial density at a fixed
bit rate, BERroute performance degrades. It is seen that optimal transmit power
decreases with the use of coded message and as code rate increases optimal

Fig. 5 Optimum transmit
power as a function of bit rate
for different fading severity;
code rate = 3/4, node
density = 10-6, h = p/9
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transmit power increases. Further optimal transmit power required to maintain
desired BER threshold increases with decrease in search angle (h).

Figure 8 shows the energy required to successfully deliver a typical message of
size 100 bit using IR-based HARQ technique in the presence of Rayleigh and
Rician fading. Energy consumption of IR scheme is compared with that of coded
scheme which uses an arbitrary fixed transmit power with several code rates.
Energy requirement decreases significantly in case of IR-based scheme compared
to that of fixed code rate-based scheme. It is seen that energy requirement increases
in IR scheme in the presence of fading. Further, in IR scheme energy requirement
decreases with increase in search angle (h). Energy consumption decreases with
decrease in code rate of convolution-coded message.

Fig. 6 Optimum transmit
power as a function of bit rate
for different code rate in the
presence of Rayleigh fading;
node density = 10-6,
h = p/9

Fig. 7 Optimum transmit as
a function of node density for
different search angle in the
presence of Rayleigh fading;
Rbit = 10 Mbps
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Figure 9 shows the energy required to successfully deliver a message of size
100 bit using optimal transmit power corresponding to each node spatial density.
Energy requirement in optimal power-based scheme increases in the presence of
fading. It is seen that use of optimal transmit power-based scheme reduces energy
requirement significantly compared to fixed power-based transmission. Further,
energy requirement decreases with increases in search angle ‘h’. In case of optimal
power-based scheme, energy consumption increases in uncoded transmission of
message compared to that of coded transmission. Moreover, it is observed that
IR-based scheme consumes less energy than those of optimal power-based scheme
(for both coded and uncoded message) as well as arbitrary fixed power-based

Fig. 8 Energy consumption
to communicate 100 bit of
data for different code rate in
the presence of fading using
fixed transmit power of
Pt = 1 mW; Rbit = 10 Mbps

Fig. 9 Energy consumption
to communicate 100 bit of
data utilizing fixed and
optimum power in the
presence of fading; Rbit = 10
Mbps. FTPS is the
abbreviated form of fixed
transmit power scheme
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scheme in moderate- and high-node density regions (i.e., our region of interest).
However, optimal power-based scheme outperforms IR scheme in terms of energy
consumption in low-node density region.

6 Conclusion

In the present work, energy-level performance for IR-based HARQ error control
scheme is evaluated for a randomly deployed WSN in the presence of multipath
fading. Energy consumption for successful delivery of a packet via multihop route
using IR technique in each hop is evaluated in such scenario. Further, an optimal
power-based scheme is also investigated for convolution-coded and uncoded data
transfer, where optimal transmit power corresponding to a particular node density
is used to communicate data with other nodes. It is observed that IR-based scheme
consumes significantly less amount of energy compared to optimal power-based
scheme and fixed power-based scheme in moderate- and low-node density regions.
However, optimal power-based scheme consumes less energy compared to that of
IR scheme in low-node density region. Moreover, optimal power-based scheme
consumes less energy compared to that of fixed power-based scheme. Optimal
transmit power in multipath Rician fading channel is more as compared to that in
the absence of fading. Further, optimal transmit power decreases with increase in
node spatial density. It is also seen that optimal transmit power decreases for
convolution-coded data as compared to uncoded data. Optimal transmit power
decreases with decrease in code rate and increase in search angle (h). Critical bit
rate increases with increase in severity of fading and increase in code rate of
transmitted data. It is observed that route BER performance improves with
increase in node spatial density and finally attains a floor. Further, route BER
performance degrades in the presence of Rician fading and with decrease in search
angle (h). Route BER performance degrades with increase in severity of fading and
code rate of transmitted data. It is also seen that energy requirement decreases with
reduction in code rate of transmitted data. Energy consumption for both the IR and
optimal power-based scheme decreases with increase in search angle ‘h’. The
study helps in designing energy efficient randomly deployed WSN.
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Trust-Based Routing for Vehicular
Ad Hoc Network

Suparna DasGupta and Rituparna Chaki

Abstract Vehicular ad hoc networks are likely to become the most relevant form
of mobile ad hoc networks with special requirements in terms of node mobility and
comprise of vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) com-
munications. The deployment of vehicular communication systems is strongly
dependent upon their underlying security and privacy features. The effective trust
management schemes for VANETs have been given the dire consequences of
acting on false information management. The urgent nature of communication
necessitates that messages should be signed and verified before they are trusted
and it should be done to keep secrecy of vehicles real identity. Prerequisite to
communicate within VANETs is an efficient route between network nodes which
must be adaptive to the rapidly changing topology of VANET. In this paper, we
have proposed a new trust-based efficient routing protocol for VANETs and
provide the solution for avoiding the channel congestion and performance bot-
tleneck problem. Conducted simulation experiments on different scenarios show
the performance analysis and effectiveness of the new proposed routing protocol
for vehicular ad hoc networks.
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1 Introduction

Vehicular ad hoc networks is a wireless network that is formed between vehicles
on demand basis and have become a popular area for both the academic research
community and automobile industry, with specific attention to improving driving
experience and road safety. As the vehicles change their location constantly, there
is a continuous demand for information on the current location and specifically for
data on the surrounding traffic, routes, and much more.

In vehicle-to-vehicle (V2V) communication, three broad categories of archi-
tecture are related, such as infrastructure-based, ad hoc networks, and hybrid. The
infrastructure-based architecture takes advantage of the existing cellular networks.
This network has few drawbacks as: high operation cost, limited bandwidth, and
symmetry channel allocation for uplink and downlink. As infrastructure do not
required in ad hoc networks, the cost of building such network will be very low and
it can even operate in the events of disasters. The hybrid architecture combines
these two architectures by considering vehicles as data relays between roadside
base stations. This architecture also requires the function of multi-hop communi-
cation between vehicles, which is the essential part of ad hoc network architecture.

VANET consists of vehicles and road-side units as network nodes and enables
inter-vehicle communication or IVC along with the road side-to-vehicle commu-
nication, i.e., RVC. Road conditions such as congestion, collisions, or construc-
tions are shared by vehicles through VANETs. IVC and RVC can be divided into
two categories, such as: safety-related applications and infotainment applications.
Besides the fundamental security requirements, sensitive information, i.e., identity
and location privacy should be preserved; on the contrary, traceability is required
where the identity information needs to be revealed. In addition, privilege revo-
cation is required by network authorities. V2V and vehicle-to-infrastructure (V2I)
communication can enable a range of applications to enhance transportation safety
and efficiency as well as infotainment.

VANETs face many interesting research challenges in multiple areas, from
privacy and anonymity to the detection and eviction of misbehaving nodes.
Securing vehicular communication is a tough problem due to tight coupling
between application and the network fabric, as well as additional social, legal, and
economical consideration, which raise a unique combination of operational and
security requirements. Privacy and security are important issues in vehicular
networks. Users wish to maintain location privacy and anonymity, location and
direction of movement of the vehicle are known only to those legally authorized to
have access to them and remain unknown to anybody unauthorized. Security-
related key challenges for VANETs are control access, user authentication, mes-
sage authentication, message integrity, message identification, message privacy,
accountability anonymous certification, group signatures, PKI: managing certifi-
cate revocation, pseudonyms, etc. In case of designing any routing algorithm for
VANET, the above-discussed issues should be taken into account.
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In this paper, we have introduced a new reliable communication mechanism
depending on a proposed system module for VANET. This proposed scheme
consists of two different steps. (1) Registration procedure has been introduced for
new vehicles, and trust value has been assigned to each of the registered vehicles.
(2) Communication mechanism has been presented for existing vehicles.

The rest of the paper is organized as follows. Comprehensive surveys of related
works of different secure routing protocols for VANETs are discussed in Sect. 2. In
Sect. 3, we have presented new trust-based routing for VANET. Intensive per-
formance analysis of our proposed scheme is presented in Sect. 4. We conclude
our paper with final remarks in Sect. 5.

2 Related Works

For full deployment of VANETs, two paramount issues should be resolved,
namely security and privacy. The information communicated by vehicles should
be secured. Many researchers have been already published number of research
papers, addressing the security issue of vehicular ad hoc networks. In this section,
we have discussed some of the security-related research challenges of VANET.

In VANETs, the connection between two vehicles is often intermittent due to
dynamic vehicular movement. Routing in VANETs has been studied, and many
different protocols were proposed. Granelli et al. proposed a motion-based routing
algorithm [1] for VANET. The routing metric enables to exploit not only posi-
tioning information but also the direction the vehicles movement. Extensive
evaluation outlines the advantages of MORA [1], especially in case of high
mobility of vehicles and frequent topology changes. But considering these
parameters are not enough for a best next hop selection in VANETs. A vehicle that
is almost out the communication range should not be selected as a next hop, which
cannot be guaranteed without taking into account the speed. Menouar et al. [2]
proposed MOPR, taking into account neighboring vehicles movement speed
additional to MORA [1]. Vehicle that is estimated to go out the communication
range in a short-duration time will not be selected as a next hop. This approach
helps in minimizing the risk of broken links and in reducing data loss. The per-
formance of the scheme largely depends on the prediction accuracy and the esti-
mate of the transmission time that depends, in turn, on several factors such as
network congestion status, driver’s behavior, and the used transmission protocols.
In Kumar and Rao [3] proposed a position-based greedy routing protocol, which
uses the location, speed, and direction of motion of their neighbors to select the
most appropriate next forwarding node. Like GPSR [4], it uses the two forwarding
strategies greedy and perimeter. It predicts the position of nodes within the beacon
interval whenever it needs to forward a data packet. DGRP [3] selects better next
hop node than MOPR [2] as MOPR selects only those nodes for forwarding which
are going to be communication range for next one second. In [3], if link stability
between the forwarding node and its neighbor node is weak, possibility of packet
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loss is high in DGRP [3] and also prediction of position information is not reliable
at all instances. Gong et al. [5] proposed a predictive directional greedy routing
protocol, in which the weighted score is calculated from two strategies namely,
position first forwarding and direction first forwarding. Using these strategies, the
current neighbors and possible future neighbors of packet carrier are found. In
PDGRP [5], next hop selection is done based on prediction and it is not reliable at
all situations. In Jayasudha and Chandrasekhar [6] proposed a hierarchical cluster
based greedy routing protocol. The main objective of the algorithm is to optimize
the packet behavior in ad hoc networks with high mobility and to deliver messages
with high reliability. We have also proposed a routing solution in [7]. In [8],
J. Serna et al. proposed a geo-location-based trust for VANET’s privacy and used as
an authorization paradigm based on a mandatory access model and a novel scheme
which propagates trust information based on a vehicle’s geo-location. A trust-based
privacy preserving model for VANETs has been presented by Ayman Tajeddine
et al. [9], which is unique in its ability to protect privacy while maintaining accurate
reputation-based trust. In [10], a reputation based trust model has been presented by
Qing Ding et al. This is an event based reputation model to filter bogus warning
messages. A dynamic role dependent reputation evaluation mechanism has been
presented to determine whether an incoming traffic message is significant and
trustworthy to the driver. BROADCOMM [11] is a popular broadcast algorithm for
emergency situation in VANET. By exchanging Hello message to neighbor nodes,
all nodes determine their own cell boundary. A cell reflector node is selected for
each cell. These nodes actually relay the broadcasted message from one cell to other
cell. Its’ simple to implement nature is ideal in emergency alert system.

The above discussions lead to the conclusion that is mainly cryptographic, and
certificate-based techniques [12] are being preferred by the researchers for securing
communication within VANETs. This leads to another problem namely, certificate
revocation problem [13].Some researchers have chosen trust value-based authen-
tication, but the parameters influential in trust value assignment of a vehicle are not
properly identified. A trust based solution in this issue is also proposed by us [14].
Maintaining pseudonym [15] is another approach for achieve security. But it also
leads to an extra maintenance cost. This paper aims to provide a reliable commu-
nication mechanism for vehicular ad hoc network, and the proposed solution is used
to overcome performance bottleneck and channel congestion problem.

3 Trust-Based Routing Protocol for Vehicular
Ad Hoc Networks

In this section, we are going to propose a solution of above-discussed problem. In
our proposed solution, we have distributed VANET in a layered architecture. In
the lowest layer, all nodes (i.e., vehicles) present in the system. Local registration
authority (LRAi) implies a road-side unit that acts as a middle layer element within
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the framework. LRAi is responsible for maintaining vehicles registered under it.
The highest layer component, called global registration authority (GRA), is
nothing but a repository having all lower layer information (Fig. 1).

3.1 Registration Procedure

Here, we have assumed that all nodes in a VANET are distributed according the
proposed layered architecture. On entry of a new vehicle in the system, it sends a
request for a registration certificate to its LRAi, i.e., LRAi in its range and this request
is termed as registered to communicate (RTC). LRAi estimates trust value of that
vehicle forwards it and vehicle number to GRA. GRA generates a unique sequence
number, i.e., USN for that particular vehicle. This USN acts as Veh_reg_id for the
corresponding vehicle. At the registration time, LRAi do not know the behavior of
the vehicle. For this reason at this time, an initial trust value is given to the vehicle.

• Trust Value Initialization

In this subsection, we have been presented an algorithm for new vehicle entering
in the system. Every new vehicle has to register under its local LRAi. For this reason,
it sends a registration request to LRAi. In this request, each vehicle has to send their
types and the unique features of it. After receiving the request, LRAi assigns a
unique number and a trust value to the requesting vehicle. After initialization of trust

Send
(v_id, v_type)   

Reply (Veh_reg_ID, 
TRvalue)

LRA LRA2

fwd.(v_id, 
v_type)

Vehicle_info table

Write (Veh_reg_ID,TRvalue, LRA1)

GRA

V3

1

V4V2

V1

Fig. 1 Modular diagram of the system
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value, it will forward to GRA and GRA keeps all this information in Vehicle_info
table and the corresponding vehicle is registered under the communicating LRAi

(Table 1).

Algorithm 1: Registration Procedure

Step 1: New vehicle sends (vehicle_id, v_type) to LRAi

Step 2: LRAi call Trust_init_func(vehicle_id, v_type)

Step 3: LRAi forward that vehicle_id and TRvalue to GRA

Step 4: GRA generates a Veh_reg_ID

Step 5: GRA write Veh_reg_ID, TRvalue and LRAi in Vehicle_info table.

Step 6: New vehicle is registered under LRAi

Step 7: END.

Vehicles are all highly mobile in nature, and within a very short-time interval, it
can move from one LRAi region to another LRAi region. Once registered, all
information about the corresponding vehicle is maintained by parent LRAi.
Information of every registered vehicle’s is also stored in GRA, and GRA actually
acts as a global repository of all registered vehicles. LRAi monitors all vehicles
registered under it. When a vehicle moves out of its region, it broadcast a message
consisting information about that vehicle. In this way, the new LRAi in which
region the vehicle enters can know information about it. The information sends by
the following message format (Fig. 2).

In the above-message format, FMi denotes an identifier that uniquely identifies
the message. Veh_reg_id, TRvalue, and Parent_LRAi denote registration identifier,
trust value, and initial LRAi, respectively, for the corresponding vehicle. In this
way, when LRAi found any new vehicle in its region, it also had some essential
information about that vehicle. If LRAi needs more detail information, then it can
query to GRA and gets required information from it.

At the execution of all the above-mentioned steps, two kinds of problem can be
occurred as; performance bottleneck problem for LRAi and channel congestion
problem.

• Performance Bottleneck Problem

LRAi is busy for registering new vehicles, estimating there trust value in a
certain time interval, sending frequent message to other LRAi, etc. All these jobs
have done for a large number of vehicles depending locality. As a result large

Table 1 Vehicle_info table

Veh_reg_ID LRAi TRvalue

FMi Veh_reg_ID TRvalue Parent_LRA 

Fig. 2 Message format
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number of jobs may be waiting in a queue. For this reason, priority should be
assigned to each job for job scheduling. In this way, high-priority job performed first
and low-priority job have to wait. In this way, a starvation problem has been occurred
for low-priority job. To solve this problem, aging technique can be introduced.

• Channel Congestion Problem

For performing assign jobs, LRAi has to communicate with each other and with
vehicles. Vehicles also communicate with each other for data transmission. All
these communication take place using message passing through network channels.
Due to this large number of data transmission, channel congestion can occur which
cause to data loss. For avoiding this problem, channel availability should check at
link layer. When a node wants to communicate, it sends a request to send (RTS)
and waits until it received an ACK message. We can assume for this time this node
become busy. On the other hand, when a node receives RTS, it also become busy
until it sends ACK message. For other nodes, when RTS or clear-to-send (CTS) is
received (but it is not send by themselves), they can assume that for that time
period channel will be used. And, we assume this time period is a specified time
period, as network transmission time (NTT). For calculation of this NTT, we can
take one of the two following techniques.

• No Persistent Technique

In this technique, messages send after a certain time interval. This interval value
can be estimated depending on some network property. By a thorough survey, we
have assessed that this time interval depends on maximum transfer unit (MTU) of
a network. A relation between channel capacity and NTT is also found. From our
observation, we can write

MTU � CC 11=NTT

MTU � CC ¼ K =NTT; where K is a constant

NTT ¼ K=MTU � CC

ð1Þ

That means other nodes have to wait for this specified time period before
starting the requesting process to access channel.

• N-persistent Technique

In this technique, messages send depending on a probability of n % success.
The probability of failure is (1 - n) %.

3.2 Communication Procedure

• Assumptions
• All LRAi’ maintain information about their child nodes and store in a list,

defined child_list Veh reg ID; address; TRvaluef g:

Trust-Based Routing for Vehicular Ad Hoc Network 193



• LRAi maintains information about vehicles in its one-hop distance.
• All vehicles registered under LRAi, are in a one-hop distance of each other.

Communication taken place in this type of network can be categorized into two
types.

• Query Driven

This type of communication is reactive in nature. A node broadcasts the query
to procure necessary information. Then, it waits for Tqb time period, where

Tqb ¼ pktsize � NTT � 2 � Trange ð2Þ

The communication completes successfully if reply from any node is received
within the time. If no such information is received, the LRAi of sender vehicle
multicast its query to all LRAi and starts the timer for Tqm time period, where,

Tqm ¼ pktsize � NTT � 2 � LRAdist ð3Þ

After this specific time period, sender LRAi checks for reply. If any reply
found, then it forwards to the sender vehicle node. Otherwise communication
declared as a failure.

Algorithm 2: Query-driven Communication

Let V1 requires some information. So, it starts a communication session.

Step 1: V1 broadcasts a query and waits for time Tqb periods,
where Tqb ¼ pktsize � NTT � 2 � Trange

Step 2: If reply comes, then go to step 6

Else go to next step.

Step 3: V1 requests it’s LRAv1 to forward it’s query.

Step 4: LRAv1 multicasts this query to other LRAs and waits for time Tqm periods,
where Tqm ¼ pktsize � NTT � 2 � LRAdist

Step 5: If reply comes, then forward to V1

else sends a failure message to V1

Step 6: Communication successful.

• Specific Vehicle-to-Vehicle Communication

This type of communication takes place when any vehicle wants to commu-
nicate with any other specific vehicle. A prerequisite of this type of communi-
cation is a logical route establishment between sender and receiver vehicle. In the
beginning of the communication, sender vehicle initiates a query about address of
receiver vehicle. Sender vehicle search for receiver vehicle, in LRAi child_
list{Veh_reg_ID, TRvalue}. If found then directly communicate with that specific
vehicle. Otherwise, sender vehicle’s parent LRAi send message to all LRAi. The
receiver vehicle should be enlisted in the child list of any of the LRAi.

194 S. DasGupta and R. Chaki



Unavailability of reply is suggestive of either the specific node has roamed to a
different node or it is temporarily down. After receiving the reply, sender node can
start communicating with receiver node (Table 2).

Algorithm 3: Routing Procedure

Let S is the sender vehicle and D is the receiver one.

Step 1: Sender vehicle S searches in it’s LRAi child list for destination vehicle.

Step 2: If destination vehicle found then, go to step 5

Otherwise send communication request to it’s LRAi

Step 3: LRAi sends a request message to other LRAi for searching destination address.

Step 4: If found, then send it back to source node, Otherwise send a failure message to
sender vehicle.

Step 5: Send a success message to sender vehicle.

4 Performance Analysis

In order to implement the above-discussed proposal, the system performance needs
to be tested in real life, despite the many obstacles that make this difficult such as
the expense, high mobility, network complexity, and distributed environments.
Simulation tools are considered the best means with which to evaluate the per-
formance of any network type particularly wireless and ad hoc networks. For
example, this method enables the user to emulate the network in terms of routing
protocols, security constraints, and other factors that are similar to real-life situ-
ations, thus avoiding the difficulties resulting from the existence of obstacles.

Table 2 Data Dictionary Parameter Details

LRA Local registration authority

GRA Global registration authority

RTC Registered to communicate

USN Unique security number

Veh_reg_ID Vehicle registration identifier

TRvalue Trust value

Vehicle_id Vehicle identifier

V_type Vehicle type

FMi Frequent message identifier

To Time of a vehicle entering in system

Tmr Total number of request send within time period

Tmn Total number of reply received within time
period

MTU Maximum transfer unit
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We choose the NS2 simulator for this analysis because it realistically models
arbitrary node mobility as well as physical radio-propagation effects such as signal
strength, interference, capture effect, and wireless propagation delay. Our propa-
gation model is based on the two-ray ground reflection model. The simulator also
includes an accurate model of the IEEE 802.11 Distributed Coordination Function
Wireless MAC protocol. Using NS2, we evaluate the performance of the proposed
protocol and present the following metrics for comparing the performance with the
different well-known traditional routing. The simulation model consists of a net-
work model that has a number of wireless nodes, which represents the entire
network to be simulated (Table 3).

We have to examine whether the proposed routing algorithm works robustly or
not. For this reason, we have compared our routing algorithm with LAR, DSR,
AODV, and GPSR according to the following metrics.

(i) Packet delivery ratio: Measures the ratio of data packets delivered to the
destinations and the data packets generated by the CBR source.

Say, N is the number of packet generated by the CBR source. Among those
D packets are received by destination node

Packet delivery ratio; PDR ¼ D=N ð4Þ

This number indicates the effectiveness of a protocol.

(ii) End-to-end delay: Measured in milliseconds, includes processing (pd), route
discover latency (rl), queuing delays (qd), retransmission delay (rd) at the
MAC, and propagation (pr) and transmission times (tr). This number mea-
sures the total delay time from a sender to a destination. So, we can compute

End-to-end delay ¼ pdþ rl þ qd þ rd þ pr þ tr ð5Þ

(iii) Normalized routing load (NRL): Measures the number of routing packets
transmitted per distinct data packet delivered to a destination. Let DP is the
number of data packet and for delivering these; we have required CP
number of routing packet.

Table 3 Simulation environ-
ment parameters

Parameter Value

Channel type Wireless channel

Radio-propagation model Two-ray ground

Antenna model Omni antenna

Network interface type Wireless Phy

Mac type 802.11

Number of nodes 25
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NRL ¼ CP=DP ð6Þ

The routing overhead is an important metric for comparing these protocols as it
measures the scalability of a protocol, and its efficiency in terms of throughput and
power consumption. In our simulation study, we have performed sensitivity
analysis to investigate the effect of various network parameters.

• Effect of Speed

This study is based on 100 nodes with 10 communication sessions. We have set
our simulation with zero pause time to stress the mobility in the network. To
understand the effect of speed on performance, we varied the speed of the vehicles
between 10 m/s (or 22 miles/h) and 25 m/s (or 56 miles/h). The simulation results
are presented in Figs. 3, 4 and 5. They show performance trade-off in some
techniques.

Though AODV, LAR, and our proposed algorithm deliver almost similar
number of packets irrespective of mobility, AODV and LAR have high end-to-end
delay and control packet overhead. In a highly mobile scenario, links tend to break
frequently. In such situation, these two algorithms need to send more route dis-
covery message. LAR also suffers from inaccurate prediction of the request zone,
which leads to network-flooding problem. DSR performs similar to our proposed
protocol in terms of end-to-end delay and number of control packet transmitted per
data packets. However, it gives poor result with respect to packet delivery ratio.
This is because DSR has to rediscover routes more frequently as vehicle speed
increases. In case of GPSR, high-control overhead is caused by maintaining
neighbor location, and high end-to-end is caused by the outdated neighbor infor-
mation. This causes GPSR to forward to non-existing neighboring nodes. From
these results, we can conclude that connection-oriented approaches either drop a
large amount of data packets (for example, DSR) or require a large number of
control packet to keep routes up-to-date (for example, AODV and LAR) and

10 15 20 25
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SPEED

P
A

C
K

E
T

 D
E

LI
V

E
R

Y
 R

A
T

IO LAR
DSR
GPSR
AODV
TBRVN

Fig. 3 Packet delivery ratio versus speed
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neighboring nodes information (for example, GPSR). In our proposed one, all
vehicles’ information is stored in vehicle_info table. This is maintained by a
centralized authority, GRA. From this any vehicle’s location is accessible. In
addition, when a vehicle leave a region of an LRAi (because of its’ speed) and
enters another LRA’s region, then through frequent messaging 2nd LRAi becomes
aware about this particular vehicle. For this reason, despite of speed increase
proposed protocol gives a consistence result.

• Effect of Network Density

In this case, we assumed node mobility is 25 m/s. For testing the effects of
network density, we simulated with 50, 100, 150, 200, and 400 nodes. The results
of analysis are plotted in Figs. 6, 7 and 8. In terms of packet delivery, AODV and
LAR perform initially better than our proposed protocol. From our simulation
result, it is clearly visible that with the increase of network density our protocol
starts to perform better than AODV and LAR. If we compare on the basis of end-
to-end delay obviously our proposed protocol perform best than others. Due to
increment of number of nodes, number of control packets also increases for AODV
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and LAR. DSR is not performed well. For GPSR, increasing number of nodes
means more number nodes to maintain. So, route selection procedure becomes
more time-consuming. This situation is reflected in the following figure. Though
there is a centralized repository maintained by a centralized authority, the total
responsibility of routing is actually distributed among LRA’s. The LRA’s are
distributed locationwise. Thus, increases in the number of nodes are not going to
reflect very much in case of proposed protocol.

From the above different comparisons we can see that the proposed routing
protocol provides the better result than traditional well-known routing.

We have also examined our protocol’s functionality with respect to BROAD-
COMM [11], a routing protocol specially aimed at vehicular communication.
BROADCOMM [11] is chosen due to its’ easy-to-implement features which have
made it a popular choice for routing in VANET. The metrics for comparison
between our proposed technique and BROADCOMM are as follows: packet
delivery ratio, end-to-end delay, and routing load (Fig. 9).

It has been observed that performance of BROADCOMM [11] is better than the
proposed technique. The reason is BROADCOMM does not involve any checks on
the trust worthiness of the vehicles involved in communication. Our algorithm has
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to perform certain mandatory checks and that adds to the delay in packet delivery
ratio. Thus, in an ideal situation, BROADCOMM [11] proves to be a better per-
former (Fig. 10).

The performance of our proposed logic is much better than that of BROAD-
COMM [11] as far end-to-end delay is concerned. In BROADCOMM [11],
communication takes place using pure flooding mechanism. This is the cause of
additional delay in routing packets from source to destination. In TBRVN algo-
rithm, use of selective forwarding technique helps to reduce the end-to-end delay
(Fig. 11).

In case of BROADCOMM [11], flooding causes an exponential incrimination
of control packets. In our proposed logic, selective forwarding mechanism is used
for routing which limits the number of control packets to a linear order. This result
is to reduce control packet for delivery of data packet.
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5 Conclusions

In this paper, we have presented a reliable routing protocol for vehicular ad hoc
network. Here, we have proposed a trust-based registration mechanism to provide
the reliability. A layered structure has been presented for the authenticate vehicles
communication. Performance bottleneck and channel congestion problem also
have taken care consideration in this proposal. The results show that proposed
routing protocol provides better result compared with the existing well-known
routing protocol. We have also compared our proposed routing algorithm with
BROADCOMM, a routing algorithm specially aimed at VANET environment.
Results proved that TBRVN has less delay and routing overhead as compared with
existing routing protocols.
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Study on Handover Mechanism
in Cellular Network: An Experimental
Approach

R.K. Mishra, Nabendu Chaki and Sankhayan Choudhury

Abstract Mobility of devices in cellular network induces several problems. This
has drawn reasonable research attention in recent times. Designing appropriate
Call Admission Control (CAC) mechanism and evaluating performances for such
algorithms are among the crucial challenges in the domain. Such technologies
continually evolve with the changing communication paradigms. In this paper, we
have investigated various parameters that impact performance at home base station
to facilitate seamless handover by an exhaustive simulation using George Mason
University’s Java-based MASON framework. The different parameters considered
during simulation include handover threshold limits, user velocity, process pri-
oritization, number of users in a cell, and redundancy for transceiver for better
coverage. Through this exhaustive simulation, this paper aims to estimate the
effect of factors influencing handoff as well as to test existing hypothesis about
the handoff. The experimental results have disproved certain general conventions
that are often assumed.
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1 Introduction

Wireless Cellular network has expanded its outreach in every aspect from its
accessibility to various functionalities. The network started as alternative to pro-
vide connectivity at remote and hostile areas where wired network was impossible
to expand. The proven utility of the network in such area has made it an alternative
mode of communication for people on the move. The cellular network grows from
alternative mode of communication to main stream backbone network. It has no
more remained a mode of nomadic communication; rather, it transformed into
necessity of modern civilization. Wireless communication is not only used for
vocal communication but also for data accessing. The data usage through cellular
networks has grown by several folds in past few years. The growing demand is
continuously thrusting for more resource provisioning and finer-tuning of com-
ponents in network.

Over time, wireless networks have evolved into five generations. Interestingly,
the newer generations did not replace the older and these are coexisting. Wireless
networks, irrespective of its generation and technology, like any other techno-
logical innovation also posses certain challenges. These challenges may be
inherent to the network or arising out of its massive deployment. The inherent
challenges with the wireless network are handoff commissioning, channel
encoding, bandwidth utilization, interference management, data security, etc.
Other technological challenges such as interconnectivity, frequency reuse, coding,
traffic management, resource scheduling, channel multiplexing are due to the
massive deployment.

All the above challenges are continuously being studied, and solution from
different perspectives is proposed. However, the area is still quite open for further
exploration. Mobility is an essential characteristic of wireless communication. In
order to provide seamless connectivity over a larger geographical area, the entire
space is divided into smaller coverage area called cells. A cell can also be referred
as a service area of the network served by single transceiver of the network. The
handover is a process of transferring of a mobile user from current service area to
adjacent service area and maintain a seamless connectivity [1, 2].

Success of any wireless network or service provider is often determined by how
efficiently handover is managed and executed. The problem of handoff is as old as
wireless networks, but still as new as next upcoming standard in arena. This paper
aims to estimate the effect of factors influencing handoff as well as to test existing
hypothesis about the handoff using simulation experiments. It is also studied to
understand how these parameters may be used in the perspective of microcell
mobility in urban mobility patterns and off-loading the base station from routing
chores by increasing participation of mobile nodes.
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2 State-of-the-Art Review

Handover enables any mobile communication system to have a seamless avail-
ability of service during mobility. In order to support a handover process, band-
width is reserved for migration of a mobile unit from service area to another. The
bandwidth reservation for handover can be either a static or a dynamic. In static
partitioning, predefined number of channels is designated for the handover and
their count remains unaltered. Main pitfall of static partitioning scheme is that it is
not adaptable to voluminous handovers. In fact, in such a situation, the requests
will be denied and call will be dropped. On the contrary, dynamic channel allo-
cation scheme is adaptable to varying demand of handover as it can hire channel(s)
through any means for handover. It suffers from the shortcoming like gradual
acquisition of maximum bandwidth thus deprivation of other users for resource
allocation [1]. None of the solutions or solution variants attempt to study the
affecting parameters for the handover process [3].

In [4], the authors have mentioned the relevance of various parameters, such as
received signal level, received signal quality, distance, and the corresponding
thresholds for sustaining the communication. Experiments in [4] show that men-
tioned parameters play crucial role in the handover decision making.

In [5], a comprehensive review of state of the art for handover techniques
hovers around mobile unit mobility and other associated parameters. The review
exhaustively covers the handover on the basis of usage, prioritization, channel
reservation, and mobility. It is a compilation of Call Admission Control (CAC)
techniques on the predicted movement of mobile unit using both RSS value and
past history.

Group handover strategies (with and without access point) has been discussed
in [6] and a proposal for group handover without using access point. The authors
have proposed that all the devices collect together within a small network by
initiating any of the standard neighbor discovery protocol. Thus, knowing the
count and resource requirement appropriate access point can be identified and
request for handover is initiated. The authors have computed the expression for
node count and other metrics using optimization equations. Thus, the overhead for
unwarranted computation increases at main switching center toward deploying
such solution.

Irrespective of the technology wireless communication system divides geo-
graphical area into smaller units called cell. Each cell is categorized by its dedi-
cated serving transceiver called base station. Over the period of existence within a
cell, mobile stations (MSs) continuously measure the signal strength of adjoining
base station including home base station and send log to home base station. Base
station maintains a log of periodically measured signal strength from each MS. As
the signal strength of any of the adjoining base station reaches a handover
threshold for a MS, a request for handover is initiated by serving base station for
new base station. Request is forwarded up in the network hierarchy, if required. In
case of denial, a call is queued/dropped; otherwise, host base station is
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acknowledged to start handover. Handover is executed between the two predefined
limits of the signal strength called as thresholds, and to avoid ping-pong effect, a
reference value called hysteresis is used. After commencement, all the databases
and network components are updated to inform about ongoing handoff. Host base
station passes the handover information to MS and handover is completed [2, 7,
10–12]. A handover can be hard handover, if physical switching of the frequency
is involved; this kind of handover is also referred as break-before-make handoff.
Another class is vertical handoff when handoff is performed between two different
generations of communication networks like 2G to 3G /LTE [7–9].

The similarity in the handoff process encouraged us to investigate the process in
isolation independently without considering the signaling being done to achieve
transition in any generation of network. This simulation aims toward identifying
the impact of other parameters on the performance of handover process. From
metric point of view, call drop probability is having precedence over call blocking
ratio; hence, in this experiment, call drop is considered to be the sole performance
metric.

3 Simulation

We have simulated the process over the MASON, core framework in Java from
George Mason University’s Evolutionary Computation Laboratory. The simula-
tion is set up using the parameters shown in Table 1.

The process is simulated in a space of 800 9 800 field using 2–4 base station.
We have considered that base station controller is collocated with base station.
Hence, the decision is coded with base station only. The channel is assumed to be
noise-free, and there is no interference of any sort. Mobile nodes are aligned
initially in small space which represents the road in urban cities. Mobile nodes
move in straight line following water flow mobility model because in urban sce-
nario, a MS cannot move haphazardly outside the bound of road network.

The handover is executed between threshold bounds defined as handover
window. Beacon interval represents the time span between occurrences of resource
facilitating the handover may be random access channel (RACH) or downlink
dedicated control channel. Base stations are ideally located such that they overlap
each other maximally to avoid shadow region between two cells and also provide
complete coverage to their respective regions. Start factor defines the simulation
step at which node start their execution. All the connected nodes are considered to
be active nodes, and each base station is having a certain fixed number of channels
to support handover.

The simulation has exhibited some interesting result which led to conventional
as well as unusual inferences.
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3.1 Impact of redundant base station to lower the call drop

The redundancy of resources is often provisioned with an expectation toward
ensuring consistent performance of the system. In case of cellular network, mul-
tiple base stations may be provisioned for covering the same region. The simu-
lation is built with as many as four base stations completely covering the
simulation area (Fig. 1).

Interestingly, the simulation results have inverted the entire hypothesis as there
is a consistent call drop of about 50 % which was earlier absent when there were
only two base stations to cover same geographical area (Fig. 3).

It can be seen from Fig. 3 that when there are the 100 users in network, i.e., 50
in either side, there are total 6 call drops contrarily; in Fig. 2, it is 110 call drops
from total 200 users in network. It was found to against the general convention, the
reason we find was something unusual and it is like that whenever a node moves
from one end to another say along X-axis node, say base station A, finds per-
pendicularly located base station B on Y-axis closer than base station C on the
other side along X-axis opposite to A. Therefore, node is transferred to the base
station B as it is closer than C. When node further moves, it finds itself again in

Table 1 Simulation setup parameter

Parameter Value or
range

Description

no_of_node [2–500] Number of nodes

no_of_bts 2/4 Total number of base stations used

staColors Array of
color

Color of the mobile nodes

ho_Channels [3–15] Handover channel as measure of percentage of total active call
channels

beaconInterval 1 Interval of beaconing for the base station

Coverage [100–800] The coverage area of the base station. This the diameter of the
space under the coverage of any base station

start_factor 5 The simulation start time factor used for each entity separately

ho_wnd_min 0.3 f Minimum threshold for handover initiation

ho_wnd_max 2.0 f Maximum threshold for handover termination

[XMIN–
XMAX]

[0–800] Bounds of X-axis

[YMIN–
YMIN]

[0–800] Bounds of Y-axis

Diameter 8 Size of mobile nodes and base stations

roadWidth 20 The width of road assumed

iniDensity 20 At initialization time nodes will be placed in space of
(roadWidth 9 iniDensity)
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handover situation between B and C. However, by this time, the node has traveled
through the handover window between B and C, leaving a smaller effective
window for handover. It is quite obvious that smaller the window, higher will be
the call drop (Fig. 4).

This problem has another perspective, with the advent of multiple generations
of cellular network topologies like umbrella cell and co-located overlay. In both of
these approaches, the overlying cells are entrusted with responsibility to manage
load which underlying cell is incapable of handling. In case of higher rate
mobility, maximum traffic is diverted to overlying cell. This process of load

Fig. 1 Cell layout with four
base stations
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balancing is causing an avoidable congestion at overlying cell. Thus, even though
service area is better covered, there is no guarantee for seamless connectivity.

It may be inferred from Fig. 4, that smaller the handover window size, more
will be the call drops. In unban setups where connection density is often quite
high, microcell configuration is most preferable as this allows for maximal fre-
quency reuse. In microcell configuration, cells are at most 500 m–1 km in size.
This leads to more frequent handover and larger possibility of call drops. Looking
in Fig. 4, one may plan over a strategy to pre-initiate handover before it reaches
the prescribed limits. Such strategies could be realized in reality because if, for
example, the speed of a vehicle is larger than a limit, then it neither can stop
instantaneously nor reverse the direction of its motion.
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3.2 Impact of Resource Provisioning on Throughput

In order to avoid under performance, if some extra resource can be provisioned
must be provided. This perspective has led to vast research in provision for extra
channels for handover management. This can be done statically or dynamically,
but it is done to ensure better performance. The simulation has totally rejected the
hypothesis, and result shows that performance of the handover has no clear
association with provisioning of extra resources.

In urban scenario, vehicle distribution is never Gaussian; rather, it is rectangular
appearing when signal is green and disappearing for some time when it is red. This
will result in mobility in dynamic cluster; group of indefinite size of people with
safe distance will be appearing and disappearing together from the cell. As we
have experienced also between two signal crossings, there is a bunch of people
traveling at safe distance with almost same velocity. When bunch of people
approaching handover boundary and node are more than the capacity provisioned
then it exhibit an erratic relationship which can sole be defined with respect to the
arrival pattern of the user. Since resource provisioning is done irrespective of this
fact, hence, we cannot see any vibrant relationship (Fig. 5).

3.3 Impact of Specific Signaling Schedules on Handover

In this simulation, we have not implemented any sort of messaging system except
for handover intimation and acknowledgment; therefore, we refer the signaling as
beacon. Beacon in true sense is small signal carrying very minimum information
sometime nothing at all. In our context, we have implemented beaconing as
appearance of message from base station at regular interval measure with respect
to simulation clock. To successfully execute handover two things are important
firstly the cell identification broadcasts and other is appearance of RACH. Cell
broadcast helps a mobile node know about the identification of cell and inform its
parameter. RACH channel help in posting request to base station. RACH channel
is usually accessed through contention process. The simulation results (Fig. 6)
have appeared upside down with respect to conventional belief.
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Let us understand this with a simple example. RACH is a logical channel and is
defined in almost all wireless communication standards. RACH is appearing at
periodical interval to facilitate communication between system and user mobile
node, and same is used for handover messaging. If say this channel is appear at
every T1 time and its one extra presence can be provisioned within T1 interval,
then theoretically we can reduce the call drop probability to half. Similarly, if cell
identification broadcasting appears in microcell in same way as it is schedule in
macrocell, then there are chances that a node can pass by a cell without actually
listening to the broadcast as a result call will be dropped. Therefore, we have to
investigate properly to finally suggest a signaling schedule.

4 Conclusions

The experiments conducted here offer twofold findings. On one side, these throw
light on association with not much explored attributes like beaconing interval. On
the other side, one may infer from the experimental findings that factors like
handover channel provisioning at base station are not the sole dependencies for
better call admission. These hidden relationships posses a new kind of challenges
and afresh investigation to tackle the situation.

Threshold window is the period between the threshold limits encapsulating the
hysteresis in between. Existing convention is that larger the window, smaller will
be the call drops and same is verified during the simulation. Similarly, the
hypothesis on higher velocity, deprecation in handover priority, and higher user
density results into higher call drop have been verified by the simulation experi-
ments. The persistence of hypotheses during simulation has established the worth
of our simulation setup and platform.

On the other hand, in these simulation experiments, we have proven experi-
mentally that some of the existing conventions are not always augmenting the
performance of the system rather hampering it drastically in cases. Experiment has
shown that how intelligently network resources are made available and in

Fig. 6 Beaconing interval
and call drop
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abundance. This simply cannot assure the success of process. Through our sim-
ulation, we have proved that improvised signaling schedules are extremely
essential and have critical impact on the throughput of the process and on system
as a whole. However, to the best of our knowledge, in none of the existing standard
for wireless communication, there are provisions for specialized signaling for
handover. Provision of schedule can be implemented in several ways which we
will be experimenting in due course of time and establish in the real terms.
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