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Chapter 1
Introduction

Abstract As the wavelets gain wide applications in different fields, especially
within the signal processing realm, this chapter will provide a survey on widespread
employing of wavelets analysis in different applications of speech processing. Many
speech processing algorithms and techniques still lack some sort of robustness which
can be improved through the use of wavelet tools. Researchers and practitioners in
speech technology will find valuable information on the use of wavelets to strengthen
both development and research in different applications of speech processing.

Keywords Wavelet transform � Speech processing � Applications in speech
technology � Wavelet spectral analysis � Wavelet-basis functions

In this monograph, we discuss many proposed algorithms which employ wavelet
transform (WT) for different applications in speech technology. A survey was
conducted through recent works which used WT in speech processing realms. This
survey covers both the use of wavelets in enhancing previously proposed algo-
rithms and new algorithms based, principally, on wavelet analysis. In general,
wavelet analysis can serve through many ways in speech processing since it can
provide new enhanced spectral analysis approach, basis-expansion for signals,
identification features, and can serve well for noise cancellation.

1.1 History and Definition of Speech Processing

The first trials for speech processing through machines are dated to the ancient
Egyptians who built statutes producing sound. There are other documents belonging
to the eighteenth century, which attempt at building speaking machines [1].

In human speech processing system, several transformations may be included,
such as thought-to-articulation, articulators movement to acoustical signal, prop-
agation of the speech signal, electronic transmission/storage, loudspeaker to the
listener’s ears, acoustic to electrical in the inner ear, and interpretation by the
listener’s brain. These transformations are modeled through many mathematical
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algorithms. In most speech processing algorithms, a feature space is built based on
a transformation kernel to a space of lower dimension, which allows a post-
processing stage, readily, resulting in more useful information.

Accordingly, speech processing is discussing the methods and algorithms used
in analyzing and manipulating speech signals. Since the signals are usually pro-
cessed in a digital representation, hence speech processing can be regarded as a
special case of digital signal processing, applied to speech signal. The main topics
of speech processing are recognition, synthesis, enhancement, and coding. The
processing for speech recognition is concentrated on extracting the best features
that can achieve highest recognition rate using a certain classifier. For speech
coding and synthesis, the coding parameters from speech signals should result in a
closest matching between the original and reconstructed signals. While for speech
enhancement, efforts are directed toward discovering analysis components that
may comprise sources of signal degradation.

1.2 Applications of Speech processing

Applications of speech processing techniques may include compression and
enhancement of human speech, clinical diagnosis of speech disorders, man–
machine interfacing through voice, security systems for speech communications,
machine translation of speech, reading machines, and understanding based on
voice communication. In these applications, the speech signal is, customarily,
transformed from time domain to another domain in which efficient features can be
extracted to express a functional character of such signal. As an example, spectral
features can be exploited in identifying meaning or type of a speech signal in the
field of speech and speaker recognitions. For other applications, the features can be
used for reconstructing the signal again after analysis and enhancement.

Many real-world applications are now available based on research results in
speech processing. It may range from the use of speech-based dictation machines
to speech-based command and control supporting interactions with machines.
Speech recognition can serve as an alternative interface to the traditional one or be
a complement modality speeding up analysis process and increasing its fidelity and
convenience. Many applications for critical society services are continuously
being improved and are made easily accessible through a speech-based interface.
Cellular phones and multimedia systems also employ speech-coding algorithms.
Even diagnosis of speech disorder can benefit from results obtained by research in
speech processing. Speech processing also find applications in security fields [2].

1.3 Recent Progress in Speech Processing

Most applications of speech processing have emerged many years ago. However,
recent years have seen the widespread deployment of smart phones and other portable

2 1 Introduction



devices with the ability to make good quality recordings of speech and even video.
Such recordings can be processed locally or transmitted for processing on remote
systems having more computational power and storage. More computational power
and storage increase rapidly day by day as computational technology advances.

The current state of speech processing systems is still far from human perfor-
mance. A major problem for most speech-based applications is robustness, which
refers to the fact that they may be insufficiently general. As an example, a truly
robust ASR system should be independent of any speaker, in reasonable envi-
ronments. Environmental noise, from natural sources or machines, as well as
communication channel distortions, all tend to degrade the system’s performance,
often severely. Human listeners, by contrast, can often adapt rapidly to these
difficulties, which suggests that there remain significant enhancement needed.
However, much of what we know about human speech production and perception
need to be integrated into research efforts in the near future.

As a result, the main objective of research in speech processing is directed
toward finding techniques for robust speech processing. This concern has been
motivated by the increase in need for low complexity and efficient speech feature
extraction methods, the need for enhancing the naturalness, acceptability, and
intelligibility of the reconstructed speech signal corrupted by environmental noise,
and the need for reducing noise for robust speech recognition systems to achieve
high recognition rate in harsh environments [3]. New algorithms are continuously
developed for enhancing the performance of speech processing for different
applications. Most improvements are founded on the ever growing research
infrastructure in speech area and inspiration from related biological systems. The
technology of powerful computation and communication systems admits more
sophisticated and efficient algorithms to be employed for reliable and robust
applications of speech processing. Besides such systems, larger speech corpora are
available and, in general, the infrastructure of research in speech area is growing to
be more helpful.

Eventually, different merits of WT can serve as efficient features in, approxi-
mately, most research concerns, especially with newer versions of speech corpora
emerging continuously.
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Chapter 2
Speech Production and Perception

Abstract The main objective of research in speech processing is directed toward
finding techniques for extracting features, which robustly model a speech signal.
Some of these features can be characterized by relatively simple models, while others
may require more realistic models in both cases of speech production and perception.

Keywords Speech production modeling � Spectral analysis of speech � Wavelet
transform � Speech perception

Speech sounds are produced through the movement of organs constituting the vocal
tract (glottis, velum, tongue, lips) acting on the air in the respiratory passages
(trachea, larynx, pharynx, mouth, nose). The vocal organs generate a local distur-
bance on the air at several positions in the vocal tract creating the sources for speech
production. The acoustic waves generated by such sources are then modulated
during the propagation through the vocal tract with a specific shape. Accordingly,
the structure of speech sounds is generated by the combined effect of sound sources
and vocal tract characteristics. The source-filtering model of speech production
assums that the spectrum of source excitation at glottis is then shaped according to
filtering properties of vocal tract. Such filtering properties are changing continu-
ously with time. The continuous changes in the shape of vocal tract and excitations
through glottis make the produced sounds at lips nonstationary. Wavelet analysis is
one of the best methods for extracting spectral features from nonstationary signals,
since it employs multiresolution measures both in time and frequency.

2.1 Speech Production Process

The speech production process takes place inside the vocal tract extending from the
glottis to the lips. The process is energized from air-filled lungs. The vocal tract is a
chamber of extremely complicated geometrical shape whose dimensions and con-
figuration may vary continuously in time and whose walls are composed of tissues
having widely ranging properties. It begins at the glottis and ends at the lips.

M. H. Farouk, Application of Wavelets in Speech Processing,
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Figure 2.1 shows the vocal tract anatomical structure. The glottis is a slit-like
orifice between the vocal cords (at the top of the trachea). The cartilages around the
cords support them and facilitate adjustment of their tension. The flexible structure
of the vocal cords makes them oscillate easily. These oscillations are responsible for
periodic excitation of vowels. The nasal tract constitutes an ancillary path for sound
transmission. It begins at the velum and terminates at the nostrils.

2.2 Classification of Speech Sounds

Speech sounds are classified according to the type and place of excitation. Voiced
sounds and vowels are characterized by a periodic excitation at the glottis. For
voiced sounds and vowels, the expelled air from lungs causes the vocal cords to
vibrate as a relaxation oscillator, and the air stream is modulated into discrete
puffs. This oscillation starts when the subglottal pressure is increased sufficiently
to force the initially abducted cords apart with lateral acceleration. As the air flow
builds up in the orifice, the local pressure is reduced and a force acts to return the
cords to a proximate position. Consequently, the pressure approaches the sub-
glottal value as the flow decreases with the decrease in the orifice (glottal area).
The relaxation cycle is then repeated. The mass and compliance of the cords, and
the subglottal pressure determine the oscillation frequency (pitch) [1].

Unvoiced sounds are generated by passing the air stream through a constriction
in the tract. The pressure perturbations due to these excitation mechanisms provide
an acoustic wave which propagates along the vocal tract toward the lips.

If the nasal tract is coupled to the vocal cavity through the velum, the radiated
sound is the resultant of the radiation at both the lips and nostrils and it is called
nasalized sounds (as in/m/and/n/). The distinctive sounds of any language (pho-
nemes) are uniquely determined by describing the excitation source and the vocal
tract configuration.

Nostril

Lips

Nose

Mouth

Tongue

Soft palate

Pharynx 

Vocal folds

Fig. 2.1 Anatomical
structure of vocal tract
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The variation of the cross-sectional area (c.s.a.) along the vocal tract is called
the area function according to the articulators positions. The area function of the
vowels is determined primarily by the position of the tongue, but the positions of
the jaw, lips, and, to a small extent, the velum also influence the resulting sound.
The area function with the excitation type can uniquely define the produced sound.

2.3 Modeling of Speech Production

As discussed in the previous section, speech wave production can be divided into
three stages: sound source generation, articulation by vocal tract, and radiation
from the lips and/or nostrils.

Specifically, sound sources are either voiced or unvoiced. A voiced source can
be modeled, in the simplest case, by a generator of periodic pulses or asymmetrical
triangular waves which are repeated at every fundamental period (pitch). The peak
value of the source wave corresponds to the loudness of the voice. An unvoiced
sound source, on the other hand, can be modeled by a white noise generator, the
mean energy of which corresponds to the loudness of voice [2].

For many speech applications such as coding, synthesis, and recognition, good
performance can be achieved with a speech model that reflects broad characteristics
of timing and articulatory patterns as well as varying frequency properties [3, 4]. In
such a model, a scheme is designed to perform some spectral shaping on certain
excitation wave so that it matches the natural spectrum, i.e., the vocal tract tube
looks as a spectral shaper of the excitation. This approach is called ‘‘terminal
analog’’ since its output is analogous to the natural process on the terminals only.
The main interest in such approach is centered on resonance frequencies (formants
or system poles) and their bandwidths. The two widely used methods of this
approach are formant model [5] and linear prediction (LP) model [6]. These models
provide simpler implementation schemes, both hardware and software. Many
commercial products now adopt such models in their operation [7]. The adoption of
terminal analog models affords sufficient intelligibility for many applications along
with fast response due to their simplicity and amenability to implementation
through many available media. Apparently, the extracted features using such
models can be considered as different forms of resonances or spectral content of a
speech signal. The wavelets are considered one of the efficient methods for repre-
senting the spectrum of speech signals [8].

2.4 Speech Perception Modeling

The ear is the main organ in the process of speech perception. It consists of an
outer part, middle part, and inner part. Figure 2.2 shows the structure of human
auditory system. The outer ear main function is to catch sound waves; this is done

2.2 Classification of Speech Sounds 7



by the pinna. The pinna is pointed forward and has a number of curves to be able
to catch the sound and determine its direction. After the sound reaches the pinna it
is guided to the middle ear using the external auditory canal until it reaches the
eardrum. The main function of the middle ear is to magnify the sound pressure and
this is because the inner ear transfers sound through fluid and not air as in the
middle and outer ear. Then the inner ear starts with the cochlea; the most important
organ in human ear. The cochlea performs the spectral analysis of speech signal.
The input stimulus is split into several frequency bands which are called critical
bands [9]. The ear averages the energies of the frequencies within each critical
band and thus forms a compressed representation of the original stimulus.

Studies have shown that human perception of the frequency content of sounds,
either for pure tones or for speech signals, does not follow a linear scale. Majority
of the speech and speaker recognition systems have used the feature vectors
derived from a filter bank that has been designed according to the model of the
auditory system. There are a number of forms used for these filters, but all of them
are based on a frequency scale that is approximately linear below 1 kHz and
approximately logarithmic above this point. Wavelet multiresolution analysis can
provide accurate localization in both time and frequency domains which can
emulate the human auditory system operation [8].

pinna
Middle Ear Inner Ear 

Cochlea 

Auditory nerve  

Eardrum 

Fig. 2.2 Human auditory system
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2.5 Intelligibility and Speech Quality Measures

The terms intelligibility and quality of speech are used interchangeably. The
degradation of speech quality is mainly a result of background noise either through
a communication channel or environment [3]. The evaluation of speech quality is
highly important in many speech applications. Subjective listening or conversation
tests are the most reliable measure of speech quality, however, these tests are often
fairly expensive, time-consuming, labor intensive, and difficult to reproduce.
However, for some applications like the assessment of alternative coding or
enhancement algorithms, an objective measure is more economic to give the
designer an immediate and reliable estimate of the anticipated perceptual quality
of a particular algorithm. Traditional objective quality measures which rely on
waveform matching like signal-to-noise ratio (SNR) or its variants like Segmental
SNR (SSNR) are examples of straightforward measures. Perceptual quality mea-
sures are better candidates for fast assessment with more accurate results. The
motivation for this perception-based approach is to create estimators which
resemble that of human hearing system as described by the psychoacoustic
models. In a psychoacoustic model of human hearing, the whole spectrum band-
width of speech signal is divided into critical bands of hearing. The wavelet
transform can be used for quality evaluation of speech in the context of critical
band decomposition and auditory masking [10–12]. Moreover, wavelet analysis
can reduce the computational effort associated with the mapping of speech signals
into an auditory scale [10].
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Chapter 3
Wavelets, Wavelet Filters, and Wavelet
Transforms

Abstract Spectral characteristics of speech are known to be particularly useful in
describing a speech signal such that it can be efficiently reconstructed after coding
or identified for recognition. Wavelets are considered one of such efficient
methods for representing the spectrum of speech signals. Wavelets are used to
model both production and perception processes of speech. Wavelet-based features
prove a success in a widespread area of practical applications in the speech pro-
cessing realm.

Keywords Wavelet transform �Wavelet family �Wavelet filter �Multiresolution
decomposition � Time–frequency analysis

Multiresolution analysis based on the wavelet theory permits the introduction of
concepts of signal filtering with different bandwidths or frequency resolutions. The
wavelet transform (WT) provides a framework to decompose a signal into a
number of new signals, each one of them with different degrees of resolution.
While the Fourier transform (FT) gives an idea of the frequency content in a
signal, the wavelet representation is an intermediate representation between the
Fourier and the time representation, and can provide good localization in both
frequency and time domains. Fast variation in both domains can be detected by
inspecting the coefficients of WT. Because of the difficult nature of speech signals
and their fast variation with time, WT is used. In this part, we will review the
properties of different approaches for obtaining WT.

3.1 Short-Time Fourier Transform (STFT)

In general, any mathematical transform for a signal or a function with time
s(t) takes the form

M. H. Farouk, Application of Wavelets in Speech Processing,
SpringerBriefs in Speech Technology, DOI: 10.1007/978-3-319-02732-6_3,
� The Author(s) 2014
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S að Þ ¼
Z1

�1

sðtÞ K a; tð Þ dt ð3:1Þ

where S(a) is the transform of s(t) with respect to the kernel K(a, t), and a is the
transform variable. In Fourier transform, the kernel is K x; tð Þ ¼ e�jxt where
x ¼ 2 pf is the angular frequency and f is the frequency.

FT is the main tool for spectral analysis of different signals. The short-time
Fourier transform (STFT) cuts out a signal in short-time intervals (frames) and
performs the Fourier Transform in order to capture time-dependent fluctuation of
frequency component of a nonstationary signal. The STFT can be expressed as

S x; bð Þ ¼
Z1

�1

s tð Þ w t � bð Þ e �jxt dt ð3:2Þ

where s tð Þ is a signal, SðxÞ is its STFT, and wðt � bÞ is a window function
centered around b in time. The window function is then shifted in time, and the
Fourier transform of the product is computed again. So, for a fixed shift b of the
window w(t), the window captures the features of the signal s(t) around different
locations defined by b. The window helps to localize the time domain data within a
limited period of time before obtaining the frequency domain information. The
signal has been assumed quasistationary during the period of w(t). The STFT can
be viewed as a convolution of the signal s(t) with a filter having an impulse
response of the form h tð Þ ¼ w t � bð Þ e �jxt. The STFT can be also interpreted as a
bank of narrow, slightly overlapping band-pass filters with additional phase
information for each one. Alternatively, it can be seen as a special case of a family
of transforms that use basis functions.

For STFT, in order to improve the accuracy with respect to time-dependent
variation, it is necessary to shorten the frame period. The frequency resolution
becomes worse with decreasing frame length. In other words, the requirements in
the time localization and frequency resolution are conflicting.

The major drawback of the STFT is that it uses a fixed window width. Alter-
natively, the WT provides a better time–frequency representation of the signal than
any other existing transforms. The WT solves the above problem to a certain
extent. In contrast to STFT, which uses a single analysis window, the WT uses
short windows at high frequencies and long windows at low frequencies.

3.2 Multiresolution Analysis and Wavelet Transform

In FT, a fixed window is used uniformly for a spread of frequencies; on the
contrary, WT uses short windows at high frequencies and long windows at low
frequencies. In this way, the characteristics of nonstationary speech signals can be

12 3 Wavelets, Wavelet Filters



more closely examined. Accordingly, WT coefficients are localized in both time
and frequency domains. This localization is constrained with Heisenberg’s
uncertainty principle which affirms that no transform can provide high resolution
in both time and frequency domains at the same time. The useful locality property
is exploited in this context. Because the wavelet basis functions are generated by
scaling from a mother wavelet, they are well localized in time and scale domains.
This behavior of wavelet decomposition is suitable for processing of speech sig-
nals which require high-frequency resolution to analyze low-frequency compo-
nents (voiced sounds, formant frequencies), and high temporal resolution to
analyze high-frequency components (mostly unvoiced sounds).

As a mathematical transform, the WT takes a kernel based on a function w(t) as
follows:

S a; bð Þ ¼
Z1

�1

s tð Þ 1ffiffiffi
a
p w

t � b

a

� �
dt ð3:3Þ

where a is a scale parameter, b is another parameter for translation.
As in Eq. (3.3), the wavelet analysis is done similar to the STFT analysis except

that the kernel function is not sinusoidal. The wavelet function wðtÞ is a member in
a wavelet family. A wavelet family is generated from what is called mother
wavelet. All wavelets of a family share the same properties and their collection
constitutes a complete basis.

The semi-discrete WT of the function s(t), s 2 L2ð<Þ is defined as follows [1]:

Analysis equation

S j; kð Þ ¼
Z1

�1

s tð Þ2�j=2w 2�jt � kTs

� �
dt: ð3:4Þ

Synthesis or inverse-transform equation

s tð Þ ¼
X1

j¼�1

X1
k¼�1

S j; kð Þ2�j=2w� 2�jt � kTs

� �
: ð3:5Þ

where j and k are indices indicating scale and location of a particular wavelet and
without loss of generality, Ts = 1 can be considered in a discrete case.

The wavelet theory would immediately allow us to obtain line-frequency
analysis and synthesis with the possibility to capture both long-lasting (low-
frequency) components and to localize short irregularities, spikes, and other sin-
gularities with high-frequency content. The former objectives can be approached
by wavelets at low scales, while the latter are successfully performed by wavelets
at high scales and appropriate locations. Wavelet localization follows Heisenberg
uncertainty principle in both the time and frequency domains that for any given
wavelet DtDf � 1=2p.
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As in Eq. (3.3), the pure wavelet expansion requests an infinite number of scales
or resolutions k to represent the signal s(t) completely. This is impractical. If the
expansion is known only for certain scales k \ M, we need a complement com-
ponent to present information of expansion for k [ M. This is done by introducing
a scaling function u(t) such that [2],

uj;k tð Þ ¼ 2�j=2u 2�jt � k
� �

ð3:6Þ

where the set uj;k tð Þ is an orthonormal basis for subsapace of L2(<). With the
introduced component, the signal s(t) can be represented as a limit of successive
approximations corresponding to different resolutions. This formulation is called a
multiresolution analysis (MRA).

Consequently, the signal s(t) can be set as the sum of an approximation plus
M details at the Mth decomposed resolution or level. Equation (3.5) can be
rewritten after including approximations as follows:

s tð Þ ¼
X

k

aM;kuM;k tð Þ þ
XM
j¼1

X
k

dj;kwj;k tð Þ ð3:7Þ

where M represents the number of scales. aM,k are the approximation or scaling
coefficients, and dj,k are the details or wavelet coefficients.

3.3 Wavelets and Bank of Filters

The WT can be viewed as a convolution of the signal and a wavelet function. In
discrete-time domain, the set of discrete-time scaling and wavelet functions can be
constructed from filter banks. The signal can be split into frequency bands through
a bank of filters. As an example, a two-channel filter bank is shown in Fig. 3.1. The
filters are therefore a low-pass L(z) and a high-pass H(z) filter.

The original signal can be reconstructed using such bank of filters. In the
synthesis phase, the signals are upsampled and passed through the synthesis filters.
The outputs of the filters in the synthesis bank are summed to get the reconstructed
signal. The outputs of the analysis bank are called subbands and this technique is
also called subband coding [3].

3.4 Wavelet Families

A wavelet function must be oscillatory in some way to capture a frequency band
from the analyzed signal. The wavelet function comprises both the analyzing
function and a short-time window. A wavelet family is generated from a mother
function wjk which can be defined as follows:
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wjkðtÞ ¼ 2j=2w 2 jt � k
� �

; ð3:8Þ

where j and k are indices indicating scale and location of a particular wavelet.
Accordingly, the wavelet family is a collection of wavelet functions wjkðtÞ that

are translated along the time axis t, then dilated by 2j times and the new dilated
wavelet is translated along the time again. The wavelets of a family share the same
properties and their collection constitutes a complete basis. The basic wavelet
function has necessarily to have local (or almost local) support in both a real
dimension (time in case of speech signals) and frequency domain. Several kinds of
wavelet functions have been developed and all of them have specific properties
[3], as follows:

1. A wavelet function has a finite energy [4]

Z1

�1

wðtÞj j2dt\1: ð3:9Þ

2. Similar condition must hold for w fð Þ=f if w fð Þ is the Fourier transform of the
wavelet function and the wavelet function has zero mean wð0Þ ¼ 0 or as
follows:

Z1

0

w fð Þj j2

f
df \1: ð3:10Þ

Another important property is that the wavelet function is compactly supported.
The speed of convergence to 0, as the time t or the frequency goes to infinity,
quantifies both time and frequency localizations. The symmetry is useful in
avoiding dephasing. The number of vanishing moments for a wavelet function is

h(n)

l(n)

h’(n)

l’(n)

s(n)

2

2

2

2

s~(n)

d1,1

a1,1

Analysis bank Synthesis/Reconstruction  bank 

Fig. 3.1 Analysis and reconstruction of a signal using DWT through two-channel filter bank
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useful for compression purposes. The regularity can achieve smoothness of the
reconstructed signal. Two other properties, namely the existence of a scaling
function and orthogonality or biorthogonality, allow fast algorithm and space-
saving coding.

There are a number of basis functions that can be used as the mother wavelet for
wavelet transformation. Since the mother wavelet produces all wavelet functions
used in the transformation through translation and scaling, it determines the
characteristics of the resulting transform. Therefore, the appropriate mother
wavelet should be chosen in order to use the wavelet analysis effectively for a
specific application.

Figure 3.2 shows an example of the simplest wavelet, Haar. Haar wavelet is one
of the oldest and simplest wavelets. The Haar scaling function acts as a low-pass
filter through averaging effect on the signal, while its wavelet counterpart acts as a
high-pass filter.

Daubechies wavelets are the most popular wavelets. They represent the foun-
dations of wavelet signal processing and are used in numerous applications. The
Haar, Daubechies, Symlets, and Coiflets are compactly supported orthogonal
wavelets. These wavelets along with Meyer wavelets can provide a perfect
reconstruction for signal. The Meyer, Morlet, and Mexican Hat wavelets are
symmetric in shape [4]. The discrete form of a scale-function is the impulse
response of a low-pass– filter, while the wavelet one is the impulse response of a
high-pass filter.

3.5 Wavelet Packets

Wavelet packet basis consists of a set of multiscale functions derived from the shift
and dilation of a basic wavelet function as in (3.8). The wavelet packet basis space
is generated from the decomposition of both the low-pass filter function space and
the corresponding basic high-pass filter function space. The conventional wavelet

t

φ(t)

1

1

(a)

t

Ψ(t)

1

1

-1

(b)

Fig. 3.2 Haar Scaling (a) and wavelet (b) functions
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basis space can be considered as a special case of the wavelet packet space when
the decomposition takes place only in the low-pass filter function space [5].
Assuming that the discrete form of a scale-function is l(n) and the wavelet one is
h(n), the wavelet packet basis can be expressed as

w01 nð Þ ¼ R
k

w00 kð Þ l 2n� kð Þ

and w11 nð Þ ¼ R
k
w00 kð Þ h 2n� kð Þ

ð3:11Þ

where w00ðkÞ is the wavelet basis function with the finest time resolution. The
functions in the next scale become coarser in time resolution and finer in spectral
resolution through filtering and downsampling in (3.11). The same procedure can
be applied recursively to the outputs of (3.11) into subsequent scales. In other
words, a complete and orthogonal wavelet packet basis can be generated from a
frequency decomposition tree which starts by using recursive two channel filtering
and downsampling from an initial function with the finest time resolution. It can be
shown that the decomposed functions at the outermost branches of the tree satisfy
orthogonality and completeness for any decomposition tree and, thus, constitute a
wavelet packet basis set [6].

Figure 3.3a and b show, respectively, an example of a conventional wavelet
decomposition tree and a predefined wavelet packet (PWP) decomposition tree.
The former always zooms in along the low-frequency branch while the latter
zooms in along a preselected frequency.

The wavelet packet (WP) analysis provides much better frequency resolution
than WT. Subbands with finer bandwidths across the whole spectrum can be
attained using WP analysis (see Fig. 3.4).

First, the tree structure of WP decomposition can be chosen in a way to closely
mimic the critical bands in a psychoacoustic model [7]. Several WP audio algo-
rithms have successfully employed time-invariant WP tree structures that mimic
the frequency resolution properties of ear’s critical bands for perceptual quality
assessment of speech [8] and [9].

(a) (b)
s(n)

Details of  level 1

Details of  level 2

Level 3

Level 4

Level 4

Level 1

Level 2

Level 3.1

Level 4

Level 4

Level 3.0

s(n)

Fig. 3.3 A comparison between a conventional and b wavelet packet tree
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In order to achieve a critical band resolution using Fast Fourier Transform
(FFT), it requires (N log2N) multiplications, and the whole process becomes
computational intensive as N becomes larger where N is the number of samples per
frame. WP can, directly, calculate the signal energy in the wavelet domain, and in
turn, the complexity is greatly reduced [7].
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Chapter 4
Speech Enhancement and Noise
Suppression

Abstract Wavelet analysis has been widely used for noise suppression in signals.
The multiresolution properties of wavelet analysis reflect the frequency resolution
of the human ear. The wavelet transform (WT) can be adapted to distinguish noise
in speech through its properties in the time and frequency domains.

Keywords Speech enhancement � Wavelet thresholding � Wavelet denoising

Speech enhancement aims to improve the quality and intelligibility of speech
signals, as perceived by human hearing process. Figure 4.1 shows the main pro-
cesses included during speech enhancement. Given that a noisy speech signal has
an additive noise, the signal can be assumed as

s nð Þ ¼ y nð Þ þ n nð Þ:

where n(n) is the noise component in the signal and y(n) is the original clean
signal. After completing the enhancement process, it will be claimed that, the
estimated clean signal s*(n) is approaching y(n) in an optimal way as discussed
below. As customarily expected, WT can be efficiently used as a spectral analysis
tool.

In general, wavelets have been widely used for noise suppression in speech
signals since the inception of wavelet analysis. The ideas of noise removing by
WT were based on the singularity information analysis in [1] and the thresholding
of the wavelet coefficients. Seminal works on signal denoising via wavelet
thresholding or shrinkage of Donoho and Johnstone [2, 3] have shown that various
wavelet thresholding schemes for denoising have near-optimal properties in the
minimax sense. The wavelet denoising starts with WT using specific wavelet basis.
Only few coefficients in the lower bands could be used for approximating the main
features of the clean signal. Hence, by setting the smaller details to zero, up to a
predetermined threshold value, we can reach a nearly optimal elimination of noise
while preserving the important information of the clean signal.

M. H. Farouk, Application of Wavelets in Speech Processing,
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The thresholding (Shrink) approach comprises the following steps:

1. A forward WT of the observed data.
2. Thresholding the wavelet coefficients.
3. Inverse wavelet transform of the thresholded coefficients.

There are two thresholding methods frequently used. The soft threshold func-
tion takes the argument and shrinks it toward zero by the threshold. The other
alternative is the hard threshold function which keeps the input if it is larger than
the threshold; otherwise, it is set to zero. Hard thresholding maintains the scale of
the signal but introduces ringing and artifacts after reconstruction due to a dis-
continuity in the wavelet coefficients. Soft thresholding eliminates this disconti-
nuity resulting in smoother signals but slightly decreases the magnitude of the
reconstructed signal [4]. The soft thresholding rule is preferred over hard thres-
holding for several reasons as discussed in [5]. Semisoft shrinking with selected
threshold for unvoiced regions [6] and a smooth hard thresholding function based
on l-law in [6–8] were introduced to improve the shrinkage approach for deno-
ising. The combination of soft and hard thresholding is applied to adapt with
different properties of the speech signal in [9]. Wavelet thresholding methods are
also integrated with other techniques such as the Teager energy operator and
masked adaptive threshold in [10].

The estimation of the threshold seeks to minimize the maximum error over all
possible samples of a signal. A universal threshold was proposed based on the
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Spectral Analysis
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estimation of Noise

Thresholding and  Noise Filtering

Clean Signal Synthesis

Threshold estimation 

Enhanced Speech s~(n)

S(ω)

S~(ω)
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Fig. 4.1 Speech
enhancement process
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standard deviation of the signal. This threshold is shown to be asymptotically
optimal in the minimax sense when employed as a hard threshold [4].

A more advanced strategy based on Stein’s unbiased risk estimate (SURE) was
proposed to get a threshold value [3]. A recent work in [11] considers undecimated
wavelet transform (UWT) to avoid the drawback of the discrete WT (DWT) which
is not shift invariant. In the literature, the method which employs a universal
threshold may be called VisuShrink. SureShrink is a hybrid of the universal
threshold and the SURE threshold when soft thresholding is used [5]. BayesShrink
is an adaptive wavelet thresholding method proposed in [12] using a Bayesian
estimate of the risk.

Another approach considers wavelet denoising with multitaper spectrum (MTS)
estimation. However, the wavelet shrinkage approach has not been fully optimized
for denoising the MTS of noisy speech signals. In [13], a two-stage wavelet
denoising algorithm was proposed for estimating the speech power spectrum. The
wavelet transform is applied to the periodogram of a noisy speech signal and the
resulting wavelet coefficients are searched to indicate the approximate locations of
the noise floor in the periodogram. The wavelet coefficients of the noise floor are
then selectively removed in the log MTS of the noisy speech. The wavelet coef-
ficients that remain are then used to reconstruct a denoised MTS. Simulation
results outperform the traditional shrinking approaches and improve both the
quality and intelligibility of the enhanced speech [13].

Other works consider WP coefficients instead of DWT ones in [14–16].
Recently, some works treat the wavelet packet tree in a perceptual manner [17], in
which, the perceptual wavelet filterbank (PWF) is built to approximate the critical
band responses of the human ear. Critical band wavelet decomposition is used with
noise masking threshold in [18], and perceptual wavelet packet decomposition
(PWPD) which simulates the critical bands of the psychoacoustic model is pro-
posed in [15] and [19]. In [20], an adaptive threshold is statistically determined and
applied to WP coefficients of noisy speech through a hard thresholding function.
Several standard objective measures and subjective observations show that the
proposed method outperforms recent state-of-the-art thresholding-based approa-
ches from high- to low-level SNRs.

Alternatively, the wavelet transform (WT) has been used for blind adaptive
filtering of speech signals from unknown colored noise when neither speech nor
noise is separately accessible in [21].
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Chapter 5
Speech Quality Assessment

Abstract The wavelet packet analysis can be used to improve a perceptual-based
objective speech quality measure. In this measure, the critical bands of auditory
system can be approximated by a predefined wavelet packet (PWP) tree structure.

Keywords Multiresolution auditory model � Wavelet packet analysis

Subjective listening tests are accurate for speech quality assessment but these tests
may be slow and expensive, while an objective measure is more economic to give
an immediate and reliable estimate of the anticipated perceptual quality of speech.
Recent objective measures employ perception-based assessment features. Objec-
tive measure of perceived speech quality has two essential components; first a
perceptual transformation and distance measure. A perceptual transformation
represents a speech signal as estimated by human hearing system for higher per-
ceiving system. The distance measure estimates the perceived contrast between
two speech signals. Most of the objective measures use STFT as a spectrum
estimation tool which represents a part of the perceptual transformation of the
quality measure. However, the loudness perception has nonlinear nature and
nonuniform frequency resolution for a time varying speech signal [1]. Accord-
ingly, wavelet analysis can replace spectrum estimation techniques which are used
in such tests. Wavelet multiresolution analysis provides accurate localization in
both time and frequency domains which can emulate the human auditory system
operation. Moreover, wavelet analysis can reduce the computational effort asso-
ciated with the mapping of speech signals into an auditory scale [2]. The WP
analysis can provide two merits for an efficient objective quality measure of speech
[3]. First, the tree structure of WP decomposition can be chosen in a way to closely
mimic the critical bands in a psychoacoustic model [4]. Several algorithms have
successfully employed time-invariant WP tree structures that mimic the frequency
resolution properties of the ear’s critical bands for perceptual quality assessment of
speech [5] and [6]. In many works like [5] and [6], the WPT is used as a perceptual
transformation in an objective quality measure of speech. A predefined path along
the packet wavelet tree is proposed to approximate the critical bands of human
hearing. Each tree leaf is a filter which gives a band energy extracted from the
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speech signal. These band features of each signal frame represent a features vector
which is then included in distance measure computation. A quality judgment is
then taken based on the calculated distance measures.

As a new cognition module of the perceptual quality measurement system, the
Wavelet-based Bark Coherence Function (WBCF) computes coherence function
with perceptually weighted speech after wavelet series expansion [7]. By using the
WBCF, it is possible to alleviate the effects of variable delay of packet-based end-
to-end system and linear distortion caused by the analog interface of the com-
munication systems [7].
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Chapter 6
Speech Recognition

Abstract Wavelet analysis can be used to improve the speech recognition
performance through two approaches. In the first approach, it can be used as the
back-end to remove noise and consequently the recognition process may perform
better. In the second approach, wavelet-based features can be added to other
successful features to improve recognition performance.

Keywords Multiresolution auditory model �Wavelet packet analysis � Bark-scale
features � Speech recognition

Automatic-speech recognition (ASR) systems generally carry out some kind of
classification/recognition based upon speech features which are usually obtained
via time–frequency representations. Accordingly, the speech waveform is con-
verted into feature vectors. Acoustic and linguistic models are then used with the
features to recognize the content of an utterance. A common set of feature vectors
are variants of spectral representation of speech signal obtained by Fourier or
cepstral analysis.

While real-world applications require that speech recognition systems be robust
to interfering noise, the performance of a speech recognition system drops dra-
matically when there is a mismatch between training and testing conditions. Many
different approaches have been studied to decrease the effect of noise on the
recognition [1]. Wavelet denoising can be applied as a preprocessing stage before
feature extraction to compensate noise effects [2].

Dealing with enhancement and feature extraction for robust ASR, several
parameterization methods which are based on the DWT and WP decomposition
(WPD) have been proposed in [3]. More sophisticated shrinking functions with
better characteristics than soft and hard thresholding are optimized for speech
enhancement and speech recognition in [4].

The most widely used speech representation is based on the mel-frequency
cepstral coefficients (MFCC) inspired from models of human perception; however,
they provide limited robustness, as evidenced by the difficulty of state-of-the-art
systems to adapt to noise and distortions [3]. Recent advances have been made
with the introduction of wavelet-based representations, which have shown to
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improve the classification performance. The WT overcomes some of the limita-
tions faced with other features since it can be used to analyze a speech signal
directly into the critical bands defined by a psychoacoustic model. WT has become
a frequently used method for improvement of speech recognition in recent years as
evidenced by denoising theory and practice [3].

Eventually, many works employ wavelet features in an ASR while such features
are computed based on critically sampled filter bands using WT or WP analysis
[1, 5–7]. The usage of wavelet-based features extracted from the WPD leads to
improvement of recognition rate compared with the well-known conventional
MFCC features [8] and [9]. However, WT features are not time invariant. Time
variant property decreases the rate of speech recognition systems. On the other
hand, due to the nature of discrete wavelet, exact auditory bandwidth as in Mel scale
cannot be achieved [6]. Another perspective for optimizing wavelet speech rec-
ognition is presented in [10] and [11], and it is based on frequency aspect of
continuous wavelet transform (CWT). The features are chosen based on Bark scale,
and it is known as Bark wavelet. The performance of ASR with features based on
Bark wavelet analysis is discussed and compared in [10] and [11].

Despite that removal of noise can improve the speech recognition accuracy,
errors in the estimated signal components can also obscure the recognition. To
overcome this, a wavelet-based framework is realized in [12] by implementing
speech enhancement preprocessing, feature extraction, and a hybrid speech rec-
ognizer in the wavelet domain. A Bayesian scheme is applied in a wavelet domain
to separate the speech and noise components in an iterative speech enhancement
algorithm. The denoised wavelet features are then fed to a classifier. The intrinsic
limitation of the used classifier is overcome by augmenting it with a wavelet
support vector machine (SVM). This hybrid and hierarchical design paradigm
improves the recognition performance at a low SNR without causing a poorer
performance at a high SNR [12].

The hidden Markov model (HMM) is one of the most widely used and suc-
cessful classifiers for speech recognition. An HMM is a stochastic process that can
estimate the probability of an observed sequence generated by an HMM for a
specific speech unit. Alternatively, another approach is proposed in [13] for speech
recognition based on wavelet network (WN). The proposed system is a hybrid
classifier. It is based on neural network (NN) as a general model and the wavelets
assume the role of activation function. The obtained results show that an ASR
system based on WN is very competitive compared to HMM-based systems. The
WN-based systems benefit from the ability of wavelet analysis to resist noise and
the adaptability of NN on the other side. Another work employs a wavelet SVM
(WSVM) which improves the accuracy of a WN recognizer due to its multiscale
property and robustness [14].

Since a wavelet-based representation should be searched for each particular
problem, a genetic algorithm is employed in [15]. The representation search is based
on a non-orthogonal wavelet decomposition for phoneme classification. The results
obtained for a set of Spanish phonemes show that the proposed genetic algorithm is
able to find a representation that improves speech recognition results [15].
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Chapter 7
Emotion Recognition from Speech

Abstract Like speech recognition, emotion recognition can benefit from the
merits of wavelet analysis in feature extraction or mapping functions.

Keywords Wavelet analysis � Wavelet packet analysis � Emotion recognition �
Neural network

The emotion detection from human speech has a wide variety of applications that
benefit from such technology. Emotion recognition from speech can be viewed as
a classification task between speech uttered by a human under different emotional
conditions, like happiness or anger and so on. A survey on speech emotion clas-
sification [1] cited the work in [2] which addressed the use of wavelets in two
classifiers: one for a video part and another for the audio part of an emotional
database. Features were extracted from the video data using multiresolution
analysis based on the DWT. The dimensionality of the obtained wavelet coeffi-
cients vector is then reduced. The same was repeated for the audio data. The two
feature sets are then combined. The fusion algorithm was applied to another
database which contains the following emotions: happiness, sadness, anger, sur-
prise, fear, and dislike. The recognition accuracies were 98.3 % for female
speakers and 95 % for male speakers.

In [3] two different WP filterbank structures were proposed based on Bark scale
and equivalent rectangular bandwidth (ERB) scale for multistyle classification of
speech under stress. Linear Discriminant analysis (LDA)-based classifier is then
used for emotion recognition. The experimental results reveal a classification
accuracy of more than 90 %.

Another work in [4] DWT coefficients were used as features while an NN was
used for pattern classification. Daubechies type of mother wavelet was used for
DWT. Overall recognition accuracies of 72.05, 66.05, and 71.25 % were obtained
for male, female, and combined male and female databases, respectively.

Alternatively, features relevant to energy, speech rate, pitch, and formant are
extracted from speech signals in [5]. WN is used as the classifier for five emotions,
including anger, calmness, happiness, sadness, and boredom. Compared to the
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traditional back-propagation (BP) NN, the results of experiments show that the
WN has faster convergence speed and higher recognition rate.

Different features were extracted in [6] to identify the parameters responsible
for emotion. WPT is proved to be emotion specific. The experiments include the
comparison of WPT coefficients with a threshold in different bands. In another
experiment, energy ratios based on WPT were compared in different bands. The
results are then compared to the conventional method using MFCC. Based on
WPT features, a model is also proposed for emotion conversion, namely neutral to
angry and neutral to happy emotion.
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Chapter 8
Speaker Recognition

Abstract MFCC features are widely used in speaker recognition. However,
MFCC is not suitable for identifying a speaker since they should be located in high
frequency regions, while the Mel scale gets coarser in the higher frequency bands.
The speaker individual information, which is nonuniformly distributed in the high
frequencies, is equally important for speaker recognition; accordingly, wavelet-
based features are more appropriate than MFCC.

Keywords Wavelet analysis � Speaker identification � Speaker recognition �
Speaker verification

Speaker recognition deals with the problem of identifying the talker from others,
while speaker verification is concerned with ascertaining the identity of a speaker.
Both techniques have many useful applications for security. Speaker recognition
systems are composed of a feature extraction stage and a classification one. Fea-
ture extraction is concerned with extracting speaker’s characteristics while
avoiding any sources of adverse variability. The resulting feature vector makes use
of information from all spectrum bands, and therefore, any inaccuracy of repre-
sentation and any distortion induced to any part of the spectrum are spread to all
features.

The recognition accuracy of current speaker recognition systems under con-
trolled conditions is high. However, in practical situations many negative factors
are encountered, including mismatched handsets for training and testing, limited
training data, unbalanced text, background noise, and noncooperative users. The
techniques of robust feature extraction, feature normalization, model-domain
compensation, and score normalization methods are necessary.

MFCC features are widely used in many speaker recognition systems, however,
one of the weaknesses of MFCC is that the speech signal is assumed to be sta-
tionary within the given time frame [1]. Alternatively, the use of wavelet fil-
terbanks is a better choice in many recent works for speaker recognition [2].
The classification stage identifies the feature vector with certain class and is based
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on the probability density function of the acoustic vectors which is seriously
confused in case of impaired features.

A work in [3] used WP-based sets as speech features. Comparative experi-
mental results confirm the assertion that the WP-based features outperform MFCC,
as well as other wavelet features, on the task of speaker verification.

Another work in [4] describes a speaker verification that includes what is called
the wavelet octave coefficients of residues (WOCOR) as features. The proposed
features capture the spectro-temporal source excitation characteristics embedded
in the linear predictive residual signal. WOCOR is used to supplement the con-
ventional MFCC features for speaker verification. Speaker verification experi-
ments which are carried in that work, reveal an equal error rate (EER) of 7.67 %
using the wavelet-based method, in comparison to 9.30 % of the conventional
MFCC-based system on NIST-database.

Another trial is presented in [5] in which a wavelet-based filter structure is fine-
tuned to some of the frequency bands which are more important for speaker
discrimination. This structure does not follow the human auditory band structure.
The study shows improved identification performance compared to other com-
monly used Mel scale-based filter structures using wavelets and proves the need
for a filter structure to extract speaker-specific features.

A hybrid technique is proposed in [1] for extracting the features by combining
the AM–FM modulation/demodulation approach with WT analysis. Features are
extracted from the envelope of the signal and then passed through wavelet fil-
terbank. From the results it is observed that the features extracted from envelope of
the signal are more robust against noise. Experimental results in [1] show that the
proposed hybrid method gives better efficiency for speaker identification as
compared to AM-based method, MFCC, WP, and wavelet filterbanks.

In the manner of hybrid classifiers, Discrete wavelet-Fourier transform (DWFT)
analysis can help in the case of analysis of quasi-harmonic signals, like speech
signals. The DWFT can reveal some spectrum irregularities which are not directly
visible in either the wavelet or Fourier spectrum. These irregularities together with
particular behavior in the time domain determine specific properties of a sound.
Consequently, a hybrid technique is presented in [6] combining DWFT and
MFCC-based classifiers for classifying the sounds into voiced and unvoiced (V/U)
segments. The results of such hybrid system outperform that based on MFCC
features.
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Chapter 9
Spectral Analysis of Speech Signal
and Pitch Estimation

Abstract Wavelet transform (WT) provides a way to explore the characteristics
of nonstationary speech signals. Both time and frequency analysis can be con-
ducted by WT. The tree structure of WP analysis can be customized to the critical
bands of human hearing giving better spectral estimation for speech signal than
other methods. Wavelet-based pitch estimation assumes that the glottis closures
are correlated with the maxima in the adjacent scales of the WT. This approach
ensures more accurate estimation of pitch period.

Keywords Wavelet analysis � Spectral analysis � Pitch estimation � Pitch
detection � Fundamental frequency estimation

Spectral analysis of speech signal takes many forms in the context of speech
processing algorithms. FFT, MFCC, linear-predictive code (LPC), and Cepstral
analysis are examples of such forms. Multiresolution analysis based on the wavelet
theory permits the introduction of concepts of signal filtering with different
bandwidths or frequency resolutions. Since the speech signal is nonstationary, WT
provides a framework to obtain more elegant spectral analysis through partitioning
of sound in time according to its spectral properties [1].

Wavelet-spectral analysis has been used to measure the nonlinear content of a
speech signal through wavelet scalogram [2]. WT can decompose the speech
signal into a number of new signals, each with different degrees of resolution both
in time and frequency. The tree structure of WP analysis can be customized to
mimic the critical bands of human hearing giving better spectral estimation for
speech signal than other methods [3–5].

The DWT is used for spectral analysis and to create a segmentation profile for a
speech signal in [1] and the efficiency of the segmentation results are tested against
the hand-annotated speech corpus.

Fast variation of a speech signal in both time and frequency domains can be
detected by inspecting the decomposed coefficients of WT, and accordingly,
obtaining more insight into signal spectrum. Moreover, abrupt changes of speech
can be tracked by wavelet analysis, therefore, WT has been used successfully for
pitch estimation of a speech signal and V/U classification [6]. Another work
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applied a data fusion method including wavelet features in [7] for both pitch
estimation and speech segmentation.

It is difficult to estimate the pitch period due to the inherent large variability [6].
Traditional algorithms for pitch detection can be classified into two types, spectral-
domain (nonevent)-based and time-domain (event)-based pitch detectors. The
spectral-based pitch detectors, such as the autocorrelation and the cepstrum meth-
ods, estimate the average pitch period over a fixed-length window of a speech signal.
The time-based pitch detectors estimate the pitch period by measuring the period
between two successive instants of glottal closures. Pitch period can, in some sense,
be related to finding the local maximum of its wavelet representation [6]. Several
wavelet-based pitch determination algorithms have been presented in [8–11].

Pitch estimation approach which assumes that the glottal closures are correlated
with the maxima in the adjacent scales of the WT is often prone to error especially
in the case of noisy signals. In [12], an optimization scheme is proposed in the
wavelet framework for pitch detection using a multipulse excitation model for the
speech signal. Experimental results on both clean and noisy conditions show that
the proposed optimization works better than the widely used heuristic approach for
maxima detection.

In [13], WT is applied to the excitation part in the cepstrum of a speech signal.
The local maximum is then searched within WT coefficients in order to extract the
global peak index which represents the pitch. Using this method, the experimental
results have been proved as more efficient than other classical approaches for pitch
estimation. The local maxima is also searched in [14] through WT coefficients
after pre-filtering for pitch detection. Such an approach exhibits superior perfor-
mance compared to other wavelet methods in both clean and noisy environments.

Another event-based detection of pitch is developed in [15] and the local
maximum is also searched through dyadic WT coefficients. The candidate pitches
according to such maxima at each scale are then averaged. An optimal scale is
chosen at minimum average of consecutive pitches and the optimal value of pitch
period is estimated at such optimal scale. Experiments using this method show
superior performance in comparison with other event-based detectors and classical
ones that use the autocorrelation and cepstrum methods.

The method of modified higher order moment can replace the autocorrelation
function which is used traditionally in pitch detection. In this method the average
of the product of K samples are taken instead of two samples. It was shown that the
modified higher order moment method is a better pitch estimator compared to
traditional pitch detection techniques [16]. In [16], the higher order moment is
applied to the transformed signal by dyadic WT and then, the local maxima are
obtained. Pitch detection is achieved through searching within such maxima. The
results in [16] show an improvement over conventional dyadic WT method even
after adding noise.

A different technique in [17] uses the DWT to extract the wavelet parameters of
noisy speech in the fundamental frequency band, and then performs variance
analysis to generate a variance statistical distribution function of the wavelet
parameters. The peak detection approach is then applied to extract the pitch period.
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Due to the combination of the contribution of both WT and variance-analysis
(VA), the proposed method can be effectively applied to pitch period estimation of
speech with noise. The simulation results show that the proposed method can give
a superior accuracy and robustness against noise relative to some of the existing
methods from high to very low SNR levels.
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Chapter 10
Speech Coding, Synthesis,
and Compression

Abstract WT-based coding allows for the control of frequency resolution to
closely match the response of the human auditory system. The inherent shaping of
the wavelet synthesis filter and a controlled bit allocation to the wavelet coeffi-
cients help to minimize the perceptually significant noise due to the quantization
error in the residual. Experimental results show that WT-coders deliver superior
quality to some audio standards when operating at the same bit rate and compa-
rable quality to other codecs at lower bit rates. As a result, transform compression
using WT can provide an efficient and flexible scheme for audio compression.

Keywords Audio coding � Subband coding �Wavelet transform coding �Warped
filter

Speech coding is a major issue in the area of digital processing of speech signals.
Speech coding is the act of transforming the speech signal to a more compact form,
which can then be used in signal compression. Speech compression aims at
reducing the required bandwidth for communication or storage size. Therefore,
there is a need to code and compress speech signals. Speech compression is
required in long-distance communication, high quality speech storage, and mes-
sage encryption. Speech coding of lossy type maintains that the perceived quality
is kept comparable to the original.

Several techniques of speech coding such as LPC, Waveform Coding, and
Subband Coding have been used since many years for speech synthesis, analysis,
and compression. However, there are many trials to apply the wavelet analysis for
speech coding and compression. In fact, various methods have been developed
based on wavelet or wavelet packet analysis for compressing speech signals as in
[1–5]. These works also include analysis-by-synthesis for speech signals through
wavelets [4, 5]. Most of such trials exploit the sparseness of speech signal repre-
sentation in the wavelet domain. WT can concentrate speech information into a few
neighboring coefficients. Therefore, such coefficients will either be zero or will
have negligible magnitudes [6, 7]. In [7], the use of WT ensures lower complexity
at arbitrary rates with acceptable quality if compared to other traditional techniques.
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The WT has been also used in compressing residuals of linear-prediction (LP)
analysis and achieved good performance in Deriche and Ning, Shimizu et al. [8, 9].

A major issue in the design of real-time wavelet-based speech coder is choosing
optimal wavelets for compression. The performance of the different wavelet families
on speech compression is evaluated and compared in Joseph and Anto [10].
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Chapter 11
Speech Detection and Separation

Abstract Many methods which are used for speech detection usually fail when
signal-to-noise ratio (SNR) is low. The wavelet analysis has properties which can
help in separating speech from noise. Many works report a better detection per-
formance using wavelet analysis than other techniques.

Keywords Speech detection � Signal separation � Time–frequency analysis �
Zero-crossing rate � Time energy

Speech detection means the localization of speech part in a signal containing other
signals or noise. Many parameters are employed for speech detection and sepa-
ration from other superimposed signals. Some such parameters are the time energy
(the magnitude in time domain), zero-crossing rate (ZCR), cepstral coefficients,
pitch information, and the time–frequency parameter. Detection in the presence of
variable-level noise is more challenging than in the presence of impulse noise or
fixed-level noise. A robust speech detection method in the presence of different
types of noises with various levels is necessary for many practical applications [1].

Depending on the characteristics of speech, a variety of parameters have been
proposed for speech detection. They include the time energy (the magnitude in
time domain), ZCR, cepstral coefficient, pitch information, and the time–frequency
parameter. These parameters usually fail to detect speech when signal-to-noise
ratio (SNR) is low [1]. WT can reduce the influences of different types of noise at
different levels.

The wavelet energy is used in [1, 2] to detect speech activity through a recurrent
fuzzy NN. Results are obtained in these works with different types of noises and
various SNRs. Comparing the results with other robust detection methods have
verified the robust performance of such methods.

In a different work [3], WT is used to implement a voice activity detector
(VAD) for European Telecommunication Standards Institution (ETSI) adaptive
multi-rate (AMR) narrow-band (NB) (ETSI AMR-NB) and wide-band (WB) speech
codecs. The original IIR filter bank and pitch/tone detector in the codec are
reimplemented, respectively, via the wavelet filter bank and the wavelet-based
pitch/tone detection algorithm. The wavelet filter bank can divide input speech
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signal into several frequency bands. The background noise level can also be
estimated in each subband by using the wavelet denoising method. The wavelet
filter bank is also derived to detect correlated complex signals like music. An SVM
is then used to train the VAD decision rule involving the subband power, noise
level, pitch period, tone flag, and complex signals warning flag of input speech
signals. Experimental results show that the proposed algorithm in [3] gives con-
siderable VAD performance compared to the standard one. SVM is used, again, in
[4] for building a VAD based on MFCC of multiresolution spectrum via WT.
Experiments on this VAD achieve robustness in all SNRs than VAD of G.729b,
and its computational time delay satisfies the needs of real-time transmission on
G.729b.

WP is also used in [5] to propose features across the frequency and time for
VAD. The feature extraction is based on observations of the angles between the
vectors in feature space. These WPT-based features also help to distinctly dis-
criminate the voiced, unvoiced, and transient components of speech. Experimental
results show that the proposed WPT-based approach in [5] is sufficiently robust
such that it can extract the speech activity under poor SNR conditions and is also
insensitive to variable level of noise.
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Chapter 12
Steganography and Security of Speech
Signal

Abstract Perfect reconstruction of wavelet filter banks helps in retrieving a hidden
signal. In wavelet domain different techniques are applied on the wavelet coeffi-
cients to increase the hiding capacity and perceptual transparency. In general,
steganography in wavelet domain shows high hiding capacity and transparency.

Keywords Data hiding � Watermarking � Steganography � Encryption � Secure
communication of speech

There are two classical approaches for secure transmission of a speech signal:
encrypting and hiding the signal (steganography) [1]. In the first case, the speech
signal is scrambled through a key; in the second case, the speech signal is hidden
into a host signal and the resulting signal should be highly similar to the host one.
In steganography, no one apart from the owners of the hidden message realizes its
existence. The message data is hidden in an unremarkable media so that it becomes
unremarkable. Secret signal which may be called stegano signal is hidden in the
redundant portion of a cover medium [2]. Steganography, cryptography, and
watermarking perform the same purpose in securing information. Alternatively,
the secret message is converted into a different form in cryptography, while digital
watermarking hides information in a carrier signal.

Commonly used techniques for audio steganography are either in time domain
or transform domain. WT as a transform domain is preferred because of its
multiresolution properties that provide access to both most significant parts and
details of a spectrum.

In [3], the audio signal is transformed into wavelet domain. The wavelet
coefficients are then scaled using the maximum value inside all subbands. The data
bits of stegano signal are embedded in the least significant bit (LSB) portion of
wavelet coefficients. At the receiver side, the secret bits are retrieved from these
LSB portions. The stegano signal can be reconstructed because of perfect recon-
struction properties of wavelet-filter banks. The use of Haar wavelet, in [3], shows
large advantage in terms of hiding capacity and transparency compared to other
methods.
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Mixed-Excitation Linear Prediction (MELP) algorithm is used in [4] to code the
stegano speech into binary parameter bits. The cover speech is then divided into
voiced and unvoiced frames using auditory WT. For voice frames, the auditory
WT was used to detect pitch, and the pitch is utilized to localize the embedding
position in cover medium. The information hiding procedure is completed by
modifying relevant wavelet coefficients. Based on the same pitch detection
method, the embedding position is found and the hiding bit is recovered. The
stegano speech can be retrieved after MELP decoding. The experiments show that
the method is robust to many attacks such as compression, filter, and so on.

In [5], Frequency Masking in human auditory system is used in hiding a speech
signal into another audio content through sorting of the wavelet coefficients of the
secret messages and indirect LSB substitution. This approach proves to have a
hiding capacity significantly higher than the Spread and Shift Spectrum algorithms
and additionally a statistical transparency higher than other mechanisms. More-
over, the transparency is not dependent on the host signal chosen because the
wavelet sorting guarantees the adaptation of the secret message to the host signal.
Similarly in [1], the masking property through wavelet coefficients helps in
achieving real-time hiding of secret speech into another speech signal.

A different approach is presented in [6], in which the high-frequency compo-
nents of a secret speech are separated from the low-frequency components using
the DWT. In a second phase, FT is applied to the high-frequency components to
get deeper spectral components. Finally, low-pass spectral components of stegano
speech are hidden in the low-amplitude high-frequency regions of the cover speech
signal. This method allows hiding a large amount of stegano information with
slight degradation in quality.

In [7], chaotic logistic mapping is used to encrypt the speech signal. In order to
hide the characteristics of information signal, the chaotic mapping is applied to the
WT of secrete speech. The results show that the chaotic encrypting system can
improve the security and can resist the decipher analysis with less complexity.
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Chapter 13
Clinical Diagnosis and Assessment
of Speech Disorders

Abstract WT coefficients for normal voiced signal have remarkable differences
compared to pathological ones. Accordingly, WT is successfully used as a non-
invasive method to diagnose vocal pathologies.

Keywords Voice pathology detection and discrimination � Clinical diagnosis of
speech disorders � Voice disorders identification

Clinical diagnostic symptoms of pathological speech include hypernasality,
breathiness, diplophonia, audible nasal emissions, short phrases, pitch breaks,
monopitch, monoloudness, reduced loudness, harshness, low pitch, slow rate, short
rushes of speech and reduced stress, hypotonicity, atrophy, facial myokymia,
fasciculation, occasional nasal regurgitation, dysphagia, and drooling. Impair-
ments in the vocal folds can result in disorders in expressing words. Most of these
disorders can be analyzed and graded from audio recordings of speech [1, 2]. In
such pathological speech signal, strong high-frequency components can be
detected as abnormal noise through spectral analysis and may be separated within
a wavelet spectrum [3]. However, inspecting WT coefficients for normal voiced
signal and pathological subjects show that amplitude of wavelet coefficients for
pathologic signals considerably decreased and disturbed [3]. Accordingly, CWT
and wavelet-like transforms provide more efficient features for diagnosis [4].
Analysis of pathological speech by CWT can also provide a visual pattern, which
has a considerable help in diagnostics. The CWT-based analysis yields sharp and
well-defined patterns which facilitate the diagnosis of speech disorders as reported
in [5].

An extensive study is presented in [3] for identification of different voice dis-
orders due to problems in the vocal folds. WPT is tested in [3] as features for their
ability to analyze a signal at several levels of resolution. The performance of each
WPT structure is evaluated in terms of the accuracy, sensitivity, specificity, and
area under the receiver operating curve (AUC). Eventually, entropy features in the
sixth level of WPT decomposition along with feature dimension reduction and an
SVM-based classification method give the best results. WPT-based results do
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better than previous works both in respect of accuracy and reduction of residues,
which may lead to full accuracy and high-speed diagnosis procedure.

Another algorithm to discriminate voice disorders from each other is introduced
in [6] using adaptive growth of WPT, based on the criterion of Local Discriminant
Bases (LDB). A Mel-scaled WPT provides additional robust features of speech
signals for automatic voice disorder diagnosis in [7] and [8]. Further set of features
is based on WPT and singular value decomposition (SVD) for the detection of
vocal fold pathology in [2]. The experimental results show very promising clas-
sification accuracy WPT-based features in [2].

For pitch detection, normal speech estimators are applied to pathological speech
in [9]. A comparison is conducted among autocorrelation, harmonic product
spectrum, and wavelet methods. Assessment of roughness, hoarseness, and
breathiness was best with wavelets [1].
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