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Zusammenfassung 

Zwar sind multimodale Systeme heutzutage weitverbreitet, doch sind nur wenige der 

etablierten Evaluationsmethoden auf diese Systemen zugeschnitten. Ein weitestge-

hend akzeptierter Evaluationsstandard ist nicht verfügbar. Zur Entwicklung eines 

einheitlichen Evaluationsansatzes multimodaler Systeme wird in der vorliegende 

Arbeit zunächst eine Taxonomie von Qualitätsaspekten multimodaler Interaktion 

vorgestellt. Obwohl viele der dargestellten Qualitätsaspekte mit etablierten Methoden 

erfassbar sind, ist zu beachten, dass die Mehrzahl dieser Methoden zur Evaluation 

grafischer, unimodaler Schnittstellen entwickelt wurde. Eine im Rahmen dieser Arbeit 

durchgeführte empirische Studie zeigte, dass diese Methoden nur begrenzt zur Evalu-

ation multimodaler Schnittstellen geeignet sind. Basierend auf der eingangs vorge-

stellten Taxonomie wurde dementsprechend ein neues, auf multimodale Systeme 

zugeschnittenes, Evaluationsinstrument, der MMQQ Fragebogen, entwickelt und 

validiert. Parallel dazu, wurden die theoretischen Annahmen der Taxonomie mittels 

konfirmatorischer Kausalmodelle empirisch überprüft.  

Im Anschluss wurde der Zusammenhang zwischen Qualitätswahrnehmungen ein-

zelner Modalitäten und der Bewertung des Gesamtsystems untersucht. Vorrangiges 

Ziel war die Vorhersage der Qualitätsbewertungen des multimodalen Systems basie-

rend auf den Bewertungen der einzelnen, unimodalen Komponenten. Es zeigte sich, 

dass insbesondere für Globalskalen, welche sowohl instrumentelle als auch nicht-

instrumentelle Qualitätsaspekte erfassen, gute Schätzungen der wahrgenommenen 

Qualität erzielt werden können. Als wesentliche Einflussgröße für solche Vorhersa-

gen stellten sich in diesem Rahmen die Nutzungsraten der einzelnen Modalitäten dar. 

Höhere Nutzungsraten einer Modalität gehen mit einem stärkeren Einfluss dieser 

Modalität auf die wahrgenommene Qualität des Gesamtsystems einher.  

Entsprechend wurden im nächsten Schritt die Faktoren untersucht die diese Nut-

zungsraten beeinflussen. In vier empirischen Studien wurden Effizienz, situative An-

forderungen verbunden mit der Allokation kognitiver Ressourcen, sowie individuelle 

Nutzercharakteristika als relevante Einflussfaktoren identifiziert. 

Danach wurde der Frage nachgegangen, inwieweit sich Modalitätennutzung durch 

Qualitätsbewertungen und Interaktionsparameter vorhersagen lässt. Gemäß der Taxo-

nomie von Qualitätsaspekten multimodaler Systeme sollte dies möglich sein, da da-

von ausgegangen wird, dass Qualitätsbewertungen und Interaktionsparameter eben-

falls von für die Modalitätennutzung relevanten Faktoren beeinflusst werden. Diese 

Annahmen wurden größtenteils bestätigt: Es zeigte sich ein direkter Effekt der wahr-

genommen nicht-instrumentellen Qualität auf Modalitätennutzung.   

Darüber hinaus zeigte sich mittels der vorhergesagten Nutzungsraten eine signifi-

kante Verbesserung der Vorhersagen der Gesamtqualität aus den Beurteilungen der 

einzelnen Modalitäten, im Vergleich zu Baselines unter Annahme einer 50/50- bzw. 

60/40-Verteilung der Modalitätennutzung. 

v 



Die wissenschaftlichen Beiträge diese Arbeit lassen sich wie folgt zusammenfas-

sen: (1) eine ausführliche und empirisch validierte Taxonomie von Qualitätsaspekten 

multimodaler Systeme; (2) einen validierten, auf die Evaluation multimodaler Syste-

me zugeschnittenen Fragebogen; (3) die Untersuchung des  Zusammenhang zwischen 

Qualitätswahrnehmungen einzelner Modalitäten und der Bewertung des Gesamtsys-

tems; (4) die Identifikation und empirische Überprüfung von Faktoren welche die 

Modalitätennutzung beeinflussen; und (5) Modelle, die den Zusammenhang zwischen 

der wahrgenommenen Qualität einer Modalität und der tatsächliche Modalitätennut-

zung abbilden. 
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Summary 

Although multimodal systems have entered the mass market, evaluation methods 

specifically tailored to multimodal systems are rather rare and a widely accepted 

standard method is not available. As a first step towards a unified evaluation ap-

proach, a unified framework, a taxonomy, of quality aspects of multimodal interaction 

is presented. For the assessment of the experience-related aspects, the vast majority of 

available methods have been developed for unimodal (predominantly GUI-based) 

systems. The most widespread evaluation method regarding experience-related factors 

are questionnaires, consequently four well-known and popular questionnaires, which 

were initially developed for unimodal systems, were investigated concerning their 

appropriateness for the evaluation of multimodal systems. The results of this study 

indicated, that these questionnaire are only partly applicable to multimodal systems.  

Therefore, a new questionnaire, the MMQQ, which is specifically tailored to mul-

timodal systems, was developed. The theoretical ground of the MMQQ is the taxon-

omy of quality aspects of multimodal systems suggested by Möller and colleagues 

(2009). In parallel to the questionnaire development, Möller’s taxonomy was empiri-

cally validated and altered accordingly. This validation was achieved with the em-

ployment of confirmatory modelling approaches in addition to the exploratory ap-

proaches, which are usually employed in questionnaire development.  

Next it was investigated how quality ratings of single modalities relate to the glob-

al evaluation of multimodal systems. The main intention was to examine if the quality 

perceptions of a multimodal systems can be predicted based on the quality percep-

tions of its constituent modalities. It was shown, that especially for overall scales, 

measuring both, pragmatic and hedonic qualities, a rough estimation of the multimod-

al system is possible (based on the quality ratings of the single modalities). Moreover, 

modality usage rates were observed to be central for such predictions. The more fre-

quently a modality was used the higher was the modality’s influence on the quality 

perceptions of the multimodal system.  

Due to this observed importance of modality usage rates, the factors, which influ-

ence those rates, were addressed in four empirical studies. Efficiency, situational de-

mands related to the allocation of cognitive resources, and user characteristics were 

identified as factors, which are relevant for modality choice. 

Finally it was investigated if modality selection is predictable based on quality rat-

ings and interaction parameters. According to the taxonomy presented previously, this 

should be possible: In the taxonomy it is assumed that all the factors identified as 

relevant for modality selection also influence quality ratings and interaction parame-

ters. The results are partly in line with this assumption: Modality choice was found to 

be directly influenced by perceptions of a system’s hedonic quality. While the influ-

ence of pragmatic qualities was not as prominent, it could further be shown that inter-

action parameters influence a system’s perceived pragmatic qualities. Moreover, pre-
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dictions of the quality of multimodal systems based on the ratings of its individual 

modalities are more accurate, if the predicted modality usage rates are used as weights 

in the regression equation, compared to baselines assuming 50/50 or 60/40 usage 

distributions. 

In summary, this thesis presents (1) an exhaustive and empirically validated taxon-

omy of quality aspects of multimodal interaction as well as respective measurement 

methods, (2) a validated questionnaire specifically tailored to the evaluation of mul-

timodal systems and covering most of the taxonomy’s quality aspects, (3) insights on 

how the quality perceptions of multimodal systems relate to the quality perceptions of 

its individual components, (4) a set of empirically tested factors which influence mo-

dality choice, and (5) models regarding the relationship of the perceived quality of a 

modality and the actual usage of a modality.  

  

Summary
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1 Introduction  

Multimodal systems have come a long way since Bolt presented his "Put-that-there-

demonstrator" in the 1980s (Bolt, 1980). For a long time multimodal interfaces were 

of interest only to academics and industrial researchers, with the majority of commer-

cial interactive systems allowing input only via the keyboard or through direct manip-

ulation of devices such as a mouse, and offering only graphical output. Nevertheless, 

for at least the past 15 years additional interaction modalities such as speech have 

been part of commercial products, (for example, Microsoft's Speech Application Pro-

gramming Interface was already included in Windows 95 (Shi & Maier, 1996)). 

However, although such additional interaction possibilities were available, the majori-

ty of users stuck to using the keyboard and mouse. Indeed, researchers at the time 

believed that the perceived shortcomings of speech-based interaction would be diffi-

cult to overcome. In 1998, Ben Shneiderman, a pioneer in human-computer interac-

tion research and recipient of the ACM SIGCHI Lifetime Achievement Award, 

phrased his opinion on speech technology as follows: “Speech is the bicycle of user-

interface design: It is great fun to use and has an important role, but it can carry only a 

light load. Sober advocates know that it will be tough to replace the automobile, 

graphical user interfaces.” (Shneiderman, 1998).  

Despite being available as an interaction medium for many years, it is only rela-

tively recently that speech technology has become widely popular among end-users 

(Geller, 2012). With reference to Shneiderman’s metaphor, it could be said that cur-

rent state-of-the-art bikes seem to be able to carry a higher load and/or the automo-

bile's capacities are getting smaller.  One example in this development was the intro-

duction of Apple`s voice-based program Siri in 2011. While Siri has certainly had its 

critics, and has been seen by some as a relative failure, and not as one of Apple’s 

major successes, a survey by market research and consulting company Park Associate 

found satisfaction levels among Siri users to be generally high, (70% of the 482 iPh-

one 4S owners surveyed reported they were either very satisfied or satisfied with the 

system) and levels of dissatisfaction to be relatively low, (only 9% of respondents in 

the same survey said they were dissatisfied), (Barrett & Jiang, 2012). This represents 

a large increase in satisfaction levels, when compared to a similar study of German 

end-users carried out by Peissner and colleagues (2006) who interviewed a repre-

sentative sample of 1034 participants by phone. Of these, 420 had previously used a 

speech-based application with 32% reporting they were very satisfied or rather satis-

fied (sehr zufrieden, eher zufrieden), while 26% said they were very dissatisfied (sehr 

unzufrieden). Clearly, in the six years between both studies mentioned there has been 

a marked improvement in the speech-based interaction systems which has led to a rise 

in general levels of satisfaction with such systems (or at least with a subset of them) 

with a corresponding fall in general levels of dissatisfaction. The exact reasons for 
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these increases and decreases remain to be established, and there is some disagree-

ment in the field as to what they may be. 

In a recent article, Geller (2012) interviewed experts from academia and industry 

in order to identify the possible factors, which have led to Siri,’s increased likeability 

compared to earlier systems. According to Roger K. Moore, editor in chief of the 

journal of Computer, Speech & Language and former president of the International 

Speech Communication Association, “the field of research hasn`t changed dramatical-

ly. What’s new is that Siri's brought several complementary technologies together. 

Our business has been going for many years. Only now, with Siri, everybody knows 

about it.” (cited after Geller, 2012). Moore implies that the success of Siri is not nec-

essarily due to specific technological improvements by Apple, but rather that the 

power of the Apple brand allowed Siri to bring innovative speech technologies devel-

oped by researchers over the last number of decades to a much wider market.  

As Alan W. Black, associate professor in the Language Technologies Institute at 

Carnegie Mellon University, points out, Siri would not have been possible 10 or 15 

years ago due to the lack of available high-quality data necessary to train robust 

recognition systems. According to Black one of the main purposes of Google`s toll-

free telephone-based 411-GOOG informational service “was finding out how ordinary 

people asked questions” (cited after Geller, 2012) with a view to gathering vast quan-

tities of natural language for training purposes. In the past, collecting such training 

data was both labour- and resource-intensive. In Geller’s article, the procedure of data 

collection, as it used to be, is described by Dan Faulkner, vice president of product 

and strategy for the Enterprise Business Unit at Nuance Communications. Faulkner is 

quoted as follows: “We’d pay people to come into the office and give them scripts. 

We’d give them a mobile phone, put them in a cab, tell them to call a number, then 

record their speech.” (cited after Geller, 2012). 

It is obvious that with such time-consuming and expensive procedures, databases 

used to be smaller. The enormous databases, which are now available, in conjunction 

with the widespread adoption of stochastic techniques in the field, have led to massive 

improvements in speech recognition technology (Hearst, 2011). Therefore, it is likely 

that recent gains in user satisfaction levels with respect to speech interaction systems 

are due to a combination of greater uptake of such systems by users as a result of 

marketing drives from Apple, as well as genuine technological advancements which 

have led to more reliable and robust systems.  

In addition, according to Hearst (2011), another trend, which fostered the populari-

ty of speech and weakened the dominance of the classical mouse/keyboard input has 

been the touch screen. Today, many mobile devices are both small in size and 

equipped with touch screens, a combination which may be rather unfavourable for 

long text inputs (Hearst, 2011). In such cases, speech input may be preferred as a 

faster and perhaps even more effective alternative. Therefore, to return to Shneider-

man’s analogy above, the automobile is actually becoming less convenient.  

1  Introduction
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However, it should be emphasised that a successful interaction is not automatically 

a satisfying interaction. An issue mentioned by Alan Black: “One standard measure of 

spoken dialogue systems is task completion. Did the user successfully get the weath-

er? But it’s clear that that’s not the only goal. You can have an interaction that’s suc-

cessful and takes little time, but is unpleasant. So satisfaction is another goal. [Siri] 

doesn’t just answer questions. It has a character. It wants to name you, to know who 

you are. You can tell it to call you ‘Master’ or ‘Darth Vader’ or whatever, but it wants 

to call you that. It makes things a little more personal, and that’s important.” (cited 

after Geller, 2012 ). As per Geller’s (2012), both Alan Black and Dan Faulkner be-

lieve that Siri’s popularity is partly due to its characteristics beyond its task-based 

functionality. At this point, the questions arises as to what additional aspects should 

be evaluated if the standard measure of task success is not enough.  

Moreover, with current multimodal devices users have both a bicycle (speech) and 

an automobile (touch). The work presented in this thesis predominantly investigates 

such systems that offer both speech and touch as input options, a choice that is mainly 

due to the fact that the studies carried out were conducted in a joint academia-industry 

setting , and the combination of speech and touch is currently a standard for modern 

(mobile) devices.  

While the data above indicates that users like to have a bicycle (speech technolo-

gy), it does not necessarily mean that they actually use it. They may just use it under 

specific circumstances, such as in a driving scenario, where touch input is impractical, 

or in other scenarios where speech is perceived as simply more fun. 

This thesis addresses questions, which arise from the statements above:  

 What aspects of system interaction should be evaluated, if standard measures like 

task success are not sufficient? 

 Do standard evaluation methods cover these additional aspects and are they suita-

ble for multimodal interfaces? If not, how should a new instrument be designed? 

 How does the quality of the individual modalities relate to the quality of the system 

as a whole? 

 Why do users select one modality over another? What are the factors, which de-

termine modality selection? 

 Is modality selection predictable? 

This thesis is organised as follows. Chapter 2 presents concepts and theories that are 

central to the understanding of multimodal interaction. In addition, an overview of 

evaluation methods is given. 

Chapter 3 answers the above question regarding what factors should be evaluated 

in order to determine a multimodal system’s quality. A taxonomy of quality aspects of 

such systems is presented.  

Chapter 4 deals with the question of how and with which instrument, an evaluation 

can be carried out in accordance with the presented taxonomy. Standardized ques-

1  Introduction
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tionnaires are investigated concerning their suitability for this purpose. As a result of 

this, a new questionnaire, the MMQQ, is developed. In parallel, the taxonomy of 

quality aspects is empirically validated.  

Questionnaires like the MMQQ are typically used in summative, global evalua-

tions of interactive systems. With such global evaluations assessing the whole system, 

relatively little knowledge may be gained on how different modalities relate to each 

other, an issue, which will be tackled in Chapter 5. Here three studies are presented, 

which focus on the impact of the quality of the individual modalities on the quality of 

the multimodal system as a whole. One major finding is that more frequently used 

modalities have a higher influence on the quality perceptions of the multimodal sys-

tem.  

The factors, which lead to different usage frequency, are identified in Chapter 6, 

where the central research question examined is what determines modality selection 

strategies.  

Finally in Chapter 7, it is investigated whether modality selection can be predicted 

based purely on quality ratings and interaction parameters.  

Chapter 8 summarizes and discusses the findings of the previous chapters and clos-

es the thesis with an outlook on future work. Please note that the book is partly based 

on material already published.  

In the following, all publications used in this thesis are listed: 

 Wechsung, I., K.-P. Engelbrecht, C. Kühnel, S. Möller & B. Weiss (2012): Meas-

uring the Quality of Service and Quality of Experience of Multimodal Human-

Machine Interaction Journal on Multimodal User Interfaces. In: Journal on Multi-

modal User Interfaces 6 (1), 73–85. 

 Wechsung, I., Engelbrecht, K.-P. and Möller, S. (2012). Using Quality Ratings to 

Predict Modality Choice in Multimodal Systems. Proceedings of the 13th Annual 

Conference of the ISCA (Interspeech 2012). International Speech Communication 

Association (ISCA), 1-4. 

 Wechsung, I., Schleicher, R. (2012). Modelling Modality Choice Using Task Pa-
rameters and Perceived Quality. Proceedings of the ITG Conference on Speech 
Communication, IEEE, 1-4. 

 Wechsung, I., Schleicher, R. and Möller, S. (2011). How Context Determines Per-
ceived Quality and Modality Choice. Secondary Task Paradigm Applied to the 
Evaluation of Multimodal Interfaces. Proceedings IWSDS2011 Workshop on Para-
linguistic Information and its Integration in Spoken Dialogue Systems. Springer, 
327-342. 

 Wechsung, I., Schulz, M., Engelbrecht, K.-P., Niemann, J. and Möller, S. (2011). 
All Users Are (Not) Equal - The Influence of User Characteristics on Perceived 
Quality, Modality Choice and Performance. Proceedings IWSDS2011 Workshop 
on Paralinguistic Information and its Integration in Spoken Dialogue Systems. 
Springer, 175-188. 
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 Wechsung, I., Schaffer, S., Schleicher, R., Naumann, A. and Möller, S. (2010). The 

Influence of Expertise and Efficiency on Modality Selection Strategies and Per-

ceived Mental Effort. Proceedings of the 11th Annual Conference of the ISCA (In-

terspeech 2010). International Speech Communication Association (ISCA), 1930-

1933. 

 Wechsung, I., Engelbrecht, K.-P., Naumann, A., Möller, S., Schaffer, S. and 
Schleicher, R. (2010). Investigating Modality Selection Strategies. Proceedings of 
the IEEE workshop on spoken language technology SLT 2010 

 Wechsung, I., Engelbrecht, K.-P., Schaffer, S., Seebode, J., Metze, F. and Möller, 
S. (2009). Usability Evaluation of Multimodal Interfaces: Is the whole the sum of 
its parts?. Proceedings of the 13th International Conference on Human-Computer 
Interaction (HCI International 2009), Part 2. Springer, 113–119. 

 Wechsung, I., Engelbrecht, K.-P., Naumann, A., Schaffer, S., Seebode, J., Metze, 

F. and Möller, S. (2009). Predicting the Quality of Multimodal Systems Based on 

Judgements of Single Modalities. Proceedings of the 10th Annual Conference of 

the ISCA (Interspeech 2009). International Speech Communication Association 

(ISCA), 1827-1830. 

 Naumann, A., Wechsung, I. and Hurtienne, J. (2010). Multimodal Interaction: A 
Suitable Strategy for Including Older Users?. Interacting with Computers, 465-
474. 

 Wechsung, I., Naumann, A. and Hurtienne, J. (2009). Multimodale Interaktion: 
Intuitiv, robust, bevorzugt und altersgerecht? [Multimodal Interaction: Intuitive, 
Preferred and Senior-Friendly?] . Proceedings of Mensch & Computer 2009. 9. 
fachübergreifende Konferenz für interaktive und koooperative Medien - Grenzen-
los frei 2009. Oldenbourg, 213-222. 

 Möller, S., Engelbrecht, K.-P., Kühnel, C., Wechsung, I. and Weiss, B. (2009). A 
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Machine Interaction. Proceedings of the First International Workshop on Quality 
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tion. Oldenbourg Wissenschaftsverlag, 437-440. 

 Wechsung, I. and Naumann, A. (2008). Evaluation Methods for Multimodal Sys-
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2 What Are Multimodal Systems? Why Do They Need 
Evaluation? - Theoretical Background 

The following section introduces relevant concepts and definitions. After that, the 

cognitive foundations of multimodal interaction are briefly described. Next current 

evaluation methods are introduced and reviewed with respect to their appropriateness 

regarding multimodal systems. 

2.1 Modality, Media and Multimodal Systems - Definitions and Terminology 

This sub-section will discuss several conceptualisations of the term modality. On this 

basis a definition of multimodal systems is adopted. This definition is used throughout 

the remainder of this thesis. 

Several definitions of modality can be found in the relevant literature. These can be 

broadly categorized into three general groups: Physiological/human-centred defini-

tions, technology/system-centred definitions, and definitions incorporating both 

views.  

The term modality has its origins in physiology and is, according to Charwat (1992), 

defined as  

"perception via one of the three perceptual channels. You can distinguish the three modalities: 

visual, auditive, and tactile (physiology of senses).''  

Thus, the three senses sight, hearing, and touch, correspond to the three perceptual 

channels. Thereby the terms visual and auditive refer to the perception and the senso-

ry modalities; the terms optical and acoustical refer to physical (and not physiologi-

cal) parameters (Schomaker et al., 1995). According to Charwat’s (1992) definition 

only three different modalities respectively three different human senses can be dis-

tinguished. Although the aforementioned senses are nowadays those with the highest 

relevance for human-computer-interaction (HCI), at least three more senses (smell, 

vestibular, taste) are defined in physiology.  

Another definition of modality is offered by Bernsen (2008):  

“Modality is a way of representing information in some physical medium. Thus, a modality is 

defined by its physical medium and its particular “way” of representation.”  

With this definition, Bernsen (2008) moves away from the physiological under-

standing of modality: Modalities according to Bernsen (2008) refer to ways of infor-

mation representation rather than to the human sense. Thus, he broadens the term 

modality: Humans use many ways to represent information and these different ways 

of information representation may refer to the same sensory modality (e.g. images and 

text are different ways of representation but both refer to vision). A multimodal sys-

tem in Bernsen’s sense is a system employing at least two different modalities (“ways 

of information representation”) for input and/or output. In contrast, Bernsen defines a 

Ina Wechsung, An Evaluation Framework for Multimodal Interaction,
T-Labs Series in Telecommunication Services,
DOI: 10.1007/978-3-319-03810-0_2, Springer International Publishing Switzerland 2014
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unimodal system as a system using the same modality for input and output. This con-

ceptualization of modalities and multimodal systems is insofar rather unconventional, 

as devices offering a traditional graphical user interface (GUI) only, are multimodal 

since they offer texts and graphic as output and haptics as input. An example of a 

unimodal system in Bernsen’s sense is a system offering only spoken language as 

input and output.  

Another system-oriented conceptualisation of modality is presented by Nigay and 

Coutaz (1995). They too expand the strict physiological view but unlike Bernsen, they 

focus on the interaction technique rather than on the way of information representa-

tion. They posit a modality as the combination of an interaction language (L) and a 

physical input or output device (d), which can be formalized as a tupel <d, L>. Ex-

amples for interaction languages, as proposed by Nigay and Coutaz (1995), are direct 

manipulation, gestures, or pseudo natural speech. Thus interaction modalities on a 

smart-phone could be <touchscreen, gestures> or <microphone, speech>.   

Yet another definition is given by Oviatt (2002) defining a multimodal system as 

systems processing  

“two or more combined user input modes— such as speech, pen, touch, manual gestures, 

gaze, and head and body movements— in a coordinated manner with multimedia system 

output. [….] Such interfaces eventually will interpret continuous input from a large number of 

different visual, auditory, and tactile input modes […]”.  

Thus, in Oviatt’s definition modalities refer to input modes, in contrast to the above 

mentioned definitions which explicitly refer to the term modality. However, as no 

guidance is given on what defines an input mode, this definition is rather unhelpful 

but lends itself as a good example for a strict technology-driven definition of multi-

modality, which is not expanding the strict physiological view but neglecting it. Ac-

cording to Baber (2001), only the combination of the technical system-oriented view, 

(which focuses on interaction techniques, input device and output devices) and the 

user-oriented view (which focuses on human perception), will be useful to investigate 

multimodal human machine interaction. Typically, a multimodal system employs 

different interaction techniques and a user needs to have different sensory modalities 

to interact with such a systems. However, most of the definitions, as those presented 

exemplarily above, focus either on one or the other perspective.  

Möller et al. (2009) take both views into account, stating that  

“multimodal dialogue systems are systems which enable human-machine interaction through a 

number of media, making use of different sensory channels.”  

The understanding of the term media in the scientific community is, in contrast to 

the term modality, mostly uniform. Media is associated with the physical realization 

respectively presentation of information via input and output devices (cf e.g. Bernsen, 

1997; Gibbon, Moore, & Winski, 1998; Hovy & Arens, 1990; Jokinen & Raike, 2003; 

Sturm, 2005).  

2  What are Multimodal Systems?
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Möller et al. (2009) elaborate there definition further as follows:  

“These channels may be used sequentially or in parallel, and they may provide 

complementary or redundant information to the user.”  

With this part of the definition, Möller et al. (2009) refer to Nigay and Coutaz 

(1993) who developed a design space for multimodal systems along the three dimen-

sions (1) level of abstraction, (2) usage of modalities and (3) fusion. Level of abstrac-

tion represents the technical level, on which information of the different input and 

output devices is processed. Speech input may be processed as a signal, a sequence of 

phonemes or as parsed sentences bearing meaning. Usage of modalities means the 

temporal availability of the modalities: While some systems allow for parallel usage, 

other systems only offer sequential interaction. The third dimension, fusion, describes 

if and how the information of the different modalities is combined. Based on the de-

sign space Nigay and Coutaz (1993) identified four different types of multimodal 

systems:  

 Exclusive interactions: The system offers different modalities but usage is only 

sequential (one modality at one time). Fusion is absent. 

 Alternate interactions: The system offers different modalities. Like for exclusive 

interactions, the modalities can only be used sequential but they can be related to 

each other. Fusion, the combination of the possible input data, is implemented. 

 Simultaneous interactions: The modalities can be used in parallel (simultaneous-

ly). Fusion is absent. 

 Synergistic interactions: The modalities can be used in parallel and the infor-

mation can be related to each other. 

In the following the term multimodal system is used as defined by Möller et al. 

(2009). The systems used as material in the presented studies offered just sequential 

input and rudimentary fusion modules, as a result for the most part only exclusive 

interactions were possible. 

2.2 Cognitive Foundations of Multimodal Interaction and Assumed 
Advantages of Multimodal Systems 

By providing multiple communication channels, multimodal systems are assumed to 

support human information processing by using different cognitive resources. This 

assumption is largely based on cognitive theories postulating multiple, modality-

specific processing resources (e.g.; Baddeley & Hitch, 1974; Baddely, 2003; Paivio, 

1986; Wickens, 1984, 2002).  

According to the working memory theory proposed by Baddeley, different types of 

information refer to different cognitive resources. Baddeley’s working memory model 

includes three components: the central executive, the visual-spatial sketchpad and the 

2.1  Modality, Media and Multimodal Systems
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phonological loop. Hence, the short-term storage of visual-spatial information (e.g. 

colors and shape) is the visual-spatial sketchpad, whereas the phonological loop is the 

short term storage for auditory-verbal data. It has to be noted, that visual information 

(e.g. written text) might be recoded into verbal information by sub-vocal articulation 

and consequently be stored in the phonological loop. The central executive is the 

controlling unit, monitoring and where required adjusting thinking processes and 

actions. Later, a fourth component, the episodic buffer, was added. The episodic buff-

er is a multimodal component and represents an interface to the long-term memory.  

Also, regarding the long term memory, the coding of information into mental rep-

resentations is assumed to be modality specific to a large extent. Dual coding theory 

by Paivio (1986) postulates two largely independent cognitive systems: the imaginal, 

non-verbal systems and the verbal systems. As Baddeley’s phonological loop, the 

verbal system processes verbal information whereas the imaginal system, analogue to 

the visual-spatial sketchpad, processes visual-spatial information. According to Paivio 

(1986), findings of neuro-psychology support these assumptions. It was shown, that 

dependent on the type of information (verbal vs. spatial) different brain areas are ac-

tive. Still, these systems are connected. This explains why multimodal presentations, 

e.g. verbal-auditory paired with visual information, can be superior to unimodal 

presentations. The dual coding leads to higher recognition and recall performance. 

A third modality specific theory is the Multiple Resource Theory (MRT) by Wick-

ens (2002, cf. Section 3.2.1). This theory proposes three different processing stages, 

two different response codes, two different perceptual modalities and two different 

input codes. Moreover, two visual channels are suggested. In contrast to the theories 

mentioned above, Wickens does not only differentiate between the information pro-

cessing modalities but also between sensory modalities. For each of the different stag-

es, modalities and response codes, different cognitive resources are assumed. MRT 

predicts that tasks accessing the same resources are very difficult to be performed in 

parallel. Or the other way around: Timesharing, the splitting of attention between two 

tasks, is easier when the necessary information is presented via two modalities instead 

of one modality.  

In summary the redundant information presentation and the splitting of information 

to several channels reduces the overall cognitive load experienced by the user. With 

lower cognitive load, errors are less likely and the interaction gets more robust (Qvar-

fort, 2004).  

Additionally to a more robust interaction, multimodality may also enhance a sys-

tem’s flexibility, its naturalness, and its efficiency (Hedicke, 2000; Höllerer, 2002; 

Oviatt, 1999; Qvarfort, 2004). With a higher degree of freedom the user is free to 

choose his/her preferred interaction modality with regards to situation, task and con-

text. This higher flexibility is assumed to increase the systems inclusiveness (Jokinen 

& Raike, 2003) and efficiency; however, regarding the latter also the opposite is re-

ported (Sturm, 2005). The hypothesis regarding naturalness stems from the observa-

2  What are Multimodal Systems?
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tion of human-human communication being multimodal, e.g. verbal human commu-

nication has a visual part through lip-reading, mimicry or gestures (Schomaker et al., 

1995). Due to the possibilities to use richer natural languages and new flexible ways 

of interaction, multimodality has the potential to realize the system-as-an-agent meta-

phor proposed by Jokinen (2009). Jokinen describes such agents as interaction part-

ners mediating between the user and the application, rather than as a tool that is used 

to perform certain tasks. Consequently, the gulf between user and system can be min-

imized by adapting the system to the user’s natural characteristics (Norman, 1986).  

While empirical findings support the above assumptions - multimodal systems 

have indeed been shown to be more natural, more efficient, more reliable and more 

robust (e.g. Oviatt, 1996; Oviatt et al., 2000, Cohen, McGee, & Clow, 2000; Burke et 

al., 2006) - it has to be noted that these benefits are not an inherent property of all 

multimodal systems. Oviatt (1999) points out that all these advantages are mediated 

through the design of the interface and the usage context; multimodality was shown to 

be especially benefical in situation with high workload and high task complexity 

(Oviatt, Coulston & Lunsford, 2004). Moreover, considering the above presented 

MRT (Wickens, 2000) a multimodal system can also be inferior compared to a uni-

modal system, e.g. if additional speech input is necessary in verbally demanding sit-

uations like in air traffic control or call centres. In addition, a higher cognitive load 

due to more degrees of freedom may occur (Schomaker et al., 1995). Furthermore, the 

different modalities may interfere with each other (Schomaker et al., 1995): When 

presenting identical information via two modalities (e.g. reading and listening to the 

same text simultaneously) a synchronization problem can arise (Schnotz, Bannert, & 

Seufert, 2002). Additionally, if different modalities refer to the same cognitive re-

sources, task performance may even decrease (Oviatt, 1996). Thus, it is not surprising 

that it has been shown, that making a system multimodal by just adding a further mo-

dality to a unimodal system may not necessarily lead to an improvement (Oviatt, 

1999). Consequently, evaluation of the interface is an indispensable issue.  

2.3 Quality and Usability Evaluation Methods 

The following section will give an overview of established and well-known evalua-

tion methods. Advantages and disadvantages regarding their appropriateness and 

suitability for multimodal systems will be reviewed. Please note, that in the literature 

all the described methods are often labelled as usability evaluation methods rather 

than as quality evaluation methods. While those constructs are partly overlapping, 

they are not identical. Hence, before introducing the evaluation methods, the relation-

ship between quality and usability will be discussed. 

2.2  Cognitive Foundation of Multimodal Interaction and Assumed
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2.3.1 Quality vs. Usability  

Most of the described methods were developed to measure usability in the narrow 

sense as described by the International Organization for Standardization (ISO) with 

the standard 9241-11 (ISO 9241-11, 1998). Here usability is defined by the three fac-

tors efficiency, effectiveness, and satisfaction. While user satisfaction is mentioned in 

this standard, the focus of early usability evaluation was focused on the efficiency and 

effectiveness of the system. For instance in a meta-analysis by Hornbæk and Law 

(2007), user satisfaction was found to be the usability factor which was assessed least 

frequently. However, in this thesis the user-experienced satisfaction is considered an 

essential part of usability (cf. Section 3.3). Usability itself is one important, but not 

the only aspect of quality. Quality, as understood in this thesis, is the result of the 

user’s appraisal of the perceived capabilities of the system to support the user’s indi-

vidual goals.  

The first part of this conceptualisation is based on the definition of Jekosch (2000, 

as cited in Möller, 2005). It implies that quality is an inherently “subjective” concept; 

it is a result of the user’s individual perceptual and judgemental processes. Please note 

that, Jekosch (2000) original definition suggests that users appraise the perceived 

entity in comparison with a desired entity. This part of the definition was not adopted 

as it implies a rather resource-extensive cognitive process involving mental compari-

son of the features of the perceived and the desired system. Findings from cognitive 

psychology imply that the brain is rather lazy and avoids resource-intensive pro-

cessing: Judgements are often biased and are based on heuristics or on intuition 

(Kahneman, 2003). Moreover, the original definition indicates that the user knows 

how the desired system should be. This is also debatable: While users may know their 

goals, they may not know how exactly a systems needs to be designed in order to 

fulfil those goals. Thus, the definition by Jekosch may apply to the quality of speech 

and voice signals, the context were it has been developed for, but not for rather com-

plex multimodal systems. 

Hence, the second part is based on Hassenzahl’s work (Hassenzahl & Roto, 2007). 

Here, quality is the related to the fulfilment individual goals. Those goals can be ei-

ther do-goals, for example “making a phone call”, or be-goals, “being related to 

somebody”. Do-goals are derived from the higher-level be-goals (Hassenzahl & Roto, 

2007). For example, missing somebody may lead to the desire to communicate this 

person. Making the phone call is than the do-goal, the feeling of being related to this 

person is the be-goal  

2.3.2 Evaluation Methods  

With usability being understood as one of many quality aspects, usability evalua-

tions can be considered as a subgroup of quality evaluations.  

2  What are Multimodal Systems?
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According to Preece et al. (1994) evaluation methods can be distinguished using 

five different criteria. The first distinction refers to the question addressed with the 

evaluation and comprises four different categories. Evaluation studies may be con-

ducted,  

 to see if the system is good enough,  

 to compare two alternative and see if one system is better than another one,  

 to get the system closer to the real world,  

 to see how well the system is working in the real world or,  

 to see if the systems complies to certain standards. 

Depending on the question addressed with the evaluation, it has to be decided in 

which stage of the development cycle the evaluation should take place. Here, forma-

tive, process-oriented evaluation can be distinguished from summative, goal-oriented 

evaluation. Formative evaluation can already take place in early development cycles 

without a prototype and aims to improve the system as part of the iterative design 

process. For summative evaluation, an advanced prototype is necessary, as summative 

evaluation is typically carried out to assess the quality of a late version of the system.  

Another distinction criterion is the level of user involvement with user-centred, 

empirical methods on the one side, and expert-centred, analytical-formal methods one 

the other side. Especially formative evaluations are often conducted in early phases of 

the system development without users. Elements of the interface and their conse-

quences are analysed and modelled by experts. Consequently, neither users nor a 

running prototype are necessary. These methods are often also labelled as inspections 

(Holzinger, 2005). User-centred, empirical methods are methods, which are observing 

and “measuring” user’s reactions towards the interface. Measurements collected in 

this manner, are assumed to represent the system’s quality. A prototype, with which 

the user can interact, is at least to a certain extent necessary (Sturm, 2005). Another 

term for such methods is testing (Holzinger, 2005).  

The type of data collected can be qualitative and quantitative data. Quantitative 

data are numerical, abstract data. Abstract means that such numbers do not directly 

represents the meaning of the measured date (Witt, 2001). Typically, this kind of data 

is analysed using statistical methods. Examples are questionnaires or time measure-

ments. Qualitative data cannot be quantified in numbers, and its analysis is usually 

interpretative as applying statistical methods is not possible. However, it is often pos-

sible to transform qualitative data into quantitative data. For instance, free text an-

swers are usually qualitative data, but they can be converted into quantitative data by 

first analysing them with respect to the opinion stated in the text. Then the number of 

positive, negative and neutral answers can be counted, the counts are forming a quan-

titative data set which can be analysed statistically. 

2.3  Quality and Usability Evaluation Methods
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In the context of usability and quality evaluation, direct and indirect measurements 

can be distinguished (Seebode et al., 2009, Möller et al., 2009). Direct measurements 

are assessed directly from the user and are a direct representation of the quality as 

perceived by the user. Indirect measurements refers to interaction parameters or psy-

chophysiological parameters, these kinds of measurements cannot be interpreted as 

direct assessments of perceived quality or perceived usability – in the best case such 

data is correlated with the quality perceptions but might as well be unrelated to the 

user’s judgement (c.f. Hornbæk & Law, 2007; Naumann & Wechsung, 2008). Addi-

tional characteristics to categorize evaluation methods are according to Dix et al. 

(1993): 

 The style of the evaluation. It refers to the setting, laboratory or field of the study. 

While lab studies offer a more controlled setting eliminating interfering variables, 

field studies lead to a higher naturalness.  

 The level of information. It describes how abstract the gathered information is. 

Low level information is very specific, e.g. if the wording of a specific prompt is 

understandable. High level information is more general for instance if the system is 

usable. 

 The immediacy of the answer. It describes whether the data is assessed during or 

after the interaction, the latter possibly being influenced by memory biases.  

 The intrusiveness of the answer. This characteristic is directly related to immedi-

acy, as asking questions during the interaction is rather intrusive and might affect 

the user`s behaviour.  

 The resources required. Resources comprise factors like time, money, effort, 

equipment, and manpower.  

In Table 2.1 (adapted from Dix et al., 1993) established methods are categorized, 

based partly on the categories by Dix et al. (1993) and on additional own categories 

like advantages and disadvantages and appropriateness for different modalities.  

In the following, established methods are described and discussed regarding their 

suitability for the evaluation of multimodal systems. At first, expert-centred analyti-

cal-formal methods are presented, followed by user-centred empirical methods.  
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Cognitive Walkthrough  

The Cognitive Walkthrough is a task-based, expert-centred, analytical method (Hol-

zinger, 2005) based on explorative learning and problem solving theory (Wharton et 

al., 1994). It takes into account that user often learn the interface by exploring it, in-

stead of reading the manual. 

Experts, usually designers or psychologist, analyse the functionalities of the inter-

face based on a description of the system, a description of the tasks the end user will 

carry out, a list of actions necessary to perform the tasks, and a description of user and 

usage context (Wharton, et al. 1994). Critical information is recorded by the experts 

using a standardized protocol. The procedure itself involves the following five steps 

(Wharton et al., 1994): 

 Definition of inputs for the walkthrough (e.g. identifying the users, defining the 

tasks to evaluate, describing the interface in detail) 

 Calling in the experts 

 Analysing the action sequences for each task  

 Protocolling critical information 

 Revising the interface 

The biggest advantages of the Cognitive Walkthrough are, as for almost all forma-

tive-analytical methods, that end users as well as an implemented system are not nec-

essary. Disadvantages are the quite low level of information, only the ease of learning 

is investigated (Wharton et al., 1994). Moreover, a Cognitive Walkthrough might be 

very time consuming for complex systems. As multimodal systems are usually more 

complex than unimodal systems, due to more degrees of freedom offered by multiple 

modalities, the Cognitive Walkthrough, in its classical form, is rather unattractive for 

such systems. Moreover, the Cognitive Walkthrough is strictly task-based and will 

only be able to evaluate the ease-of-use of an interface rather than its joy-of-use.  

Heuristic Evaluation 

The term “heuristic” is derived from the Greek “heureskein“ and means “to find” or 

“to explore” something (Holzinger, 2005). Heuristic Evaluation is a method of the so-

called Discount Usability Engineering, a resource conserving, pragmatic approach 

proposed by Nielsen, aiming to overcome the argumentation that usability evaluation 

is too expensive, too difficult and too time consuming.  

In a Heuristic Evaluation, several experts check if the interface complies with cer-

tain usability principles (heuristics). To ensure an independent, unbiased judgement of 

every evaluator, they do not communicate to find an aggregated judgement until each 

of them investigated the interface on his/her own (Nielsen, 1994). Result of a Heuris-

tic Evaluation is a list of usability problems and the respective explanations. Addi-
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tionally, problems might be judged according to their frequency and pertinence. Ac-

cording to Nielsen, three to five experts will find 60-70 % of the problems, with no 

improvements for more than ten evaluators (Nielsen, 1994). However, this statement 

has repeatedly caused disputes; research provides support (Virzi, 1992) as well as 

contrary findings (Woolrych & Cockton ,1992; Spool & Schroeder, 2001).  

The Heuristic Evaluation is a cheap and quick to apply method and can be con-

ducted throughout the whole development cycle (Holzinger, 2005). However, to the 

authors’ knowledge, established usability heuristics tailored to multimodal systems do 

not exist.  

Review-Based Evaluation  

For a Review-Based Evaluation, existing experimental findings and principles are 

employed to provide a judgment. Relevant literature has to be analysed in order to 

approve or disapprove the design of the interface (Dix et al., 1993). Hereby, the con-

text of the respective studies has to be carefully considered. To prevent a confirmato-

ry bias not only the similarities, but also the dissimilarities between the interface to be 

evaluated and the studies serving as a basis for the evaluation have to be taken into 

account (Gerhard, 2003). 

Review-Based Evaluation is faster and more economical than conducting an own 

experiment. But wrong conclusions might be drawn if the selection of the considered 

studies is not done with the required prudence. Additionally, the vast majority of stud-

ies are addressing very specific problems, making it difficult to generalize the results 

to other interfaces and vice versa, a specific interface is difficult to evaluate with the 

results of another specific interface (Gerhard, 2003). 

Model-Based Evaluation 

For Model-Based Evaluation, on a very general level, two different approaches can be 

distinguished. The first approach has its origin in cognitive psychology and focuses 

on the cognitive process while interacting with an interface; the other approach is 

rooted in the engineering domains and is focusing on the prediction of user behaviour 

patterns. Within both approaches, user models are employed for the predictions.  

Methods of the first approach are usually addressing low-level parameters like task 

execution time, memory processes or cognitive load (cf. Engelbrecht, Quade, Möller, 

2009) and are largely bottom-up oriented. Starting point to define user models are 

theories and findings from cognitive psychology. Examples are the methods GOMS 

(Goals, Operator, Methods, Selection rules; Card, Newell & Moran, 1983), the Cogni-

tive Complexity Theory (CCT) by Kieras and Polson (1985), or ACT-R (Adaptive 

Control of Thought–Rational) by Anderson and his group. (e.g. Anderson & Lebiere, 

1998).  

With the method GOMS, the interaction with a system is reduced to basic ele-

ments, which are goals, methods, operators and selection rules. Goals are descriptions 
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of the goals or sub-goals of the user, what he/she intends while using the system. Op-

erators are the actions offered by the system to accomplish these goals. Methods are 

well-learned sequences of sub-goals and operators suitable to achieve a goal (John & 

Kieras 1996). Selections rules apply if several methods are possible and reflect the 

user’s personal preferences. These four basic elements describe the procedural 

knowledge necessary to perform the tasks. This knowledge is applied to the design, to 

check if the system provides methods for all user goals; furthermore execution times 

of well-trained, error-free expert users can be predicted (John & Kieras, 1996). 

In case of multimodal systems, GOMS analyses can become quite extensive due to 

the complexity of such systems. As multimodal systems allow for parallel, serial or 

combined usage of different modalities, multiple methods for one goal are possible, 

because of this the definition of multiple selection rules is required. The EPIC frame-

work by (Kieras & Meyer, 1997) is a more sophisticated architecture better suitable 

for predicting execution times for interactions with multimodal systems, however, 

EPIC is first and foremost a research system and thus not focused on being a tool for 

evaluation purposes (Kieras & Meyer, 1997). 

As all these cognitive models are grounded well in theory, they provide useful in-

sights in user behaviour. Although cognitive modelling is an active research field, so 

far it has not been received particularly well by usability practitioners and only rarely 

finds its way into non-academic evaluations (Engelbrecht, Quade, Möller, 2009; 

Kieras, 2003). Reasons are their often-high complexity (Kieras, 2003) and possibly 

the aforementioned low level of the information possible to gain with cognitive mod-

elling.  

Thus the engineering-based, statistically-driven approach attempts to provide more 

high level information, e.g. if the user is “satisfied” with the system, and therefore 

rather utilizes top-down strategies. Here, user models are usually defined based on 

real user data and are not necessarily linked to cognitive theories (cf. Engelbrecht, 

Quade, Möller, 2009). Most of these methods and algorithms were developed for 

spoken dialogue systems, with PARADISE (Paradigm for Dialogue System Evalua-

tion; Walker et al., 1997) likely being the most widespread one. PARADISE uses 

linear regression to predict user satisfaction based on interaction parameters such as 

task success or task duration. Other approaches are the MeMo (Mental Models) 

workbench using a probabilistic model of user behaviour, which includes a rule en-

gine derived from empirical data in order to predict user behaviour (Engelbrecht, 

2012). But like cognitive models, the engineering models are rather of academic in-

terest than a widespread usability evaluation method amongst practitioners. Even 

though Model-Based Evaluation, like all the expert-centred methods above, can be 

conducted in very early design stages and is cheaper than testing with real users. The 

main disadvantages might be the very high expertise necessary (Holzinger, 2005) and, 

regarding multimodal interaction, the lack of theories to use for Model-Based Evalua-

tion, as these processes are not well understood so far. For instance, the factors deter-
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mining why users choose one modality over another have just recently been identified 

(cf. Chapter 6).  

A model-based approach explicitly tailored to multimodal system is the PROMISE 

framework by Beringer and colleagues (2002), an extension of Walker’s PARADISE. 

However, studies applying PROMISE are very seldom, possibly because some of the 

parameters are relatively ill defined (e.g. the way of interaction), and it is not speci-

fied how they should be assessed. Just recently (Kühnel, 2012) proposed a well-

defined set of interaction parameters for multimodal interaction yielding reasonable 

prediction performance (>50% accuracy) for user judgements.  

Protocol Analyses and Thinking Aloud  

For Protocol Analyses, user behaviour is captured using video, audio and log-files. A 

prominent method is Thinking Aloud. Here participants are asked to verbalize and 

loudly utter their thoughts (Holzinger, 2005). This might be done during the interac-

tion or after the interaction as retrospective Thinking Aloud. For the latter, the user is 

confronted with video recordings of the test session and is asked to comment on them. 

Although retrospective Thinking Aloud is less intrusive than online Thinking Aloud, 

it might probably be affected by memory biases. Another version is the plural Think-

ing Aloud involving multiple participants using the system together. Therewith, the 

unnaturalness of this method should be reduced. Hackman and Biers (1992) con-

firmed that Thinking Aloud in double-teams is beneficial, yielding better results com-

pared to single user Thinking Aloud.  

This method can be used for free exploration of the interface as well as for con-

ducting concrete tasks. Though it is often perceived as unnatural and confusing (Lin, 

Choong & Salvendy, 1997) and often the experimenter has to repeatedly advise the 

participants to actually think aloud as the constant verbalising can be difficult and 

effortful for the users (Hegner, 2003). Further problems are the systematic biases due 

to social desirability. Moreover, for interfaces offering speech input, the non-

retrospective version of this method is inappropriate, as Thinking Aloud and speaking 

to the system simultaneously is not possible (Hegner, 2003).   

Experiments 

Experimental evaluation investigates specific aspects of the interaction behaviour 

under controlled conditions (Sturm, 2005). In the simplest experimental design, one 

hypothesis is formulated and two experimental conditions, differing only regarding 

the manipulated factor to be investigated (independent variable), are set-up (Dix, et al. 

1993). All differences occurring in the measured variables (dependent variable) are 

attributed to the manipulations of the independent variable (Dix, et al. 1993). Experi-

ments allow collecting high quality data as interfering variables are controlled and/or 

eliminated. Experiments provide, if carried out carefully, causal inference. Thus, ex-

periments are essential to establish and verify theories (Hegner, 2003); accordingly, 
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experiments are a useful method for evaluation of multimodal interfaces. However, 

with experiments being strongly controlled, user behaviour might be rather unnatural 

(Sturm, 2005). In the worst case, results can be an experimental artefact. Another 

drawback is the high amount of resources required to set up and conduct a proper 

experiment.  

Interviews and Questionnaires  

Questionnaire and interviews are indispensable to measure the users’ judgements of 

the system (Holzinger, 2005) as interaction data will not necessarily reflect the users’ 

perceptions (e.g. Naumann & Wechsung, 2008). Interviews and questionnaires are 

often used to assess user satisfaction, emotions or attitudes towards the system. If 

reliable questionnaires or interviews are available, they are relatively cheap and easy 

to employ. Thus, the probably most common technique applied in user-centred evalu-

ations are questionnaires, but a standardized and validated questionnaire addressing 

the evaluation of multimodal systems is still not available. Even for speech-based 

systems the probably most common questionnaire, the Subjective Assessment of 

Speech Interfaces questionnaire (SASSI; Hone & Graham, 2000), still lacks final 

psychometric validation. Please note that the SASSI is not suitable for spoken dia-

logue systems, as only input but not output quality is assessed. However, the ITU-T 

Rec. P.851, the ITU’s recommendation regarding quality evaluation of telephone-

based spoken dialogue systems (ITU-T Rec. P.851, 2003), proposes an extended ver-

sion of the SASSI, including items covering output quality (Möller, Engelbrecht, & 

Schleicher, 2008).  

As standardized, well-validated questionnaires tailored to multimodal system are 

rare, self-made questionnaires or questionnaires developed for unimodal systems are 

often employed. Both approaches are problematic: Self-constructed questionnaires are 

usually not properly validated (Larsen, 2003a) and questionnaires developed for uni-

modal systems may not provide valid and reliable results for multimodal systems. A 

detailed comparison of relevant questionnaires is presented in Chapter 4. 

A notable exception is the SUXES method presented by (Turunen et al., 2009), 

which is, as explicitly stated by the authors, addressing multimodal systems. SUXES 

aims to measure user expectation and user experience with different pre- and post-test 

questionnaires. Constructs measured with SUXES are speed, pleasantness, clearness, 

error free use, robustness, learning curve, naturalness, usefulness, and future use. It is 

based on the SERVQUAL method (Parasuraman, Zeithaml, & Berry, 1988), initially 

developed to asses perceived quality of service in service and retailing companies. 

Even though, the original publication of the SERVQUAL method includes psycho-

metric validation, for SUXES no such data is available. Hence, the reliability and 

validity of the constructs measured with SUXES is not confirmed as the constructs 

measured with SUXES (see above) do not match the constructs assessed with 

SERVQUAL (Reliability, Assurance, Tangibles, Empathy, Responsiveness). Moreo-
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ver, SERVQUAL itself has been heavily criticized one a conceptual as well as on a 

methodological level (Buttle, 1996; Nyeck et al. 2002). Major critique points, also 

highly relevant for SUXES, are related to the measurement of expectations before 

interacting with the system (Buttle, 1996). For example several authors (e.g. Kahne-

man & Miller, 1986; for a comprehensive discussion see Buttle, 1996) state, that ex-

pectations are formed after interacting with a system or service and not before. Addi-

tionally, expectations may be affected by a social desirability bias as user may want to 

comply with the “I have high expectations” social norm (Buttle, 1996). Moreover, 

asking for expectation may induce expectation, which would not have been relevant 

without questioning for them. Additionally, costumers tend to adapt their expectation 

to their actual experience. Thus, if applying SUXES experimenters need to keep in 

mind that asking for expectations may alter them and that participants may not have 

expectations before the usage of a system. Furthermore, a psychometric validation of 

SUXES is necessary to ensure if the constructs, which admittedly have high face va-

lidity, are actually statistically reliable and valid.  

2.4 Chapter Summary 

Although multimodal systems have been around for more than 25 years now and be-

sides the rapidly increasing technical developments in this area, evaluation methods 

and design guidelines are still rare and evaluation of multimodal systems is consid-

ered as problematic (Jokinen, 2008). Even though the HCI literature provides a wide 

range of evaluation most of them were developed to assess unimodal graphical user 

interfaces and will not necessarily be useful for multimodal systems. As mentioned in 

the respective sections, most of the established methods presented above, are not in-

stantly usable for multimodal evaluation.  

The formal-analytical methods need theories of multimodal interaction, which are 

just emerging by now (Kühnel, 2012). The empirical methods lack the measurement 

instruments (e.g. questionnaires). Thus, it is not surprising that most studies evaluat-

ing multimodal interfaces employ empirical methods, using either self-constructed 

questionnaires, which are not or only little validated, or adapt standardized question-

naires, which were initially developed for GUI-based interfaces, and which are also 

not validated for multimodal systems (e.g. Bauckhage et al., 2002; Baillie, et al., 

2002;  Bernsen & Dybkjaer, 2004; Bornträger, et al., 2003; Damianos, et al., 2000; 

DeAngeli et al. 1998, Hemsen, 2004; Höllerer, 2002; Qvarfordt, Jönsson, &Dahlbäck, 

2003; Sturm, 2005). 

Consequently, the constructs measured are quite diverse and the results are hardly 

comparable. Thus, the first step towards a unified evaluation approach for multimodal 

interaction is a unified framework of quality aspects of multimodal interaction. The 

following chapter will present such a framework based on the work of Möller et al. 
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(2009) and Wechsung et al. (2012a), and identify measurements methods for each 

aspect.  

2 What are Multimodal Systems? 



 

3 What to Evaluate? – A Taxonomy of Quality Aspects of 
Multimodal Interfaces 

Apart from the lack of evaluation methods specifically addressing multimodal inter-

faces, it is often not defined, which aspects need to be taken into consideration when 

evaluating a multimodal systems quality. This is partly due to the characteristic of 

multimodal interaction, making it necessary to measure additional concepts like the 

appropriateness of modality and context or interference between different modalities. 

Apart from these multimodality specific issues, also new topics, like emotions in the 

context of HCI and hedonic qualities of user interfaces, made it obvious that the tradi-

tional concept of usability might not be sufficient to ensure quality or user satisfac-

tion.  

The taxonomy depicted in Figure 3.1 aims to offer an overview of the relevant 

concepts and currently available measurement methods. It is based on Möller et al. 

(2009) und Wechsung et al. (2012a) and presents an empirically tested modification. 

The empirical test of the taxonomy is presented in Chapter 4. The next sections ex-

plain all concepts within the taxonomy.  

 

Ina Wechsung, An Evaluation Framework for Multimodal Interaction,
T-Labs Series in Telecommunication Services,
DOI: 10.1007/978-3-319-03810-0_3, Springer International Publishing Switzerland 2014
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Fig. 3.1. Taxonomy of multimodal quality aspects 
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3.1 Influencing Factors 

The first layer of the taxonomy comprises the influencing variables, namely user 

characteristics, context and system (cf. Figure 3.2). 

 

 

Fig. 3.2. First layer of the taxonomy – the influencing factors.  

3.1.1 User Characteristics  

User characteristics are the users’ abilities, his/her personality, demographic varia-

bles, his/her mood, and the user’s needs.  

Abilities 

Abilities refer to perceptual-cognitive abilities and knowledge as well as to motor 

and physical capabilities. Especially the impact of spatial cognitive abilities on per-

formance has extensively been studied (for an overview see Dillon & Watson, 1996). 

According to Chen and colleagues (Chen, Czerwinski, & Macredie, 2000), people 

with high spatial abilities perform better with spatially oriented or graphic interfaces 

than people with low spatial abilities. In the context of multimodal interaction, such 

users might prefer the GUI over speech control.  

Considerably less research can be found for other cognitive abilities or other inter-

action modalities (e.g. speech). Dillon and Watson (1996) found recall of the interac-

tion with a spoken dialogue system to be influenced by information processing speed 

with users showing a lower processing speed being less likely to remember all rele-

vant information provided by the system. Additionally, working memory span was 

shown to influence recall and transfer performance with a low span especially disad-

vantageous in a mobile instructional environment (Doolittle, Terry, & Mariano, 

2009).  

In addition, prior knowledge and familiarity are relevant factors for interaction be-

haviour: Generally, prior knowledge is reported to improve performance (Lewis, 

Langdon, & Clarkson 2007). Regarding multimodal systems, modality choice and 

preference are related to familiarity (Naumann, Wechsung, & Möller, 2008): The 

more familiar modality is being used more frequently than the less familiar one.  

A variety of methods can be found to assess perceptual-cognitive abilities, includ-

ing clinical intelligence test like the Wechsler Adult Intelligence Scale (WAIS; 

Wechsler, 2008). Such tests typically include sub-scales; for instance, the WAIS IV 
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addresses perceptual abilities with the Perceptual Reasoning Index and memory ca-

pabilities with the Working Memory Index.  

Validated instruments for the assessment of HCI-related abilities and knowledge 

are presented by Smith et al. (Smith, Caputi, & Rawstorne, 2007) and Van Vliet et al. 

(Van Vliet, Kletke, & Chakraborty, 1994). The instrument by Smith et al. measures 

computer experience, Van Vliet et al. developed a questionnaire for assessing com-

puter literacy.  

For motor capabilities the AMPS (Assessment of Motor and Process Skills) by 

Fisher (2004) can be employed. 

Personality  

Personality includes personality variables, like psychological personality traits, e.g. 

the so-called Big Five (Openness, Conscientiousness, Extroversion, Agreeableness, 

and Neuroticism), and attitudes.  

The influence of personality traits on interaction behaviour and judgements is 

documented in a study by Burnett and Ditsikas (2006), who compared introverted 

and extroverted user. They reported that extroverted users found more usability prob-

lems and gave slightly worse ratings on a post-hoc usability questionnaire. For atti-

tudes, Jawahar and Elango (2001) observed, that performance is positively affected 

by positive attitudes towards technology. Moreover, attitudes are believed to influ-

ence also users’ quality perceptions with positive attitudes resulting in better ratings 

(Angel, Hartmann, & Sutcliffe 2009). Additionally, positive attitudes towards tech-

nologies make adoption of new technologies more likely (Matilla, Karjaluoto, & 

Pento, 2003). Likewise, when using multimodal systems people may tend to use the 

more innovative modality more often, if they have positive attitudes towards tech-

nology. 

To assess personality variables, psychometric questionnaires are available: They 

can be measured with the NEO-FFI (Costa & McCrae, 1992) or with the briefer Big 

Five Inventory (John, Donahue, & Kentle, 1991). Both questionnaires are also avail-

able in a short version (Rammstedt, & John, 2007).  

For attitudes towards computers, Richter et al. (Richter, Naumann, & Groeben 

2000) proposed a questionnaire, and also the technical affinity questionnaire by Kar-

rer and colleagues (Karrer et al., 2009) includes one sub-scale for assessing positive 

attitudes and one sub-scale for assessing negative attitudes towards electronic devic-

es. 

Demographics  

Age and gender differences are probably the demographic variables most often as-

sessed in evaluation studies. Gender effects are documented for performance as well 

as for quality judgements (Morgan et al., 1994), but results are contradictory: Some 

studies found gender effects not to be moderated by other factors like previous expe-

3  What to Evaluate? – A Taxonomy of Quality Aspects



27 

rience (Brown et al. 1997, Vollmeyer, Imhof, & Beierlein, 2006); other studies report 

that gender effects are largely moderated by such factors (Whitley, 1996), and some 

studies show no or only small gender effects (Weiss et al., 2010).  

For age, it is often assumed that not the chronological age “per se” causes differ-

ences, but rather characteristics like a smaller degree of previous experience 

(Chalmers, 2003), the age-related decrease of cognitive abilities (Wolters et al., 

2010) and motor impairments (Carmichael, 1999). 

While previous experience and cognitive abilities might explain differences in per-

formance and some aspects of interaction behaviour, quality perceptions are less 

likely to be direct correlates of those aspects. As an exemption, a low memory span 

may result in forgetting relevant aspects of the interaction, and consequently in in-

consistent ratings (Wechsung et al., 2009). Age effects were indeed shown for quality 

ratings but these might as well be moderated by other variables, for instance attitudes 

or performance. Moreover results are contradictory: Wolters and colleagues (2010) 

found older adults to be more critical than younger users, while Naumann and col-

leagues (Naumann, Wechsung, & Hurtienne, 2010) observed the opposite: Older 

users tend to rate systems more positive than younger users although their perfor-

mance is worse.  

Besides age and gender, many more demographic variables exist, e.g. cultural 

background, profession, and level of education. While results regarding the influence 

of such variables are inconsistent, they should be measured as they may explain out-

liers or differences in interaction and rating behaviour.  

Demographics are usually easy to assess with simple, self-constructed question-

naires presented before, or after the test.  

Mood 

Moods are the affective quality of experiences, constantly experienced but often only 

sporadically reflected consciously (Morris, 1989; Silvia, & Warburton, 2006). Com-

pared to emotions, moods are lacking objects, are psychologically diffuse, relatively 

long lasting, and are structured simply; moreover, they are not differentiated by pat-

terns of appraisal (Silvia & Warburton, 2006). 

Research suggests that people in a good mood are, compared to people in a bad 

mood, more likely to employ less elaborate information processing strategies like 

heuristics (Bless et al., 1996, for an overview see Schwarz & Clore, 2003). Thus, 

their information processing might lack logical consistency. For evaluative judg-

ments this means, that evaluation is probably more context-driven than content-

driven (Bless et al, 1996). More specifically in terms of usability studies, people in a 

positive mood might give less exact evaluation ratings, as positive mood is associated 

with less attention given to details and less information being considered. Moreover, 

they may be more influenced by the contextual factors e.g. the setting and scenario. 
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Additionally, memory recall is mood congruent: good moods make recall of positive 

experiences more likely than bad moods and vice versa (Kahneman, 1999).  

A lightweight instrument to measure mood is the so-called Faces Scale (Andrews 

& Whitey, 1976). This non-verbal scale shows seven faces ranging from “very sad” 

to “very happy”. Participants are asked to indicate the face, which matches their cur-

rent mood best. Another questionnaire is the Brief Mood Introspection Scale (BMIS), 

developed by Mayer and Gaschke (1988). The BMIS consists of 16 items (plus one 

global item) and measures mood on four sub-scales (Pleasant-Unpleasant Mood, 

Arousal-Calm Mood, Positive-Tired Mood, Negative-Relaxed Mood). 

Needs   

According to Hassenzahl and colleagues (Hassenzahl, Diefenbach, & Göritz, 2010), 

the main motivation to use interactive technologies is the fulfilment of psychological 

needs. The most salient needs in the context of human-computer-interaction have 

been identified as the needs for stimulation, relatedness, competence and popularity 

(Hassenzahl, Diefenbach, & Göritz, 2010). For example, a very bored person may 

ask a speech dialogue system “stupid” questions in order to fulfil the need for stimu-

lation. Please note, that psychological needs do not match biological-physiological 

needs such as hunger or thirst. However, like biological needs psychological needs 

are assumed to be largely invariant across human beings (Sheldon et al., 2001). Of 

course, the level of fulfilment and deprivation of each need changes constantly. A 

questionnaire to assess the level of experienced need fulfilment can be found in Has-

senzahl et al. (Hassenzahl, Diefenbach & Göritz, 2012). It is an adapted version of a 

questionnaire, originally developed by Sheldon and colleagues in the context of per-

sonality psychology (Sheldon et al., 2001). 

3.1.2 Context 

Physical Environment   

Here, the physical conditions in which the interaction takes place are meant (Möller 

et al. 2009). Examples are the lighting and acoustic conditions as well as the place 

and location, or parallel tasks like driving a car or walking down the street activities.  

Service Factors   

These factors refer to the availability of the system, privacy and security concerns 

and the associated costs (Möller et al., 2009).  
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3.1.3 System Characteristics 

According to Möller et al. (2009), system factors are the agent factors, i.e. the char-

acteristics of the system as an interaction partner, and the functional factors, i.e. its 

functional capabilities.  

Agent Factors  

Those factors comprise the technical characteristics (e.g. multimodal fusion, dialogue 

management, multimodal fission) of the interaction agent as well as its appearance 

(Möller et al., 2009). The term agent refers to the “system-as-an-agent-metaphor” 

described in (Jokinen & Raike, 2003). Following this metaphor, a system is not pre-

dominantly seen as a tool but as partner or participant, the user interacts with. Ac-

cording to Jokinen and Raike (2003), especially multimodal interfaces offer a possi-

bility to realize this metaphor, as they enable the user to employ various types of 

input and output modalities and are thus more conversational in nature. 

Functional Factors   

Functional factors are the functional properties of the system, e.g. the number of 

available functions and their complexity, structure and usage frequency (cf. Möller, 

2006). These system factors are typically defined in the earliest development stages 

as part of the requirement analyses (Mayhew, 1999; Möller et al., 2009). The charac-

teristics are then listed qualitatively in specification documents. Agent factors are 

defined by the system developer together with design experts. Functional factors may 

be derived by early concept tests or focus groups (Möller et al., 2009). 

3.2 Interaction Performance 

This layer, depicted in Figure 3.3, describes the behaviour of and processes within 

the user and the system during interaction.  

 

Fig. 3.3. Second layer of taxonomy – the interaction performance.  

3.2.1 User 

Processing Steps on the User Side  
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On the user side, the assumptions of the Multiple Resources Theory (MRT) by 

Wickens (2002) were adopted, but aligned to multimodal systems. In the MRT, cog-

nitive resources are differentiated on several dimensions, each having two levels. The 

dimensions adopted in the taxonomy are processing codes, processing stages, and, in 

an adapted form, the perceptual modalities and the answer codes. For the latter two 

dimensions three instead of two levels are proposed. 

 Perceptual modalities. In the MRT, perceptual modalities can be either visual or 

auditory. Thus, auditory input refers to other perceptual resources than visual in-

put, although both input types may use the same cognitive resources during later 

stages in processing (see next bullet point). Additionally the haptic modality is 

suggested here, which is not proposed by Wickens (2002). It was added, as current 

multimodal systems often include haptic sensors (e.g. vibro-tactile feedback), 

which can neither described by the auditory nor the visual modality.  

 Processing codes. The processing codes can be spatial (analog) or verbal (cate-

gorical-symbolic). Accordingly, spatial and verbal code can be processed in paral-

lel (Wickens, 2002). Please note that different perceptual modalities might lead to 

the same internal representation: the internal representation of the written word 

“usability” is the same as for the spoken version of that word. 

 Processing stages.  Regarding the stages in processing, MRT assumes one pool of 

resources for perception and cognition (including working memory) and another 

one for response selection and response execution (Wickens, 2002).  

 Response codes.  The response codes proposed by Wickens (2002) are manual 

and vocal; they describe the user perspective only and do not cover facial expres-

sions or movements other than manual gestures. To include all possible responses 

towards a multimodal system as well as the system perspective, the response 

codes are identical to the perceptual modalities and include haptic responses (e.g. 

responses including touching and moving the system, like manual responses), au-

ditory responses (responses the system can hear, like verbal responses) and visual 

responses (responses the system can see, e.g. lip-movements or facial expres-

sions). 

Interaction Performance Aspects on the User Side 

All processing steps described above, can be mapped to the interaction performance 

aspects proposed by Möller et al. (2009) and Wechsung et al. (2012a). These aspects 

are perceptual effort, cognitive workload and response effort.  

 Perceptual effort. Perceptual effort is the effort required for decoding the system 

messages, and for understanding and extracting their meaning (Zimbardo, 1995), 

e.g. listening-effort or reading effort. This aspect refers to the perceptual modali-
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ties described above. The Borg scale can be used to assess perceptual effort (Borg, 

1982). 

 Cognitive workload. The cognitive workload is defined as the specification of the 

costs of task performance, such as the necessary information processing capacity 

and resources (De Waard, 1996). It refers to the processing codes and processing 

stages. An overview of methods assessing cognitive workload is given in De 

Waard (1996) and Jahn et al. (2005). A popular method is the NASA-TLX ques-

tionnaire (Hart & Staveland, 1988). A lightweight instrument shown to have ex-

cellent psychometric properties (Sauro & Dumas, 2009) even in comparison to 

more elaborate measures (De Waard, 1996) is the Rating Scale Mental Effort 

(RSME) by Zijlstra (1993). Note that the RSME is also known as the SMEQ (Sub-

jective Mental Effort Questionnaire). 

 Physical response effort. The physical response effort, is the effort required to 

communicate with the system (Möller et al. 2009), such as the effort required for 

typing in an answer or pushing a button. This aspect refers to the response codes. 

A scale specifically designed to measure physical response effort, is to the authors 

knowledge, not available. However, the questionnaire proposed in the ITU-T Rec-

ommendation P.851 (ITU-T Rec. P.851, 2003) contains items related to physical 

response effort. Also an adapted version of the RSME (Zijlstra, 1993)  may be 

used. 

The degree of interference (and consequently the workload and the effort) increas-

es with the degree to which different tasks or information refer to the same pro-

cessing dimensions (see Sec. “Processing Steps on the User Side”).  

To measure performance on the user side, peri-physiological parameters, derived 

from the user’s body, can be used. These measures include pupil diameter, eye-

tracking and psycho-physiological measures like electrocardiography (ECG), elec-

tromyography (EMG), electroencephalography (EEG) and electro-dermal activity 

(EDA) (Schleicher, 2009). Generally, these measures are rather unspecific and the 

valence of a situation (positive or negative) is not determinable even for EMG 

measures (Mahlke & Minge, 2006). Consequently, drawing inference based solely on 

these methods is difficult. Other possible data sources are log-files, which may be 

employed to record task success, task duration, or modality choice. Please note that 

for all the performance aspects, questionnaires using self-report are mentioned. Self-

reports require the user to judge their performance. If such measurements are taken, 

the experienced workload is measured. The experienced performance and the per-

formance assessed via indirect measurements as described above do not necessarily 

have to correspond.  

3.2  Interaction Performance



32  

3.2.2 System 

Processing Steps on the System Side 

On the system side, six processing steps have been identified based on the frame-

works of Lopez Cozar and Araki (2005) and Herzog and Reithinger (2006).  

 Input Processing. In the first step the input of the various sensors (e.g. micro-

phones, face recognition, gesture recognition) is processed (Herzog & Reithinger, 

2006). The input is decoded into a format understandable to the system, e.g. from 

acoustics to a text string in case of speech input. 

 Modality Specific Interpretation. In this step, the transformed input is further 

transformed into symbolic information and meaning is provided to the data (Her-

zog & Reithinger, 2006). For example, a sequence of words is analysed to gain the 

meaning (Lopez Cozar, & Araki, 2005).  

 Fusion. This is the stage, in which the meaning obtained from the different sen-

sors is merged and combined into one coherent representation, in order to acquire 

the user’s intention (Lopez Cozar, & Araki, 2005; Herzog & Reithinger, 2006).  

 Dialogue Management. The dialogue management decides on the next steps or 
actions to be taken, in order to maintain the dialogue coherence to lead the dia-
logue to the intended goal (Gibbon, Moore, & Winski, 1998; Lopez Cozar, & 
Araki, 2005; Herzog & Reithinger, 2006).  

 Fission. The fission operation selects the modalities presenting the output and 

their coordination (Lopez Cozar, & Araki, 2005; Herzog & Reithinger, 2006).  

 Modality Specific Response Generation. After fission, modality specific re-

sponses are generated; here the abstract output information is transformed into 

media objects, understandable to the user (Lopez Cozar, & Araki, 2005; Herzog & 

Reithinger, 2006).   

 Output Rendering.  Finally, the output rendering, the actual presentation of the 

coordinated system response in the defined media channels like speakers and dis-

plays takes place (Lopez Cozar, & Araki, 2005; Herzog & Reithinger, 2006).  

Interaction Performance Aspects on the System Side 

The above presented processing steps are closely related to the interaction perfor-

mance aspects proposed by Möller et al. (2009). These are input performance, inter-

pretation performance, input modality appropriateness, dialogue management per-

formance, output modality appropriateness, contextual appropriateness, and form 

appropriateness.  

 Input performance. The input performance refers to the accuracy or error rate of 

the recognizers and is linked to input processing. Input performance can be as-

sessed via annotation of the transcribed user input in relation to the correctly de-
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termined words, gestures or expressions in terms of substitutions, of insertions, 

and of deletions (Möller et al. 2009). Another indicator of input performance is the 

degree of coverage of the user’s behavior, e.g. the facial expressions, utterances or 

gestures. Well-defined parameters for input performance were proposed by 

Kühnel (2012). These are for instance multimodal accuracy (MA) and multimodal 

error rate (MER). They are defined as the 

 “percentage of multimodal user inputs (words, gestures, etc.), which have been correct-

ly recognized, based on the hypothesized and the transcribed or coded reference input, 

averaged over all recognition moduls. MER = 1 – MA”.   

 Input modality appropriateness. The input modality appropriateness (IMA) is 

dependent on the context, the environment, the user, as well as the information 

(Möller et al. 2009). It can be determined based on the modality properties by 

(Bernsen, 2008). Kühnel (2012) identifies three different possible values of input 

modality appropriateness. These are: 

Appropriate (AP)  

“IMA:AP All input / output modalities are appropriate for the given context, environ-

ment, user and  information.” 

Partially  appropriate (PA) 

“IMA:PA One or more of the input / output modalities is not appropriate for the given 

context, environment, user or information.” 

Inappropriate (IA)  

“IMA:IA None of the input / output modalities are appropriate for the given context, 

environment, user or information.” 

Additionally, Kühnel proposes the parameter unsupported modality usage (UMU). 

It is defined as: 

 “how often users tried to interact multimodally in a way not supported by the system“  

Assessing these parameters can be done via turn-wise annotation. 

 Interpretation performance. The interpretation performance is the performance 

of the system to extract the semantics, the meaning, from the user input. Based on 

previous research (e.g. Gerbino et al. 1993) Möller (2010) suggests to quantify 

this in terms of the concept accuracy, where a concept is a semantic unit of the in-

put, defined as attribute value pairs (AVP) (see also, Simpson & Fraser, 1993; Bo-

ros et al. 1996; Billi, Castagneri, & Danieli,  1997). To calculate the concept accu-

racy, a reference transcription of the actual user action is compared to the under-

standing result for this action. Correctly understood, inserted, substituted, and de-

leted AVPs are counted, and divided by the total number of AVPs in the utterance, 

resulting in the concept error rate (CER). The concept accuracy is then obtained 

as 1 minus the CER. (cf. Möller, 2010). For multimodal systems, Möller (2010) 

recommends these measures for each modality and, if fusion is implemented, also 

for the fused input after fusion. An additional parameter relevant for interpretation 
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performance is concept efficiency (Kühnel, 2012). Kühnel (2012) and Möller 

(2009) define concept efficiency based on Glass et al. (2000) as 

“the average number of turns necessary for each concept to be understood by the sys-

tems.” 

 Dialogue management performance.  The main function of the dialog manager 

is maintaining the dialogue coherence to lead the dialogue to the intended goal 

(Gibbon, Moore, & Winski, 1998). This meta-functionality can be assessed via 

task-success parameters (cf. Möller, 2005). On a lower level the dialog managers 

has several functionalities, e.g. the selection of the dialogue strategy and error re-

covery (for a comprehensive list see Gibbon, Moore, & Winski, 1998). Depending 

on the specific functions, additional parameters may be the implicit recovery, the  

“capacity of the system to recover from user input for which the recognition or under-

standing process partly failed.” (Kühnel, 2012) 

and the number of system correction turns or the system corrections rate, which 

are defined as the 

“overall number (SCT) or percentage (SCR) of all system turns in a dialogue which 

are primarily concerned with rectifying ‘a trouble’ (caused by […] recognition or un-

derstanding errors, or by illogical, contradictory, or undefined user input), thus not 

contributing new propositional content and interrupting the dialogue flow. […]” 

(Kühnel, 2012) 

Further parameters listed in Kühnel (2012) are the multimodal synergy and the fu-

sion gain. Multimodal synergy was initially defined by Perakakis and Potamianos 

(2008) and describes the improvement in completion time of the multimodal sys-

tem in question, compared to a multimodal system randomly combining different 

modalities. Fusion gain is, according to Kühnel (2012), the sum of recognition er-

rors for each modality compared to the recognition errors of the fused input. 

 Output modality appropriateness. Output modality appropriateness corresponds 

to the input modality appropriateness and can be quantified in the same way, by 

using the properties offered by Bernsen (2008). The possible values are the same 

as for input modality appropriateness.  

 Contextual appropriateness. Contextual appropriateness is the proportion of 

system utterances being judged as appropriate in the dialogue context. Judgments 

are based on Grice’s Cooperativity Principles and quantified in terms of violations 

of this principle (Möller, 2005). Möller (2005) defines five possible values these 

are total failure, appropriate, inappropriate, appropriate/inappropriate (experts 

reach no agreement), and incomprehensible. 

 Form appropriateness. Form appropriateness reflects the adequateness of the 

surface form of the output. Regarding spoken output, aspects of form appropriate-

ness are intelligibility and comprehensibility. For graphical output its readability 

and legibility might be relevant. Metrics advised by Kühnel (2012) are for instance 

3  What to Evaluate? – A Taxonomy of Quality Aspects



35 

the system turn duration, and the number of elements per system turn, as well as 

asynchrony measures like the lag of time between corresponding modalities, and 

the number of asynchronous events. 

Please note that, these interaction parameters obtained by logging user and system 

behaviour are referred to as indirect measurements in contrast to direct measure-

ments like user ratings (Möller et al., 2009, Seebode et al., 2009). For a more in-

depth discussion and an exhaustive list of indirect parameters of multimodal human-

computer interaction, refer to Kühnel (2012). Direct measurements require the direct 

perception and judgement of the human subject, i.e. the participant or user acts as the 

measuring organ (Möller et al., 2009).  

Indirect measures, in contrast, do not involve any judgmental process from the us-

er and are not necessarily reflecting the user’s experience or the perceived quality. 

Accordingly, such performance metrics are not necessarily correlated with a user’s 

perceptions although this is of course possible. This assumption is supported by the 

findings reported in literature. For instance, a meta-analysis conducted by Nielsen 

and Levy (1994) showed that performance and predicted preference are indeed corre-

lated. Sauro and Kindlund (2005) reported similar results: They found negative cor-

relations between satisfaction (direct measurement) and time, errors (indirect meas-

urement) and a positive correlation between satisfaction (direct measurement) and 

completion (indirect measurement). However, several studies reported opposing 

findings: Möller (2006) could not find a correlation between task duration and user 

judgments when evaluating speech dialogue systems. Also Frøkjær et al. (Frøkjær, 

Hertzum, & Hornbæk, 2000) did not observe a direct relationship between user rat-

ings and indirect efficiency measures, such as task duration. Results from a meta-

analysis by Hornbæk and Lai Chong-Law (2007) showed that the user’s experience 

of the interaction and performance measures differ considerably from each other or 

show even negative correlations. Thus, it is indispensable to measure how the inter-

action is experienced by the user.  

3.3 Quality Aspects 

As mentioned before, to assess a system’s quality the metrics presented above are not 

sufficient. The following section describes relevant aspects users might experience 

during the interaction and proposes assessment methods for each of them. As experi-

ence is inherently subjective, this can only be done by obtaining the data directly 

from the user. Thus, all aspects explained in the following section are measured di-

rectly and thus involve a user to judge the interaction (Fig. 3.4). Accordingly, they 

represent the user’s experience of the interaction if they are assessed during interac-

tion, or the remembered experience if assessed retrospectively.  
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Fig. 3.4. Third layer of the taxonomy – the quality aspects. 

3.3.1 Judgemental Process 

Research indicates that judgment and decision-making processes involves two sys-

tems, the cognitive-rational and the emotive-intuitive system (e.g Epstein, 1994; 

Kahneman, 2003; Lee, Amir & Ariely, 2009, Loewenstein & O’Donoghue, 2004).  

The cognitive-rational systems is, compared to the emotive system, more analytic, 

logical, abstract, active, controlled, rule-based and slower (Kahneman, 2003; Lee, 

Amir & Ariely, 2009); it is the deliberate mode of judgments (Kahneman, 2003). The 

emotive-intuitive system, on the other hand, is characterized by automatic, associa-

tive effortless and often emotionally charged operations (Kahneman, 2003); it is the 

automatic mode of judgments. These automatic, intuitive judgments of the emotive 

system are monitored by the cognitive system and may be corrected or overridden 

(Kahneman, 2003); however, the monitoring is rather loose, as the analytical con-

scious processing in the cognitive system requires mental resources and thus induces 

cognitive load (Kahneman & Frederick 2002). Hence, the judgments of the emotive-

intuitive system determine preferences unless the cognitive system intervenes 

(Kahneman, 2003) and in every action or thought the emotional system is, at least 

unconsciously, engaged (Picard, 1997) 

However, for a long time the only emotion considered in human-computer-

interaction (HCI) was frustration, and how to prevent it. Only during the last decade, 

emotions and affect became a major research topic in HCI. In line with the findings 

reported above, it is argued that every interaction with technological systems in-

volves a wide range of emotions (Brave & Nass, 2007). Hassenzahl et al. (2010) also 

emphasize the close relationship between experience, emotions, and affect proposed 

earlier by McCarthy and Wright (2004). Their position is, according to Hassenzahl et 

al. (2010), strongly influenced by the work of Dewey, who describes emotions as the 

“qualities of experiences”. Thus, a positive experience is linked to a positive emotion 

and vice versa. Evidence for the above assumptions is provided by Schwarz and 

Clore (2003); they showed that apparent affective responses towards a target are used 

as information and therefore influence evaluative judgements, especially when the 
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judgements refer to preference- or “likeability”-judgements (cf. Section 3.1.1 User 

Characteristics -Mood).  

Accordingly, evaluative judgements of a system are not solely based on the sys-

tem’s attributes, but on the feelings, the user has towards the system and the mode of 

judgement used when forming the judgements. 

3.3.2 Hedonic and Pragmatic Qualities. 

Traditionally HCI was focusing on enhancing the efficiency and effectiveness of the 

system (Preece et al., 1994); the major concern was to prevent negative emotions 

(Hassenzahl & Tractinsky, 2006). With the paradigm shift from instrumental to non-

instrumental qualities (cf. sub-section Usability) concepts of positive or hedonic psy-

chology were adapted and transferred to HCI. Hedonic Psychology, as proposed by 

Kahneman (1999), is focusing on concepts like enjoyment, pleasantness, but also 

unpleasantness rather than on attention and memory, two key topics that have been 

the focus of psychological research. Analogous to this development, HCI research 

also moved away from the “classical” cognitive information processing paradigm 

(Kaptelinin et al., 2003) towards concepts like Affective Computing (Picard, 1997) 

and Emotional Design (Norman, 2004). Nowadays the aim is not only to prevent rage 

attacks as a result of a crashing computer, but to facilitate positive emotions while 

interacting with an interactive system (Hassenzahl & Tractinsky, 2006).  

Thus, for the taxonomy, the differentiation between pragmatic qualities and he-

donic qualities proposed by Hassenzahl et al. (2000) was used. While pragmatic 

qualities refer to functional aspects of a system and are closely related to the classical 

concept of usability, hedonic qualities cover the interfaces non-instrumental aspects 

(Hassenzahl, 2005). Hassenzahl et al. (Hassenzahl, Diefenbach, & Göritz, 2010) 

adopted the terminology of Herzberg’s  Two Factor Theory of Job Satisfaction (Her-

zberg, 1968) to describe the different characters of pragmatic and hedonic qualities. 

Here, hygiene factors and motivators are distinguished: Hygiene factors (job context 

factors such as the environmental conditions) can in the best case just prevent dissat-

isfaction with the job but cannot lead to satisfaction (Herzberg, 1968). However, their 

absence will results in dissatisfaction. The absence of motivators (job content factors, 

such as acknowledgment) on the other hand may not result in dissatisfaction, but 

their presence will facilitate satisfaction and motivation. Hassenzahl et al. (Hassen-

zahl, Diefenbach, & Göritz, 2010) found pragmatic qualities to be a hygiene factor 

removing barriers hindering the fulfilment of the users’ needs. Hence, a system’s 

pragmatic qualities enable need fulfilment, but are themselves not a source of a posi-

tive experience. Hedonic qualities are associated with a system’s ability to evoke 

pleasure and the psychological well-being of the user (Hassenzahl, 2003a); they are 

motivators and reflect the products capability to create a positive experience (Has-

senzahl, Diefenbach, & Göritz, 2010).  
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3.3.3 Interaction Quality  

The construct probably closest related to the performance is the interaction quality. It 

comprises the perceived input and output quality and the perceived cooperativity. 

Möller et al. (Möller et al., 2009) define input quality “as the perceived system un-

derstanding and input comfort” and output quality as the perceived “understandabil-

ity and form appropriateness”. For multimodal systems, especially the perceived 

appropriateness of the input and output modalities needs to be taken into account. 

Multimedia Learning Theory proposes that words should be presented auditorily 

rather than visually when employing multimedia. This way an overload of the visual 

information processing channel can be prevented as words are processed in a sepa-

rate system (Mayer & Moreno, 1999; Wickens 2002; cf. Sections 2.2 and 3.2.1).  

Cooperativity refers to “the distribution of initiative between the [interaction] 

partners” (Möller et al., 2009) but also includes the consideration of the user’s 

knowledge, and the system’s ability for repair and clarification.  

Interaction quality can be described by the interaction’s speed and smoothness 

(Möller et al., 2009). Unfortunately, measurements methods specifically addressing 

interaction quality are rather rare. Möller et al. (2009) suggest the questionnaire pro-

posed in the ITU-T Rec P.851 (ITU-T Rec P.851, 2003), which is intended for the 

assessment of spoken dialogue systems. 

3.3.4 Ease-of-Use  

Ease-of-use is closely related to pragmatic qualities. Key aspects are the traditional 

usability measures described by the International Organization for Standardization 

(ISO) in the ISO 9241-11 standard (ISO 9241-11, 1998). Namely, these are effective-

ness, which is the accuracy and completeness of goal attainment with respect to user 

and context of use, and efficiency, i.e. the required effort and resources related to the 

accuracy and completeness. Although efficiency is often measured via perceived task 

duration, in the taxonomy mental efficiency is included. Thus, the perceived mental 

effort is considered as a resource. As already mentioned in Section 2.2, reducing 

mental effort by employing multiple modalities is one of the key advantages of mul-

timodal systems (Sarter, 2007).  

In addition, to the aspects presented above, also learnability determines a system’s 

ease-of-use (Dix et al., 1993). Learnability describes how well a new user can effec-

tively interact with a system and maximize performance. On a lower level, learnabil-

ity includes predictability, synthesizability, familiarity, generalizability and con-

sistency (Dix et al., 1993). Thus, it is largely overlapping with the concept intuitive-

ness, which is an additional aspect in the original taxonomy of Möller et al. (Möller 

et al. 2009, Wechsung et al. 2012). Möller et al. adopt the definition proposed by 

Naumann and colleagues (2007). Here, intuitiveness is described as the  
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“extent to which the user is able to interact with a technical system effectively by applying 

knowledge unconsciously”. 

According to Laakkonen (2007), intuitiveness can be seen as an attribute of 

learnability, which is in line with the learnability definition cited above by Dix et al. 

(1993). Hence, learnability includes intuitiveness. Thus, intuitiveness is not consid-

ered as a separate aspect.  

The vast majority of standardized usability questionnaires cover these constructs. 

Examples are the QUIS (Shneiderman, 1998), the SUS (Brooke, 1996), the IsoMet-

rics (Gediga, Hamborg, & Düntsch, 1999), the AttrakDiff (Hassenzahl, Burmester, & 

Koller, 2003) and the SASSI (Hone & Graham, 2000). It has to be noted that the 

questionnaires’ sub-scales are not necessarily named efficiency, effectiveness, and 

learnability. The SASSI sub-scale Speed is strongly related to efficiency, the scale 

Pragmatic Qualities on the AttrakDiff refers to both, efficiency and effectiveness. 

Besides questionnaires, expert-oriented procedures such as the Cognitive 

Walkthrough (Wharton et al., 1994) and modelling approaches like GOMS (Card, 

Newell & Moran, 1983) are regularly used for the evaluation of ease-of-use. (cf. 

Section 2.3.2). Please note, that the expert-oriented procedures do not involve users. 

Therefore, they do not assess the quality as perceived by the user. Though, they may 

provide an estimation of the user’s perceptions. 

Although there is a wide range of methods available for assessing a system’s ease 

of use, few of them are so far particularly tailored to multimodal systems. Using 

established questionnaires like the SUMI (Kirakowski & Corbett, 1996) and the 

QUIS (Sheiderman, 1998) might be problematic as they were developed for unimod-

al graphical user interfaces like websites. However, the scale measuring Pragmatic 

Qualities of the AttrakDiff may provide meaningful results (cf. Section 4.1). A possi-

ble explanation is that the AttrakDiff measures on a relatively high level appropriate 

for a variety of different interfaces. The SUS questionnaire also offers rather generic 

questions, which might be adaptable to multimodal systems (Brooke, 1996). 

3.3.5 Joy-of-Use   

Joy-of-use is the positive feeling a user has when using technical or interactive sys-

tems (Schleicher & Trösterer, 2009) and is associated with hedonic qualities. Has-

senzahl et al. (Hassenzahl, Diefenbach, & Göritz, 2010) found evidence for the as-

sumptions that positive experiences during interactions are related to the fulfilment of 

human needs. Moreover, they suggest a link between need fulfilment and a system’s 

hedonic, non-functional qualities under the precondition that the experience is at-

tributed to the system and not to the context (e.g. the person can attribute a positive 

experience with a phone to the device itself or to the conversation or on both). In the 

taxonomy of Möller et al. (2009) aspects of joy-of-use are aesthetics and system per-
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sonality. Aesthetics covers the “pleasure attained from sensory perception” (Hekkert, 

2006). The system’s personality includes system factors like voice (e.g. gender of the 

voice), the wording of the voice prompts, as well as colour and icon schemes.  

As a further concept Möller and colleagues suggest appeal, which is seen the re-

sult of aesthetics and system personality. However, the definition they provide for 

appeal refers to Hassenzahl's (2003) concept of stimulation, the extent to which a 

system possesses interesting, novel, and surprising features. According to this con-

ception, a product perceived as highly aesthetic should show a large extent of novel-

ty. Still research shows that high novelty might actually decrease the perceived aes-

thetics and that with increasing familiarity also perceived aesthetics increase 

(Sluckin, Hargreaves, & Colman, 1983). This phenomenon, known as the mere-

exposure effect (Zajonc, 1968), has been shown for various stimuli in different mo-

dalities (Szpunar, Schellenberg, & Pliner, 2004). However, the relationship between 

novelty and aesthetics is not linear, as also an overexposure effect is reported (Wil-

liams, 1987). Hence, the findings reported above imply that the relationship between 

novelty and aesthetics is an inverted U-function (Sluckin, Hargreaves, & Colman, 

1983). Accordingly, appeal is not adopted for the taxonomy described here; instead 

the concept discoverability is suggested. As appeal it is linked to the concept of stim-

ulation suggested by Hassenzahl (2003); it describes a system’s ability to enable 

personal development respectively the proliferation of knowledge and the develop-

ment of skills, e.g. by providing innovative and/or exciting features - by being dis-

coverable. Please note that discoverability is not seen as the result of aesthetics and 

personality but is allocated on the same level. 

It is noteworthy that there is an on-going debate concerning the relationship be-

tween hedonic qualities, the aspects related to joy-of-use, and pragmatic qualities, the 

aspects related to ease-of-use. While some findings provide evidence for the claim 

that “what is beautiful is usable” (Tractinsky, Katz, & Ikar, 2000) and for the under-

lying assumption that joy-of-use and ease-of-use are interdependent; other studies 

could not confirm these results (Mahlke & Lindgaard, 2007). Hassenzahl (2008) 

suggests that these ambiguous results are caused by different approaches in under-

standing and measuring aesthetics.  

Accordingly, a variety of methods is available to measure joy-of use and related 

aspects but before deciding on a measurements method it has to be defined which 

aspect should be assessed. The questionnaire proposed by Lavie and Tractinsky 

(2004) is suitable for measuring the visual aesthetics, but not for aesthetics perceived 

via other modalities. The AttrakDiff (Hassenzahl, Burmester, & Koller, 2003) 

measures hedonic qualities on a higher level and is not limited to unimodal interfac-

es. For measuring hedonic qualities during the interaction the Joy-Of-Use-Button 

(Schleicher & Trösterer, 2009) and psycho-physiological parameters are available 

options, the latter being the most resource-intensive method (Schleicher, 2009).  
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Another well validated and widely used instrument is the Self-Assessment Mani-

kin (Bradley & Lang, 1994), which measures the arousal, pleasure and dominance 

linked to affective reactions on three non-verbal scales.  

If the aim is to measure specific emotions LemTool (Huisman & Van Hout, 2008) 

or PrEmo (Desmet, 2004) may be used. However, both tools are so far only validated 

for specific application areas: Lemtool for websites and PrEmo for non-interactive 

products (Huisman & Van Hout, 2008; Desmet, 2004).  

Although a wide range of methods assessing hedonic, affective qualities are now-

adays available, a recent review by Bargas-Avila and Hornbæk (2011) indicates that 

questionnaires, more specifically the hedonic qualities sub-scales of Hassenzahl’s 

AttrakDiff (Hassenzahl, Burmester, & Koller, 2003) and the Self-Assessment Mani-

kin by (Bradley & Lang, 1994) are by far the most popular instrument. 

Please note that for evaluations of affective qualities care has to be taken, when 

deciding if the measurements will take place during or after the interaction. Apart 

from the general memory biases (e.g. consistency bias, change bias, stereotypical 

bias, for an overview see Schacter, 2001), several memory biases are documented 

regarding the retrospective assessment of emotional experiences. Kahneman and 

colleagues (1993) showed that retrospective reports of affective experiences are 

mainly based on the moment of the peak of the affect intensity and on the moment of 

the ending of the experience. This so-called peak-end rule has been shown in the 

context of interface evaluation (Hassenzahl & Sandweg, 2004; Hassenzahl & Ullrich, 

2007). Accordingly, retrospective questionnaires reflect the remembered affective 

experience, but might give only little information on the specific aspects, which lead 

to the global evaluation (Wechsung et al. 2012b).  

3.3.6 Usability 

The ISO 9241-11 standard (ISO 9241-11, 1998) defines usability as the  

“extent to which a product can be used by specified users to achieve specified goals with 

effectiveness, efficiency and satisfaction in a specified context of use”  

This definition sets the focus on ergonomics and hence only on the task-oriented, 

functional aspects of human machine interaction, which were the major themes in the 

early years of human-computer interaction.  

This is plausible, as the initial work was mainly concerned with military and re-

search machines. However, Shackel’s (Shackel, 2009) extensive review on the histo-

ry shows that while the technologies changed rapidly the main issue of research in 

human-computer interaction stayed the same. Although information and communica-

tion technologies became ubiquitous, with the mini and later microcomputers finding 

their way first into offices and soon after into almost every place, and in spite of the 

success of the hypertext and the World Wide Web, research was still focusing on 
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work settings and the achievement of instrumental goals (Hassenzahl & Tractinsky, 

2006).  

According to Hassenzahl (2008), this traditional perspective implies that technol-

ogy usage is mainly motivated to gain time for doing other (non-technology related) 

things – thus technology usage itself was not being considered as a pleasurable expe-

rience.  

Even though (Hassenzahl & Tractinsky, 2006) show that aspects like “fun” and 

“experience” were already presented during the late 1980s, they also point out that it 

took a number of years until these ideas were adopted by the HCI community, with 

the new concept User eXperience (UX) becoming increasingly popular only during 

the last decade. The origins of the term UX probably lie in the work of Donald Nor-

mans at Apple Computers (Norman, Miller, & Henderson, 1995).  

Although the term UX became omnipresent, the concept itself was neither being 

well defined nor well understood (Law et al., 2008). The lack of a shared view on 

UX (and indeed the subsequent need for one) became obvious, when many compa-

nies just exchanged the label usability with the label user experience, but kept on 

doing the same task-centred usability testing and engineering they did before (Has-

senzahl, 2008). In academia on the other hand, lots of research was conducted aiming 

to define UX and its preconditions. To date, relevant literature offers numerous mod-

els, theories and definition of user experience, joy-of-use, hedonic qualities or emo-

tional design (e.g. Hassenzahl et al., 2000; Desmet & Hekkert, 2007; McCarthy & 

Wright, 2004; Jordan, 2000; Forlizzi & Battarbee. 2004; Norman, 2004). A survey 

among researcher and practitioners, conducted by Law et al. (2009), showed how 

heterogeneous the views on UX are; however, the surveys’ authors were able to de-

duce the following shared understanding: UX can be described, 

“as a dynamic, context-dependent and subjective [concept], which stems from a broad range 

of potential benefits the users may derive form a product.”  

A similarly broad definition is given in the ISO 9241-210 standard (ISO 9241-

210, 2010). Here, UX is defined as  

„a person's perceptions and responses that result from the use or anticipated use of a product, 

system or service“.  

According to Bevan (2009), this definition permits three different interpretations 

of the term UX: First of all UX can be understood as, 

 “an umbrella term for all the user’s perceptions and responses [..]”.  

Secondly, UX can be understood as a different concept, maybe even as counter 

concept, to usability, as historically the focus of usability is mainly on performance. 

The third interpretation sees UX as  

“an elaboration of the satisfaction component of usability”.  
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For the taxonomy the last view was adopted and thus two aspects of usability con-

sidered: The ease-of-use, which is influenced by the mentioned consequences of 

interaction quality, and the joy-of-use, which is often associated with UX. Please 

notice, that this definition of usability is relatively broad.  

Following the definition above, appropriate methods need to measure both, joy-of 

use and ease-of-use. Although several questionnaires measure ease-of-use only few 

include joy-of-use. An affect scale is included in the Software Usability Measure-

ment Inventory (SUMI; Kirakowski & Corbett, 1993). The Post-Study System Usa-

bility Questionnaire (PSSUQ; Lewis, 1995) and the Computer System Usability 

Questionnaire (CSUQ; Lewis, 1995) additionally measure frustration. The At-

trakDiff’s Attractiveness scale, measuring pragmatic (ease-of-use) as well as hedonic 

qualities (joy-of-use), is probably closest to the presented concept of usability (Has-

senzahl, Burmester & Koller, 2003). 

Apart from the questionnaires presented above, other suitable methods to assess 

joy-of use and ease-of-use include qualitative approaches like the Repertory Grid 

Technique (Kelly, 1955), the Valence Method proposed by Burmester (Burmester et 

al. 2010) and the UX Curve (Kujala et al., 2011). The Repertory Grid Technique has 

its origin in the psychology of personal constructs by Kelly (1955). Constructs in 

Kelly’s sense are bipolar (dis-)similarity dimensions (Hassenzahl & Wessler, 2000). 

According to Kelly (1955), every human owns an individual and characteristic sys-

tem of constructs, through which he/she perceives and evaluates his/her experiences. 

The Repertory Grid Technique aims to assess these individual constructs in two 

phases. In the elicitation phase, the persons is presented with triads of the relevant 

object (e.g. three websites as in Hassenzahl & Trautmann, 2001) and is asked to ver-

balize what two objects have in common and how they differ from the third. This 

way bipolar constructs in the form of a semantic differential are generated. These 

bipolar constructs are later used as the rating scale for all constructs. The result is an 

individual construct-based description of the objects (Hassenzahl & Wessler, 2000). 

The Valence Method (Burmester et al. 2010) is a two-phase measure based on the 

theoretical work by Hassenzahl et al. (Hassenzahl, Diefenbach, & Göritz, 2010). 

First, the users are asked to set positive and negative valence markers while explor-

ing the interface for up to eight minutes. The whole session is videotaped. In the next 

phase, the marked situations are presented to the participants again while the inter-

viewer is asking which design aspect was the reason for setting the marker. The lad-

dering interviewing technique is employed, to uncover the underlying need by re-

peating the question, why a certain attribute was mentioned until the affected need is 

identified. 

The main limitation according to the authors (Burmester et al. 2010) is, that it is 

currently recommendable for first usage situations only, as the number of markers 

increases substantially if the product is already known to the user. Valuable insights 

in form of quantitative data (number of positive and negative markers) and qualita-
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tive data (interviews) can be gained with this method, one disadvantage probably 

being the relatively high resources required. 

The UX Curve (Kujala et al., 2011) is used to retrospectively assess the system’s 

quality over time. Participants are asked to draw curves describing their perceptions 

of the system’s attractiveness, the system’s ease-of-use, the system’s utility, as well 

as the usage frequency and their general experience over time. In addition, users 

should explain major changes in the curves. According to the authors, the UX curve 

allows to measure the long-term experience and the influences that improve or de-

crease the perceived quality of the experience. A similar method is offered with 

iScale (Karapanos, Martens & Hassenzahl, 2012). Again, users are asked to draw a 

curve reflecting their experience. However, iScale is an online survey instrument 

while the UX curve was developed for face-to-face settings. Moreover, the assessed 

dimensions differ. 

3.3.7 Utility and Usefulness 

Utility has been defined by Grudin (1992) as the functionality or capability of the 

system, related to the tasks the user wants to accomplish with the system. Thus, usa-

bility and utility are separate concepts, with usability referring to the joy-of use and 

the ease-of-use of the system, and utility to it functionality. This also means that an 

interface may have zero usability but still a high utility. For example, a software 

program may offer all the functions a user needs, but the interface is so bad, that the 

user is unable to access this function. The other way around, a highly usable interface 

may have no utility. Usefulness comprises both usability and utility. Accordingly, a 

system is useful, if it provides the functionality to support the tasks, the user wants to 

accomplish, and if the user can employ these function in an easy (e.g. efficient, effec-

tive) and pleasurable manner.  

It is noteworthy, that the distinction between usability, usefulness, and utility is of-

ten fuzzy (Landauer, 1995) and sometimes those terms are used synonymously. For 

example, Lindgaard (1994) defines usefulness, as the  

“degree to which a given system matches the tasks it is intended to support. “ 

This definition basically equals the definition of utility presented above. Thus, it is 

often not clear what was measured, when results regarding one of the three concepts 

are reported, thus such results are difficult to interpret.  

Moreover, methods measuring utility and usefulness, as understood in the first 

paragraph of this section, are rather rare. Particularly utility is difficult to assess in 

classical lab tests as typically only tasks are selected that are supported by the prod-

uct (Cordes, 2001). Domain relevant tasks the system is not capable of are not pre-

sented. Cordes (2001) showed that if users are told that the given tasks may not be 

solvable, the users tended to terminate the task earlier and terminate more tasks than 
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users receiving the exactly same instruction, except for the hint that the tasks may not 

be solvable. Thus, it is likely that the user assumes that the utility to fulfil the tasks is 

provided by the interface, if not stated otherwise in the instructions.  

Usefulness is partly covered in the PSSUQ as well as in the CSUQ. Those ques-

tionnaires are identical, except that PSSUQ was developed to use after a usability 

test, and is thus addressing specific tasks, whereas the CSUQ asks about the general 

system and is suitable for surveys (Lewis, 1995).  

Within this thesis, usefulness and utility are considered only marginally, as they 

can best be assessed in field studies with real test users in natural settings. In contrast 

most of the studies conducted in the context of this thesis were experimental lab stud-

ies. Consequently, usefulness and utility could not be measured meaningfully. 

3.3.8 Acceptability  

Acceptability has been described by Möller et al. (Möller et al., 2009) as how readily 

a user will actually use the system. Quality aspects alone are not sufficient to explain 

whether a service will be accepted or not (Möller, 2005; Larsen, 2003b). In fact, 

acceptability is determined by a complex interaction of multiple aspects (Larsen, 

2003b), with the influencing factors, presented in the first layer of the taxonomy 

assumed to be highly relevant (Möller, 2005). Möller (2005) points out that especial-

ly service factors like the costs of the system and, depending on the system, privacy 

and security issues are of major concern. 

One of the most influential approaches in determining acceptance is the Technol-

ogy Acceptance Model (TAM; Davis, 1993). Its theoretical base is the Theory of 

Reasoned Actions (TRA) by Ajzen and Fishbein (1980). According to the TRA, 

actual behaviour is determined by behavioural intentions. Behavioural intentions are 

dependent on attitudes towards the behaviours and subjective norms. In terms of the 

TAM, the attitudes towards the behaviour are the perceived usefulness and the per-

ceived Ease of Use. Subjective norms are not included in the TAM.  

It is important to note that perceived usefulness, as defined in the TAM, does not 

exactly match the understanding of the term presented above. More precisely, per-

ceived usefulness is defined as  

"the degree to which a person believes that using a particular system would en-

hance his or her job performance".  

Thus the sub-scale usefulness in the TAM questionnaire is not an adequate meas-

ure of the conceptualization of usefulness given previously. However to measure 

acceptance the questionnaire is helpful although it will not provide detailed infor-

mation about the system’s quality.  

As for usefulness and utility also acceptability is out of the scope of this thesis, as 

it can only be measured ultimately using a fully working system counting the real 

users (Möller, 2005). 
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3.4 Chapter Summary 

The section above describes a taxonomy of quality aspects of multimodal systems. 

Although the framework provides a holistic view integrating factors of experience 

and performance, only the performance factors have just recently been tailored and 

validated for multimodal systems by Kühnel (2012).  

Regarding the experience-related factors most of the methods were designed and 

validated for the evaluation of unimodal, GUI-based systems. Thus, it is not clear if 

these established methods are applicable to evaluation of multimodal systems. 

The most common technique applied in quality and usability evaluations are prob-

ably questionnaires, but a standardized and validated questionnaire addressing the 

evaluation of multimodal systems is still not available. In the following chapter, the 

development of such a questionnaire is described.  
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4 How to Evaluate? - Development of the MMQQ (MultiModal 

Quality Questionnaire) 

In the this chapter the development of the MultiModal Quality Questionnaire 

(MMQQ) is described. One aim was to build a psychometrically validated, reliable 

instrument for assessing the quality of multimodal interaction; second aim was to 

validate and, if necessary adapt, the taxonomy of Möller et al. (Möller et al. 2009, 

Wechsung et al. 2012a). Accordingly, the taxonomy presented in Möller et al. (2009) 

served as the theoretical base of the questionnaire.   

At first, an initial study comparing established questionnaires regarding their suit-

ability for multimodal interfaces is presented. Based on the results of the study, the 

AttrakDiff questionnaire (Hassenzahl, Burmester, & Koller, 2003) was selected as a 

starting point for developing the new instrument. Next, a preliminary item pool was 

generated. This item pool was used in a pilot study and evaluated by experts. Based 

on the psychometric properties, on the feedback of the participants, and on the results 

of an expert evaluation, some items were dropped. The remaining items were then 

used for further evaluation studies with different systems. Finally the remaining item 

set was validated using a structural equitation model. Each of the aforementioned 

steps is explained in the following sections. 

4.1 Study 4.1 - Comparison of Established Questionnaires 

A first study was conducted comparing well-known and widely used questionnaires 

for the evaluation of graphical user interfaces and speech-based systems. The general 

objective was to investigate if those questionnaires are appropriate for the evaluation 

of multimodal systems. It was examined to which extent different questionnaires 

show agreement, indicating the measurement of similar constructs. After that, the 

direct measurements, assessed through the aforementioned questionnaires, and the 

performance measures assessed via log files during the interaction, were compared to 

see how these data types relate to each other.  

The questionnaires used in the study were  

 the Software Usability Measurement Inventory (SUMI; Kirakowski & Corbett, 

1993) questionnaire,  

 the System Usability Scale (SUS; Brooke, 1996),  

 the tool for Subjective Assessment of Speech System Interfaces (SASSI; Hone & 

Graham, 2000) and  

 the AttrakDiff (Hassenzahl, Burmester & Koller, 2003).  

The SUMI was chosen as it is one of the most mature usability questionnaires, it is 

also recommended in the ISO standard 9241-11 (ISO 9241-11, 1998). The SUMI 

Ina Wechsung, An Evaluation Framework for Multimodal Interaction,
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consists of five scales, which are named Efficiency, Affect, Learnability, Helpfulness 

and Control. Each scale comprises ten items. Additionally a global scale can be cal-

culated using 25 of the 50 items. Those items showed the highest loading on a gen-

eral Usability factor (Kirakowski & Corbett, 1993).  

The SUS is a single scale questionnaire comprising ten items. Reasons for includ-

ing the SUS were that the SUS is, according to a search within the ACM Digital Li-

brary, the most widespread usability questionnaire after the SUMI (33 matches), 

yielding 22 matches, and that it is free of charge. Moreover, the SUS was shown to 

be more sensitive than the Questionnaire for User Interaction Satisfaction (QUIS; 

Shneiderman, 1998), although it is far shorter (Tullis & Stetson, 2004). Hence, the 

QUIS was not included. Moreover, the QUIS yielded less matches in the ACM Digi-

tal Library than the SUS and it has to be paid for.  

Other questionnaires considered were the IBM Usability Questionnaires (Lewis, 

1995), namely the Post-Study System Usability Questionnaire (PSSUQ), the After-

Scenario Questionnaire (ASQ) and the Computer System Usability Questionnaire 

(CSUQ). Like the QUIS they yielded less matches in the ACM Digital Library than 

the SUS, which indicates that they are less popular. Consequently, they were exclud-

ed. For the same reason the German questionnaires ISONORM (Prümper, 1997) and 

IsoMetrics (Gediga, Hamborg, & Düntsch, 1999) were not investigated, since the aim 

was to compare widespread questionnaires.  

The two other questionnaires, the AttrakDiff (Hassenzahl, Burmester & Koller, 

2003) and the SASSI (Hone & Graham, 2000), were chosen due to contextual con-

siderations. To the author’s knowledge, the AttrakDiff was at the time of the study 

the only questionnaire explicitly measuring hedonic qualities of the interface. The 

theoretical basis of the AttrakDiff questionnaire is Hassenzahl’s model of user expe-

rience (Hassenzahl, 2003a). This model postulates that a product’s attributes can be 

divided in hedonic and pragmatic attributes. Hedonic refers to the products ability to 

evoke pleasure and emphasize the psychological well-being of the user. Hedonic 

attributes can be differentiated into attributes providing stimulation, attributes com-

municating identity and attributes provoking memory. The AttrakDiff aims to meas-

ure two of these hedonic attributes: stimulation and identity. A product can provide 

stimulation when it presents new interaction styles, for example new modalities. 

Thus, multimodality should be measureable with the scale Hedonic Qualities-

Stimulation. The scale Hedonic Qualities-Identity measures a product’s ability to 

express the owners self. Pragmatic Qualities refer to a product’s functionality and the 

access to the functionality. The fourth scale is named Attractiveness and is the At-

trakDiff’s global scale. It measures both hedonic and pragmatic qualities. 

The SASSI is considered to be the most widely used (Larsen, 2003a) question-

naire for speech-based interfaces (Hone & Graham, 2000). It consists of 34 items 

with Likert-scales as the answer format. The items form six factors, which are Sys-
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tem Response Accuracy, Likeability, Cognitive Demand, Annoyance, Habitability 

and Speed.  

All of the multimodal interfaces offered speech control; accordingly, it was as-

sumed that a questionnaire for speech-based interfaces might be appropriate for their 

evaluation. The SUXES (Turunen et al., 2009), a questionnaire tailored to multimod-

al interaction, was not yet published and thus unavailable at the time the study was 

conducted.  

4.1.1 Method 

Participants 

Twenty-one German-speaking individuals (11 male, 10 female) aged between 19 and 

69 years (M = 31.24) took part in the study. All users participated in return for an 

Amazon voucher. 

Due to technical problems, log-data was not recorded for three participants. Three 

further cases were identified as outliers1 based on the observed task duration, and 

were therefore excluded from all analyses involving task duration. 

Devices  

The multimodal devices adopted for the test were a PDA (Fujitsu-Siemens Pocket 

LOOX T830) and a Tablet PC (Samsung Q1-Pro 900 Casomii). Both devices could 

be operated via speech control (IBM embedded Via Voice) as well as via a graphical 

user interface with touch screen. Additionally, the PDA could be operated via motion 

control. Furthermore, a unimodal device, a conventional Desktop PC with mouse and 

keyboard input, was used as a control condition. The application, a web-based media 

recommender system called MediaScout, was the same for all devices. The Medi-

aScout allows the users to search through different media content such as internet 

videos, movie trailers and the TV programme. Search queries can be filtered by con-

tent type or time (e.g. “TV programme tomorrow between 4 and 6 p.m.). Results will 

be shown in a list, ordered by the assumed preferences of the user, which are based 

on a  pre-defined user profile. The suggested results can be rejected, accepted, or 

marked as “favourites” in order to improve the user profile and eventually the rec-

ommendations. Moreover, it is possible to invite friends to the application. All func-

tionalities of the MediaScout were available on all devices and for all modalities. For 

more information on the MediaScout see Stegmann et al. (Stegmann, Henke, & 

Kirchherr, 2008).   

Procedure   

                                                           
1 Outliers are defined as  Xindividual >3rd Quartile of Xtotal + 1.5*Inter Quartile Range of Xtotal 
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The users performed five different types of tasks: seven navigation tasks, six tasks 

where checkboxes had to be marked or unmarked, four tasks where an option from a 

drop-down list had to be selected, three tasks where a button had to be pressed, and 

one task where a phone number had to be entered. 

The SUMI, the AttrakDiff and the SASSI were used in their original wording. But 

for the SASSI the original answer scale, a 7-point scale (strongly agree, agree, 

slightly agree, neutral, slightly disagree, disagree, strongly disagree), was ex-

changed with a 5-point scale (strongly agree, agree, neutral, disagree and strongly 

disagree) in order to be consistent with the ITU-T Recommendation P.851 (ITU-T 

Rec. P.851, 2003).  

As the SASSI was designed to evaluate speech-based applications, SASSI ratings 

were collected only for both multimodal systems (PDA and Tablet PC). The SUS 

was adapted for voice control by exchanging the word “system” with “voice control” 

and was hence used only for the Tablet PC and the PDA.  

Each test session took approximately three hours. Each participant performed the 

series of tasks with each device. Participants were first instructed to perform the tasks 

with a given modality. This was repeated for every modality supported by that spe-

cific device. After that, the tasks were presented again and the participants could 

freely choose the interaction modality. Finally, they were asked to fill in the SUMI, 

the AttrakDiff, the SUS and the SASSI questionnaire to rate the previously tested 

device.  

This procedure was repeated for each of the three devices. After the third device, a 

final questionnaire regarding the overall impressions and preferences had to be filled 

in. The sequence of the questionnaires as well as the sequence of the devices were 

randomized for each subject in order to avoid fatigue or learning effects. An illustra-

tion of the procedure is presented in Figure 4.1. 

Dialogue duration as a measure of efficiency was assessed task-wise via the log-

files and was, for each system, averaged over all tasks. 

The scales and sub-scales for each questionnaire were calculated according to the 

instructions in the specific handbook or manual. All questionnaire items which were 

negatively poled were recoded; accordingly higher values indicate better ratings. 

Fig.4.1. Sample procedure and devices. 
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4.1.2 Results 

In this section, the results of the questionnaire comparisons are reported. The detailed 

comparisons of the different devices are not in the focus of the current study; for 

completeness, those results are reported in Appendix A.1.  

Overall Scales   

For a first overview, the raw scores of the overall scales of the questionnaires were 

transformed into ranks. The SUMI has a scale explicitly measuring “global usabil-

ity”. For the AttrakDiff, results of the Attractiveness scale were transformed into 

ranks, since this scale is reflecting the overall attractiveness of the system. The 

SASSI has no such overall scale; hence, the mean of all items was used as a global 

assessment. The SUS is a single-scale instrument, and thus has no overall scale, like 

for the SASSI, a global scale based on all ten items was calculated. 

The device with the highest value got rank one, the one with lowest score rank 

three, or if data was available only for two devices, rank two. In Table 4.1 the rank-

ings for each device and each questionnaire are presented. The comparison shows 

that the results of the different questionnaires are inconsistent. No device got the 

same ranking on all questionnaires. Especially the SUMI-ratings are not supported by 

any other questionnaire. On all questionnaires, except for the SUMI, the Tablet PC 

was ranked best and the PDA least. However, these ranks do not reflect statistical 

significant differences. Thus in a next step the ratings for the different devices were 

statistically analysed. 

Table 4.1. Ranks based on raw data of overall scales. 

The SUMI’s Global scale showed significant differences between the devices. The 

PDA was rated best, the Tablet PC was rated second, and the unimodal Desktop PC 

got the worst rating. For the AttrakDiff’s overall scale, the Attractiveness scale, dif-

ferences could also be found. But here the order was different: The Tablet PC was 

rated most attractive while the PDA was rated least attractive. The SUS and the 

SASSI showed no significant differences. The detailed results, including means and 

standard deviations are presented in Table 4.2. 

Table 4.2. Comparison of systems on overall scales. 

 Ranks based on 

SUMI Global  AttrakDiff Attractiveness  SASSI Overall  SUS Overall  

Tablet PC 2 1 1 1 

PDA 1 3 2 2 

Desktop PC 3 2 n.a. n.a. 
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Scale System M SD 
F-value

†
/t-value

‡
 

(df) 
p 

(part. 
†

SUMI  Global  
Tablet PC 40.19 7.87 

6.56
†
 

(2,40) 
.003** 
(.247) 

PDA 45.29 10.14 

Desktop PC 38.04 7.06 

AttrakDiff  
Attractiveness 

Tablet PC .99 1.04 
4.04

†
 

(2,38) 
.026** 
 (.175) 

PDA .34 .88 

Desktop PC .74 .66 

SASSI Overall  
Tablet PC 2.24 .52 2.00

‡
 

(20) 
.059 
(n.a.) PDA 1.96 .48 

SUS Overall  
Tablet PC 53.93 16.59 1.32

‡
 

(20) 
.232 
(n.a.) PDA 50.12 13.38 

Note. ** p2-tailed<.01; *p2-tailed <.05, 
†
F-values and partial eta² values are reported for the SUMI 

and the AttrakDiff scales, 
‡
t-values are reported for the SASSI and the SUS scales 

In a further step, the overall scales of the different questionnaires were correlated 

(s. Table 4.3). As indicated by the previous results, the SUMI results are least con-

sistent with the results of the other questionnaires: For all devices the SUMI’s Global 

scale correlated negatively with all other overall scales, except for the PDA’s SUS 

scale. In other words, results of the SUMI’s Global scale are contradictory to the 

results of most other questionnaires. Regarding the Tablet PC, the SASSI is highly 

correlated with the AttrakDiff and the SUS. For the PDA, a significant correlation 

could be found between SASSI and AttrakDiff. 

Table 4.3. Correlations (Pearson’s r) between overall scales.  

System Scale 
AttrakDiff  

Attractiveness  
SASSI  
Global 

SUS  
Overall 

Tablet PC 

SUMI Global   -.71** -.82** -.49* 

AttrakDiff Attractiveness  - .66** .19 

SASSI Global   - - .58** 

PDA  

SUMI Global  -.77** -.77** .08 

AttrakDiff Attractiveness  - .52* -.34 

SASSI Global  - - .19 

Desktop PC SUMI Global -.50* n.a. n.a. 

Note. ** p2-tailed<.01; *p2-tailed <.05, N=20 

Pragmatic Aspects   

Additionally to the overall scales, scales measuring similar constructs were investi-

gated. The Efficiency scale of the SUMI, the Pragmatic Qualities scale of the At-

trakDiff and the Speed scale of the SASSI were correlated with each other.  
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Again, significant differences were observed on the SUMI and on the AttrakDiff. 

As for the overall scales, the SUMI results and the AttrakDiff results are not in line 

with each other. According to the SUMI, the Desktop PC is the least efficient system 

and the PDA the most efficient. On the AttrakDiff the order is reversed; here, the 

Desktop PC was rated best and the PDA was rated worst. The SASSI indicated no 

significant differences (Table 4.4). 

Table 4.4. Comparison of systems on scales measuring pragmatic qualities.  

Scale System M SD 
F-value†/t-value

‡
 

(df) 
p 

(part. eta²)
†
 

SUMI  
Efficiency  

Tablet PC 19.00 3.39 
6.19

† 

(2,40) 
.005** 
(.236) 

PDA 19.90 3.48 

Desktop PC 16.67 3.15 

AttrakDiff  
Pragmatic Qualities  

Tablet PC 0.91 .84 
16.80

† 

(2,38) 
.000** 
(.469) 

PDA 0.01 .89 

Desktop PC 1.34 .61 

SASSI  
Speed  

Tablet PC 1.64 .50 .40
‡ 

(20) 
.693 

PDA 1.59 .46 

Note. ** p2-tailed<.01; *p2-tailed <.05, 
†
F-values and partial eta² values are reported for the SUMI 

and AttrakDiff scales, 
‡
t-values are reported for the SASSI scale 

The results of the correlation are similar. Significant negative correlations were 

found for the Tablet PC and the PDA between the SUMI Efficiency scale and the 

AttrakDiff’s Pragmatic Qualities scale (s. Table 4.5). This means that the more effi-

cient a system is rated on the SUMI, the worse it is rated on the respective AttrakDiff 

scale.  

For all devices, the SASSI Speed scale was neither correlated with the AttrakDiff 

Pragmatic Qualities scale nor with the SUMI Efficiency scale. Thus these scales do 

not seem to measures the same construct.  

Table 4.5. Correlations (Pearson’s r) between scales measuring pragmatic aspects.  

System Scale 
AttrakDiff 

Pragmatic Qualities  
SASSI Speed scale 

Tablet PC 
SUMI Efficiency  -.56** -.22 

AttrakDiff Pragmatic Qualities  - .31 

PDA 
SUMI Efficiency  -.66** .05 

AttrakDiff Pragmatic Qualities  - -.12 

Desktop PC SUMI  Efficiency  -.38 n.a. 

Note. **p2-tailed <.01; *p2-tailed <.05, N=21 
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Hedonic Aspects  

Regarding hedonic aspects, ratings on the Affect scale from the SUMI, the Hedonic 

scales from the AttrakDiff, as well as the Annoyance and the Likeability scale from 

the SASSI were compared. Differences were observed for the SUMI Affect scale and 

for both Hedonic Qualities scales from the AttrakDiff. No differences were shown 

for both SASSI scales. However, in contrast to the results reported above, the scales 

measuring emotional responses are somewhat consistent across the different ques-

tionnaires. The Desktop PC was rated worst on the SUMI and the AttrakDiff (cf. 

Table 4.6).  

Table 4.6. Comparison of systems on scales measuring hedonic qualities. 

Scale System M SD F-value
†
/t-value

‡
 

(df) 
p 

(part. eta²)
†
 

SUMI Affect  

Tablet PC 19.33 2.13 
10.02

† 

(2,40) 
.000 

(.334) 
PDA 19.95 2.13 

Desktop PC 17.38 2.73 

AttrakDiff Hedonic  
Qualities - Stimulation  

Tablet PC .63 .84 
3.59

† 

(2,38) 
.037 

(.159) 
PDA .32 .57 

Desktop PC .27 .64 

AttrakDiff Hedonic  
Qualities - Identity 

Tablet PC .81 .81 
23.03

†
 

(2,38) 
.000  

(.548) 
PDA .64 .76 

Desktop PC -.33 .89 

SASSI Likeability 
Tablet PC 2.60 .62 5.00

‡
 

(20) 
.065 

PDA 2.23 .61 

SASSI Annoyance  
Tablet PC 2.49 .59 1.79

‡
 

(20) 
.089 

PDA 2.18 .64 

Note. ** p2-tailed<.01; *p2-tailed <.05, 
†
F-values and partial eta² values are reported for the SUMI 

and AttrakDiff scales, 
‡
t-values are reported for the SASSI scales 

Again correlations were calculated between the Affect scale of the SUMI, the he-

donic scales of the AttrakDiff, as well as the Annoyance and the Likeability scale of 

the SASSI. 

Regarding the Tablet PC, no correlations were found between the SUMI Affect 

scale and all other scales. Both hedonic scales of the AttrakDiff and the SASSI Like-

ability scale and Annoyance scale (recoded so that higher values indicate less annoy-

ance and hence more favourable ratings) correlated positively with each other. This 

means these scales measure similar constructs.  
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The results for the PDA show significant positive correlation within but not be-

tween the questionnaires. Both AttrakDiff scales correlated with each other as well as 

both SASSI scales.  

The ratings of the Desktop PC system show significant positive correlations be-

tween the Hedonic Qualities-Identity scale from the AttrakDiff and the SUMI Affect 

scale. Only for this measurement the SUMI was in agreement with results from other 

questionnaires. 

Compared to the scales measuring other constructs, the scales measuring emotion-

al aspects show the highest agreement across the different questionnaires. All results 

are shown in Table 4.7. 

Table 4.7. Correlations (Pearson’s r) between scales measuring hedonic aspects.  

  
AttrakDiff  

Hedonic Quali-
ties -Stimulation  

AttrakDiff  
Hedonic Quali-

ties -Identity  

SASSI  
Likeability  

SASSI 
 Annoyance  

Tablet  
PC 

SUMI Affect  .12 .02 .13 -.48 

AttrakDiff Hedonic 
Qualities-Stimulation  

- .735** .627** .62** 

AttrakDiff Hedonic 
Qualities-Identity 

- - .775** .67** 

SASSI Likeability  - - - .81** 

PDA  

SUMI Affect  .20 .05 .04 -.12 

AttrakDiff Hedonic 
Qualities- Stimulation 

- .68** .40 .13 

AttrakDiff Hedonic 
Qualities-Identity  

- - .10 .31 

SASSI Likeability  - - - .73** 

Desktop 
PC 

SUMI Affect .31 .49* n.a. n.a. 

AttrakDiff Hedonic 
Qualities-Stimulation  

- .64** n.a. n.a. 

Note. **p2-tailed <.01; *p2-tailed <.05, N=21 

Questionnaire Data and Interaction Data 

Although interaction data do not necessarily match the quality judgments (cf. Section 

3.2.2), the efficiency-related scales from the different questionnaires were correlated 

with task duration. The purpose was to investigate possible relations between the 

different data types and to integrate these results with the results reported above. 

Due to the large variance between the participants regarding the task duration, all 

questionnaire ratings and task durations were transformed into ranks for each partici-

pant. Concerning the questionnaire ratings, rank one was assigned to the system with 

the best (most favourable) rating. For task duration, the system with the shortest task 

duration got rank one. Thus, positive correlations show concordance between the 
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performance measures (task duration) and the direct quality measures (questionnaire 

ratings). 

The ranks based on SUMI’s Efficiency scale correlated negatively with task dura-

tion. A positive correlation could be observed between the ranks based on the At-

trakDiff’s Pragmatic Qualities scale and task duration. Also the rank transformed 

SASSI Speed scale was positively correlated with task duration. Table 4.8 shows the 

detailed results. 

Table 4.8. Correlations (Kendall's τb) between ranks based on task duration and ranks based 
on sub-scales measuring efficiency. 

Ranks based on Task Duration 

SUMI Efficiency scale (N=45) -.58** 

AttrakDiff Pragmatic Qualities scale (N=45) .53** 

SASSI Speed  scale(N=30) .32* 

 Note. **p2-tailed <.01; *p2-tailed <.05 

Regarding the overall scales, the SUMI Global scale showed a negative correla-

tion with task duration. All other overall scales were not significantly correlated with 

task duration (see Table 4.9). 

Table 4.9. Correlations (Kendall's τb) between ranks based on task duration and ranks based 
on overall scales. 

Ranks based on Task Duration 

SUMI Global scale (N=45) -.42** 

AttrakDiff Attractiveness scale (N=45) .02 

SASSI Overall scale (N=30) .23 

SUS Overall scale (N=30) .26 

 Note. **p2-tailed <.01; *p2-tailed <.05 

4.1.3 Discussion 

The questionnaire ratings most inconsistent to the results of all other questionnaires 

as well as to the task duration data were the SUMI ratings. 

Regarding the overall scales the best system according to the SUMI is the PDA. 

On the overall scales of the AttrakDiff and the SASSI, the Tablet PC got the highest 

ratings. The SUS revealed no significant difference between the systems.  

Further differences where shown for the sub-scales: Solely on the SUMI the PDA 

was rated best regarding efficiency. The results of the AttrakDiff’s Pragmatic Quali-
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ties scale, which also aims to measure efficiency-related aspects, and of the SASSI’s 

Speed scale, are in contrast to the SUMI results. Both, AttrakDiff as well as SASSI, 

indicate that the Tablet PC is most efficient and the PDA least efficient.  

In addition, concerning the SUMI Affect scale, where the PDA was rated best too, 

the results are inconsistent with similar scales of the other questionnaires. The At-

trakDiff implies that the Tablet PC has more Hedonic Qualities than the other sys-

tems. The SASSI scales Likeability and Annoyance also point to the Tablet PC as the 

system most fun to use. Only regarding the Desktop PC system consistency between 

the SUMI and the other questionnaires could be shown.  

Results from the comparison between the interaction data and the quality judge-

ment support these findings: The SUMI results showed correlations in the “wrong” 

direction for the Global scale and task duration and for the Efficiency scale and task 

duration. That means the longer the task duration, the better was the rating on the 

SUMI. Regarding the other questionnaires’ global scales, no significant correlation 

with task duration was observed. According to these results, the global usability is 

hardly affected by the system’s actual efficiency in terms of task duration. But, as 

mentioned previously, the actual efficiency might not equal the perceived efficiency 

(Hornbæk, & Law, 2007). However, the specific scales associated with efficiency of 

the AttrakDiff and the SASSI were in agreement with the actual task duration. Thus, 

it might as well be the case that the subject’s perceptions of efficiency were indeed 

corresponding to the actual efficiency, but efficiency itself is not contributing very 

much to the overall judgment.  

In summary, based on the questionnaire results it remains unclear which system is 

the one with the best usability. Rather it is shown that questionnaires designed for 

unimodal systems are not applicable for usability evaluation of multimodal systems, 

since they seem to measure different constructs. The questionnaires with the most 

concordance were the AttrakDiff and the SASSI. Moreover, these two questionnaires 

were also in highest agreement with the interaction data. In addition, the AttrakDiff 

was more sensitive regarding differences between the systems than the other ques-

tionnaires. 

A possible explanation could be that the kind of rating scale used in the At-

trakDiff, the semantic differential, is applicable to all systems. The semantic differen-

tial uses no direct questions but pairs of bipolar adjectives, which are not linked to 

special functions of a system. The SASSI uses direct questions, but was specifically 

developed for the evaluation of systems with speech input, and may therefore be 

more suitable for multimodal systems including voice control than questionnaires 

developed for GUI-based systems.  

Furthermore, all SUMI questions were included although some of them are only 

appropriate for the evaluation of market-ready interfaces. These inappropriate ques-

tions may have affected the SUMI results.  
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Regarding the relation with the interaction data, two explanations are possible: Ei-

ther the SUMI reflects just the perceptions of efficiency, which differed largely from 

the actual efficiency, or with a lack of construct validity of the SUMI scale. The latter 

is more likely, as the SASSI and the AttrakDiff indicated that for the reported exper-

iment the perceptions matched the performance measures.  

4.1.4 Conclusion  

To conclude, the questionnaire assessing quality perceptions should be chosen care-

fully as an unsuitable instrument might provide inconclusive or misleading results. 

Furthermore, a reliable, valid, and more specific questionnaire for multimodal inter-

faces is desirable. In view of the results reported, the AttrakDiff provides a proper 

basis for this.  

Yet, one of the AttrakDiff’s advantages, its relatively high level of information 

due to the items not being linked to specific functions, may turn out to be a disad-

vantage when the results are reported to the developers or to the project management. 

Although the AttrakDiff seems to be a reliable instrument, it is difficult to derive 

concrete design recommendation to improve the interface; e.g., if the results indicate 

the interface lacks pragmatic qualities, little is known about the exact feature, which 

needs to be improved.  

One might argue, that using a quantitative questionnaire as the only measuring in-

strument in an evaluation study may just be insufficient for an in-depth evaluation 

aiming to result in design recommendations, and that a multi-method approach in-

cluding quantitative and qualitative data should rather be applied.  

However, according to an analysis of papers published at the ACM CHI confer-

ence, most researchers gather quantitative data only (Barkhuus & Rode, 2007); quali-

tative evaluations or studies assessing both kinds of data are considerably less com-

mon. As the CHI conference is considered as one of the key conference (Greenberg 

& Buxton, 2008), the “gold standard” in the field of HCI, it is plausible to assume 

that these results show a general tendency in usability research. Please note, that as 

reported in (Bartneck & Hu, 2009) the typical CHI author’s major affiliation is a 

university (~62%) rather than a company (~21%) or another type of institute (~16 

%). Hence, the studies reported above reflect academic practice; usability evaluation 

may be conducted differently and maybe with more employment of qualitative meth-

ods in industry. Unfortunately, the methodological approaches actually used in indus-

try are rarely published (Roto, Obrist, & Väänänen-Vainio-Mattila, 2009), one of the 

few studies including participants from industrial contexts indicates that the evalua-

tion strategy indeed differ. Nevertheless questionnaires are assumed to be a satisfying 

(Väätäjä & Roto, 2009) and popular (Wechsung, Naumann, & Schleicher, 2008) 

instrument for both, industry and academia  
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Thus, the AttrakDiff was chosen as a starting point for the development of a new 

questionnaire for the evaluation of multimodal interfaces for which a major require-

ment was to provide more specific information than the AttrakDiff. At the same time, 

the new instrument should be widely applicable to a large variety of multimodal sys-

tems. 

4.2 Item Generation and Item Selection 

Based on the results reported in the previous section, a first set of items was generat-

ed. The AttrakDiff’s item format, the semantic differential, was adopted. To avoid 

the information being too high level, the items were grouped into five different 

blocks.  The purpose was to be able to track down problems to specific properties of 

the system. The first block asks to rate the system, the second block refers to the 

interaction, the third to the feedback, the fourth to the design and the fifth two the 

input modalities. The aspects to rate should reflect the directly perceivable part of the 

system, which Donald Norman (1988) labelled as the system image. According to 

Norman (1988), the designer and the user of a system can only communicate via the 

system image. It comprises the system’s appearance, its way of response and its op-

eration as well as the manuals. Except for manuals all parts of the system’s image are 

covered; the appearance corresponds to the design block, the ways of response to the 

feedback block, the system’s operation to the interaction and input modalities block. 

The system block contained attributes, which are linked to several parts of the sys-

tem’s image. Note that the blocks do not equal the dimensions, or the assumed scales, 

respectively; the blocks contained items of different dimensions or scales. 

As a theoretical framework, the taxonomy presented in Möller et al. (2009) was 

used. The taxonomy by Möller et al. was also the starting point for the taxonomy 

presented in Chapter 3. Hence, the concepts related to the quality apects, the third 

layer of the taxonomy, explained in Chapter 3 are largely the same as the concepts by 

Möller et al. (2009) except for the following differences: Möller and colleagues as-

sume the concept appeal, which is seen as a result of the system’s personality and 

aesthetics. For reasons explained in Section 3.3.5, the concept appeal was not adopt-

ed but another concept, namely discoverability, was introduced. In contrast to appeal, 

discoverability is allocated on the same level as personality and aesthetics. 

Furthermore Möller et al. (2009) suggest intuitivity as a separate aspect of ease of 

use. However, in the taxonomy presented in Chapter 3, intuitivitiy is understood as a 

sub-aspect of learnability, an understanding that is based partly on theory (cf. Section 

3.3.4) as well as on the results of the empirical validation of the taxonomy, which is 

presented in the following sections. Note, that in the initial item pool, items for both 

constructs, learnability and intuitivity, were formulated. However, later in the devel-

opment process, it was discovered that merging both constructs into one offered a 

better fitting model, based on the empirical data. 
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In a first step, 74 items in the form of a semantic differential, i.e. each item con-

sists of a bipolar pair of adjectives, were generated covering all quality-of-experience 

concepts of the taxonomy. One reason for choosing the semantic differential format 

was that also the AttrakDiff uses this format. Another cause was that relevant litera-

ture shows that respondents use formal properties of a scale to interpret the intended 

meaning (Armitage & Deeprose, 2004). If a unipolar scale is presented, respondents 

are more likely to recognize the underlying construct as unipolar whereas a bipolar 

scale indicates a bipolar construct. Gannon and Ostrom (1996) showed that an explic-

itly unipolar scale (e.g. not all honest – completely honest) activates only one catego-

ry, namely honesty, whereas an explicitly labelled bipolar scale (e.g. very dishonest – 

very honest) activates two different categories, namely honesty and dishonesty. Ac-

cording to Gannon and Ostrom (1996), judging someone’s honesty may involve oth-

er cognitive processes than judging someone’s dishonesty. Consequently, the same 

question may communicate different contents, if the answer format is changed.  

Moreover, the perception of a scale is context dependent. In the context of affect 

measurement, unipolar scales measuring affect are perceived as being bipolar (Rus-

sell & Carroll, 1999a), as positive feelings (e.g. happiness) are believed to be the 

opposite of negative feelings (e.g. sadness). However, even though emotions might 

typically be bipolar, research indicates that people can feel happy and sad at the same 

time (Larsen, McGraw, & Carpaccio, 2001). At this point one of the main disad-

vantages of bipolar scales becomes apparent. Such scales cannot distinguish between 

ambivalent, more complex emotions and neutrality (Kaplan, 1972). Hence, there are 

different positions in how to measure affect: Schimmack and colleagues (Schim-

mack, Boeckenholt, & Reisenzein, 2002) advocate strict unipolar answer formats. 

They argue that if positive affect and negative affect are not bipolar, bipolar answer 

formats are not applicable as these scales force the participants to integrate negative 

and positive affect into a single judgement. Russell and Caroll (1999b) on the other 

hand recommend bipolar scales for measuring affect for the reason already men-

tioned above: If unipolar scales might be perceived as bipolar by the respondents, the 

researcher cannot clearly interpret the results. Thus using a bipolar scale maximizes 

the chances that results can be interpreted in a meaningful way.  

A seven-point answer format was chosen, because, as indicated by prior research 

(for an overview see Krosnick & Fabrigar, 1997), reliability is highest for seven, and 

validity for five to nine response categories. 

With these first 74 items a small expert evaluation and a pilot study were conduct-

ed. Aim of the expert evaluation was to ensure that the pairs are actually bipolar ad-

jectives. The expert evaluators were asked to indicate all items, which they consid-

ered as not clearly bipolar. An example pair rated as not bipolar was aufheiternd vs. 

deprimierend (exhilarating vs. depressing). Deprimierend was considered as having 

a too strong negative meaning compared to the meaning of aufheiternd. Additionally, 

the experts were asked to sort out ambiguous items, items using unusual wording, or 
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items not matching the intended quality-of-experience aspect clearly enough. An 

example for an item marked as problematic was stressig vs. unstressig (stressful vs. 

unstressful), as unstressig was considered as non-standard German. Furthermore, 

items intended to measure cooperativity were assigned to other constructs or no con-

sensus was found whether the items measure cooperativity or another construct. 

Hence, the concept was dropped, as it seems to be very difficult to formulate respec-

tive items in the form of the semantic differential. The items initially intended to 

measure cooperativity were mostly assigned to input quality and output quality, and 

to the concepts associated with ease-of-use. The initial list of items can be found in 

Appendix B.1. 

In parallel, the initial questionnaire was used in two laboratory studies to assess 

empirical characteristics of the items. Both studies were conducted with the same 

system, namely the Sprachbox system, which is a multimodal voice and mailbox. 

Detailed descriptions of the studies are presented in the Appendix A.2. The aim was 

to get a first assessment of the items statistical properties and to identify items which 

were not easily understandable by non-experts. This was the case for the item ergon-

omisch vs. unergonomisch (ergonomic vs. non-ergonomic). It was eliminated, as 

some participants did not know the meaning of ergonomic.  

Overall, 38 completely filled in questionnaires were gathered (18 female, 20 male, 

Mage = 38 years, SDage= 18 y.). The items were tested for normality using the Jarque-

Bera-Test. This test was chosen as the Shapiro-Wilk test, the probably most common 

test of normality, is very sensitive to ties (DeCarlo, 1997). Using a 7-point scale, 

many ties were expected in the data. Analysis showed that only one item significant-

ly differed from the Gaussian normal distribution. Jarque-Bera values and p-values 

are presented in Appendix B.1.   

In a further step the item difficulty indices were calculated in accordance with 

Moosbrugger and Kelava (2007), as follows.  

 �� =
∑ ���
�
���

�∗���(��)
	 ∙ 100 (4.1) 

with 

��  = difficulty of item i 

∑ ���
�
���   = sum of score actually achieved by all N participants on item i 

� ∗ max(��) = maximum score achievable by all  N participants on item i 

The item difficulty indices indicate the rate of approval towards an item and can 

range between 0 and 100. For the current sample, the indices varied between 47 and 

72 and were thus all within the recommended range between 20 and 80 (cf. Bortz & 

Döring, 2007).  
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Furthermore, item discrimination indices were calculated as the corrected item-

scale correlation (Bühner, 2011). According to Bühner (2011), the corrected item 

discrimination of item i is defined as: 

 ��(���) =
���∙�������

����		
� ����

���∙���∙���∙���

 (4.2) 

with 

ri(s-i)  = item discrimination coefficient of i and scale s, where item i is not included in 

the scale`s s score 

ris   = correlation between item i and scale s 

SDs  = standard deviation of scale s 

SDi = standard deviation of item i 

Item discrimination indices were between .30 and .87 indicating medium to high 

discrimination. Hence, no further items were excluded.   

Overall 27 items were eliminated, most of them due to the experts comments. 

Thus, 47 items remained in the pool. The complete list of these items is given in 

Appendix B.1, excluded items are indicated. 

4.3 Construction of the Final Questionnaire  

4.3.1 Validation of the Constructs 

The 47 item questionnaire was subsequently used in three different laboratory studies 

involving three different multimodal systems. In all studies, ratings were collected 

after participants interacted with those systems. Details on the studies are presented 

in Section 6.2, Section 6.3, and in Appendix A.2.3.  

All prototypes offered at least speech and touch control. Together with the initial 

studies, 244 completely filled in questionnaire were gathered. Again, incomplete 

questionnaires were checked for missing data patterns 

As the questionnaire was based on the theoretical assumptions of Möller et al. 

(2009), a mixed method approach, employing exploratory and confirmatory methods, 

was chosen to identify items matching the intended dimensions best. Confirmatory 

approaches are designed to test pre-defined factor structures, like the structure of the 

taxonomy, whereas exploratory analyses do not require any hypothesized factors 

structures (Bühner 2010). The development process as described in Homburg and 

Giering (1996) was largely followed. 

All of the following analyses were conducted using a random sample (25%, 

N=57) of the whole data set, to be able to validate the final model with the other part 

of the data set.  
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Based on the recommendation by Homburg and Giering (1996) Cronbach's α, the 

internal consistency, was calculated for each quality aspect of the taxonomy by Möl-

ler et al. (2009), except for Cooperativity and Stimulation. All items originally in-

tended to measure Cooperativity were assigned to other constructs (cf. Section 4.2.). 

The aspect Stimulation was renamed into Discoverability for reasons explained in 

Section 3.3.5. Moreover, the concept Efficiency was split into Temporal and Mental 

Efficiency. 

As shown in the Table 4.10, values for Cronbach’s a were higher than the .7 

which is defined as the minimum by Homburg and Giering (1996). Accordingly, 

none of the items had to be removed.  

As the next step, Homburg and Giering (1996) advise calculating an exploratory 

factor analysis for each construct, to ensure that the items for each construct actually 

form only one factor. Furthermore, each of the single factors is required to explain at 

least 50% of the variance. Accordingly, exploratory Maximum-Likelihood (ML) 

factor analyses were calculated for each construct. The ML methods allows for test-

ing the fit between the hypothesized factor structure (defined number of factors) and 

the data structure via the χ²-goodness-of-fit test. If the test shows a non-significant 

result (p > .05) the null hypothesis, which assumes that the hypothesized factor struc-

ture fits the data structure, is kept. Hence, if all items of one construct are loading on 

one factor, the χ²-goodness-of-fit should be non-significant. 

For constructs assessed with three or less items, the χ²-goodness-of-fit could not 

be calculated, as the degrees of freedom would have been zero or negative.  

For Output Quality and Intuivity the χ²-goodness-of-fit test was significant, indi-

cating a poor fit for the single factor solution. To identify the items not loading on the 

same factor, a ML factor analysis with two factors was calculated. As the two-factor 

solution showed a good fit, a three-factor solution was not investigated. Items load-

ing highest on the second factor and/or lowest on the first factor were excluded. After 

the respective items were removed, the fit of another single-factor solution was in-

vestigated for the remaining items in order to check that they show a single factor 

structure. For both constructs, Output Quality and Intuitivity, one item2 had to be 

excluded to achieve the recommended criteria. Results for all constructs are shown in 

Table 4.10. After this step, 45 items remained. 

 

                                                           
2 The excluded items were INTUI1 (“Das System ist schwierig zu bedienen - einfach zu 

bedienen.”; translation: “The system is difficult to operate - easy to operate.”) and OQ2 
(„Die Rückmeldungen des Systems sind unnötig - notwendig.”; translation: “The system’s 
feedback is unnecessary - necessary.”). 
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Table 4.10. Cronbach’s α, explained variance and results of χ²-test for all sub-constructs 

 Cronbach's α Explained Variance N of Items 
χ²  

(df) 
p 

Personality .87 74.15 4 
2.43 
(2) 

.290 

Discoverability .93 73.29 6 
11.67 

(9) 
.233 

Aesthetics .89 82.03 3 n.a. n.a. 

Temporal Efficiency .92 82.67 4 
5.94 
(2) 

.051 

Mental Efficiency .87 88.09 2 n.a. n.a. 

Intuitivity .81 65.08 4 
1.82 
(2) 

.403 

Effectiveness .82 73.30 3 n.a. n.a. 

Learnability .83 74.42 3 n.a. n.a. 

Output Quality .92 65.09 8 
31.13 
(20) 

.054 

Input Quality .96 78.45 8 
25.68 
 (20) 

.176 

Next, all sub-constructs were modeled using AMOS, a software package for struc-

tural equation modelling. Structural equation models can be seen as a combination of 

factor analyses and multiple regression analyses (Amelang et al., 2006). In contrast to 

exploratory methods, structural equation models allow to not only investigate rela-

tions between manifest, observable variables, but to also investigate and test relations 

between latent, not directly observable, constructs, like intelligence or perceived 

quality (Amelang et al., 2006). Based on previous theoretical assumptions, a model 

specifying the relations between the latent and manifest variables is postulated. Then, 

it is tested if the hypothesized structure of the model fits the empirical data. 

In line with the assumptions of the taxonomy for each of the models, a single-

factor structure was employed. As only the 25% of the sample was used, the sample 

size is rather small. However, according to Iacobucci (2010), the number of cases 

(N=57) is still large enough for well-performing models.  

For all concepts, the following criteria, suggested by Homburg and Giering 

(1996), were employed:  

 Indicator reliability (IR) ≥ 0.4  

The indicator reliability is the squared factor loading (regression weight) which 

equals the squared multiple correlation of the item with the factor. It is the part of 

the item’s variance explained by the factor (Bühner, 2011). Indicator reliability 

ranges from 0 to 1. Higher values indicate higher reliability. 
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 Composite reliability (CR) ≥ 0.6  

The composite reliability (also known as factor reliability) describes how well the 

factor can be measured via the items and is accordingly a measure of consistency 

of the factor (Ruge, 2011). Composite reliability ranges from 0 to 1. Higher values 

indicate higher reliability. 

 Quotient between  χ² and the degrees of freedom (df) (
�²

��
) ≤ 3  

The χ²-test checks the null hypothesis (‘the theoretical model fits the data struc-

ture’) against the alternative hypothesis (‘the theoretical model does not fit the da-

ta structure’). Accordingly, a not significant χ²-test and a high p-value respectively 

are desired (Bühner 2010). As p-values are decreasing with increasing sample siz-

es, the quotient between the χ² and the degrees of freedom (df) is used (Homburg 

& Giering, 1996). 

 Average variance extracted (AVE) ≥ 0.5  

The average variance extracted indicates the part of the variance explained by the 

factor compared to the part of the variance resulting from the measurement error 

(Fornell & Larcker, 1981). Like the CR, the AVE is a measure of the internal con-

sistency of the factor. The AVE ranges between 0 and 1. Higher values indicate 

higher consistency. 

Homburg and Giering (1996) suggest using two further criteria. These are: 

 Goodness of fit index (GFI) ≥ 0.9 

The GFI compares the proposed model with a saturated model, a model perfectly 

fitting the data (Bühner 2011). The GFI is a squared multiple correlation coeffi-

cient (R²) indicating the amount of variance explained by the model. The GFI is 

not adjusted for the degrees of freedom; or, in other words, adding a parameter to 

a model, for instance a correlation between two factors, would automatically en-

hance its fit. The GFI ranges between 0 and 1 with 1 indicating a perfect fit.  

 Adjusted goodness of fit index (AGFI) ≥ .9 

The AGFI is, like the GFI, a descriptive measure of goodness of fit but in contrast 

to the GFI the AGFI uses penalty terms dependent on the number of parameters. 

(Homburg & Giering, 1996). The AGFI ranges between 0 and 1 with 1 indicating 

a perfect fit. 

However, both measures have been shown to be heavily dependent on the sample 

size and some authors strongly advise against them (Bühner, 2011; Hu & Bentler, 

1999). Hence, they will only be reported but will not serve as criteria. Instead the 

following criteria recommended by Bühner (2011) will be used: 

 Comparative fit index (CFI) ≥ .95 

The CFI compares the proposed model with a null model, where all variables are 
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uncorrelated (Bühner, 2011). If the proposed model is better than the null model 

the CFI increases, i.e. the fit gets better. The CFI ranges between 0 and 1, with 1 

indicating a perfect fit. 

 Root mean square error of approximation (RMSEA) ≤ 0.08 

The RMSEA is a so-called badness-of-fit- measure, reflecting the deviation of the 

observed variance from the hypothesized variance (Bühner, 2011). 

As some of the concepts were measured by three or less items, the corresponding 

models were just identified or under-identified. If three items were used, models 

could be just identified and the applicable criteria were employed. The GFI, AGFI, 

CFI and RMSEA could not be used, as the fit is always perfect for just identified 

models. For Mental Efficiency, represented with only two items, no model could be 

built as it would have been under-identified. Under-identified models are models, 

which do not have enough observed parameters (e.g  measured variables) compared 

to parameters to be estimated.  

If several of the above criteria were violated, items showing low indicator reliabil-

ity were excluded until the criteria were met. For Personality, Discoverability, Aes-

thetics, Mental Efficiency, Effectiveness, Learnability and Intuitivity no items had to 

be excluded. Although for each, Effectiveness and Learnability, one item showed a 

slightly to low indicator reliability, the item was kept as the values for the two other 

criteria assessed were sufficient. For Temporal Efficiency one item was excluded and 

for Output Quality three items were removed3. Table 4.11 summarizes the criteria 

explained above for each construct after the removal. After this step, 41 items were 

left in the item pool for further analyses.  

Table 4.11.  Fit indices for all constructs. 

 
 

IR 
Min./Max 

CR 

�²

��
 

(p) 

AVE CFI RSMEA GFI AGFI 
N 

of Items 

Personality .48/.83 .89 
1.28 
(.28) 

.66 1 .07 .98 .89 4 

Discoverability .50/.95 .93 
1.38 
(.32) 

.68 .99 .08 .94 .86 6 

                                                           
3  The excluded items were EFFIT1 („Die Interaktion mit dem System ist umständlich - 

direkt.“; translation: The interaction with the system is cumbersome - direct.), OQ1 („Die 
Rückmeldungen des Systems sind dumm - klug.”; translation: “The system’s feedback is 
dumb - smart.”). OQ7 („Die Rückmeldungen des Systems sind zweckdienlich -zwecklos“; 
translation: “The system’s feedback is expedient – futile.”), and OQ8 („Die Rückmel-
dungen des Systems sind konstruktiv-destruktiv.”; translation: “The system’s feedback is 
constructive - destructive.”). 
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Aesthetics .60/.92 .89 n.a. .74 n.a. n.a. n.a. n.a. 3 

Temporal Efficiency .71/.92 .94 n.a. .85 n.a. n.a. n.a. n.a. 3 

Mental Efficiency n.a. n.a n.a. n.a. n.a. n.a. n.a. n.a. 2 

Intuitivity .40/.75 .72 
.96  

(.38) 
.54 1 <.001 .98 .91 4 

Learnability .39/.77 .77 n.a. .63 n.a. n.a. n.a. n.a. 3 

Effectiveness .39/.89 .83 n.a. .62 n.a. n.a. n.a. n.a. 3 

Input Quality .64/.85 .95 
1.39 
(.12) 

.75 .98 .08 .91 .80 8 

Output Quality .53/.79 .88 
.99 

(.43) 
.68 1 <.001 .97 .90 5 

4.3.2 Validation of the Meta-Constructs  

In the next development stage, for each of the three meta-constructs, which are Joy of 

Use, Ease of Use and Interaction Quality, the structure was tested using exploratory 

factor analyses. Aim was to investigate if the proposed factor structure was found in 

the data. ML factor analyses with Promax rotation were carried out. Promax rotation 

was chosen over Varimax because Promax rotation allows the factors to correlate 

(Bühner, 2011). Correlations between the constructs were expected, for example a 

higher degree of effectiveness may lead to more efficient interactions (Frøkjær, 

Hertzum, & Hornbæk, 2009).  

For each construct, the number of factors to be extracted was fixed to the number 

of constructs. For example, three factors were extracted for Joy of Use as three con-

structs (Personality, Discoverability, and Aesthetics) were assumed. Cross- and non- 

loading items were removed. For Joy of Use, three items, one item of each sub-

construct, were removed4. A χ²-goodness-of-fit test showed that the supposed three-

factorial structure fits the remaining data well, χ²(25, N=57)=25.57, p=.431. The 

pattern matrix of the resulting solution is presented in Table 4.12. 

                                                           
4  The excluded items were PER4 (“Die Interaktion mit dem System ist nervig - spaßig.“; 

translation: “The interaction with the system is nerved - amusing.”), DISC4 (“Die Gestal-
tung des Systems ist konventionell - originell.”; translation: “The design of the system is 
conventional - original.”) and AEST1 (“Die Gestaltung des Systems ist unansehnlich - an-
sehnlich.”; translation: “The design of the system is unsightly - sightly.”). 
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Table 4.12. Pattern matrix of final solution for Joy of Use (three items removed, N=57)  

 Factor 1 
(Discoverability) 

Factor 2 
(Personality) 

Factor 3 
(Aesthetics) 

PER1 .02 .93 .02 

PER2 .22 .66 .03 

PER3 .04 .51 .29 

DISC1 .56 .18 .03 

DISC2 .82 .13 -.21 

DISC3 .66 .10 .08 

DISC5 .76 -.07 .27 

DISC6 .81 -.05 .23 

AEST1 .00 .17 .64 

AEST2 -.01 .00 1.00 

 Note. Highest loadings for each item are in bold-face. 

Ease of Use was assumed to comprise the five sub-constructs Temporal Efficien-

cy, Mental Efficiency, Intuitivity, Learnability and Effectiveness. Hence, five factors 

were extracted. However, most of the Intuitivity items were loading highly on the 

same factor as the Learnability items and one item showed a high loading on the 

factor Mental Efficiency (see Table 4.13). However, Intuitivity may be interpreted as 

an attribute of Learnability (Laakkonen, 2007). Moreover, interacting with a highly 

intuitive interface should keep the mental effort low. According to Mohs et al. (2006) 

a system is intuitive to use if effective interaction is possible by applying prior 

knowledge unconsciously. Unconscious information processing imposes only mini-

mal cognitive load. Thus, Intuitivity may not be understood as an independent quality 

aspect.  

These assumptions were tested and a four factors solution was calculated. The χ²-

goodness-of-fit indicated that the hypothesized four factor structure does not differ 

significantly from the data structure, χ²(51, N=57)=56.92, p=.264. Consequently, the 

concept Intuitivity was dropped. The items were assigned to Learnability and Mental 

Efficiency respectively.  

The four factors solution was further investigated regarding cross- and non-

loading items. Subsequently three items were removed: One Effectiveness item and 

two items of the merged Learnability/Intuitivity construct5. The goodness-of-fit-test 

                                                           
5  The excluded items were EFFEC3 (“Die Gestaltung des Systems ist ablenkend - zielfüh-

rend.”; translation: “The design of the system is distracting - targeted.”), LEARN3 (“Die 
Gestaltung des Systems ist unangebracht - angebracht.”; translation: “The design of the 
system is inappropriate - appropriate.”) and INTUI5 (“Die Gestaltung des Systems ist 
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of the final solution (cf. Table 4.14) indicated a satisfactory fit, χ²(24, N=57)=18.76, 

p=.765. 

Table 4.13. Pattern matrix of initial five factors solution for Ease of Use (no items removed, 
N=57) 

 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

EFFIT2 .06 1.01 -.11 -.08 .09 

EFFIT3 -.07 .60 .13 .32 .05 

EFFIT4 -.05 .99 .12 -.08 -.08 

EFFIM1 .08 .00 .78 .14 -.16 

EFFIM2 -.05 .14 .77 .06 .03 

INTUI2 .00 -.02 .87 -.14 .14 

INTUI3 .71 -.22 .01 .10 .16 

INTUI4 .92 .00 .06 -.07 -.06 

INTUI5 .24 .12 .03 .11 .34 

LEARN1 .90 .25 -.09 -.09 -.06 

LEARN2 .58 .21 -.01 .16 .00 

LEARN3 .02 .02 .04 -.01 .96 

EFFEC1 .32 .03 .02 .55 -.07 

EFFEC2 -.08 -.07 -.03 1.09 .03 

EFFEC3 .52 -.12 .43 -.05 .07 

 Note. Highest loadings for each item are in bold-face. 

  

                                                                                                                                          
inkonsistent - konsistent.”; translation: “The design of the system is consistent - incon-
sistent.”). 
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Table 4.14. Pattern matrix of final solution for Ease of Use (three items removed, N=57) 

 
Factor 1 

(Learnability) 
Factor 2 

(Temporal Efficiency) 
Factor 3 

(Mental Efficiency) 
Factor 4 

(Effectiveness) 

EFFIT2 .05 1.01 -.07 -.06 

EFFIT3 -.05 .61 .14 .32 

EFFIT4 -.09 1.01 .07 -.07 

EFFIM1 .07 -.04 .73 .13 

EFFIM2 -.02 .12 .81 .04 

INTUI2 .08 -.01 .88 -.14 

INTUI3 .75 -.23 .11 .09 

INTUI4 .93 -.03 .06 -.09 

LEARN1 .82 .27 -.08 -.07 

LEARN2 .57 .21 .02 .15 

EFFEC1 .27 .05 -.03 .56 

EFFEC2 -.06 -.06 -.02 1.09 

 Note. Highest loadings for each items are in bold-face. 

For Interaction Quality, one item was removed for each, Output Quality and Input 

Quality.6 The χ²- test indicated a good fit between the hypothesized two-factorial 

structure and the data , χ²(34, N=57)=46.84, p =.070. The pattern matrix is presented 

in Table 4.15. 

Table 4.15. Pattern matrix of final solution for Interaction Quality (two items removed, N=57) 

 Factor 1 
(Input Quality) 

Factor 2 
(Output Quality) 

OQ3 .18 .73 

OQ4 -.02 .92 

Q5 .11 .77 

OQ6 -.04 .83 

IQ1 .79 .16 

IQ2 1.03 -.11 

IQ3 .72 .16 

IQ4 .89 -.05 

IQ5 .68 .16 

IQ7 .81 .07 

IQ8 .83 .09 

Note. Highest loadings for each items are in bold-face. 

                                                           
6  The excluded items were OQ9 (“Die Rückmeldungen des Systems sind zureichend – unzu-

reichend.“; translation: “The system’s feedback is sufficient - insufficient“) and IQ6 (“Die 
verschiedenen Eingabemöglichkeiten sind schlecht zu koordinieren - sind gut zu koordinie-
ren.“; translation: “The different input modalities are poorly to coordinate - well to coordi-
nate.”). 
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As a next step in the procedure, the 33 remaining items were used to model each 

meta-construct (Joy of Use, Ease of Use, Interaction Quality) using structural equa-

tion modelling. Again, the criteria explained above were checked. Additionally, the 

discriminant validity was investigated with the Fornell-Larcker-criterion. With the 

discriminant validity, it is tested if concepts (e.g. Ease of Use and Joy of Use), which 

are assumed to be different, actually measure different constructs: 

 Fornell-Larcker-criterion: AVE (Factorx) > R² (Factorx, Factory) 

According to the Fornell-Larcker-criterion the average variance extracted (AVE, 

see above) of a factor has to be higher than each squared correlation (R²) of this 

factor with another factor. 

Another method to assess discriminate validity is the χ²-difference-test. The For-

nell-Larcker criterion was chosen over the χ²-difference-test as it is the more rigorous 

criterion (Homburg & Giering, 1996). 

Among the concepts of Joy of Use, the average variance explained was not suffi-

cient for Discoverability. In particular, the squared correlation between Discoverabil-

ity and Aesthetics was higher than the average variance explained of Discoverability 

(cf. Table 4.16). Hence, the Discoverability items with the lowest loadings were suc-

cessively excluded.7 After two items were removed, the Fornell-Larcker-criterion 

was met. The final model is given in Figure 4.2. 

  

                                                           
7  The excluded items were DISC1 (“Die Interaktion mit dem System ist entmutigend - moti-

vierend.“; translation: “The interaction with the system is discouraging - encouraging.”) 
and DISC2 (“Die Interaktion mit dem System ist langweilig - unterhaltsam.”; translation: 
“The interaction with the system is boring - entertaining.”).  
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Table 4.16. Fornell-Larcker-criteria for Joy of Use  

 
FactorX 

N of 
Items 

AVE 
(FactorX) 

Factory 
R² 

(FactorX, Factory) 

Fornell-Larcker-
Criterion met? 

(AVE > R²) 

M
o

d
el

 1
 

Personality 3 .73 
Aesthetics .62 Yes 

Discoverability .67 Yes 

Aesthetics 2 .77 
Personality .62 Yes 

Discoverability .76 Yes 

Discoverability 5 .69 
Personality .67 Yes 

Aesthetics .76 No 

M
o

d
el

 2
 

Personality 3 .73 
Aesthetics .62 Yes 

Discoverability .66 Yes 

Aesthetics 2 .77 
Personality .62 Yes 

Discoverability .76 Yes 

Discoverability 4 .74 
Personality .66 Yes 

Aesthetics .76 No 

M
o

d
el

 3
 

Personality 3 .73 
Aesthetics .61 Yes 

Discoverability .65 Yes 

Aesthetics 2 .77 
Personality .61 Yes 

Discoverability .76 Yes 

Discoverability 3 .81 
Personality .65 Yes 

Aesthetics .76 Yes 

 

Fig. 4.2. Final model of Joy of Use after removal of items DISC1 and DISC2. 

e = error (e.g. measurement 

error) 

↔ = correlations  

←  = regression path 

  = observed variable (item) 

  = unobserved, latent variable 

(underlying factor /assumed 

construct or error variable), 

= multiple squared correlation 

coefficients (R², item com-

munalities, item reliabilities) 

= partial standardised regres-

sion weights (factor load-

ings),    

= factor correlation coeffi-

cients. 
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For Ease of Use the Fornell-Larcker-criterion was met for each sub-construct. 

However, the model fit was insufficient, χ²(48, N=57)=74.79, p = .008, RMSEA = 

.10, CFI = .95. Hence, the modification indices, which are automatically computed 

by AMOS, were investigated. Modification indices describe which additional param-

eters (i.e. paths, loadings or regression weights and correlations or covariances) to 

specify, in order to improve the model fit (Bühner, 2011). Highest modification indi-

ces were observed for the item EFFIT3. This item shared high error covariance with 

the item EFFEC2. Moreover, the modification indices suggested adding regression 

paths from the factor Mental Efficiency to the item EFFIT3, and from the item 

EFFEC2 to the item EFFIT3. As such unidirectional relations were not in line with 

the theoretical assumptions, the item EFFIT3 was excluded.8 After the exclusion of 

EFFIT3 the model fit was satisfactory, χ²(38, N=57)=43.12, p=.261, RMSEA = .05, 

CFI = .99 and the Fornell-Larcker-criterion was met (Table 4.17). The final model is 

presented in Figure 4.3.  

  

                                                           
8  The wording of the item EFFIT3 is “Die Interaktion mit dem System ist lahm - flott.” 

(translation: “The interaction with the system is sluggish - responsive.”). 
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Table 4.17. Fornell-Larcker-criteria for Ease of Use 

 
FactorX 

N of 
Items 

AVE 
(FactorX) 

Factory 
R² 

(FactorX, Factory) 
Fornell-Larcker-criterion 

met? (AVE > R²) 

M
o

d
el

 1
 

Mental  
Efficiency 

3 .73 

Learnability .53 yes 

Temporal Efficiency .48 yes 

Effectiveness .52 yes 

Learnability 4 .70 

Mental Efficiency .53 yes 

Temporal Efficiency .55 yes 

Effectiveness .56 yes 

Temporal  
Efficiency 

3 .85 

Mental Efficiency .48 yes 

Learnability .55 yes 

Effectiveness .41 yes 

Effectiveness 2 .72 

Mental Efficiency .52 yes 

Learnability .56 yes 

Temporal Efficiency .41 yes 

M
o

d
el

 2
 

Mental  
Efficiency 

3 .73 

Learnability .53 yes 

Temporal Efficiency .44 yes 

Effectiveness .52 yes 

Learnability 4 .70 

Mental Efficiency .53 yes 

Temporal Efficiency .54 yes 

Effectiveness .56 yes 

Temporal  
Efficiency 

2 .92 

Mental Efficiency .44 yes 

Learnability .54 yes 

Effectiveness .37 yes 

Effectiveness 2 .72 

Mental Efficiency .52 yes 

Learnability .56 yes 

Temporal Efficiency .37 yes 
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Fig. 4.3. Final model of Ease of Use after removal of item EFFIT3 

Regarding Interaction Quality the Fornell-Larcker-criterion was met for both fac-

tors, Input Quality and Output Quality (see Table 4.18). However, as for the initial 

Ease of Use model, the fit was rather poor, χ²(53, N=57)=88.65, p=.002, RMSEA = 

.11, CFI = .95. Hence, modification indices were investigated for this construct as 

well. The highest modification index indicated that the items IQ5 and OQ6 share 

substantial covariance. As the item IQ5 also was the Input Quality item showing the 

lowest loading, it was excluded.9 The fit of the resulting model was still unsatisfacto-

ry, χ²(43, N=57)=63.00, p=.025, RMSEA = .09, CFI = .97. Thus, modification indi-

ces were inspected a further time. The modification indices showed, that the item IQ6 

shared a relatively high amount of variance with the factor Output Quality. Accord-

ingly, the item IQ6 was excluded from the analysis10. After exclusion of IQ6 the 

model fit was sufficient, χ²(34, N=57)=39.48, p=.238, RMSEA = .05, CFI = .99. The 

final model is given in Figure 4.4. 

At this point 29 items were still included in the analysis. The fit criteria for all me-

ta-constructs are given in Table 4.19. 

                                                           
9  The wording of the item IQ5 is „Die verschiedenen Eingabemöglichkeiten: sind schlecht 

aufeinander abgestimmt - sind gut aufeinander abgestimmt.“ (translation: „The different 
input modalities are poorly aligned with each other - are well aligned with each other.”) 

10  The wording of the item IQ6 is „Die verschiedenen Eingabemöglichkeiten sind schlecht zu 
koordinieren - sind gut zu koordinieren.“ (translation: „The different input modalities are 
poorly to coordinate - well to coordinate.“) 

e = error (e.g. measurement 

error) 
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←  = regression path 
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coefficients (R², item com-

munalities, item reliabilities) 
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Table 4.18. Fornell-Larcker-Criteria for Interaction Quality 

 FactorX 
N of 

Items 
AVE 

(FactorX) 
Factory 

R² 
(FactorX, Factory) 

Fornell-Larcker-criterion 
met? (AVE > R²) 

M
o

d
el

 1
 

Input Quality 8 .76 Output Quality 
.67 

yes 

Output Quality 4 .73 Input Quality yes 

M
o

d
el

 2
 

Input Quality 7 .77 Output Quality 
.67 

yes 

Output Quality 4 .73 Input Quality yes 

M
o

d
el

 3
 

Input Quality 6 .78 Output Quality 
.64 

yes 

Output Quality 4 .73 Input Quality yes 

 

Fig. 4.4. Final model of Interaction Quality after removal of items IQ5 and IQ6 

Table 4.19. Fit criteria for final models of meta-constructs 

 �²

��
 CFI RSMEA GFI AGFI 

IR 
Min./Max 

CR 
Min./Mx 

N  
of Items 

Joy of Use 1.12 .99 .05 .93 .85 .58/.95 .87/.93 8 

Ease of Use 1.14 .99 .05 .88 .80 .48/.95 .84/.95 11 

Interaction Quality 1.16 .99 .05 .89 .82 .60/.86 .91/.96 10 

e = error (e.g. measurement 

error) 

↔ = correlations  

←  = regression path 

  = observed variable (item) 

  = unobserved, latent variable 

(underlying factor /assumed 

construct or error variable), 

= multiple squared correlation 

coefficients (R², item com-

munalities, item reliabilities) 

= partial standardised regres-

sion weights (factor load-

ings),    

= factor correlation coeffi-

cients. 
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4.3.3 Validation of the Global Model – the Final Questionnaire 

Next, the global model, the whole questionnaire, was investigated using exploratory 

factor analysis. Again, maximum-likelihood factor analysis was intended to be em-

ployed. But the solution did not converge because a Heywood case occurred, proba-

bly due to the low sample size. Heywood cases describe impossible parameter esti-

mates, such as correlations larger than 1 (Kolenikov & Bollen, 2012). The ML meth-

od is particularly prone to the occurrence of Heywood cases; therefore another meth-

od, a Principal Axis Factor analysis (PAF), was carried out. Like the ML method, 

PAF aims to explain relationship between the items while the aim of the popular 

Principal Component Analyis (PCA) is data reduction (Bühner, 2011).  

One Mental Efficiency item and one Personality item were loading on the 

“wrong” factor and were thus excluded.11 The resulting pattern matrix is presented in 

Table 4.20. Most of the loadings are in line with the expected structure. However, 

one Aesthetic item and one Mental Efficiency showed high cross-loadings on the 

factor Discoverability. Moreover, two Learnability items were cross-loading on Aes-

thetics and Temporal Efficiency respectively. Nevertheless, the theoretical structure 

was largely in line with the empirical data. 

  

                                                           
11  The excluded items were INTUI2 (“Die Interaktion mit dem System ist kompliziert - un-

kompliziert.”; translation: “The interaction with the system is complicated - uncomplicat-
ed.”) and PER3 (“Die Interaktion mit dem System ist unangenehm - angenehm.”; transla-
tion: “The interaction with the system is unpleasant - pleasant.”) 
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Table 4.20. Pattern matrix for whole questionnaire (final solution, N=57, only loadings > 0.3) 

 

Stim
u

latio
n

 

In
p

u
t  

Q
u

ality 

O
u

tp
u

t 

 Q
u

ality 

Tem
p

o
ral 

Efficien
cy 

Learn
ab

ility 

Effectiven
ess 

A
esth

etics 

P
erso

n
ality 

M
en

tal  

Efficien
cy 

PER1 - - - - - - - .64 - 

PER2 - - - - - - - .50 - 

DISC3 .71 - - - - - - - - 

DISC5 .94 - - - - - - - - 

DISC6 .93 - - - - - - - - 

AEST1 .38 - - - - - .77 - - 

AEST2 .66 - - - - - .33 - - 

EFFIT2 - - - .92 - - - - - 

EFFIT4 - - - 1.00 - - - - - 

EFFIM1 .31 - - - - - - - .44 

EFFIM2 - - - - - - - - .54 

INTUI3 - - - - - - - - - 

INTUI4 - - - - 1.05 - - - - 

LEARN1 - - - .31 .56 - - - - 

LEARN2 - - - - .47 - .36 - - 

EFFEC1 - - - - - .73 - - - 

EFFEC2 - - - - - .77 - - - 

OQ3 - - .81 - - - - - - 

OQ4 - - .86 - - - - - - 

OQ5 - - .73 - - - - - - 

OQ6 - - .76 - - - - - - 

IQ1 - .79 - - - - - - - 

IQ2 - .97 - - - - - - - 

IQ3 - .66 - - - - - - - 

IQ4 - .85 - - - - - - - 

IQ7 - .84 - - - - - - - 

IQ8 - .82 - - - - - - - 

The remaining 27 items were modelled with AMOS and evaluated using the crite-

ria explained earlier. The initial model showed insufficient fit, χ²(312, 

N=57)=466.23, p<.001, RMSEA = .09, CFI = .90. High modification indices were 

found for one of the Learnability items (LEARN2): It was highly correlated with one 

of the Aesthetic items; furthermore the modification indices suggested adding regres-

sion paths from several other items to the item LEARN2. Accordingly the item was 

excluded.12 The resulting model showed a better but still unsatisfactory fit, χ²(287, 

N=57)=406.04, p<.001, RMSEA = .09, CFI = .92. Thus modification indices were 
                                                           
12  The wording of the item LEARN2 is “Die Gestaltung des Systems ist ungeeignet - 

geeignet.” (translation: “The design of the system is unsuitable - suitable”.). 
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inspected again. For the Output Quality item OQ3 modification indices were highest. 

It was highly correlated with the factor Joy of Use and, as for the previously exclud-

ed item LEARN2, also several regression paths were indicated. Consequently also 

the item OQ3 was dropped.13 Except for the slightly to low CFI, the fit criteria were 

then satisfactory (cf. Table 4.21).  

Table 4.21. Fit criteria for global model (Intermediate solution, N=57) 

�²

��
 CFI RSMEA GFI AGFI 

IR 
Min./Max 

CR 
Min./Max. 

N 
of Items 

1.35 .93 .08 .64 .58 .53/.94 .85/.93 25 

For the remaining 25 items, the Fornell-Larcker criterion was investigated. It was 

not fulfilled for Ease of Use (see Table 4.22). This indicates that the concepts meas-

ured with this factor are not theoretically unrelated to the concepts measured by the 

other factors.  

Table 4.22. Fornell-Larcker criterion for global model (Intermediate solution, N=57) 

FactorX 
N of 

Items 
AVE 

(FactorX) 
Factory 

R² 
(FactorX, Factory) 

Fornell-Larcker 
criterion met? 

(AVE > R²) 

Joy of Use 7 .82 Interaction Quality .48 yes 

Ease of Use 9 .68 Joy of Use .74 no 

Interaction Quality 9 .78 Ease of Use .81 no 

However as already explained in Chapter 4.3.2, unrelated factors were not ex-

pected. Moreover, according to Backhaus et al. (2006) sufficient discriminate validity 

can be assumed, despite a non-fulfilled Fornell-Larcker criterion, as long as the cor-

relation between the factors is not higher as 0.9. Between Interaction Quality and 

Ease of Use, the correlation coefficient was slightly higher (r=.902). Hence, all re-

maining items for Interaction Quality and Ease of Use were correlated with each 

other in order to remove items, showing low correlations with the items on the same 

factor and high correlations with the items on the other factor. As for Input Quality a 

high number of items was still in the item pool, compared to the number of items of 

the other factors, the analysis was started with this factor. The item IQ4 showed the 

lowest difference between the mean correlation with the related items (Interaction 

Quality items) and the mean correlation with the unrelated items (Ease of Use items). 

                                                           
13  The wording of the item OQ3 is „Die Rückmeldungen des Systems sind hemmend - unter-

stützend.“ (translation: „The system’s feedback is hindering - supporting.”) 
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Consequently, the item was excluded.14 After exclusion of IQ4, the correlation was 

reduced to .898 and thus below 0.9. Fit criteria were inspected again and indicated 

sufficient fit (Table 4.23). The final model is given in Figure 4.5.  

                                                           
14  The wording of the item IQ4 is „Die verschiedenen Eingabemöglichkeiten sind schlecht 

miteinander integriert - sind gut miteinander integriert.“ (translation: „The different input 
modalities are poorly integrated with each other - are well integrated with each other.”) 
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Fig. 4.5. Final global model after removal of items LEARN2, item OQ3 and item IQ4. 

e = error (e.g. measurement error) ↔ = correlations  
←  = regression path    = observed variable (item) 
  = unobserved, latent variable (underlying factor /assumed construct or error variable) 

= multiple squared correlation coefficients (R², item communalities, item reliabilities) 
= partial standardised regression weights (factor loadings) 
= factor correlation coefficients. 
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Table 4.23. Fit criteria for global model (final solution, N=57) 

�²

��
 CFI RSMEA GFI AGFI 

IR 
Min./Max 

CR 
Min./Max. 

N of 
Items 

AVE 
Min./Max. 

Cronbach`s α 
Min./Max. 

1.34 .94 .08 .72 .65 .52/.94 .85/.93 24 .68/.82 .92/.95 

Next, the model was validated with the remaining cases of the initial sample. Aim 

was to ensure that the data structure is not sample dependent and is also valid for 

other samples. Homburg and Giering (1996) recommend collecting a new, larger 

sample. As only a small part (N=57) of the initial sample was used to develop the 

above model, the larger part was available for the following validation. Moreover, 

the samples include different studies and population; accordingly, the resulting mod-

els should not be population-dependent. Thus, a new data collection was not neces-

sary.  

The model based on the held out sample, largely matched the results of the smaller 

sample: The CFI was slightly too low and the factor Ease of Use showed high corre-

lations with the other factors. The latter was expected as all factors were assumed to 

be related. Fit indices are presented in Table 4.24, the validated model is shown in 

Appendix B.2, the wording of the items of the final questionnaire can be found in 

Table B.1. 

Table 4.24. Fit criteria for validated model (final solution, N=188) 

�²

��
 

CFI RSMEA GFI AGFI IR 
Min./Max 

CR 
Min./Max. 

N  
of Items 

AVE 
Min./Max. 

Cronbach’s  
α 

1.88 .94 .70 .84 .80 .53/.91 .74/.91 24 .67/.76 .92/.92 

In the last step, the questionnaire was validated with the AttrakDiff questionnaire 

(Hassenzahl, Burmester, & Koller, 2003). Both questionnaires were used in a study 

evaluating a multimodal remote control app (Weiss, Wechsung & Marquardt, sub-

mitted). The questionnaires’ sub-scales (constructs or dimensions) were correlated 

with each other (cf. Table 4.25). The results confirm the MMQQ`s convergent validi-

ty. As expected, the scale Joy of Use was highly correlated with the hedonic qualities 

scales of the AttrakDiff and the global Attractiveness scale; the correlation between 

Joy of Use and Pragmatic Qualities was not significant. Also in line with the theoret-

ical assumptions are the significant correlations between Ease of Use and Pragmatic 

Qualities, and between Ease of Use and Attractiveness. Also, a significant correlation 

for Hedonic Qualities-Identity was observed, but this was also the case for the At-

trakDiff scale Pragmatic Qualities. Hence, apparently for the tested app those aspects 

were related. Interaction Quality was significantly correlated with Pragmatic Quali-

ties only, which is consistent with expectation, given the definitions of Input Quality 

and Output Quality presented in Chapter 3.3.3. Concepts like perceived understand-
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ing or understandability are related to a system`s functionality more than to its he-

donic, not task-related properties. As also the global models of the MMQQ indicated 

a stronger relation between Ease of Use and Interaction Quality than between Joy of 

Use and Interaction Quality, the position of Interaction Quality in the underlying 

taxonomy was changed: While in the original taxonomy (Möller, 2009) it is posi-

tioned within both, the pragmatic and the hedonic dimension. In the taxonomy pre-

sented in Chapter 3 Interaction Quality is located within the pragmatic dimension,  

Table 4.25. Correlations (Pearson’s r) between MMQQ sub-scales and AttrakDiff sub-scales. 

   Ease o
f U

se 

In
teractio

n
 

Q
u

ality 

P
ragm

atic 

Q
u

alities 

H
ed

o
n

ic 
 Q

u
alities 

Stim
u

latio
n

 

H
ed

o
n

ic  
Q

u
alities  

Id
en

tity 

A
ttractiven

ess 

Joy of Use 
Pearson’s R .49

*
 .54

*
 .43 .80

**
 .78

**
 .78

**
 

N 17 16 17 17 17 17 

Ease of Use 
Pearson’s R - .52

*
 .77

**
 .44 .63

**
 .79

**
 

N - 16 17 17 17 17 

Interaction 
Quality 

Pearson’s R - - .64
**

 .40 .39 .49 

N - - 16 16 16 16 

Pragmatic  
Qualities 

Pearson’s R - - - .42 .65
**

 .73
**

 

N - - - 17 17 17 

Hedonic Qualities  
Stimulation 

Pearson’s R - - - - .85
**

 .79
**

 

N - - - - 17 17 

Hedonic Qualities  
Identity 

Pearson’s R - - - - - .89
**

 

N - - - - - 17 

Note. ** ptwo-tailed<.01; *ptwo--tailed <.05, 

4.4 Chapter Summary 

In this chapter a new questionnaire for the evaluation of multimodal systems was 

developed. At first it was shown that standardized usability questionnaires designed 

for unimodal systems are not appropriate for post-interaction overall evaluation of 

multimodal systems and that of the tested questionnaires, only the AttrakDiff (Has-

senzahl, Burmester, & Koller, 2003) yielded valid and reliable results. However, the 

AttrakDiff provides rather unspecific information, which may make it difficult to 

track and fix specific problems based on its results. Hence, this questionnaire was 

used as a starting point for the development of a new questionnaire tailored to multi-

modal systems; a major requirement for the new questionnaire was to provide more 

specific information than the AttrakDiff. As the theoretical basis for the question-
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naire, the taxonomy of quality aspects of multimodal systems by Möller and col-

leagues (2009)  was chosen. In parallel to the questionnaire development process, the 

quality aspect layer of the taxonomy was validated and altered according to the em-

pirical data. The validation was achieved with the employment of confirmatory mod-

elling approaches in addition to the usual exploratory approaches. As a result of the 

analyses, the construct Intuitivity was dropped; moreover the position of the concept 

Interaction Quality was altered. While in the original taxonomy Interaction Quality 

was located in between both, the pragmatic and the hedonic dimensions, results of 

the current chapter suggest that its relation to the pragmatic dimension is stronger 

compared to its relation to the hedonic dimension. The taxonomy was adjusted ac-

cordingly. Thus, the taxonomy presented in Chapter 3 is an empirically validated 

version of the taxonomy published in Möller et al. (2009).  

The MMQQ questionnaire developed in the current chapter covers all quality as-

pects except Cooperativity. It contains 24 items, nine quality aspects and three meta-

scales. The MMQQ was extensively validated; however, its correlations with interac-

tion data have not been investigated yet. Correlations with the AttrakDiff are promis-

ing that the constructs are valid.  

Even with this questionnaire being available, the assessment of quality of the 

complete multimodal system is still only possible near the end of the development 

cycle, when all components are implemented. Furthermore, such global evaluations 

of multimodal systems tell little about how the different modalities relate to each 

other. For example, it may be the case that if one modality is implemented extremely 

poorly, quality perceptions of the whole systems are dominated by this modality 

regardless of the other modality. Also the opposite is imaginable, an extremely well 

working, fun to use modality may overshadow less proper modalities. 

Thus, the next chapter investigates how ratings for single modalities relate to the 

global evaluation of multimodal systems. Aim was to see if an estimation of the qual-

ity of the multimodal systems is possible, based solely on an evaluation of its com-

ponent modalities.  
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5 Is the Whole the Sum of its Parts? - Predicting the Quality of 

Multimodal Systems Based on Judgments of Single 

Modalities 

In this chapter, three studies are described aiming to investigate whether ratings of 

the individual components of multimodal systems are suitable to estimate the quality 

of the whole system. With respect to early development stages such an approach 

could be especially beneficial in getting a rough approximation of the quality of a 

system, without the need of deploying complex evaluation procedures, which cur-

rently are often required for testing multimodal systems.  

In the first study, a wall-mounted information and room management system of-

fering speech and touch input was used. The different modalities could interfere with 

each other for this system, for instance the speech recognizer was occasionally unin-

tentionally switched on by off-talk although the user intended to operate the system 

via touch input. The multimodal condition was always presented last. The second 

study used an extended version of the system already used in the initial study but the 

multimodal condition was always presented first. Aim was to ensure that the results 

of Study 1 are not an artefact of the test design. In order to investigate the generaliza-

bility of the results a different system, a mobile jukebox, was used in the third study. 

Besides speech and touch also motion control was offered. Moreover, a different user 

group, elderly users, was taken into account.  

The work presented here is grounded in some previous research. In terms of the 

statistical method, all studies follow the PARADISE approach (Walker et al. 1997), 

and thus linear regression is applied. But while PARADISE predicts user satisfaction 

ratings based on interaction parameters quantifying dialog costs and task success, the 

studies described in this chapter make predictions regarding the perceived quality of 

multimodal systems based on the quality ratings for the individual components. 

PARADISE, initially developed for spoken dialogue systems, achieves predictions 

explaining up to 50 % of the variance in the user satisfaction ratings for unseen data 

(Engelbrecht, 2012). Note that PARADISE models with high prediction performance 

usually contain, apart from the interaction parameters, quality ratings for success 

(Kühnel, 2012). 

Regarding multimodal systems, a similar approach was defined with PROMISE 

(Beringer et al., 2002) but to the best of the authors knowledge has never been ap-

plied. However, the PARADISE framework itself has been adopted (e.g. Hjalmars-

son, 2002) and extended for multimodal systems (Kühnel 2012). To assess user satis-

faction, Kühnel does not use the questionnaire proposed in PARADISE, but the At-

trakDiffMini (Hassenzahl & Monk, 2010), a short version of the AttrakDiff ques-

tionnaire already explained in Section 4.1.1. The PARADISE questionnaire was dis-

carded due to its lack of psychometric validation, a criticism that has also been point-
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ed out by Larsen (2003a) and Hajdinjak and Mihelic (2006). Moreover, based on the 

work of Möller (2005), Kühnel (2012) suggests a new set of parameters for model-

ling the perceived quality of unimodal as well as multimodal interaction. The ex-

plained variance achieved with Kühnel’s approach was as high as 64 %, using only 

interaction parameters. However, Kühnel did not cross-validate the models. In addi-

tion, Kühnel (2012) found that performance varied largely for different systems and 

input modalities, and that a generalized model suitable for different systems was not 

possible. Thus, although Kühnel’s results are very encouraging, they also indicate 

that accurate modelling of user satisfaction of multimodal interaction cannot be easi-

ly realized. However, the approach proposed in the following may be useful for the 

judgement prediction from interaction parameters as well, since understanding of the 

judgemental process is gained. 

5.1 Study 5.1 

5.1.1 Method  

Participants and Material   

Thirty-six German-speaking individuals (17 male, 19 female) between the age of 21 

and 39 (M = 31.24) took part in the study.  

The system tested was a wall-mounted information and room management system 

controllable via a graphical user interface (GUI) with touch input, via speech input 

and via a combination of both (cf. Figure 5.1). The output was always given via GUI. 

Functionalities of the system include searching for room locations, searching for 

employees, booking of rooms and retrieving information on bookings and events. For 

all functionalities tested in the study both modalities, touch and speech, were imple-

mented.  

 

Fig. 5.1. Information and room management system used in Study 5.1 and Study 5.2. 
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Procedure 

The users performed six different tasks with the system, including two search tasks 

(e.g.:‘Search for employee X’ or ‘Search for room Y’) and four navigation tasks 

(e.g.: ‘Go to the main screen’ or “Go to the event screen’). User ratings were collect-

ed with the AttrakDiff questionnaire (Hassenzahl, Burmester, & Koller, 2003).  

Each test session took approximately one hour. Each participant performed the 

tasks with each input modality (touch and speech). First, they were instructed to per-

form all tasks with a given modality. After that, they were asked to fill out the At-

trakDiff. This was repeated for the other modality. In order to balance fatigue and 

learning effects, the order of the modalities was randomized. Then, the tasks were 

presented again and the participants could freely choose the interaction modality. It 

was possible to switch or combine modalities after each task and also within a task. 

Again the AttrakDiff had to be filled out to rate the multimodal system. 

The four AttrakDiff sub-scales (Pragmatic Qualities, Hedonic Qualities-

Stimulation, Hedonic Qualities-Identity, Attractiveness), comprising seven items 

each were calculated according to the instructions provided by its authors. Further-

more, an overall scale was calculated based on the mean of all 28 items. All ques-

tionnaire items which were negatively poled were recoded so that higher values indi-

cate better ratings.  

To analyse which modality the participants preferred when using the multimodal 

system version, the modality chosen first to perform the task was annotated. This 

way, the frequencies of modality usage were assessed. An example of the procedure 

is presented in Figure 5.2. 

 

Fig. 5.2. Procedure for Study 5.1 

5.1.2 Results  

Differences between the three system versions were not in the focus of the reported 

study, for completeness those results are given in Appendix A.3. 

To investigate if and how the ratings of the unimodal system versions relate to rat-

ings for the multimodal system version, stepwise multiple linear regression analysis 

was conducted for each sub-scale and the overall scale. The judgments assessed after 

the interaction with the unimodal system versions were used as predictor variables, 
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the judgments collected after interacting with the multimodal system version were 

used as the response variable.  

The results show that for the Attractiveness scale and the overall scale the judg-

ments of the unimodal system are very good predictors of the judgments of the mul-

timodal version (Table 5.1). For both scales, the β–coefficients (also called standard-

ized coefficient) were higher for the judgments of the touch-controlled version of the 

system. Higher β-coefficients indicate a stronger influence. This is in line with the 

modality usage for the multimodal system: Touch input was used more frequently for 

50% of the tasks, speech was preferred for 33% of the tasks. For 17% of the tasks, 

touch and speech were used equally often. Thus, the overall and global judgments of 

the multimodal system should be more influenced by the interaction with the touch 

input. 

Regarding the scales Hedonic Qualities-Stimulation, Hedonic Qualities-Identity 

and the Pragmatic Qualities, between 61% and 69% of the variance could be ex-

plained by using the ratings of the unimodal systems as predictors of the ratings for 

the multimodal system. For both hedonic scales, the β-coefficients of speech were 

higher than those of touch; therefore, the ratings of speech had a larger impact on the 

multimodal system judgments than the touch ratings had. 

Table 5.1. Results of multiple linear regression analysis using all data. Only significant pa-
rameters (p<.05) are included in prediction. 

 
Scale 

Touch Speech 
Adj.
R² 

RMSE 
F 

(df) B SE B β 
t  

(df) 
B SE B β 

t 
(df) 

Overall .81 .11 .57 
0.21* 
(32) 

.68 .10 .55 
6.91* 
(32) 

.82 .37 
74.94* 
(2,31) 

Attractiveness .85 .09 .68 
9.02* 
(32) 

.48 .09 .42 
5.52* 
(32) 

.83 .41 
81.99* 
(2,32) 

Pragmatic 
Qualities 

.80 .17 .54 
4.57* 
(31) 

.47 .13 .42 
3.59* 
(31) 

.60 .70 
26.19* 
(2,31) 

Hedonic Qualities- 
Stimulation 

.69 .13 .52 
5.13* 
(32) 

.63 .12 .54 
5.31* 
(32) 

.67 .53 
36.05* 
(2,32) 

Hedonic Qualities- 
Identity 

.28 .11 .31 
2.66* 
(32) 

.66 .14 .57 
4.60* 
(32) 

.59 .51 
25.24* 
(2,32) 

Leave-one-out cross-validation15 was conducted to test for overfitting effects. For 

the Attractiveness scale and the overall scale the determination coefficient R² is still 

                                                           
15For this procedure one case is excluded from the dataset and is used as the “test set” while 

the model is trained on the remaining cases. This is repeated for every case. Based on the 
prediction error of each “left-out” model the mean prediction error can be calculated (Steiner 
& Weber, 2009). 
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around 0.8 indicating that about 80% of the variance of the multimodal ratings can be 

explained with the unimodal ratings. For the other scales the overfitting effects are 

larger, with the worst accuracy for Hedonic Qualities-Identity. Note that in the model 

for Hedonic Qualities-Identity the β-coefficient of the touch ratings is relatively low 

compared to the β-coefficient of the speech ratings; it is also relatively low compared 

to the β-coefficient of the touch ratings in the models for the other scales although 

touch was used more often than speech. For the scales with the most stable models, 

Attractiveness and the overall scale, on the other hand, the ß-coefficients of the rat-

ings for touch and speech were in largely in line with the usage rates. The detailed 

results are given in Table 5.2. 

Table 5.2. Results of multiple linear regression analysis using leave-one-out cross-validation. 

 Overall Attractiveness 
Pragmatic 

Qualities 

Hedonic Qualities- 

Stimulation 

Hedonic Qualities- 

Identity 

R² .89 .81 .56 .61 .47 

RMSEA .39 .43 .74 .58 .58 

5.1.3 Intermediate Discussion  

The reported study investigated how judgments of unimodal system versions relate to 

judgments of the multimodal version of the same system. It was shown that for over-

all and global measures (Attractiveness) the judgments of the unimodal versions are 

very good predictors for judgments of the multimodal version. For more specific 

quality aspects, the prediction performance is lower. Additionally, the results indicate 

that for the stable models, the modality used more frequently has a higher influence 

on the judgment of the multimodal version than the less frequently used modality.  

Furthermore, in accordance with Oviatt (1999) it could be observed that adding a 

modality to a unimodal system does not automatically lead to better quality judg-

ments. For the present study this means, that regarding overall and global judgments 

the whole is actually the sum of its parts. Ratings for the multimodal system are the 

(weighted) sum of the ratings of the unimodal systems. However, for scales measur-

ing more specific constructs, this assumption is not valid; here, the accuracy was 

lower compared to the models for the more general scales. This may be related to the 

observation already mentioned above: for the more specific scales the influence of 

the judgements of the individual modalities is not in line with the actual usage rates. 

The reported findings are currently limited to the tested system and the test design. 

For the multimodal system version, interference between the modalities was possible 

(e.g. the speech recognizer was occasionally unintentionally switched on by off-talk). 

It is therefore plausible, that without this interference different results may have been 

obtained. Moreover, the multimodal version was always tested last. Hence, it is pos-

5.1  Study 5.1
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sible that the participants tried to rate consistently by mentally adding up their single-

modality judgments. Consequently, the judgments of the multimodal version would 

not represent the actual quality of that system. Facing these limitations, two follow-

up studies were conducted using a different test design (Study 5.2) and a different 

system (Study 5.3). 

5.2 Study 5.2  

The aim of this experiment was to examine if the results obtained in the previous 

study were a consequence of the test design and the participants effort to rate consist-

ently. Therefore, the order of the system versions was changed with the multimodal 

system presented first. Thus, mentally adding up the single-modality judgments to 

the multimodal judgments was not possible. The participants could only pre-estimate 

the quality of the unimodal system versions and their impact on the multimodal sys-

tems quality. Furthermore, addition is a less effortful mental operation compared to 

subtraction (Kamii, Lewis, & Kirkland, 2001; Dixon, Deets, & Bangert, 2001). This 

means that single modalities ratings are more difficult to derive from multimodal 

ratings. Consequently, less accurate predictions are expected. 

5.2.1 Method 

Participants and Material  

Eighteen German-speaking individuals (9 male, 9 female) between the age of 22 and 

30 (M = 26.7) took part in the study. The tested system was similar to system in 

Study 5.1. However, it was extended with face recognition to activate the speech 

recognizer.  

All measurements were taken like in Study 5.1.  

Procedure  

The procedure was very similar to the procedure in Study 5.2. Only the order of the 

conditions (touch input, speech input, multimodal input/free choice) was reversed. 

This time, the multimodal block, where participants could freely choose and switch 

the input modality, was presented first. In the following blocks, they were instructed 

to use a given modality.  

5.2.2 Results 

Differences between the three system versions were not in the focus of the reported 

study, those results are published in Seebode et al. (2009). 
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Stepwise multiple linear regression analysis was conducted for each sub-scale and 

the overall scale of the AtrrakDiff, using all cases. The questionnaire ratings obtained 

after the multimodal test block were used as response variable, the ratings obtained 

after the unimodal test blocks were used as predictors. 

Prediction was not possible for two sub-scales, as no significant predictor could be 

found by the stepwise inclusion algorithm (Hedonic Qualities-Identity, Pragmatic 

Qualities). The highest accuracy was observed for the scale Hedonic Qualities-

Stimulation (cf. Table 5.3). 

For two of the three scales for which prediction was possible, β-coefficients were 

not differing much between the modalities. This is in line with the modality usage: 

Both modalities were used equally frequently (Touch: 51.7%; Speech: 48.3%). Thus, 

it is plausible to assume, that both modalities had a similar impact on the judgments 

of the multimodal system.  

Table 5.3. Results of multiple linear regression analyses using all cases. Only significant pa-
rameters (p<.05) are included in prediction. 

Scale 
Touch Speech 

Adj. R² RMSE 
F 

(2, 15) B SE B β t (15) B SE B β t (15) 

Overall 
.68 .22 .53 3.11 .55 .19 .50 2.93 .58 .45 12.56 

Attractiveness .65 .24 .46 2.78 .55 .16 .55 3.32 .54 .73 11.05 

Hedonic Qualities -
Stimulation 

.66 .12 .73 5.64 .49 .15 .43 3.35 .72 .41 22.97 

Thus to test for over-fitting effects, leave-one-out cross-validation was conducted. 

Only for Hedonic Qualities-Stimulation the model was stable (R²=.53, RMSE=.54). 

Very large over-fitting effects were observed for Attractiveness (R²=.06, RMSE=.88) 

and for the overall scale (R²=.133, RMSE=.52), but for the latter the prediction error 

was rather low. A visual inspection of the scatter plot showed (cf. Fig. 5.3), that the 

variance in the ratings for the overall scale was relatively low, it is not clear if the R² 

or the RMSE is the more reliable performance indicator in this case. 

5.2  Study 5.2
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Fig. 5.3. Scatter plot for overall scale after leave-one-out cross-validation. 

5.2.3 Intermediate Discussion 

Although the results indicate that the order of test conditions influences the accuracy 

and stability of the models, the same questionnaire scales as in Study 5.1 were suita-

ble for prediction. Thus, predicting judgments for multimodal systems based on 

judgements of single modalities might primarily be possible for global judgements 

and for the sub-scale measuring stimulation. Additionally only data of 18 users was 

analysed which besides the order effect may be an explanation for the poorer predic-

tion performance. 

5.3 Study 5.3 

This experiment was conducted to examine if the results in Study 5.1 and Study 5.2 

are valid when using a system where there is no interaction (and thus no possible 

interference) between the different modalities. In such cases, participants can use the 

multimodal system like a unimodal one, by using only the modality they like most. 

For such systems, the modality not or rarely used should have a lower impact on the 

prediction of the multimodal ratings.  

Furthermore, Study 5.2 showed that changing the order is of negative effect for 

the predictions: Accuracy and stability were lower than in Study 5.1. If users are just 

summing up the unimodal judgments this should be influenced by memory capacity. 

Memory performance, especially  processes related to the working memory decreases 

with age (Spencer & Raz, 1995). Therefore, young and old users were compared, 

better models were expected for the younger participants. 
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5.3.1 Method 

Participants and Material  

Fifteen younger (<25 years/ M =29 y.) and fifteen older (>55 years/ M = 66 y.) users 

took part in the study.  

The application tested, the Sprachbox app,  was a multimodal mailbox system ca-

pable of handling speech-, e-mail- and fax-messages as well as call forwarding and 

notifications of mailbox messages. It was implemented on a smart-phone (HTC 

Touch Diamond) controllable via motion (tilt and twist), speech (IBM embedded Via 

Voice) and touch screen. For speech and motion input activation, a respective button 

had to be pressed before starting to speak or tilt and twist. The push-to-talk trigger is 

placed on the left hand side and the push-to-move button on the front of the device 

(cf. Figure 5.4). 

System output was graphical for all modalities. For motion control, additional tac-

tile feedback (vibration) and for speech control, additional auditive feedback - either 

beeping sounds characterizing the events ‘active’, ‘match’, ‘no match’, and speech 

output - was given.  

The main screen of the Sprachbox had a simple structure. It consisted of four 

menu options: voice messages, e-mail inbox, fax messages, and an option for set-

tings. For the first three options, there was a list of the messages or e-mails with the 

information about the sender, date, and time. The messages could be opened in order 

to be read or to be listened to. There were also options for answering to e-mails or 

forwarding fax messages. Messages or e-mails could also be deleted. The inbox or 

message list could be sorted with respect to a specific criterion (e.g. alphabetically or 

chronologically). With the ‘settings’ option, for example, a call forwarding to another 

telephone number could be set up, activated, and deactivated. The default setting of 

the application for the study contained fictitious voice messages, e-mails, and fax 

messages.  

The interaction with the system mainly comprised navigation between menu op-

tions and messages and the selection of messages and of actions to be performed on 

the messages. In the modality touch this was achieved by swiping gestures for scroll-

ing and tapping gestures for selecting. The modality speech allowed users to directly 

select messages and commands by saying short commands like “Show me the mes-

sage of Tom”. The modality motion allowed users to navigate within lists by slightly 

tilting the device forward and backward and to switch to different levels of the menu 

hierarchy by tilting the device left and right. Menu items were opened by tilting to 

the right. Hierarchy levels were switched by tilting to the left.  

Again, the AttrakDiff was used to assess quality perceptions. Additional infor-

mation on this study is provided in Appendix A.2. 

5.3  Study 5.3
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Fig. 5.4. Start screen of application used in Study 5.3. 

Procedure 

The procedure was adopted from Study 5.1. Participants had to execute 14 tasks (get 

messages, reply to them, forward, and sort messages as well as changing notification 

options) with each input modality (touch, speech, motion). After the single modality 

conditions, the tasks had to be executed again. In this condition (multimodal/free 

choice), participants could freely choose the input modality and switch the modality 

at any time. The order of single modality conditions was balanced (Latin square).  

5.3.2 Results 

Again, stepwise multiple linear regression analysis was carried out for each scale and 

sub-scale (cf. Table 5.4). Similar to the previous results, best predictions were ob-

served for overall judgments and the scale measuring Hedonic Qualities-Stimulation. 

But in contrast to the previous experiments, prediction for the scale Hedonic Quali-

ties-Identity was relatively good and prediction for the global scale Attractiveness 

was relatively bad compared to the other scales. Poorest results were obtained for the 

scale Pragmatic Qualities. Overall, the models were more accurate than in Study 5.2 

but not as precise as in Study 5.1. 

For none of the predictions, motion was included, and speech was only included 

for one scale (Hedonic Qualities - Stimulation).  

Thus, for four of the five scales, only the judgments for touch were included in the 

predictions. Accordingly, judgments for speech and motion could not explain a sig-

nificant part of the variance in the judgments for the multimodal system version. The 

actual modality usage is in accordance with these results: Touch was used most often 

(68%). All other modalities were chosen considerably less frequently (speech 19 %; 

motion 7%; combination 6%). This supports the assumption that for multimodal 

systems with no potential interference between modalities, the modality not used 

should have no impact on the multimodal judgments.  
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Table 5.4. Results of multiple linear regression analyses using all cases. Only significant pa-
rameters (p<.05) are included. 

Scale 

Touch Speech 

Adj. R² RMSE 
F  

(df) B SE B β 
t  

(df) 
B SE B β 

t 
 (df) 

Overall .69 .11 .84 
7.20 
(23) 

- - - - .69 .48 
51.85 
(1,23) 

Attractiveness .79 .14 .75 
5.66 
(25) 

- - - - .56 .68 
32.10 
(1,25) 

Hedonic Qualities - 
Stimulation 

.60 .11 .61 
5.24 
(24) 

.35 .11 .39 
3.37 
(24) 

.86 .40 
68.95 
(2,24) 

Hedonic Qualities - 
Identity 

.75 .20 .83 
7.44 
(26) 

- - - - .69 .45 
55.36 
(1,26) 

Pragmatic  
Qualities 

.49 .13 .60 
3.83 
(24) 

- - - - .36 .77 
14.70 
(2,24) 

Leave-one-out cross-validation showed, as in the previous studies, the least stable 

model for the scale Pragmatic Qualities. Again, prediction based on the scale Hedon-

ic Qualities- Stimulation was most stable (cf. Table 5.6). 

Table 5.6. Results of leave-one-out cross-validation by age group and overall cases. 

To test for age effects, multiple linear regressions were conducted for each age 

group separately. As hypothesized, predictions were less accurate for older partici-

pants (cf. Table 5.7), except for the scale Hedonic Qualities-Stimulation in terms of 

the R². However, the cross-validated models were always better for the younger users 

(cf. Table 5.6). 

  

Scale 
R² RMSE 

Young Old All Young Old All 

Overall .62 .40 .58 .23 .54 .32 

Attractiveness .52 .07 .47 .45 .96 .45 

Hedonic Qualities - Stimulation .75 .62 .85 .15 .74 .17 

Hedonic Qualities - Identity .70 .31 .65 .17 .44 .21 

Pragmatic Qualities .06 -.23
2
=.05 .22 .65 1.54 .61 

5.3  Study 5.3
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Table 5.7. Results of multiple regression analysis by age group 

Scale 
Touch Speech Motion 

R² 

R
M

SE
 

F 
(df) B 

SE 
B 

β 
t 

(df) 
B 

SE 
B 

β 
t 

(df) 
B 

SE 
B 

β 
t  

(df) 

Overall 

Young .83 .14 .87 
5.99 
(12) 

- - - - - - - - .75 .41 
35.85 
(1,12) 

Old .80 .21 .80 
3.78 
(8) 

- - - - - - - - .64 .57 
14,26 
(1,8) 

Attractive-

ness 

Young .90 .18 .81 
4.91 
(13) 

- - - - - - - - .65 .61 
24.14 
(1,13) 

Old .85 .26 .72 
3.25 
(11) 

- - - - - - - - .51 .74 
1.58 

(1,11) 

Hedonic  
Qualities - 
Stimulation 

Young .40 .10 .44 
3.87 
(12) 

.45 .08 .63 
5.49 
(12) 

- - - - .88 .28 
45.93 
(2,12) 

Old 1.06 .09 1.07 
11.94 

(7) 
- - -   -.36 .14 -.24 

-2.61 
(7) 

.96 .29 
78.52 
(2,7) 

Hedonic  
Qualities - 
Identity 

Young .85 .13 .88 
6.51 
(13) 

- - - - - - - - .77 .39 
42.34 
(1,13) 

Old .71 .18 .78 
3.91 
(10) 

- - - - - - - - .60 .53 
15.25 
(1,10) 

Pragmatic 
Qualities 

Young .54 .18 .65 
2.96 
(12) 

- - - - - - - - .42 .75 
8.74 

(1,12) 

Old .50 .21 .59 
2.39 
(11) 

- - - - - - - - .34 .82 
5.73 

(1,11) 

5.3.3 Intermediate Discussion 

Results showed that the age has an influence on the prediction accuracy of the pro-

posed modelling. To which extent these results are due to the lower memory capacity 

of the older participants cannot be determined as the actual memory capacity has not 

been measured. However, it may have been the case that the older users had more 

difficulties in memorizing their previous judgments and/or in remembering and judg-

ing the interaction correctly, which would consequently decrease the prediction accu-

racy.  

Furthermore, the hypothesis that for systems with no interaction between the mo-

dalities the judgments of the most used modality match to a large extent the judgment 

for the overall system, is supported also by this study.  

5.4 Chapter Discussion and Chapter Summary 

In this chapter, three studies were reported aiming to predict quality ratings of a mul-

timodal system based on the ratings of its individual component modalities. In all 
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three studies, prediction was best for overall and general judgments and judgments 

on the scale Hedonic Quality-Stimulation.  

The poor prediction performance for the scale Hedonic Quality-Identity in Study 

5.1 and Study 5.2 might be explained by the underlying construct measured via this 

scale. As mentioned before the scale Hedonic Qualities-Identity measures a product’s 

ability to express the owner’s self. The room information and management system, 

which was tested in Study 5.1 and Study 5.2 was not developed (and is not available) 

for personal use. Moreover, it was custom tailored for Deutsche Telekom Innovation 

Laboratories (T-Labs). Thus, this system was in none of its versions designed to 

promote self-expression or identification by communicating personal values. Fur-

thermore the test was very task-oriented and goal-oriented. Data confirmed that users 

rated neutral on this scale. The mean differed between 0.3 and 1.2 on a scale from -3 

to 3. 

However, no such explanation can be found regarding the scale Pragmatic Quali-

ties, measuring largely the “classical” concept of usability. This is in line with the 

results reported in Kühnel (2012), who also reports relatively poor prediction per-

formance for this scale in the context of multimodal interaction. Kühnel (2012) hy-

pothesizes that the Pragmatic Qualities sub-scale might not be adequate for multi-

modal interfaces, as she observed prediction to be rather accurate for graphical user 

interfaces. However, the results reported in Study 4.1 indicate that at least regarding 

the (temporal) efficiency, the Pragmatic Qualities scale of the AttrakDiff provides 

reliable results. Though, Kühnel used the short AttrakDiffMini (Hassenzahl & Monk, 

2010), while in the study reported in Chapter 4.1 the long version was used. Still, 

also the studies in the current chapter employed the longer version, nevertheless lead-

ing to relatively poor results. Therefore, it remains unsettled why accurate predictions 

of perceived Pragmatic Qualities are not possible for multimodal systems. The results 

of the above studies imply that the perceived Pragmatic Qualities of a multimodal 

system is not just a simple linear combination of the perceived quality of its individ-

ual components. 

The hypothesis that prediction performance is partially a consequence of the par-

ticipants’ effort to rate consistently was supported. Both the order of the system ver-

sion and the age of the participants (as an indicator of memory capacity) seemed to 

be of influence. The effect of order implicates that repeated measure test designs 

(within designs) have to be considered as critical for evaluation studies.   

Generally, it has to be remarked that for all experiments the sample size was very 

small. More accurate results may have been obtained with a larger sample. Further-

more, all results are based on only one questionnaire. As shown for the scale Hedonic 

Quality-Identity, results are heavily dependent on the appropriateness of the construct 

intended to be measured. 

5.4  Chapter Discussion and Chapter Summary
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However, the results for the overall scales indicate that a rough estimation of a 

multimodal system’s quality is possible, based on the quality of its individual com-

ponents.  

All of the studies imply that the modality usage is crucial. Ratings of the modali-

ties used more often have a larger impact on the ratings for the multimodal system. 

Hence, if also modality choice could be predicted, models should be more accurate. 

This issue, factors influencing modality choice, will be addressed in the following 

chapter. 
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6 What Determines Modality Selection Strategies? - 

Identifying Factors Influencing Modality Selection and 

Perceived Quality  

The following chapter is divided into three sections, each of which focuses on a spe-

cific factor assumed to influence modality selection strategies, as well as perfor-

mance and quality perceptions. Each section reviews relevant previous work in the 

field that provides a theoretical basis for the empirical studies which follow.  

Mobile devices are nowadays equipped with computational power and functionali-

ties comparable to earlier desktop PCs, their immobile counterparts, but offer less 

visual bandwidth due to the small screen size. This trend, together with the major 

improvements in speech recognition accuracy, will likely foster overcoming the re-

luctance to use speech as a fully-fledged input modality. According to Google around 

1 out of 4 search queries on Android devices are entered using Google Voice Search 

(Kincaid, 2011). Although the usage rate is lower for Apple’s iPhone, the implemen-

tation of Google Voice Actions with Android Froyo shows that speech is becoming 

an important input modality for mobile devices. Thus, there is a need to investigate 

when and why users prefer speech over touch or vice versa in order to improve mul-

timodal devices (Kamvar & Beeferman, 2010). 

While multimodal output is a major research topic, e.g. (Prewett et al., 2006; 

Sarter, 2006), research on multimodal input has been focusing on specific modality 

combinations, namely speech-/pen- or speech/gesture input and highly specific tasks 

like spatial-verbal navigation on maps (Cohen, McGee, & Clow, 2000; Oviatt, 2003). 

For these tasks and systems the benefits of multimodality and flexible modality se-

lection strategies are well documented.  

However, for different tasks, for multimodal systems using other input modalities, 

or for systems offering serial (instead of simultaneous) input the findings are less 

clear: For instance, it has been shown that, although multimodality may lead to a 

higher perceived quality, users often do not employ multimodal interaction strategies 

and instead stick to one input modality (Wechsung, Naumann, & Hurtienne, 2009; 

Naumann, Wechsung, & Möller, 2008). Moreover, only few studies explicitly ad-

dress modality selection strategies. Next to predominately exploratory work (Chen & 

Tremain, 2006; Althoff et al., 2003; Lemmelä et al., 2008), the experimental studies 

systematically investigating modality selection have mainly been concerned with 

error-recovery (Chen & Tremaine, 2006; Sturm & Boves, 2005; Suhm, Myers & 

Waibel 2001; Lai, Mitchell, & Pavlovski, 2007). 

Those studies indicate that at least for the initial correction attempt users tend to 

stay in the current modality and do not switch the modality. An explanation might be 

that modality switches require the development of a new problem solving strategy, 

Ina Wechsung, An Evaluation Framework for Multimodal Interaction,
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which involves more cognitive effort than reapplying the same modality and problem 

solving strategy.  

Although some studies provide ambiguous results, a clear advantage of offering 

speech as an additional input modality could rarely be observed. A preference for 

speech was only shown for situations where the visual channel was already occupied. 

For example, Lemmelä et al. (2008) showed that speech is preferred in an in-car 

scenario. Also (Bilici et al., 2000) found speech input to be superior over touch input 

while driving. Rudnicky (1993) reported speech being preferred by the users and 

being more efficient than the other input modalities in situations with limited visual 

feedback. However, if none of the human perception channels is busy due to the 

situational constraints, the majority of studies showed that the most frequently cho-

sen and often also best rated modality is input via the touch screen (Wechsung, Nau-

mann, & Hurtienne, 2009; Naumann, Wechsung, & Möller, 2008; Raisamo, 1999; 

Sturm et al., 2002; Lamel et al., 2002). 

Interestingly, in most of the studies mentioned above an increase of speech input  

was observed for specific tasks. For example, speech was preferred for selecting an 

element out of a very long list (Raisamo, 1999), for entering a long telephone number 

(Naumann, Wechsung, & Möller, 2008), or for searching for specific titles 

(Wechsung, Naumann, & Hurtienne, 2009; Naumann, Wechsung, & Möller, 2008; 

Metze et al., 2009). All these tasks have in common that speech input offered a short-

cut in terms of a reduced number of necessary interaction steps and was thus more 

efficient than the other input modalities. 

According to the findings reported above, the preference of one modality over an-

other seems to be highly dependent on the efficiency of that very modality, situation-

al demands and individual user preferences. Hence, in the following sections, studies 

systematically investigating those three factors are presented. 

6.1 Efficiency 

The assumption of a modality being favoured when more efficient is supported by 

Bilici et al. (2000), who compared text-input to speech input: Speech input was re-

ported to be more efficient and more preferred. It has to be noted that efficiency was 

not systematically varied in this study. The conclusion of speech being preferred if 

more efficient was based on the observation that numbers were less likely to be en-

tered via speech than input requiring more keystrokes (Bilici et al., 2000).  

These findings are opposed by the results of Rudnicky (1993), where speech input 

was the less efficient but most preferred modality compared to keyboard and a scroll-

ing bar. However, efficiency was measured in task-completion time and not in inter-

action steps. Hence, the explanation of the results presented by Rudnicky (1993) 

might be that speech actually was more efficient in terms of interaction steps. Also 

Kamvar and Beeferman (2010) report longer inputs to be less likely being entered 
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with speech in a web search task. However, they used real-life log data and could 

thus not check if input was entered using the copy and paste-function. In this case, 

the GUI would be the most efficient modality in terms of interaction step. 

Hence, although research indicates that shortcuts have an influence on modality 

choice, a systematic investigation is still missing. In view of these findings an initial 

study was conducted, aiming to systematically investigate how many interaction 

steps a shortcut must offer to skip in order to lead to a change in modality selection. 

Furthermore, the influence of efficiency on perceived mental effort was examined. 

Since differences in interacting strategies between expert and novice users are 

well documented (e.g. Kamm, Litman, & Walker, 1998; Lazonder, Harm, & 

Wopereis,  2000; Petrelli, et al. 1997), expertise was taken into account as an addi-

tional variable. 

6.1.1 Study 6.1 

Method 

Participants 

Twenty-six German-speaking subjects voluntarily participated in our study. All par-

ticipants were either PhD students or student workers in the area of human-computer-

interaction. Thus, all of them were assumed to be expert users regarding information 

and communication technology. One of the participants was excluded from further 

analysis as he did not follow the experimenter's instructions. The remaining 25 par-

ticipants were aged between 22 and 39 years (M=29 years, SD= 3 y., 7 female). 

Twelve of them were experts regarding speech dialogue systems, working or having 

previously worked in the area of speech recognition or voice user interface design, 

and were frequently using such systems. The other 13 participants were novice users 

with a different research background (e.g. tactile interaction, brain-computer inter-

faces). These users were using such systems seldom. All of them were familiar with 

virtual keyboards and were regularly using them. 

Material 

The application, a mobile jukebox, was installed on an Android-based smart-phone 

(G1 HTC Dream, cf. Figure 6.1). The available input modalities were touch using the 

virtual keyboard and speech (Nuance Vocon). Speech recognition was started via a 

virtual push-to-talk button. Different types of auditory feedback were implemented 

for the system states  recognition active, match, and no match. The end of the utter-

ance was detected automatically by the recognizer. If more than one result was found 

in the grammar, an n-best list was presented. If only one artist was recognized, a 

direct forwarding to the available tracks and albums took place. If no artist was 

found, a pop-up reading ‘I did not understand you’ was presented. 

6.1  Efficiency
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For input via the virtual keyboard only two scenarios were possible: Either the di-

rect forwarding took place, or a pop-up reading ‘Nothing found’ was shown. Sub-

string search (e.g. just typing QUE instead of QUEEN) was not supported and the 

systems had zero error tolerance; i.e. all misspelled search request were rejected. 

The participants had to search for ten different artists. The length of the artists’ 

names increased by one character from one task to the next. The shortest artist name 

had two characters, the longest had eleven. Thus, the characters plus one (pressing 

the search-button) equalled the minimal number of necessary interactions steps in the 

keyboard conditions. For speech, the minimal number was always one (plus speaking 

the name) as only pressing the push-to-talk button was required. 

To measure perceived mental effort, the SEA-scale (Subjektiv Erlebte An-

strengung; Eilers, Nachreiner, & Hänecke, 1986) was employed. The SEA-scale is 

the German version of the Rating Scale Mental Effort (RMSE also known as the 

SMEQ; Zijlstra & Van Doorn, 1985). The SEA was chosen as it is a lightweight 

instrument shown to have excellent psychometric properties (Sauro & Kindlund, 

2009) even in comparison to more elaborate measures (De Waard, 1996). 

 

Fig. 6.1. Device used in Study 5.3. 

Procedure  

The participants were first asked to answer demographic questions. Although all 

individuals were recruited based on their research background, they were asked to 

self-assess their expertise with spoken dialogue systems. Only subjects where the 

research background and matched the self-assessed expertise were entitled experts. 

Next, the device, the virtual keyboard, the speech control, and the tasks were ex-

plained. For each task, the artists were presented in written and oral form. Every 
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participant received the same order of tasks. The test always started with the shortest 

name (two characters) and ended with the longest (11 characters). The task was ac-

complished if the artist was in the results list or if the page displaying the artist’s 

albums and tracks was shown. If the artist was not in the list, the participants had to 

search again. This was repeated until the name was in the list, or until the artist’s 

page was shown. After each accomplished task, the SEA-scale had to be filled in. 

The participants could choose and switch the input modality at any time. The modali-

ty switches and the number of trials were logged. 

Results 

Perceived Mental Effort  

Regarding the perceived overall mental effort (averaged over all tasks), differences 

between expert and novice users were not observed. When analysing the single tasks 

differences between the user groups were found for Task 7 (8 characters, t (23) = 

1.92, p =.034) and task 10 (11 characters, t (17.57) = 2.53, p =.011). Novice users 

reported higher mental effort than expert users (cf. Figure 6.2).  

 

Fig. 6.2. Perceived mental effort by expertise and task 

Differences were also found between the tasks: Task 6 (7 characters) was per-

ceived as most demanding (F (4.25, 97.83) =4.28, p=.002, cf. Fig. 6.2).  

Task 6 was also the task requiring the most attempts and thus being most error 

prone (F (5.40, 124.28) =3.06, p=.05, cf. Figure 6.3). The number of attempts and the 

perceived mental effort were significantly correlated (Pearson’s roverall (248) = .55, 

p<0.01, Pearson’s rnovice (118) = .53, p<0.01, Pearson’s rexperts (128) = .58, p<0.01).  
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Furthermore, participants using more speech tended to report less mental effort 

(Pearson’s roverall(26)= -.32, p =.056, Pearson’s rnovice (14) = -.31, p=.140, Pearson’s 

rexperts(12) =-.48, p=.059).  

No correlation was shown between perceived mental effort and the number of 

characters.  

 

Fig. 6.3. Number of attempts by expertise and task 

Interaction Steps and Modality Selection  

The modality selection strategy for the first attempt did not differ significantly be-

tween the first three tasks. For Task 4 (5 characters) speech usage increased and 

stayed similar for the last six tasks (cf. Fig. 6.4). Thus, if the speech short-cut offered 

to skip at least four interaction steps the modality selection strategy changed resulting 

in an increase of speech usage (McNemar Test: χ² (1, N=25) = 2.77, p=.002).  

 

Fig. 6.4. Number of participants choosing GUI (touch) for first attempt by task. Dotted line 
displays tasks differing in modality selection strategy. 
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A separate analysis of expert and novice users revealed that for experts the thresh-

old is one interaction step lower: The shortcut needs to offer only three interaction 

steps that can be skipped to significantly change the modality preference (cf. Table 

6.1). For novice users the results are ambiguous: Although the modality selection 

strategy switched after Task 3 (4 characters), another switch was observed before and 

after Task 6 (7 characters). 

Table 6.1.  Results for modality selection strategies by expertise and task. 

Task 

Expert Novice 

% Speech 
(N) 

% Touch 
(N) 

χ² 
(p) 

% Speech 
(N) 

% Touch 
(N) 

χ² 
(p) 

1 
(2 char.) 

58.3 
(7) 

41.7 
(5) 

.33 
(.387) 

53.8 
(7) 

46.2  
(6) 

.077  
(.500) 

2 
(3 char.) 

66.7 
(8) 

33.3 
(4) 

1.33 
(.194) 

69.2 
(9) 

30.8  
(4) 

1.92 
(.134) 

3 
(4 char.) 

83.3 
(10) 

16.7 
(2) 

5.33 
(.015)* 

61.5 
(8) 

38.5  
(5) 

.69 
 (.291) 

4 
(5 char.) 

100 
(12) 

0 
(0) 

- 
84.6 
(11) 

15.4 
(2) 

6.23 
(.011)* 

5 
(6 char.) 

100 
(12) 

0 
(0) 

- 
84.6 
(11) 

15.4 
(2) 

6.23 
(.011)* 

6 
(7 char.) 

100 
(12) 

0 
(0) 

- 
69.2 
(9) 

30.8  
(4) 

1.92 
 (.134) 

7 
(8 char.) 

100 
(12) 

0 
(0) 

- 
84.6 
(11) 

15.4 
(2) 

6.23 
(.011)* 

8 
(9 char.) 

91.7 
(11) 

8.3 
(1) 

8.33 
(.003)* 

84.6 
(11) 

15.4 
(2) 

6.31 
(.011)* 

9 
(10 char.) 

100 
(12) 

0 
(0) 

- 
76.9 
(10) 

23.1 
(3) 

3.77 
(.046)* 

10 
(11 char.) 

100 
(12) 

0 
(0) 

- 
76.  
(10) 

23.1 
(3) 

3.77 
(.046)* 

Note. *p<.05 

Task Success and Modality Switches  

The majority of participants did not change the input modality after the first unsuc-

cessful attempt. Even after the second unsuccessful attempt, a multitude of partici-

pants did not switch the input modality. If a third attempt was necessary, nearly all 

participants switched the modality. This pattern was the same for expert and novice 

users (cf. Table 6.2). Interestingly none of the novice users needed a fourth attempt. 
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Table 6.2. Modality switches for additional attempts by expertise. 

% of Modality Switches 
Expert Novice 

M SD M SD 

1
st

 to 2
nd

 attempt 27.3 38.9 40.2 42.3 

2
nd

 to 3
rd

 attempt 75.0 41.8 64.3 47.6 

3
rd

 to 4
th

 attempt 100 0 - - 

Intermediate Discussion  

The results show that perceived mental effort is hardly affected by expertise but 

strongly related to effectiveness (task success). Moreover, speech input tends to re-

duce cognitive load. However, it was shown that task success (number of attempts) 

and mental effort are closely related. Therefore, the correlation between speech usage 

and mental effort may be confounded with task success. This was confirmed in a 

post-hoc analysis: A partial correlation between speech usage and mental effort with 

task success as a control variable showed no significant effect. 

Also for modality selection, the number of necessary interaction steps is more rel-

evant than expertise. In more detail, the results indicate that if at least three to four 

interaction steps can be skipped, speech is strongly preferred over touch. An influ-

ence of effectiveness on modality selection could be shown, but mainly if a modality 

failed more than twice. After switching the modality once (from keyboard to speech), 

participants tend to stick to that modality, aiming for some kind of internal interac-

tion consistency. Thus, in the current study the most important factor is the number 

of interactions steps.  

A point of criticism about the study is that participants could anticipate the in-

crease of necessary interactions steps as the order of tasks was not randomized and 

the length of the artists’ names increased by one character for each task. If this in-

crease would have been less apparent the threshold probably would not have been 

this clear. Moreover, the virtual keyboard of the used device is rather small; a more 

convenient option may have led to a higher threshold. 

Additionally, all of the participants were researchers in the area of human-

computer-interaction and can hence be seen as a very specific user group.  

To overcome these limitations and verify the initial results from Study 6.1, a fol-

low-up study was conducted. In this study, a physical keyboard was included, the 

tasks were randomized and the user group was not limited to HCI researchers. 

6.1.2 Study 6.2 

Method 

Participants  
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Thirty-four German-speaking subjects (M = 25 years, SD = 5 y, 13 female) partici-

pated in the study. In return, they received small gift. The majority of participants 

were students of various disciplines like engineering, phonetics, business, etc. None 

of them had any experience with the application. Half of the participants were of-

fered speech and virtual keyboard as input modalities. The other half was instructed 

to use either the physical keyboard or speech. 

Material 

The device and application were the same as in Study 6.1. But in this study, also the 

physical keyboard was used. 

The participants’ task was to search for ten different artists. The length of the art-

ists’ names varied between three and 12 characters16.  

All artist names were either German names or names easy to pronounce for Ger-

mans. The names were: PUR, Juli, Heino, Markus, Madonna, Nazareth, Kraftwerk, 

Extrabreit, Fettes Brot, Revolverheld. 

To measure perceived mental effort, again the SEA-scale (Eilers, Nachreiner, & 

Hänecke, 1986) was employed. 

Procedure 

The procedure was the same as in Study 6.1 except for the order of tasks, which was 

randomized in this study.  

Results 

Perceived Mental Effort 

Regarding the SEA-scale values, neither differences between the tasks (F(3.44, 

106.81) = 1.06, p =.390, part. eta²=.033) nor an interaction effect between task and 

keyboard condition (F(3.44, 106.81) = 1.44, p =.233, part. eta²=.044) could be ob-

served. For keyboard a main effect was shown: the condition with the virtual key-

board was rated as more effortful, F(1,31)= 5.31, p  = 0.28, part. eta² = .146.  

The SEA-scale was filled in only once after the successful task completion. In 

Study 6.1, it was observed that effectiveness (task success) had a major influence on 

mental effort. To control for this effect and to investigate if speech usage “per se” 

reduces cognitive load, SEA-values of tasks not being solved in the first trial were 

excluded.  

                                                           
16 To verify that the results of Study 6.1 are not dependent on the artist names, different names 
were used. In the application’s database, only one artist name was two characters long (U2). 
Hence, for Study 6.2 the names varied between 3 and 12 characters, and not as in Study 6.1 
between 2 and 11 characters. 
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A correlation between speech usage and perceived mental effort could not be ob-

served, Pearson’s roverall(10) = .25, p  = .252, Pearson’s rvirtual(10) = -.22, p = .271, 

Pearson’s rphysical(10) = .48, p = .079. This may have been caused by a trade-off be-

tween the task requirements and speech usage: longer names are more complex and 

might thus be more demanding to process. At the same time speech usage is correlat-

ed with the length of the names (cf. Section Interaction Steps and Modality Selec-

tion). Thus, the higher complexity of the longer names might have masked an effect 

for speech usage on mental effort. Hence, a partial correlation (pr) between modality 

usage and perceived mental effort was calculated, controlled for the length of the 

names resp. the necessary interaction steps. But again no significant results were 

obtained, proverall = -.33, p = .196, prvirtual = -.25, p = .259, prphysical =.04, p  = .457. 

Interaction Steps and Modality Selection 

In both conditions, a correlation between interaction steps and modality usage was 

observed, Pearson’s roverall (10) = .88, p = .000. The more interaction steps necessary 

in the keyboard condition, the more participants selected the speech input (cf. Fig. 

6.5). The correlation was slightly higher for the condition with virtual keyboard than 

for the condition with physical keyboard, Pearson’s rvirtual(10) = .76, p = .005, Pear-

son’s rphysical(10) =.72, p = .009).  

 

 

Fig. 6.5. Speech usage for first trial by length of artists’ names (necessary interaction steps) 
and keyboard condition 

To ensure that not efficiency in terms of task duration (instead in terms of interac-

tion steps) caused these results, partial correlations controlling for task duration were 

calculated. Except for the condition with physical keyboard, the results support the 

hypothesis that the necessary interaction steps, and not the task duration, determine 

modality selection, proverall = .66, p = .027, prvirtual = .77, p = .008, prphysical =.43, p = 
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.123. Moreover, task duration was positively correlated with speech usage overall 

(including both conditions) and for the condition with physical keyboard, Pearson’s 

roverall(10) = .89, p = .000, Pearson’s rvirtual(10) = .30, p  = .197, Pearson’s rphysical (10) 

=.73, p = .008. When applying partial correlation between speech usage and task 

duration controlling for interaction steps, the correlation vanished, proverall = .26, p = 

.26, prvirtual = -.33, p = .19, prphysical =.45, p = .115. Thus, efficiency in terms of task 

duration had no influence on modality selection. 

 

Fig. 6.6. Correlations between number of participants using speech in the first trial and length 
of artists’ names (resp. minimum of necessary interaction steps) by keyboard condition. Lines 

displays regression lines. 

To compare the magnitude of the increase in speech usage with increasing number 

of interaction steps, linear regression was applied for both conditions separately (vir-

tual vs. physical keyboard). As expected, the regression slope was higher for the 

condition with virtual keyboard than for the condition with physical keyboard (cf. 

Fig. 6.6). However, the confidence intervals of the regression coefficients B (which 

are equivalent to the slope of the regression line) did overlap. Thus, the difference in 

slope was not significant (Table 6.3). 
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Table 6.3. Results of linear regression analyses. Dependent variable: percentage of speech 
usage. Independent variable: length of names (resp. necessary interactions steps). 

 Virtual Keyboard Physical Keyboard 

SE B 2.96 (.89) 1.99 (.67) 

CI for B lower bound .90 .45 

CI for B upper bound 5.01 3.53 

ß .76** .72** 

R² (Adjusted R²) .58 (.53) .53 (.47) 

Note.**p<.01 

In a next step, χ²-tests were calculated to determine the exact threshold of a prefer-

ence for speech (cf. Figure 6.5). For both conditions, only for the task with the short-

est artist name (3 char.), the keyboard was slightly preferred over speech (χ²overall (1, 

N=34) =2.94, p = .043) whereas for all other tasks, speech and keyboard were used 

equally frequently.  

A separate analysis for the different keyboard conditions showed that with virtual 

keyboard, speech and keyboard are used equally often for the names between three 

and ten characters. If the artists’ name was longer than ten characters, speech was 

significantly preferred, 11 characters: χ²virtual (1, N= 34) = 4e.77, p = .029/ 12 charac-

ters: χ²virtual (1, N = 34) = 2.88, p  = .045. The virtual keyboard was used equally as 

often as speech for eight of the tasks, but was never significantly preferred in this 

condition.  

In the physical keyboard condition, the keyboard was significantly preferred over 

speech for the task with the shortest name, 3 characters: χ²virtual (1, N = 34) = 2.88, p = 

.045. For all other tasks the modality usage pattern was the same. In this condition 

speech, although it was used equally often for the majority of tasks, was never signif-

icantly preferred over keyboard. 

Task Success and Modality Switches  

Our results are in line with the observation in Study 6.1: After the first task failure, 

the majority of participants (71 %) did not switch the modality (Wilcoxon Z = 2.21, p 

=. 027). After the second task failure, the frequency of switches equalled the fre-

quencies of non-switches (Wilcoxon Z = .33, p =. 739). 

Intermediate Discussion  

The results confirm the earlier findings of Study 6.1: Modality selection is strongly 

influenced by the number of necessary interaction steps. Furthermore, task failure in 

one modality does not immediately result in switching to the other modality.  

Thus, for longer inputs speech is advantageous over keyboard input. This prefer-

ence for speech was stronger for virtual keyboard than for physical keyboards. As 
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physical keyboard are more and more replaced by virtual keyboards, speech input 

might get more popular. 

However, the threshold of speech being preferred over keyboard was higher than 

in the first study. A possible explanation is the task order: In Study 6.1, participants 

could anticipate that the required inputs get longer each task. Thus, they could be 

sure that, once they switched from GUI to speech, for all the following tasks speech 

input offers a clear shortcut. This means, they could be sure that they did not have to 

switch the modality again for very short artist names. In addition, the different sam-

ple of participants may have caused an increase of the threshold. Whereas the previ-

ous study included only HCI researcher, the current study tested a wider range of 

users (although most of them were students). It may be the case that HCI researchers 

are more familiar to systems offering speech input and are thus less hesitant to use it.  

Both reported studies imply that the number of necessary interaction steps is cru-

cial for modality choice. However, in both of the studies only text and not numbers 

had to be entered. Since research reports that numbers are less likely to be entered via 

speech (Bilici et al. 2000), the results may have been different for telephone numbers 

instead of artists.  

Furthermore, the context of the usage situation was not considered: Even if speech 

input offers shortcuts, privacy concerns or parallel tasks might deter users from using 

speech input when using the device in public. Thus, in the following section the in-

fluence of such situational demands will be examined. 

6.2 Situational Demands 

Besides the classical usability metrics of efficiency and effectiveness discussed 

above, other relevant factors which have been identified are the setting, the domain 

(Kamvar & Beeferman, 2010), the task (Chen & Tremaine, 2006), and the prior 

knowledge about the system (Jokinen & Hurtig, 2006).  

Althoff and colleagues (2003) showed that in an automotive setting, speech is the 

dominant input modality whereas in a desktop environment keyboard was preferred. 

Nevertheless, it is not clear if their results are actually due to the different settings or 

due to other factors e.g. the different task types they employed: In the desktop setting 

users had to carry out navigational tasks, while in the automotive setting an enter-

tainment system had to be controlled while driving in a simulator. However, in the 

automotive setting, the task of driving, obviously leads to a strong preference of 

speech. For instance, Lemmelä et al. (2008) report that speech is preferred over ges-

tures in an in-car scenario, whereas gestures are preferred while walking. 2D ges-

tures, the input method requiring the most visual attention, were in both scenarios 

rarely used. 
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Regarding the domain, as one might expect, the likelihood of speech input de-

creases for topics which are considered as confidential or private domain (Kamvar & 

Beeferman, 2010).  

Evidence for the influence of task type is provided by a study by Chen and Tre-

maine (2006). In a test set-up using an audio browser, they report in line with Althoff 

et al. (2003), that navigational task tend to be less likely being performed via speech 

than other tasks. Also, Gong (2003) reported task-specific modality preferences 

(speech vs. stylus) when interacting with a PDA: Again for navigation, stylus was 

preferred over speech. In a study by Jokinen and Hurtig (2006), the stated modality 

preference differed depending on the prior knowledge about the system. Participants 

received either the information that the tactile modality is supplemental to the speech 

modality, or that speech is supplementing the tactile modality. Both groups preferred 

the respective supplemental modality. 

The majority of the studies including situational demands (Chen & Tremaine, 

2006; Althoff et al., 2003; Lemmelä et al. 2008) were of exploratory character. Cox 

and colleagues (2008) provide a controlled experiment: To imitate a situation with 

the visual channel being busy (e.g. walking or driving) they offered only limited 

visual feedback for a text creation task and found speech being preferred over key-

board. It has to be noted that the crucial aspect for (visual) mobile interaction might 

not only be that the visual feedback is limited due to small displays, but that the visu-

al channel might get overloaded and that visual attention needs to be shared with 

other concurrent tasks, e.g. walking. 

In summary, situational demands seem to influence modality choice and are often 

related to the allocation of attentional resources. This assumption is supported by 

cognitive theories (Baddeley & Hitch, 1974; Baddeley, 1992, 2003; Paivio, 1986, 

Wickens, 1984, 2002) proposing multiple resources for different sensory modalities 

which may be helpful in explaining the findings above (cf. Chapter 2.2).  

Those theories assume multiple cognitive resources and imply that attention can 

be shared between tasks if the tasks refer to different resources. All three models 

differentiate between modality-specific subsystems. E.g. Paivio (1986) proposes two 

different long term storage systems for verbal and non-verbal information. Badde-

ley’s (Baddeley & Hitch, 1974; Baddeley, 2003) model of the working memory has 

in its original version three different, capacity-limited components:  

 the phonological loop, processing verbal information,  

 the visual-spatial sketchpad, the short-term storage system for visual and spatial 

information, and  

 the modality-unspecific central executive, which is a general processing capacity 

controlling the two aforementioned sub-systems and additionally dividing and 

switching attention.  
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To link these subsystems, another component, whose function initially was as-

cribed to the central executive, was later added, namely the episodic buffer. It serves 

to integrate information from different sensory modalities into one coherent experi-

ence or episode. Regarding the two different modules, visual sketchpad and phono-

logical loop, the theory predicts that visual-spatial information can still be processed 

when the phonological loop is occupied (Mayer & Moreno, 1998). However, the 

theory is less specific for other situations where different perceptual channels are 

employed. For example, auditory-verbal information is supposed to be ’recorded’ on 

the phonological loop automatically, whereas verbal information presented visually 

(e.g. text) might also enter the phonological loop, if it is recoded into phonological 

code by silent sub-vocalisation (Baddeley, 1992). The Multiple Resource Theory 

proposed by Wickens (1984) would make the same prediction regarding the parallel 

processing of visual-spatial (e.g. driving) and phonological information (e.g. listen-

ing). However, while Baddeley mainly specifies the influence of the (later) pro-

cessing codes, Wickens also differentiates perceptual modalities. Here, auditory and 

visual input refer to different perceptual resources, although they might use the same 

cognitive resources on later stages in processing, since the different perceptual mo-

dalities might lead to the same internal representation or code, as already explained 

for spoken and written text.  

These theories can be especially helpful when designing mobile systems, as the 

aforementioned situational demands of (mobile) interaction can be taken into ac-

count. However, these theories apparently have mainly been employed for investigat-

ing and designing multimodal output for in-car or in-cockpit scenarios (Sarter, 2006). 

In this section, they are applied to multimodal input, adapting the parallel-task para-

digm from cognitive psychology.  

6.2.1 Study 6.3 

The purpose of the current study is to investigate multimodal input from the user and 

the predictions based on the previous work of Baddeley (1992) and the Multiple Re-

source Theory (Wickens, 1984). Specifically, it was aimed to simulate shared visual 

or auditory attention, which is characteristic for mobile situations, through a second-

ary task. It was expected that a task requiring visual attention will decrease perfor-

mance and increase mental effort while using touch input, and that a task requiring 

auditory attention will decrease performance and increase mental effort while per-

forming speech input. These predictions are derived from the Multiple Resource 

Theory: The touch interaction is visual demanding, as the screen is the input modali-

ty, and should thus interfere with the visual secondary task. On the other hand, 

speech input is auditory demanding and should then interfere with the auditory sec-

ondary task. If participants are free to choose an input modality, speech should be 
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used more often in the visual attention condition than in the auditory attention condi-

tion, while for touch the results should be vice versa. 

Moreover, the study investigated the influence of situational demands on per-

ceived quality. Hassenzahl et al. (Hassenzahl, Kekez, & Burmester, 2002) showed 

the influence of different usage situations on global quality ratings. For different 

usage modes, i.e. goal mode vs. non-goal mode, different qualities determine a prod-

uct’s overall appeal. Whereas the influence of  a systems non-functional hedonic 

qualities (e.g. novelty) was constant in both modes, the influence of the functional 

pragmatic qualities (efficiency) on overall appeal differed between the modes. Prag-

matic qualities were less important in the non-goal mode, where no task had to be 

accomplished, compared to the goal mode, where the system was used to complete a 

certain task. Accordingly, the judgments of hedonic qualities were expected to be 

more or less stable, which means that an interaction effect between secondary task 

and input modality of the primary task was not expected for hedonic qualities. Still 

the input modalities may differ regarding their perceived hedonic quality. Pragmatic 

qualities refer to usability-related attributes like efficiency and effectiveness. If the 

secondary task is presented in the same modality as the input quality, the efficiency 

and effectiveness of the system should be impaired. Hence, lower ratings for prag-

matic qualities were expected in the same modality conditions compared to the cross-

modal conditions. 

Method 

Participants  

Twenty-four German-speaking subjects participated in our study. To control for pre-

vious experience with the input modalities, it was stated in the invitation that only 

persons without experience with spoken dialogue systems could participate, whereas 

prior experience with touch input was permitted. Those criteria were chosen, as expe-

rience with touch screen is more or less unavoidable. Speech input, on the other 

hand, is becoming more popular, but only few people in our subject database use it 

frequently. However, five of the invited subjects did not meet the criteria according 

to the information they provided in the introductory questionnaire and were excluded 

from further analysis. The remaining participants were aged between 23 and 33 years 

(M = 25.8 years, SD = 2.4, 10 female). The majority of participants were students. 

None of them had any experience with the application used in the test.  

Design  

In a 2x3 design the factors secondary task (visual vs. auditory) and input modality 

(speech vs. touch vs. multimodal) were manipulated. Secondary task was a between 

factor with nine participants in the auditory condition and ten participants in the visu-

al condition; input modality was a within (repeated measurements) factor. All partic-
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ipants were presented with two unimodal blocks, speech input and touch input, and a 

multimodal block, where they could freely choose the input modality. The order of 

the two unimodal blocks was alternated for each participant. The multimodal block 

was always presented at the end, in order to have the participants trained on each 

input modality. 

Device  

The application and the device were the same as in Study 6.1 and Study 6.2. Howev-

er, for this study an additional push to talk-button was implemented on the back of 

the device. Aim was to prevent the potential visual load imposed by the virtual push 

to talk-button. Furthermore, output was presented via additional loudspeakers, as the 

devices’ internal loudspeakers were rather weak. None of the auditory feedback pro-

vided for the speech interface was similar to the stimuli of the secondary task de-

scribed later. Visual output was always available, as the display was not turned off in 

the speech block. In addition, auditory feedback, like the music that had to be played 

in the last set of interaction tasks (see next section), was always presented. Thus, 

output was multimodal in all conditions, and just the input modalities were varied.  

Primary Tasks 

Overall, 13 different tasks grouped into three types had to be carried out. Amongst 

them were four menu navigation tasks requiring to switch the different hierarchy 

levels in the music library, and after each level to go back to the main menu. In order 

to keep memory load due to memorizing the instruction as low as possible, the first 

task was on the first level, the second task was on the second level and so on. The 

next task was searching for five specific entries in the library. Again, to prevent 

memory load they had to enter the search terms ’first’, ’second’, ’third’, ’fourth’, 

’fifth’. The last group of tasks dealt with controlling the music player, namely to call 

the commands ’play’, ’next’, ’shuffle’ and ’stop’. The tasks were presented in this 

order to ensure a logical, easy to remember sequence. 

Secondary Tasks  

The secondary task was a “go/no-go task” requiring selective attention. In random 

intervals between three and five seconds, either the target stimulus or the distractor 

was presented for 500 ms, and the participants were instructed to hit a button when-

ever the target appeared, and to inhibit a reaction when the distractor was presented. 

In the visual condition, the target was a black circle and the distractor a black square; 

in the auditory condition, a high tone (1000hz) was the target stimulus and a low tone 

(200hz) was the distractor stimulus. The visual stimuli were presented on a 20 inch 

computer screen. Participants sat centred to the screen with circa 60 cm distance. The 

size of the square stimuli was 3x3 cm, the circle had a diameter of 3 cm. One loud-
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speaker, placed centrally (above the screen), was used for the presentation of the 

auditory stimuli. The loudness level was around 72 dB(A) at the participant’s posi-

tion. 

The go/no-go task was chosen, as it requires sharing attention with the primary 

task, a typical demand in mobile interaction. The memory load induced by this kind 

of task is relatively low: In both conditions, only two simple rules (‘if target press; if 

not target do not press’) had to be maintained (Redick et al., 2011). Another reason 

for the go/no-go task was that it could be easily adapted for both perceptual modali-

ties.  

Measures  

As measures for interaction performance (primary task), task completion time and 

percentage of successful first trials were used. As measures of performance in the 

secondary task, the reaction times and accuracy (the percentage of correct responses 

among all responses) were assessed. Reaction times were logged within the program.  

Modality choice in the multimodal block was recorded online by the experimenter. 

For each task the modality (or combination of modalities) chosen by the participant 

was annotated. As in the previous studies, mental effort was measured using the 

SEA-scale (Eilers, Nachreiner, & Hänecke, 1986). To assess retrospective judgments 

of the perceived quality of the interaction, the Attrakdiff Mini (Hassenzahl & Monk, 

2010) had to be filled in. This questionnaire is a short version of the AttrakDiff (Has-

senzahl, Burmester, & Koller, 2003) which has already been described in the previ-

ous studies of this thesis. Ratings were collected on all scales of the AttrakDiff Mini, 

which are Attractiveness, Hedonic Qualities-Stimulation, Hedonic Qualities-Identity 

and Pragmatic Qualities. The two hedonic scales were merged into one, as no hy-

potheses for the sub-aspects of hedonic qualities were formulated. 

Procedure 

One session took between 90-120 minutes and was conducted in a laboratory setting. 

At first, the participants were requested to answer a short questionnaire to collect 

demographic information and previous experience with the input modalities. 

After that, the device, the application, the different input modalities, and the sec-

ondary task were explained. Both tasks should be performed as well as possible, but 

the interaction task was prioritized. The general explanations were followed by a 

training phase for the secondary task, and a successive training phase for the input 

modality and the first set of interaction tasks. The specific instructions for the train-

ing phases were presented verbally and in writing. After each training phase, the 

participant was asked if he/she had understood the instructions and was feeling able 

to follow them. If the participants answered those questions positively, the first set of 

interaction tasks had to be carried out, while simultaneously performing the go/no-go 

6  What Determines Modality Selection Strategies?



117 

task. When the first set of interaction tasks was finished, the SEA-scale and the At-

trakDiff Mini had to be filled in. Then, the next set of interaction tasks were trained 

and after that performed by the participants along with the secondary task. Again, the 

questionnaires were presented. Next, was the training for the last set of interaction 

tasks. Once more, the interaction tasks and the secondary task had to be carried out 

and the questionnaires had to be filled in. This procedure was the same for all input 

modalities. An example procedure for a participant with auditory secondary task, is 

displayed in Figure 6.7. In the multimodal block, participants were told that they 

could freely choose or switch the input modality at any time. For each interaction 

task, participants had three attempts. After the third unsuccessful attempt, the task 

was cancelled and the next task was carried out. 

 

 

Fig. 6.7. Procedure for one participant with auditory secondary task and the order touch, 
speech and multimodal input. 

Results 

In this section, results are reported. If a specific assumption was formulated a-priori 

(see. Section 6.2.1) one-tailed p-values are reported. For all other results, two-tailed 

p-values are presented. 

Modality Choice  

A mixed model Analysis Of Variance (ANOVA), with secondary task (visual vs. 

auditory) as between factor and with input modality (touch vs. speech vs. multimod-

al) as within factor, showed a main effect for input modality. In the multimodal con-

dition, touch was the most frequently used modality, followed by a combination of 

the modalities. Speech was least frequently chosen, Mspeech = 1.58, SDspeech = 2.19, 
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Mtouch = 6.95, SDtouch = 2.32, Mmultimodal= 4.47, SDmultimodal= 1.22, F(2,34) = 26.60, ptwo-

tailed<.01, part. eta² = .610. A Sidak-corrected post-hoc test showed significant differ-

ences between all three possible input modalities (ptwo-tailed <. 01). Additionally, an 

interaction effect in the expected direction was observed, F(2,34)= 2.76, pone-tailed 

=.034, part. eta² = .140. Speech was less often chosen with auditory secondary task 

than with visual secondary task. Results for touch are vice versa (cf. Fig. 6.8). 

 

 
Fig. 6.8. Modality choice in multimodal block by secondary task. 

Primary Task - Task Duration  

The durations for all tasks were averaged for each input modality. Again a mixed 

model Analysis Of Variance (ANOVA) was calculated; the results showed a main 

effect for input modality, Mspeech = 75.00, SDspeech = 12.81, Mtouch = 67.93, SDtouch = 

17.92, Mmulti = 50.89, SDmulti =17.85, F(2,34)=11.95, ptwo-tailed < .01, part. eta2= .413. 

Post-hoc tests with Sidak correction revealed the task duration in the multimodal 

block to be significantly shorter than in the unimodal blocks (touch: ptwo-tailed = .02, 

speech: ptwo-tailed <.01). Neither a main effect for secondary task type nor an interac-

tion effect between input modality and secondary task type was observed for task 

duration. 

Primary Task - Task Success  

The number of successful first trials was counted for each test block. The results 

showed a main effect for input modality, Mspeech = 10.52, SDspeech = 1.74, Mtouch = 

10.74, SDtouch = 1.82, Mmulti = 11.63, SDmulti =1.26, F(2,34)=3.54, ptwo-tailed = .040, 

part. eta2= .172. A Sidak-corrected post-hoc test indicated that participants were 

marginally more successful in the multimodal condition than in the speech condition 

(ptwo-tailed=.069). Moreover, a marginally significant interaction effect between input 
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modality and secondary task was observed, F(2,34)=2.35, pone-tailed = .055, part. eta2= 

.122. In line with our assumptions, performance in the speech block was worse with 

the auditory secondary task than with the visual secondary tasks. For touch input, the 

visual secondary task decreased task success compared to the auditory secondary task 

(cf. Figure 6.9). A main effect for type of secondary task was not shown. 

 

Fig. 6.9. Number of successful performed primary tasks with first attempt by secondary task 

and input modality 

Secondary Task - Reaction Times 

Regarding the reaction times, a main effect for input modality was observed, Mspeech = 

.80, SDspeech = .17, Mtouch = .93, SDtouch = .26, Mmulti = .85, SDmulti = .26, F(2,32) = 3.29, 

ptwo-tailed = .050, part. eta2 = .171. Reaction times were significantly shorter in the 

speech condition than in the touch condition (ptwo-tailed = .014). 

Also, the type of secondary task had an effect with faster reactions for the visual 

secondary task compared to the auditory task, Mauditory= .97, SDauditory= .27, Mvisual 

=.77, SDvisual= .14, F(1,16)=7.27, ptwo-tailed = .016, part. eta2= .312. 

Contrary to our expectation, an interaction effect between input modality and type 

of secondary task could not be observed. 

Secondary Task - Accuracy  

For accuracy, a main effect for input modality was observed, Mspeech = 81.48, SDspeech 

= 12.94, Mtouch = 83.69, SDtouch = 10.62, Mmulti =89.19, SDmulti = 11.26, F(2,32) = 4.35, 

ptwo-tailed =.021, part. eta2= .214. A post-hoc test with Sidak correction showed a sig-

nificantly higher accuracy in the multimodal condition compared to the speech condi-

tion (ptwo-tailed= .013).  

Here, the expected interaction effect between input modality and secondary task 

could be observed (F(2,32)= 2.48, pone-tailed=.050, part. eta2= .129). The auditory 
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secondary task was completed with higher accuracy in the touch condition compared 

to the speech condition. For the visual secondary task, the results were vice versa (cf. 

Fig. 6.10). A main effect for type of secondary task was not observed.  

 

 

Fig. 6.10. Percentages of correct responses in secondary task by secondary task and input 

modality 

Perceived Mental Effort  

Perceived mental effort differed within the test blocks, Mspeech = 68.74, SDspeech = 

40.50, Mtouch = 67.23, SDtouch = 37.76, Mmulti = 37.67, SDmulti = 35.94, F(2,34) = 10.42, 

ptwo-tailed < .01, part. eta2= .380. The Sidak corrected post hoc test revealed speech 

(ptwo-tailed < .01) and touch (ptwo-tailed < .01) to be significantly more demanding than 

the multimodal block. Moreover, the predicted interaction between input modality 

and type of secondary task could be shown, F(2,32)= 3.30, pone-tailed=.025, part. eta2= 

.163. The speech condition was perceived as less straining with the visual secondary 

task, whereas the touch condition was less straining with the auditory secondary task 

(cf. Fig. 6.11). A main effect for type of secondary task was not observed. 
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Fig. 6.11. Perceived mental effort by secondary task and input modality 

Perceived Quality  

Regarding the overall quality, the Attractiveness scale of the AttrakDiff, no main 

effects and only a marginal interaction effect was observed (cf. Table 6.4). As pre-

dicted, no effect was shown for the scale Hedonic Qualities. Regarding the Pragmatic 

Qualities, a main effect for input modality and an interaction effect between input 

modality and secondary task was found (cf. Table 6.4). Means and standard devia-

tions are presented in Table 6.5.  

Table 6.4 Analysis of Variance for AttrakDiff ratings 

Note. † Signifies two-tailed p-values, all other p-values are one-tailed.*p<.05, **p<.01 
  

 Attractiveness Pragmatic Qualities Hedonic Qualities 

Source 
F 

(df) 
p 

part. 
eta² 

F 
(df) 

p 
part. 
eta² 

F 
(df) 

p 
part. 
eta² 

Input modality 
1.60 

(2,34) 
.216† .086 

10.90 
(2,34) 

<.001** .392 
1.63 

(2,34) 
.105 .087 

Secondary task 
.17  

(1,17) 
.689† .010 

.07 
(1,17) 

.792† .004 
.09 

(1,17) 
.764† .005 

Secondary task 
x input modality 

2.33  
(2, 34) 

.113† .121 
5.03 

(2,34) 
.012* .228 

1.23 
(2,34) 

.153 .067 
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Table 6.5. Ratings on AttrakDiff (Min. -3/Max. 3) by secondary task and input modality 

Input modality Secondary task 
Attractiveness Pragmatic Qualities Hedonic Qualities 

M SD M SD M SD 

Speech 
auditory .59 .87 .57 .59 .19 1.19 

visual .80 .84 1.10 .92 .18 .51 

Touch 
auditory .85 .72 1.39 .62 -.13 1.16 

visual .68 .63 .96 .67 -.08 .73 

Multimodal 
auditory .74 .76 1.48 .66 -.05 .85 

visual 1.08 .61 1.59 .60 .17 .72 

Intermediate  Discussion  

Based on the Multiple Resource Theory (Wickens, 1984) it was assumed that touch 

input via GUI, a spatially-visually demanding modality, interferes more with a visual 

secondary task than with an auditory secondary task. Vice versa results were ex-

pected for speech input, an auditory-verbally demanding input modality. The inter-

ference should be present for modality choice and performance measures as well as 

for questionnaire ratings of mental effort and perceived Pragmatic Qualities. Cross-

modal conditions (speech input paired with visual secondary task and touch input 

paired with auditory secondary task) should be beneficial compared to the respective 

same modality conditions. In terms of modality selection strategies, an auditory sec-

ondary task was assumed to foster usage of the GUI while a visual secondary task 

was assumed to lead to a higher proportion of speech input.  

The results are largely in line with our expectations. For modality choice, task 

success, accuracy, mental effort and pragmatic qualities, the expected effects could 

be shown. However, for task success the results were only marginally significant. 

Only for reaction times (in the secondary task) and task duration (in the primary task) 

the expected effects could not be shown. Thus, predictions based on Multiple Re-

source Theory seem to be as reliable to multimodal input as they are for multimodal 

output.  

The results regarding the perceived qualities show that, as observed by Hassenzahl  

et al. (2002), perceptions of hedonic qualities are relatively stable. Apparently, users 

can distinguish quite well between the pragmatic value or usefulness of available 

input modalities and the hedonic qualities of a device. That means, participants seem 

to rate the hedonic properties of an interface independently from a product’s suitabil-

ity for a specific situation. Judgments of pragmatic qualities are less stable: If an 

interface’s properties do not comply with the situational demands, the perceived 

pragmatic qualities will decrease.  

However, it is reasonable to assume that not only the speech condition required 

processing of verbal code, but that also the touch condition did as the GUI was la-
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belled verbally. Still, performance in the touch condition was more affected by the 

visual secondary task than by the auditory one. This observation provides evidence 

for Wickens (1984), assuming that perceptual modalities indeed refer to different 

resources, although they might be transformed into identical processing codes (i.e. 

the internal representation of the written word ’apple’ is the same as for the spoken 

version of that word). Moreover, the multimodal condition, where users could adapt 

the input modality to the situational demands, was rated as less straining and led to a 

better performance. While this might be due to the test design, it might also indicate 

that one of the core benefits of multimodal interaction is its flexibility. In previous 

lab studies without such situational demands, such a superiority of multimodality was 

rarely or not observed (one of the example is Wechsung, Naumann, & Hurtienne, 

2009).  

However, although the type of distraction determines modality choice, the propor-

tion of touch input was higher regardless of the type of distraction. Thus, people 

might not always switch automatically to a less interfering modality even if it is of-

fered. This indicates that other factors like individual user characteristics are likely to 

influence modality selections strategies also. Therefore, another study focusing on 

such individual user characteristics was conducted. 

6.3 User Characteristics 

Although user characteristics are often assumed to influence quality perceptions and 
interaction behaviour (cf. Section 3.1.1), characteristics beyond gender, prior experi-
ence and age are seldom taken into account. Due to the demographic trend, especially 
age-related differences have received more attention during the past years (e.g. 
Wolters et al., 2010). However, it is often assumed that not the chronological age 
“per se” causes these differences but rather characteristics like a smaller degree of 
previous experience (Chalmers, 2003), the age-related decrease of cognitive abilities 
(Wolters et al., 2010), and motor impairments (Carmichael, 1999). Moreover, most 
of the human-computer-interaction research regarding individual differences is 
linked to ability related performance measures. Also, the vast majority of studies 
including individual differences were conducted with graphical user interfaces, with 
notable exceptions in the area of 3D environments (Chen, Czerwinski, & Macredie, 
2000). To the best of the author`s knowledge, the influence of individual differences 
(such as personality or attitudes) on modality selection has only rarely been investi-
gated systematically.  

However, previous research indicates that users show individual preferences of 

one modality over another (Oviatt, Coulston, & Lunsford, 2004). In addition, the 

results previously reported in this chapter imply that user characteristics are a rele-

vant factor in explaining modality choice; for instance, it was shown that some users 

stick to one modality even if the other modality is more efficient (cf. Sections 6.1, 

6.2). 
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Therefore, the following study aims to investigate whether such individual proper-
ties of users can explain differences in modality selection and additionally in perfor-
mance and quality ratings.  

6.3.1 Study 6.4 

In this section, the hypotheses of the current study are explained based on previous 
research.  

 Modality Choice. Concerning modality selection, an influence of personality is 

assumed, as generally extroverts are reported to be more talkative. This was 

shown for a Thinking Aloud-test, where extroverts provided more feedback than 

introverts (Burnett & Ditsikas, 2006). Thus, it is plausible to assume that extraver-

sion will show a positive correlation with the usage of speech.  

Moreover, positive attitudes towards technologies make adoption of new technol-

ogies more likely (Matilla, Karjaluoto, & Pento 2003). Likewise it was expected 

that users will tend to choose speech input – the more innovative technology – 

more often if they have positive attitudes towards technology. Negative attitudes 

will inhibit speech usage. 

 Performance. Regarding performance and interaction, Wolters and colleagues 
(2009) found recall of the interaction with a spoken dialogue system to be influ-
enced by information processing speed. Users with a lower processing speed were 
less likely to remember relevant information provided by the system. Additionally, 
working memory span was shown to influence recall and transfer performance, 
with a low span being especially disadvantageous in a mobile instructional envi-
ronment (Doolittle, Terry, & Mariano, 2009). Based on the findings presented 
above, a positive correlation between cognitive abilities and performance was ex-
pected. Apart from cognitive abilities, also attitudes were shown to affect perfor-
mance: Positive attitudes are related to better performance  (Jawahar & Elango, 
2001). 

 Quality Perceptions. For quality perceptions, an influence of personality was 

shown by Burnett and Ditsikas (2006). They compared introverted and extroverted 

user and reported that extroverted users found more usability problems and gave 

slightly worse ratings on a post-hoc usability questionnaire. Thus, extraversion is 

expected to negatively correlate with perceived quality. Another factor assumed to 

influence evaluative ratings is mood (Bless et al. 1996). Memory recall is mood 

congruent: good moods make recall of positive experiences more likely than bad 

moods and vice versa (Kahneman, 1999). Consequently, a positive mood should 

result in better ratings. 

In summary, it was expected that modality selection is determined by personality 

and attitudes, that performance measure are influenced by cognitive abilities and 

attitudes and that quality perceptions are affected by personality and mood. 
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Method 

Participants  

Thirty-three German-speaking individuals participated in the experiment. Three of 

them were excluded from the analysis as they showed zero or near zero variance in 

their ratings. The remaining subjects (14 m., 16 f.) were aged 18 and 62 (M= 45 y., 

SD=12 years). All participants were owners and users of the IPTV service for which 

the tested application was designed. However, none of them had any previous expe-

rience with the application itself.  

Device and Tasks 

The tested application, a multimodal remote control for an IPTV service, was imple-

mented on an iPhone (cf. 6.12). Available modalities were touch and speech. Feed-

back was, depending on the task, either given via the TV or via the iPhone screen. 

Auditory feedback was provided, in case of speech input, for ‘speech control active’, 

‘match’ and ‘no match’. For the touch and multimodal condition, 17 tasks had to be 

performed, compared to 16 tasks in the speech condition. The unequal number of 

tasks was due to one task not being solvable with speech. This task was excluded 

from further analysis. The tasks included in the analysis were zapping, switching the 

channel, increasing and decreasing the volume, setting and resetting time shift, open-

ing the tele-text, retrieving a special site from the tele-text, opening and closing the 

electronic program guide starting and ending recording, retrieving information for the 

current broadcast, muting and unmuting the audio playback. 

 

Fig. 6.12. Device used in Study 5.3. 

Measures 
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 Personality. To assess users’ personality traits the BFI-S was used (Schupp & 

Gerlitz, 2008). It is a German short version of the Big Five Inventory measuring 

the personality traits Openness, Conscientiousness, Extraversion, Agreeableness 

and Neuroticism. Openness descibes “the active seeking and appreciation of expe-

riences for their own sake” (Borkenau & Ostendorf, 1994). Neuroticism measures 

the extent to which individuals “are prone to psychological distress” (Borkenau & 

Ostendorf, 1994). Extraversion is the “quantity and intensity of energy directed 

outwards into the social world” (Borkenau & Ostendorf, 1994). Agreeableness re-

fers to the “kinds of interactions an individual prefers from compassion to tough 

mindedness” (Borkenau & Ostendorf, 1994). Conscientiousness is the “degree of 

organization, persistence, control and motivation in goal directed behaviour” an 

individual possesses (Borkenau & Ostendorf, 1994). Each trait is measured with 

three 5-point Likert scale items. 

 Attitudes. Participants’ attitudes were collected with the TA-EG questionnaire 

(Karrer et al., 2009) measuring general positive and negative attitudes towards in-

formation and communication technology (ICT) as well as competence and enthu-

siasm towards ICT. The questionnaire comprises 19 items using 5-point Likert- 

scales. Note that negative and positive attitudes are measured on separate scales. 

Thus, positive and negative attitudes are understood as two different constructs.  

 Mood. To assess the participants’ mood, an adapted version of the faces scale 

(Andrews & Withey, 1976) was used. The scale shows seven faces ranging from 

very sad to very happy. 

 Quality Perceptions. To assess retrospective quality judgments of the interaction 

with the system, the AttrakDiff Mini (Hassenzahl & Monk, 2010) had to be filled 

in. Additionally, the SEA-scale was used to measure perceived mental effort (Ei-

lers, Nachreiner, & Hänecke, 1986). 

 Cognitive Abilities. The digit span test, a sub test of the Hamburg Wechsler Intel-

ligence test (Tewes, 1991), was used as a measure for working memory span. 

 Modality Choice. For the multimodal test block, where participants were free to 

choose the input modality, modality choice was measured. For every task, the mo-

dality used to perform the tasks was annotated for further analysis. Based on this 

annotation, the percentage of modality usage was computed for each participant.  

 Performance. Performance measures were recorded online during the interaction. 

Task duration was measured for each block except for the explorative block, as its 

duration was fixed to five minutes. Task success was calculated as the percentage 

of tasks successfully completed in the first attempt.  
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Procedure 

Each session lasted for a total of two hours. Participants were seated in front of a TV 

with access to the IPTV-service. In order to create a setting as natural as possible, the 

lab room was furnished along the lines of a standard living room. At first, the partici-

pants had to fill in a consent form and received a general instruction. After that, they 

were asked to complete a questionnaire collecting demographic information, the BFI-

S questionnaire, and the questionnaire assessing technical affinity and the mood faces 

scale. This was followed by an explorative test phase. The participants were asked to 

explore the application on their own to get acquainted with it. The first exploration 

phase took 5 minutes. After that, the first evaluative judgments were assessed. Then, 

the specific instructions for the different input modalities were given. Now partici-

pants had to perform several tasks read to them by the experimenter. If a task was not 

accomplished after three trials, the task was aborted and the next task was presented. 

The modality (speech, touch or multimodal) which was to be tested next, was ex-

plained beforehand. If the participant was able to perform a sample task with this 

modality and confirmed that she understood everything, the test block was started. 

After all tasks were completed, the post interaction questionnaires had to be filled in. 

This was repeated for every modality (speech, touch or multimodal), with the mo-

dalities being randomized. Finally, to assess the working memory span, the digit span 

test had to be performed. An example procedure is presented in Figure 6.13. 

 

Fig. 6.13. Procedure for one participant with the order touch, speech and multimodal input. 

Results  

As the primary interest was to investigate the influence of individual characteristics 

on quality perceptions, and not the differences in quality perceptions between the 

modalities, all interaction ratings were summed up for each scale over all test blocks. 

For completeness, the analyses of differences in quality perceptions between the 

modalities are reported in Appendix A.4. 

If not stated otherwise, task duration refers to the summed up task duration of the 

speech, touch and multimodal block, and task success refers to the mean task success 

over all trials. Further, if a directional effect (e.g., extraversion increases speech us-

age) was assumed, the one-tailed p-value was used. If no such assumption was made, 

the two-tailed p-value was used. 
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User Characteristics and Modality Selection  

To test previously explained assumptions, extraversion and attitudes were correlated 

with modality usage. Significant correlations were shown for attitudes only. As pre-

dicted, negative attitudes towards new technologies lead to a lower percentage of 

speech interactions, Pearson’s r=-.58, N=30, pone-tailed <.01. A positive attitude result-

ed in a higher percentage of speech usage, Pearson’s r=-.33, N=29, pone-tailed =.043.  

To examine if this effect was moderated by performance, task success and dura-

tion of the speech condition were taken as control variables in a multiple partial cor-

relation (pr). The effect remained significant for negative attitudes, pr = -.62, pone-tailed 

<.01. For positive attitudes the effect vanished, pr = .31, pone-tailed =.065.  

In the next step, an explorative analysis was performed trying to figure out which 

additional user characteristics are of relevance for modality choice. However, none of 

them showed a significant correlation. 

Finally, stepwise multiple linear regression including all assessed characteristics 

was employed to predict modality choice. The model included negative attitudes, 

extraversion and technical competence (cf. Table 6.9), thus it complies with our ex-

pectations.  

User Characteristics and Performance  

For performance, working memory span (cognitive abilities) and attitudes were cor-

related with task success and task duration. No correlations were observed for task 

duration as well as for working memory span. However, attitudes were related to 

performance. Positive attitudes were positively correlated with task success, Pear-

son’s r=.43, N=29, pone-tailed =.010. Negative attitudes were negatively correlated with 

task success, Pearson’s r=-.58, N=30, pone-tailed <.01.  

Again, an explorative correlation analysis was conducted, including all character-

istics. It was shown that age and neuroticism decrease performance while agreeable-

ness, technical competence and technical enthusiasm enhance performance (cf. Table 

6.6).  

As a direct effect of age seems implausible (cf. Introduction of Section 6.3) multi-

ple partial correlation for age and task success was performed with all other user 

characteristics as control variables. Nevertheless, the previously significant correla-

tion for task success stayed significant, pr = -.55, ptwo-tailed =.013.  

Stepwise multiple linear regressions using all characteristics as predictors was 

employed. The models included neuroticism for task duration and negative attitudes, 

openness, and age for task success (cf. Table 6.9).  
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Table 6.6. Results of explorative correlations for task success and task duration, N = 30 

  Task Success Task Duration 

Age 
r 
p 

-.53 
.003** 

.36 
.054 

Neuroticism 
r 
p 

-.54 
.002** 

.58 
.001** 

Agreeableness 
r 
p 

.48 
.007** 

-.55 
.002** 

Competence 
r 
p 

.50 
.007** 

-.49 
.009** 

Enthusiasm 
r 
p 

.43 
.017* 

-.37 
.046* 

  Note.*ptwo-tailed<.05, **ptwo-tailed<.01 

User Characteristics and Quality Perception 

The measures assessing extraversion, attitudes, and mood were correlated with the 

interaction ratings. Contrary to the expectations, extraversion showed no correlation 

with quality perceptions. However, in line with the assumptions, it was shown that 

positive attitudes towards ICT and mood correlated significantly with the quality 

ratings. In addition, negative attitudes had a significant influence on both the At-

trakDiff’s hedonic quality scales. No correlation was observed for the perceived 

mental effort (SEA-scale). Results of the correlation analyses are presented in Table 

6.7. 

Table 6.7. Correlation (Pearson’s r) between attitudes and quality perceptions, and mood and 

quality perceptions 

  Negative Attitudes Positive Attitudes Mood 

Hedonic Qualities - 
Stimulation 

r 
p 
N 

-.32 

.043* 

30 

.44 

.008** 

29 

.36 

.027* 

29 

Hedonic Qualities - 
Identity 

r 
p 
N 

-.42 

.011* 

30 

.43 

.010* 

29 

.40 

.017* 

29 

Attractiveness 
r 
p 
N 

-.23 

.114 

30 

.41 

.013* 

29 

.32 

.046* 

29 

Pragmatic Qualities 
r 
p 
N 

-.29 

.059 

30 

.56 

.001 

29 

.38 

.021* 

29 

Note.*pone-tailed <.05, **pone-tailed<.01 
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To control the influence of performance, partial correlations were calculated with 

overall task duration and overall task success as control variables (cf. Table 6.8). All 

correlation stayed significant, except for Pragmatic Qualities and mood. Hence, the 

results indicate that the influence of mood on Pragmatic Qualities is partly moderated 

by performance. This seems plausible, as Pragmatic Qualities is the scale assessing 

perceptions of efficiency and effectiveness. 

Table 6.8. Partial correlations between attitudes and quality perceptions and mood and quality 

perceptions controlled for task success and duration 

 Negative Attitudes Positive Attitudes Mood 

Hedonic Qualities-
Stimulation 

pr 
p 

-.34 
.037* 

.46 
.008** 

.40 
.020* 

Hedonic Qualities- 
Identity 

pr 
p 

-.48 
.005** 

.44 
.010* 

.39 
.021* 

Attractiveness 
pr 
p 

-.31 
.052 

.48 
.006** 

.35 
.039* 

Pragmatic  
Qualities- 

pr 
p 

-.29 
.071* 

.57 
.001** 

.32 
.054 

Note.*pone-tailed <.05, **pone-tailed<.01 

In the explorative analysis including all user characteristics, the only correlation 

observed was between age and Attractiveness, the Attrakdiff’s global scale, Pear-

son’s r = .406, N= 30, ptwo-tailed= .026. As an influence of the chronological age was 

not expected, the other user characteristics and the performance measures were used 

as control variables in a multiple partial correlation. However, the correlation became 

even higher, which indicates that the relationship of age and rating was not moderat-

ed by any of these variables, pr = .624,  ptwo-tailed = .018. Thus, age was related to 

quality perceptions to a certain extent.  
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Table 6.9. Results for stepwise multiple regression for perceived quality, modality choice and 
performance 

Measure Predictors β Adj. R² RMSE 

Hedonic Qualities-Stimulation Positive Attitudes 0.47 0.18 1 

Hedonic Qualities-Identity 
Negative Attitudes 
Age 
Mood 

-0.40 
0.47 
0.38 

0.37 0.72 

Attractiveness 
Positive Attitudes 
Age 
Mood 

0.33 
0.52 
0.36 

0.41 0.71 

Pragmatic Qualities Positive Attitudes 0.55 0.28 0.75 

SEA 
Age 
Agreeableness 

-0.59 
-0.56 

0.47 12 

Modality Choice (%Speech) 
Negative Attitudes 
Extraversion 
Competence 

-0.81 
0.31 

-0.29 
0.58 20.12 

Task Duration (min:ss) Neuroticism 0.64 0.39 06:22 

Task Success 
Negative Attitudes 
Openness 
Age 

-0.58 
0.32 

-0.30 
0.56 8.45 

Intermediate Discussion  

The above study investigated if user characteristics can be related to modality selec-

tion, quality ratings and performance measures. In particular, it was assumed that 

modality selection is linked to attitudes and personality, that performance measure 

are correlated with attitudes and cognitive abilities, and that quality perceptions are 

related to personality and mood. 

The results showed that especially attitudes towards technology affect modality 

choice, performance, and quality perceptions. This is in line with previous research 

(Jawahar & Elango 2001). An implication for the strong relation between speech 

usage (modality selection) and negative attitudes could be, to offer both modalities in 

parallel if the usage scenario includes a wide variety of users, comprising somewhat 

technophobic users. Moreover, if the negative attitudes towards technology could be 

reduced, speech input could become more popular.  

Age being associated with performance and quality perceptions, and working 

memory span not being related to those measures, leads to the conclusion that the 

assessed parameters of “aging” were not the right ones. This was confirmed by a 

post-hoc analysis, where no correlation was found between age and the raw score 

(not corrected for age) of the digit span. Thus, further studies should include other 

parameters to assess the effect of “cognitive aging”.  

Personality traits were not relevant for quality judgments but were related to mo-

dality selection and interaction behaviour. While the influence of extraversion on 

speech usage can be attributed to extraverts being more talkative, results for the other 
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traits, neuroticism and openness, are more difficult to interpret. For neuroticism an 

explanation could be that they are more likely to be affected by the pressure of being 

tested. Consequently, their performance might decrease. For openness no such expla-

nation can be found.  

Also, further studies need to confirm our results and so far our analyses have been 

largely correlative and are thus not to be interpreted as causal dependencies. Howev-

er, a general implication of the study is to control for such individual differences in 

user tests, with attitudes and mood being important for evaluative judgments, and 

personality traits being important  for performance assessment. 

6.4 Chapter Discussion and Chapter Summary 

The above chapter presents four studies addressing factors influencing modality 

choice. Results of the studies identified efficiency, situational demands (in terms of 

allocation of cognitive resources), and user characteristics as relevant factors for 

modality selection strategies. More specifically, the studies indicate that offering 

speech as an input modality is especially useful when providing shortcuts or when 

the visual channel is busy. Or, the other way around, if speech does not offer 

shortcuts or reduction of mental load, users will probably not interact multimodally. 

However, even if speech offers shortcuts and reduces mental load, users do not al-

ways use it. The latter may be due to user characteristics at least partly; in particular, 

attitudes towards technology and personality were shown to be related to modality 

selection. High affinity towards technology and an extraverted, talkative personality 

increase speech usage.   

Furthermore, the assumption of multimodal systems being advantageous over 

unimodal systems due to their robustness and easier error-recovery by offering alter-

native input modes was only partly supported: While users do eventually change the 

modality if they fail, they tend to stay in the same modality up to a certain point and 

do not employ flexible interaction strategies. This does not mean that effectiveness is 

of no influence at all. If users actually do switch the modality, this is often related to 

insufficient effectiveness or error-proneness of the current modality. Moreover, so far 

these results are limited to the two systems tested. The used speech recognizers had 

fairly good recognition accuracy (Study 6.1 - 6.3: ~77% /Study 6.4: ~70%). Thus, 

with less reliable speech recognition error avoidance could have become more im-

portant to the participants, leading to a higher influence of effectiveness and robust-

ness on modality selection.  

However, multimodal interfaces allow the user to adapt their interaction and mo-

dality selection strategies to situational demands: For most of the measures in Study 

6.3, the multimodal interface outperformed the unimodal version. Still, this might be 

due to the design of the study, with the multimodal condition always presented last. 

Moreover, maybe this effect only became apparent because of the situational de-
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mands. This assumption is backed up by previous studies (without secondary tasks, 

where a general benefit of multimodal interaction could rarely been observed (e.g.: 

Wechsung, Naumann, & Hurtienne, 2009). Further evidence is provided by Study 

6.4, in which speech input led to a better performance, probably due to the TV screen 

competing with the touch display for visual attentional resources. 

Regarding the design of mobile interfaces, the results imply that in visually de-

manding situations purely GUI-based systems, even if the interaction elements are 

coded verbally, should be avoided. Sharing attention between controlling a mobile 

device and responding to external stimuli in the same modality decreases perfor-

mance and increases mental effort. Furthermore, for tasks that are likely to require 

longer input, like song names or album titles, a subtle reminder of the speech option 

(e.g. a microphone icon) might encourage untrained users to switch to this modality. 

One important implication of the presented studies concerns evaluations of such 

systems: Our results implicate, that for (multimodal) systems including speech con-

trol, task duration might not be the appropriate parameter for assessing efficiency: An 

influence on task duration on modality selection was not observed. A second implica-

tion is, that laboratory usability tests neglecting contextual factors might not provide 

reliable results, as at least regarding the perceived pragmatic qualities. 

A limitation of all the above studies is that, except for the last study, the users 

were relatively young. Moreover, the current results should be examined with other 

tasks (e.g time constraint tasks or less well-defined tasks) and other systems.  

Regarding the prediction of modality selection, the studies above are in so far 

helpful that if all of the identified factors can be controlled or specified, the predic-

tion accuracy, and by this the accuracy in predicting quality ratings too, may in-

crease. However, in practice this will only seldom be the cases. A user study aiming 

to control for all these aspects will probably be off huge complexity. However, ac-

cording to the taxonomy presented in Chapter 3, all those factors influence the quali-

ty ratings and interaction parameters. Thus, prediction of modality selection may be 

possible solely based on those two data sources. This assumption is investigated in 

the next chapter. 
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7 Is Modality Selection Predictable? - Using Quality Ratings to 

Predict Modality Selection in Multimodal Systems  

According to the studies presented in Chapter 5, the quality ratings for a multimodal 

system are equal to the weighted sum of the quality ratings of its individual modali-

ties, with the modality that is more frequently used having a stronger influence. The-

se findings suggest that, if the choice of modality can be predicted, an estimation of 

the quality of the multimodal systems is possible based solely on an evaluation of its 

component modalities. In Chapter 6 the relative efficiency in terms of interaction 

steps, situational demands, and user characteristics were identified as factors influ-

encing modality selection. Considering all those factors would result in a highly 

complex user study.  

According to the taxonomy of quality aspects of multimodal human-machine in-

teraction presented in Chapter 3, all of the identified factors also have an influence on 

the interaction with the system as well as the perceived quality of the system. Hence, 

it might be possible to predict modality choice based solely on the interaction param-

eters and quality ratings of the constituent components. To test these assumptions 

quality ratings and interaction data of three systems were included first in multiple 

regression analyses and in a second step in path analyses, in order to predict modality 

choice.  

7.1 Study 7.1 

7.1.1 Method 

Systems and Tasks 

Data of three different studies was used. The three different multimodal applications 

were each installed on a different smartphone. For all systems the available input 

modalities were speech and touch. Only the input modalities were varied; output was 

always multimodal and included feedback to the GUI, as well as task-specific audito-

ry output. Apart from the “standard” output given for both modalities, special audito-

ry feedback was provided for speech input for the following system states: ‘recogni-

tion active’, ‘match’, ‘no match’.  

For the first study, the Sprachbox “mailbox” application was used. The Sprachbox 

is a multimodal mailbox system capable of handling speech-, email- and fax-

messages, as well as of forwarding calls and mailbox message notification. The ap-

plication was installed on a HTC Touch Diamond. The speech module used was IBM 

Embedded Via Voice. Speech recognition was activated via a push-to-talk button on 

the left hand side of the device. The experimental tasks were: accessing voice mes-

sages; retrieving a specific voice message; deleting this message; accessing the email 

Ina Wechsung, An Evaluation Framework for Multimodal Interaction,
T-Labs Series in Telecommunication Services,
DOI: 10.1007/978-3-319-03810-0_7, Springer International Publishing Switzerland 2014
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inbox; opening an email; opening the fax inbox, opening a fax; opening the voice 

messages; sorting them from A to Z; redirecting all calls and confirming this change 

returning to the menu; and closing the application. For this system, motion control 

was also implemented but was rarely used and thus excluded from the analysis. More 

information on the study is provided in Appendix 2.2. 

The second study was conducted with a mobile “jukebox” application; detailed in-

formation on this study is presented in Section 6.2. The jukebox application was 

installed on an HTC G1, an Android-based smartphone. The available input modali-

ties were speech and touch. Speech recognition (Nuance Vocon) was activated via a 

push-to-activate button installed on the back of the device. Participants had to per-

form the following tasks: opening playlists, opening favorites, opening artist list, 

opening album list, searching for the song ‘first’, for the song ‘second’, for the song 

‘third’, for the song ‘fourth’, and for the song ‘fifth’, starting playback, skipping the 

current song, starting shuffle mode and stopping playback. Apart from the tasks ex-

plained above, the participants had to respond to either visually or auditorily demand-

ing stimuli which were presented in a randomized order in time intervals between 3 

and 5 seconds. 

The third system was a multimodal “remote control” application for an IPTV ser-

vice, in-depth information on this study is presented in Section 6.3. The application 

was implemented on an iPhone 3GS. The speech recognition, Nuance Vocon, was 

activated with a diagonal swiping gesture on the touch screen. Feedback was, de-

pending on the task, either given via the TV or via the iPhone screen. The tasks in-

cluded in the analysis were zapping, switching channels, increasing and decreasing 

the volume, setting and resetting time shift, opening tele-text, retrieving a tele-text 

site, opening and closing the EPG, starting and ending recording, retrieving infor-

mation for the current program, activating and deactivating mute.  

Participants 

In all studies, none of the participants had any prior experience with the application 

and all participants were rewarded with either shopping vouchers or money in cash. 

In the “mailbox” study, 23 German-speaking participants aged between 24 and 71 

years (M = 43 y., SD =18 y.) took part.  

In the “jukebox” study, 24 German-speaking subjects, aged between 22 and 33 

years (M = 26 y., SD =2 y.), participated. 

For the multimodal “remote control” study, 32 German-speaking participants, 

aged between 18 and 62 years (M = 45 y., SD=12 y.), were invited. All were owners 

of the IPTV service tested.  

Only complete cases were included in the further analyses. Accordingly the above 

descriptions do not include data of incomplete cases. 

Measures  
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Quality ratings were collected with the AttrakDiff questionnaire (Hassenzahl, Bur-

mester, & Koller, 2003). In the first study (“mailbox”), the complete 28 items version 

of the AttrakDiff was used. In the studies “jukebox” and “remote control” the short 

version, containing 10 items, (Hassenzahl & Monk, 2010) was employed. The per-

ceived mental effort was assessed with the SEA scale. 

 Regarding interaction parameters, the task aborts (three unsuccessful attempts) 

and task duration were logged. To assess modality choice, the modality chosen first 

to solve the task was logged for each task in the multimodal condition. Then the pro-

portion of speech and touch was calculated. As participants could either choose touch 

or speech, the resulting usage rates were complementary, adding up to 100%. Conse-

quently, for further analysis the proportions of speech only were used. Regression 

analyses using the touch usage rate show the same results. 

Procedure 

For all studies, participants had to sign a consent form and were asked to fill in de-

mographic questionnaires. Next, the applications were explained to them. In the uni-

modal condition, all tasks had to be performed with either touch or speech. In the 

multimodal condition, participants could choose the input modality freely. The mul-

timodal condition was presented after the unimodal conditions for the studies “mail-

box” and “jukebox”. In order to avoid learning effects the sequence of the unimodal 

conditions (speech-touch vs. touch-speech) was altered for each participant in each 

study. In the study “remote control”, a free exploration phase was conducted before 

the task-based conditions. Moreover, in this study all conditions (except for the ex-

ploration phase) were randomized (cf. Figure 6.13).  

For each task the participants had three trials, after three trials the task was aborted 

and the next task had to be carried out. Interaction parameters were logged during the 

interaction. Quality ratings were assessed after each condition.  

7.1.2 Results 

In the presentation of results, sub-indices are used to indicate parameters collected in 

each condition, e.g. HQIS for the rating on the scale Hedonic Qualities-Identity in the 

speech condition, and HQIT and HQIMm for the same ratings in the touch and multi-

modal conditions respectively. The scale Hedonic Qualities-Stimulation is abbreviat-

ed with HQS, the scale Pragmatic Qualities with PQ and the Attractiveness scale 

with ATT. 
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System-Wise Prediction of Modality Choice 

Stepwise linear regression analyses were conducted for each system with modality 

choice as dependent variable. The quality ratings and interaction parameters of the 

unimodal conditions were used as predictor variables.  

For the “jukebox”, HQIS and SEAS were selected as predictors by the stepwise algo-

rithm. Speech was used more frequently, if the ratings for speech on the scale Hedon-

ic Qualities-Identity were high and the perceived effort of speech was low. The in-

clusion of the SEA scale might be due to the concurrent task the users had to perform. 

For the “remote control” HQIS was included in the model (Table 7.1). 

For the system “mailbox”, no significant predictor was found. In this experiment, 

the maximum age of the participants was higher compared to the other studies. Since 

previous research reported that prediction is difficult for older adults (Engelbrecht et 

al., 2008; cf. Section 5.3), possibly due to age-related decrease in memory capacity, 

participants older than 55 years were excluded. With only the younger users (N=64), 

also for the “mailbox” a significant predictor was found. However, in contrast to the 

other two systems, not HQIS was included, but ratings on the global scale in the 

speech condition (ATTS). Better ratings on ATTS are related to increased usage of 

speech. 

For the “jukebox” system, the exclusion of older users had no effect on the model, 

as all participants were younger than 56 years. For the “remote control”, the predic-

tors remained the same (only HQIS), but the accuracy increased considerably. The 

detailed results of this section are given in Table 7.1. 

Table 7.1. Results of stepwise multiple linear regression analyses for each system. 

System Older Users Predictor β 
F 

(df) 
p Adj. R² RMSEA 

Mailbox 

w - - - - - - 

w/o ATTS .56 
5.82 

(1,13) 
.031 .26 .24 

Jukebox w 
SEAS -.63 8.17 

(2,21) 
.002 .38 .15 

HQIS .35 

Remote 
control 

w HQIS .47 
8.34 

(1,30) 
.007 .19 .28 

w/o HQIS .63 
15.37 
(1,23) 

.001 .38 .21 

Global Prediction of Modality Choice 

In the next step, multiple linear regression analysis was performed on the data of all 

three systems together. If older and younger users were included, HQIS and HQST 

were significant predictors for modality choice. The better the ratings for speech on 

the HQI scale and the worse the ratings for touch on the HQS scale the more likely 
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was the usage of speech in the multimodal condition. If older participants were ex-

cluded, HQIS remained in the model, while HQST was removed. In addition to HQIS, 

ratings on PQS and the abort rates in the speech condition (AbortS) were chosen by 

the algorithm. Again, prediction accuracy was higher without the older users (Table 

7.2).  

Table 7.2. Results of stepwise multiple linear regression analyses over all systems.  

Older Users Predictor β 
F 

(df) 
p 

Adj. 

R² 
RMSE 

w 
HQIS .49 7.43 

(2,76) 
.001 .14 .28 

HQST -.25 

w/o 

PQS .22 
14.68 

(3,60) 
<.01 .40 .20 HQIS .34 

AbortS -.26 

Prediction of multimodal quality ratings based on modality choice predictions 

As the prediction performance of all models above increased if older participants 

were excluded, the following analyses were performed with younger users only. To 

see if the predicted proportion of modality usage can be used to predict quality rat-

ings in the multimodal condition, the predicted values (Pr_UseS and Pr_UseT) were 

used as coefficients to the ratings in the single modality conditions (QT and QS), as 

suggested by previous work presented in Chapter 5, leading to the following model:  

 ��	_��� = ��	_���� ∙ �� + 	��	_���� ∙ ��  (7.1) 

with 

Pr_QMm: predicted quality rating in the multimodal condition  

Pr_UseS: predicted proportion of speech usage  

QS: actual quality rating for speech 
Pr_UseT:: predicted proportion of touch usage  

QT: actual quality rating for touch 

Note that Q may represent any of the four scales of the AttrakDiff. 

Based on the regression analysis above (cf. Table 7.2), the usage rates for speech 

(Pr_UseS) were predicted with the following equation: 

 ��	_���� = ��� ∙ .22 + ���� ∙ .34 + ������	 ∙ 	−.26 (7.2) 

As touch and speech usage rates were complementary, adding up to 100%, the pre-

dicted usage rates for touch (Pr_UseT) were obtained as follows:  

 ��	_���� = 100 −	��	_����  (7.3) 
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The correlation between the actual quality ratings in the multimodal condition 

(QMm) and the quality ratings predicted with Equation 7.1 (Pr_QMm) was quite high 

for all scales (Table 7.3). To check how much information was actually added by the 

predicted modality usage proportions, another model was built, assuming equal dis-

tribution of modality usage. The resulting equation is as follows: 

 ��	_��� = 0.5 ∙ �� + 0.5 ∙ ��  (7.4) 

Additionally the assumption of 40-60 speech-touch distribution was tested, as in 

many of the presented studies, touch was preferred over speech. The resulting equa-

tion is as follows: 

 ��	_��� = 0.4 ∙ �� + 0.6 ∙ ��	 (7.5) 

Table 7.3 shows that those models perform well, too. However, except for HQS 

the correlations were higher for all scales if the predicted modality proportions were 

used as coefficients, compared to the baseline models.  

Paired t-test confirmed that the absolute prediction error was significantly smaller 

for the scales HQI and PQ when using the predicted modality proportions (Equation 

7.1) compared the baselines (Equation 7.4 & Equation 7.5). For the ATT scale, the 

error was smaller using Equation 7.1, but the difference was not significant.  

Table 7.3. Correlation between predicted quality ratings and actual ratings and t-test for abso-
lute errors 

  HQI HQS ATT PQ 

��	_���
= ��	_���� ∙ ��
+ 	��	_���� ∙ �� 

Pearson`s r  
(between Pr_QMm and 
QMm) 

.828** .894** .857** .742** 

Abs. Error Pr_QMm 

[Abs(QMm-Pr_QMn)] 
M 

(SD) 
.395 
(.41) 

.402 
(.33) 

.431 
(.35) 

.544 
(.51) 

��	_���
= 0.5 ∙ �� + 0.5 ∙ �� 

Pearson`s r  
(between Pr_QMm and 
QMm) 

.727** .859** .834** .716** 

Abs. Error Pr_QMm 

[Abs(QMm-Pr_QMn)] 
M 

(SD) 
.455 
(.45) 

.404 
(.36) 

.472 
(.45) 

.607 
(.55) 

t-test 
t 

(p) 
2.19 

(.016*) 
.07 

(.473) 
.968 

(.169) 
1.75 

(.043*) 

��	_���
= 0.4 ∙ �� + 0.6 ∙ �� 

Pearson`s r  
(between Pr_QMm and 
QMm) 

.802** .896** .845** .734** 

Abs. Error Pr_QMm  

[Abs(QMm-Pr_QMn)] 
M 

(SD) 
.464 
(.44) 

.400 
(.35) 

.458 
(.40) 

.595 
(.53) 

t-test 
t 

(p) 
3.10 

(.002**) 
.12 

(.453) 
.74 

(.232) 
1.74 

(.043*) 

Note.*p<.05, **p<.01 
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7.1.3 Discussion  

The study tried to predict modality choice based on quality ratings and performance 

metrics in order to achieve accurate quality predictions for multimodal systems from 

data gathered in assessment studies for the component modalities. It was shown that 

such predictions of modality choice are possible and that with those predictions the 

prediction accuracy of the quality of multimodal systems is improved. In practical 

terms, this means that an estimation of the perceived quality of a multimodal system 

can be obtained from the ratings of their individual components without carrying out 

expensive multimodal evaluation experiments.  

Ratings for touch were seldom included in the models. A possible explanation 

might be that touch is the “default” modality, and only if speech is perceived as pos-

sessing high hedonic qualities the users actually use speech.  

It was further observed that the interaction parameter used could not explain mo-

dality choice; which is in line with the results of previous studies (Hornbæk & Law, 

2007). It has been reported that interaction parameters assessing efficiency and effec-

tiveness do not necessarily reflect the perceived efficiency or effectiveness (Hornbæk 

& Law, 2007). Since judgments and decisions are made based on the individual per-

ceptions and evaluations, it is reasonable to assume that the perceived efficiency and 

effectiveness are better predictors for modality choice. However, this is also not con-

sistently the case for the current data: The scale Pragmatic Qualities (PQ) measuring 

quality attributes related to efficiency and effectiveness was less often included in the 

models than the scale Hedonic Qualities-Identity (HQI). This means that modality 

choice is, aside from the factors explained in Chapter 6, not determined primarily by 

the modalities’ functional, pragmatic qualities, but by its non-functional, hedonic 

qualities.  

Nevertheless, interaction parameters may have an indirect influence on modality 

choice moderated by the perceived quality ratings. Such indirect influences cannot be 

assessed with linear regression; hence, these assumptions will be tested in a next step 

using path modelling. 

7.2 Study 7.2 

In the previous study, interaction parameters did not show a significant influence in 

most of the models. However, linear regression only allows for modelling of direct 

influences (Miles & Shevlin, 2001). According to the taxonomy explained in Chapter 

3, interaction parameters influence quality perceptions and may therefore also indi-

rectly influence modality choice. To test this assumption, path analysis is employed 

in this section. Path analysis is based on a series of multiple regressions. In contrast 

to simple multiple regression analysis, path analysis allows to test for multi-level 

models, which is the case if moderating variables and indirect effects are assumed 
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(Schendera, 2004). Path analysis is a special case of structural equation modelling, a 

method which was used in Chapter 4. Unlike structural equation modelling, path 

analyses only include manifest variables and not latent variables. Manifest variables 

are variables which can be directly observed and directly measured. Latent variables 

are hypothesized constructs, which cannot be measured or observed directly. They 

are operationalized with so-called indicators (Backhaus et al., 2011). Indicators are 

directly measured and hence manifest variables. Thus path analyses are structural 

equation models with only directly observable variables. Path analyses were chosen 

over structural equation models because the sample size did not allow for the latter. 

While perceived quality may be interpreted as a latent construct, the solutions did not 

converge for a global model including an additional latent variable “Perceived Quali-

ty”. Negative variances (Heywood cases) occurred, probably because the low sample 

size compared to the high number of indicators. Hence, path analyses were calculated 

for each of the AttrakDiff’s sub-scales separately. 

7.2.1 Method 

The same data as in Study 7.1 was used (cf. Section 7.1.1.). As the models for the 

older users did perform poorly in Study 7.1 only the 64 younger participants were 

included.  

As the variables differed in terms of the type of scaling used, and as path analysis 

assumes standardised data (Bortz & Schuster, 2010),  Fisher’s Z-transformation was 

applied.  

7.2.2 Results 

Path analyses were conducted using the data from all three systems. The hypothe-

sized structure is displayed in Figure 7.1. A correlation between task duration and 

abort rates was assumed, as more trials to complete a task automatically lead to long-

er task duration. Moreover, a correlation between the ratings for the touch and the 

speech condition was expected, as inter-individual differences regarding response 

biases are well documented (Van Vaerenbergh & Thomas, 2013); e.g. some persons 

have a tendency to use extreme ratings while others tend to use the midpoint of a 

scale. Due to the resulting systematic error, the ratings should show correlations. 
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Fig. 7.1 Path diagram of the assumed influences of the interaction parameters task duration 
(TD) and task abort (Abort) on the perceived quality (Q) of speech and touch trials, which 

influence modality choice (MC) in the multimodal condition. Ellipses represent the error vari-
ables (e.g. measurement error).  

In the taxonomy in Chapter 3, the differentiation of quality factors proposed by 

Hassenzahl (2003a) is adopted. Here, quality factors are divided into hedonic, non-

functional aspects and pragmatic, functional aspects. A strong relationship with qual-

ity judgments can mostly be expected for the pragmatic, task-relevant aspects, which 

are also associated with the classical usability concepts efficiency and effectiveness. 

Hedonic aspects like the innovativeness or aesthetics of a device are not necessarily 

related to efficiency and effectiveness.  

In a first step, the overall score based on the mean of all items of the AttrakDiff 

(OQ) was used. The results imply that modality choice is primarily influenced by the 

perceived quality of the individual modalities (see Figure 7.2). The interaction pa-

rameters showed no significant influence on the perceived overall quality. 

 

 

Notes: χ²(12)= 14.18, p=.289, CFI=.970, RMSEA=.054, R²=.15, significant paths/relations are 

marked as follows: *p<.05, **p<.01 

Fig. 7.2. Path diagram of the assumed influences of the interaction parameters task duration 
(TD) and task abort (Abort) on the perceived Overall Quality (OQ) of speech and touch trials, 
which influence modality choice (MC) in the multimodal condition. Ellipses represent the error 

variables (e.g. measurement error).  
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In the analyses described above, the overall AttrakDiff (OQ) rating was used. Alt-

hough this global score is not affected by the interaction parameters task duration 

and task aborts, they may still matter for the pragmatic qualities. Hence, in a further 

step, the relation between the single quality aspects and the interaction parameters 

and their influence on modality choice was investigated.  

Here, the task aborts in the speech condition had a highly significant effect on the 

perceived Pragmatic Qualities (PQ) of speech and thus an indirect effect also on 

modality choice (see Figure 7.3). Also, the perceived Pragmatic Qualities (PQ) of 

touch was influenced by the abort rates in the touch condition. However, the ratings 

in the touch condition did not significantly influence modality choice. Prediction 

accuracy (R²=.34) was considerably higher compared to the model for overall quality 

(R²=.15). 

 

 

Notes: χ²(12)= 15.35, p=.223, CFI=.951, RMSEA=.067, R²=.34, significant path/relations are 

marked as follows: *p<.05, **p<.01 

Fig. 7.3. Path diagram of the assumed influences of the interaction parameters task duration 
(TD) and task abort (Abort) on the perceived Pragmatic Qualities (PQ) of speech and touch 
trials, which influence modality choice (MC) in the multimodal condition. Ellipses represent 

the error variables (e.g. measurement error).  

For the scale Attractiveness (ATT), which measures pragmatic and hedonic quali-

ties again, the task aborts had an influence on the ratings of the touch condition. 

However, those ratings did not significantly influence modality choice. The interac-

tion parameters in the speech condition did not affect the ratings (see Figure 7.4).  

For both of the hedonic scales (HQS, HQI) no significant relation between interac-

tion parameters and perceived quality was observed (see Figures 7.5 and 7.6).  
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Notes: χ²(12)= 15.04, p=.239, CFI=.954, RMSEA=.063, R²=.11, significant path/relations are 

marked as follows: *p<.05, **p<.01 

Fig. 7.4. Path diagram of the assumed influences of the interaction parameters task duration 
(TD) and task abort (Abort) on the perceived Attractiveness (ATT) of speech and touch trials, 

which influence modality choice (MC) in the multimodal condition. Ellipses represent the error 
variables (e.g. measurement error).  

  

Notes: χ²(12)= 16.47, p=.171, CFI=.939, RMSEA=.077, R²=.08, significant path/relations are 
marked as follows: *p<.05, **p<.01 

Fig. 7.5. Path diagram of the assumed influences of the interaction parameters task duration 
(TD) and task abort (Abort) on the perceived Hedonic Qualities-Stimulation (HQS of speech 
and touch trials, which influence modality choice (MC) in the multimodal condition. Ellipses 

represent the error variables (e.g. measurement error).  

 
Notes: χ²(12)= 14.41, p=.275, CFI=.961, RMSEA=.056, R²=.14, significant path/relations are 

marked as follows: *p<.05, **p<.01 

Fig. 7.6. Path diagram of the assumed influences of the interaction parameters task duration 
(TD) and task abort (Abort) on the perceived Hedonic Qualities-Identity (HQI) of speech and 
touch trials, which influence modality choice (MC) in the multimodal condition. Ellipses rep-

resent the error variables (e.g. measurement error).  
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In all analyses, the quality ratings for speech had a stronger influence on modality 

choice compared to the ratings for touch. Actually, the ratings for touch showed no 

significant influence on modality choice. 

In line with the prior assumptions, highest prediction accuracy was observed for 

the model for Pragmatic Qualities. This is also the only model where the interaction 

parameters had a significant indirect influence on modality choice. 

7.2.3 Discussion 

The above study employs path modelling to investigate direct and indirect effects 

of interaction parameters on perceived quality and modality choice. It was shown that 

interaction parameters are mainly related to perceptions of pragmatic qualities, while 

the perceived hedonic qualities seems to remain unaffected by them. These findings 

are in line with the underlying conceptualization of these different quality attributes.  

It was observed that an increased task abort rate in the speech condition decreases 

the perceived instrumental qualities (PQ) of speech, which decreases the usage rate 

of speech in the multimodal condition.  

Task duration did not influence quality perceptions. Previous results report similar 

observations. For example, Möller (2006) observed that actual and user judgments of 

perceived task duration are not correlated. 

A further finding is that the correlation between the ratings for touch and the rat-

ings of speech were found to be quite high in all analyses. Such findings indicate that 

participants whose quality ratings were high for the speech condition also gave high 

quality ratings for the touch condition and vice versa. These findings indicate that the 

quality ratings are heavily influenced by individual response styles, apart from the 

system’s actual quality. Hence, care must be taken in when selecting participants (cf. 

Sec. 6.3). 

It should be noted that the sample size in the above study is rather low. Although 

the number of cases remains large enough for well performing models (according to 

Iacobucci, 2010), the results still need to be validated with larger samples.  

7.3  Chapter Discussion and Chapter Summary 

In this chapter, two studies were reported which apply two different methods, step-

wise multiple linear regression and path analysis, in order to predict modality choice. 

First multiple linear regression analyses were employed. Results showed that modali-

ty choice is directly influenced by perceptions of a system’s hedonic, non-

instrumental qualities whereas measures of pragmatic, instrumental qualities were 

included only in one model. However, the data the study is based on was collected in 

lab experiments, and it is reasonable to assume, that in the real world (e.g. in a work 
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context), a system’s instrumental qualities can be more important. Accordingly, these 

results have to be verified in more natural usage contexts. 

The interaction parameters, which were abort rates as an inverse measure of task 

success and task duration, were in the most cases not included in the models. This 

indicates that they do not directly influence modality selection. Thus, path analyses 

were conducted in a next step.  

An indirect effect on modality selection was found for the task abort rates in the 

speech condition. This effect was mediated through the perceived instrumental quali-

ties (Pragmatic Qualities) of speech. However, the earlier multiple regression anal-

yses showed a similar result: There the only interaction parameter included in the 

models as a significant predictor, were the abort rates for speech. 

As in the previous study, for task duration neither a direct nor an indirect effect 

was observed. As only the two most salient interaction parameters task duration and 

abort rate were used, it could be possible that including more detailed parameters like 

recognition rate (for a detailed listing see Kühnel, 2012) would explain additional 

variance in the perceived pragmatic qualities and the variance in modality choice.  

Furthermore, the systems investigated offered to a large extent sequential input 

only. It needs to be determined, if predictions as described above are possible also for 

systems offering extensive parallel input  

In summary, the studies showed, that for modality selection the perceived, hedonic 

qualities are crucial, and that the interaction parameters used are mainly related to 

perceptions of pragmatic qualities. However, the sample size was, although suffi-

cient, still rather low. Hence, the models may offer a starting point for future investi-

gation of the relationship between interaction parameters and questionnaire data. But 

they should not necessarily be considered as authoritative.   
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8 Summary and Outlook 

8.1 Summary 

This thesis started with an introduction of key concepts of multimodal interaction and 

a review of currently available evaluation methods (Chapter 2). It was concluded that 

although multimodal systems have entered the mass market, evaluation methods 

specifically tailored to multimodal systems are rather rare and that a widely accepted 

standard method is not available. Hence, the constructs assessed when evaluating 

multimodal systems are quite diverse and therefore difficult to compare.  

As a first step towards a unified evaluation approach, a unified framework, a tax-

onomy, of quality aspects of multimodal interaction is presented in Chapter 3. Alt-

hough this framework provides a holistic view integrating experience-related and 

performance-related aspects of multimodal interaction, only the assessment of the 

latter aspects have so far been validated for multimodal systems (Kühnel, 2012). For 

the assessment of the experience-related aspects, mainly methods are available which 

have been developed for unimodal (predominantly GUI-based) systems.  

The most widespread evaluation method regarding experience-related factors are 

questionnaires, consequently four well-known and popular questionnaires, which 

were initially developed for unimodal systems, were investigated concerning their 

appropriateness for the evaluation of multimodal systems (Chapter 4). Of the four 

questionnaires (SUS, SUMI, SASSI, AttrakDiff) included in this study, the At-

trakDiff showed the most promising results. Therefore, it was chosen as a starting 

point for the development of a new questionnaire, the MMQQ, which is specifically 

tailored to multimodal systems. The theoretical ground of the MMQQ is the taxono-

my of quality aspects of multimodal systems suggested by Möller and colleagues 

(2009). In parallel to the questionnaire development, Möller’s taxonomy was empiri-

cally validated and altered accordingly. This validation was achieved with the em-

ployment of confirmatory modelling approaches in addition to the exploratory ap-

proaches, which are usually employed in questionnaire development.  

While the MMQQ is especially useful for the evaluation of complete multimodal 

systems, such global evaluations tell little about the relationship of a system’s indi-

vidual modalities. Consequently, in Chapter 5 it was investigated how quality ratings 

of single modalities relate to the global evaluation of multimodal systems. The main 

intention was to examine if the quality perceptions of a multimodal systems can be 

predicted based on the quality perceptions of its constituent modalities. It was shown, 

that especially for overall scales, measuring both pragmatic and hedonic qualities, a 

rough estimation of the quality of multimodal systems is possible (based on the quali-

ty ratings of the single modalities). Moreover, modality usage rates were observed to 

be central for such predictions. The more frequently a modality was used the higher 

was the modality’s influence on the quality perceptions of the multimodal system.  
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Due to this observed importance of modality usage rates, the factors, which influ-

ence those rates, were addressed in Chapter 6. In four empirical studies, efficiency, 

situational demands related to the allocation of cognitive resources, and user charac-

teristics were identified as factors, which are relevant for modality choice. 

An experiment in which all of these factors are controlled is, due to the resulting 

high complexity, difficult to realize. Therefore, Chapter 7 investigates if modality 

selection is predictable based on quality ratings and interaction parameters. Accord-

ing to the taxonomy presented in Chapter 3 this should be possible: In the taxonomy 

it is assumed that all the factors, identified as relevant for modality selection, also 

influence quality ratings and interaction parameters. The results reported in Chapter 7 

are partly in line with this assumption: Modality choice was found to be directly 

influenced by perceptions of a system’s hedonic qualities. While the influence of 

pragmatic qualities was not as prominent, it could further be shown that interaction 

parameters influence a system’s perceived pragmatic quality. Moreover, predictions 

of the quality of multimodal systems based on the ratings of its individual modalities 

are more accurate, if the predicted modality usage rates are used as weights in the 

regression equation, compared to baselines assuming 50/50 or 60/40  usage distribu-

tions. 

In summary, this thesis presents (1) an exhaustive and empirically validated tax-

onomy of quality aspects of multimodal interaction as well as respective measure-

ments methods, (2) a validated questionnaire specifically tailored to the evaluation of 

multimodal systems and covering most of the taxonomy’s quality aspects, (3) in-

sights on how the quality perceptions of multimodal systems relate to the quality 

perceptions of its individual components, (4) a set of empirically tested factors which 

influence modality choice, and (5) models regarding the relationship of the perceived 

quality of a modality and the actual usage of a modality.  

8.2 Discussion and Future Work 

In this section, an outlook on future research directions is presented. While very spe-

cific implications of the presented research have already been discussed in the previ-

ous chapters, the current section takes a broader perspective aiming to integrate the 

thesis’ main results with recent and emerging trends. 

8.2.1 From the Lab to the Field 

One avenue for future work concerns the degree to which the results presented in this 

thesis are generalizable. All studies presented were conducted in a laboratory setting 

and were for the most part task-oriented. In addition to this, the systems predomi-

nantly offered sequential input (where the input modalities were speech and touch) 

while the output was mostly multimodal. 
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Although laboratory settings provide a controlled environment, which makes it 

possible to clearly identify the effects of specific factors, such settings are (by defini-

tion) rather artificial. In some of the studies steps were taken to mitigate against this, 

by providing more naturalistic test environments (as in  Studies 6.3, 6.4) and by using 

commercial devices throughout (although the applications being tested were specially 

designed prototypes). Hence, aspects such as response time or the touch screen's 

capabilities (e.g. its recognition accuracy) can be said to be realistic. However, none 

of the studies was conducted in a truly natural setting. The tasks to be performed by 

the participants were pre-defined. In all studies, only tasks which were supported by 

the system were selected. This is of course different to how users interact with sys-

tems in a real-world setting, as discovering the capabilities of a system is an essential 

aspect of the experience of being confronted with a new device (Cordes, 2001). 

Moreover, the “confounding” variables, which are usually controlled in a lab setting 

may have a significant impact on a system’s usability. Therefore, it may be the case 

that a system or a modality is received well in a lab test but will fail in the real world. 

In terms of multimodal interaction, for instance, the speech modality may not be 

robust enough in noisy environments such as bars and restaurants, or perhaps the 

touch modality may not work as intended if the user is wearing gloves. 

The issues, reported above, show, that although laboratory studies, which aim to 

eliminate contextual factors strictly, may be appropriate for performance evaluation 

and have yielded good results from which meaningful insights may be inferred, addi-

tional insights into and knowledge of the multi-faceted concept of ‘experience’ may 

be gained by extending the studies into wider environments. Therefore, a general 

next step should be to move from lab studies to field studies, in order to investigate if 

the results are generalizable and can be confirmed in a wider setting. 

8.2.2  From Tasks to Challenges 

For systems, which are “per se” not task-oriented but used rather solely for enter-

tainment, additional quality aspects, which are not mentioned in the taxonomy, may 

be relevant, or the relations between the quality aspects may differ to those reported 

in this thesis. Dyck et al. (2003) even claimed that games “were ‘separated at birth’ 

from most of the accepted paradigms for designing usable interactive software”. In 

contrast to other interactive system, the focus in game development was mainly on 

novelty and innovation (Dyck et al., 2003). However, the purpose of such new inter-

action techniques is to be able to play “in more efficient and more interesting ways” 

(Dyck et al., 2003). Hence, it is reasonable to assume that such systems also need to 

possess pragmatic qualities apart from hedonic qualities, like discoverability or nov-

elty. For example, if a user wants to perform a certain action in a computer game 

(such as moving their avatar from A to B) it ought to be possible to carry out this 

action in an efficient and effective manner. Similarly, loading times should be short. 
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However, for higher level goals in a game (perhaps finding a treasure, for example), 

it may be desirable to have diverting detours, involving riddles, puzzles or challeng-

es. Such detours could be considered “inefficient” and “ineffective” in the classical 

sense of ease-of-use, but are nonetheless integral to the game. On this level, the op-

timal task duration as a measure of efficiency may follow a U-shape rather than fol-

low the common “the shorter the better” formula.  

An example of a product which goes against traditional interface norms is Face-

book. According to Hart and colleagues (2008), Facebook barely complies with the 

classical ease-of-use-focused usability heuristics suggested by Nielsen (1994). Nev-

ertheless, Facebook is a major success. Accordingly, while both “serious” systems 

and "entertainment" systems should, in the best case, demonstrate both, high hedonic 

as well as high pragmatic qualities, the importance of the respective quality dimen-

sions may differ. 

On the other hand, it should be noted that systems used mainly in a work context 

should also be motivating and pleasurable, something which can be achieved through 

so-called gamification. Gamification adapts highly motivating elements of games 

into non-gaming contexts, e.g. serious software (Detering et al., 2011). The aim is to 

improve the motivation of the user to interact with the system (Hassenzahl, 2003b). 

While the term gamification is relatively new, the idea itself is not. An early example 

presented by Laschke and Hassenzahl (2003), is the PSDoom process manager, 

where the ego-shooter Doom is adapted and processes are “killed”. Today big com-

panies such as SAP employ similar, game-based strategies in order to motivate their 

employees (Schacht & Schacht, 2012). In addition, such gamification strategies may 

be helpful in encouraging sustainable behaviour (e.g. with an in-car game) and health 

promoting behaviour. Another popular application area is marketing. Many compa-

nies use gamifictation approaches, e.g. loyal customers can achieve certain levels, 

which come along with certain discounts. Here the aim is of course to sell products 

by employing so–called extrinsic motivators. Unfortunately, extrinsic motivators 

have been shown to reduce the “free-choice” intrinsic motivation (Deci, Koestner, & 

Ryan, 2001). Hence, care has to be taken, when employing such strategies. Moreo-

ver, the effects of the (extrinsic) rewards are not sustainable. This means, as soon as 

the rewards are taken away, their effects on the user behaviour will disappear. For 

example, once the user has all “badges” he may stop using the system. In summary, 

bringing the alienated siblings “games” and “serious software” together seems like a 

worthwhile approach to make non-gaming interactive systems more engaging; but 

further research is necessary, in order to determine which aspects can provide (sus-

tainable) motivation in the context of serious systems.  
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8.2.3 From Tool to Partner  

A further area for future work concerns how systems can be endowed with a person-

ality. This is particularly important for “serious” spoken dialogue systems and ava-

tars, where the system’s persona can be a crucial factor, which determines its suc-

cess. To return to the example provided in the introduction to this thesis, the sassy 

tone of Apple's Siri system is considered to be one of the reasons for its success. 

However, such an informal tone would most likely be inappropriate for a telephone 

banking system. Thus, attempts to incorporate personality into a system raises several 

questions: Which personality type is suitable for a particular system or user group? 

How best to design and develop a certain personality using synthesised speech? What 

are the features of speech (including prosodic elements such as pitch, tone) which are 

relevant for personality perceptions? What are the appropriate lexical and semantic 

choices for dialogue responses? Some research in this direction has already been 

conducted (e.g. Polzehl, Möller, & Metze, 2011; Mairesse & Walker, 2011) but it is 

still a rather new direction.  

For multimodal systems, the question then arises whether all modalities ought to 

be aligned with the targeted personality, in order for the system to have a consistent 

personality throughout. In the case of Siri, this was probably not a focus of the iPh-

one/iPad developers. Consequently, Siri and the iPhone may be perceived as different 

entities and not as one system. It should be noted however, that many apps and in-

deed PC programs are also perceived as separate entities that are distinct from their 

associated device or operating system. What is noteworthy in the case of Siri is that it 

is a native feature of the iPhone and comes automatically bundled with the device 

when it is sold, and yet the perception of it as being somehow separate persists, de-

spite its tight integration with other native iPhone apps (such as email or the calen-

dar). Consequently, an additional area for future work to examine is how systems, 

whose constituent parts are perceived as different “entities” but yet are tightly inte-

grated with each other, can be evaluated.  

Moreover, possibly intensified by its anthropomorphic features, a certain intelli-

gence is attributed to Siri. This was also the case for an app called AskWiki, which 

was developed in at Deutsche Telekom Innovation Laboratories (Burkhardt & Zhou, 

2012; Wechsung et al. 2012b). AskWiki allowed users to query Wikipedia using 

speech. During its development, user research was conducted, which revealed that 

users often blamed the app for failures, which were in fact due to Wikipedia and not 

due to the app itself. It may be that for such “intelligent” systems additional quality 

aspects may become relevant. 
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8.2.4 From Explicit to Implicit Modalities  

Most systems investigated in this thesis offered sequential touch and speech input, a 

set-up which is arguably the de-facto standard among today’s mobile devices. How-

ever, information and communication technology is a highly dynamic field, and mo-

tion-controlled devices are already widely available. Moreover, modern sensors per-

mit body movements to be tracked (e.g. lip-reading, eye/gaze–tracking, head track-

ing), as well as making it relatively easy for biometric data to be assessed (e.g. face 

recognition/detection, fingerprint recognition, motion profiles and even for neuronal 

activity). Such “sensor”-based input differs from speech and touch input (although 

touch input is sensor-based itself) as it is more implicit, which means that users are 

not necessarily aware of the sensors being part of the system. For example, a system 

might first use face recognition before activating speech recognition. For a smooth 

and well performing system, a novice user may not recognize this underlying pro-

cess. Often such sensors can be used to adapt the system to the user, without the user 

realizing this. One consequence of this is, that it is reasonable to assume that such 

sensor-based input modalities are only noticed if they fail. This is a fundamental 

difference between such implicit modalities when compared to the rather explicit 

modalities investigated in this thesis. The evaluation of such implicit modalities 

seems to be particularly difficult; for example, how can an entity be judged, if the 

judge is in the best case not aware of the entity? Whether the taxonomy presented in 

Chapter 3 and the Multimodal Quality Questionnaire (Chapter 5) can be applied to 

such systems needs to be determined. For example, aspects such as the level of con-

trol a user has concerning the adaptation may be important. 

Furthermore, the relationship between the implicit and explicit modalities or in-

deed the relationship between different implicit modalities regarding the systems 

overall quality may be different from what was observed in the studies presented in 

this thesis. Moreover, modality choice is, for such systems, not necessarily a con-

scious decision made by the user, as such sensors are often not “actively” addressed 

by the user. In the above example, if face recognition is used as an activation trigger 

for speech recognition, a novice user might assume that the speech recognition is not 

working and might not necessarily “blame” the face recognition. 

Apart from the modalities being explicit, there was also an inherent and necessary 

redundancy present. This means with few exceptions all tasks could be performed 

with both modalities. In addition, only sequential input was offered. Investigating 

systems that offer complementary, parallel input such as in Bolt’s Put-that-there- 

demonstrator (1980) were beyond the scope of this thesis. Verifying that the results 

presented also hold for such interfaces should also be examined in future work.  
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8.2.5 From Short-Term to Long-Term Studies 

A final issue which should be considered in future research, is that of long-term us-

age. All studies were, by necessity, short-term studies. Evaluations of the experi-

enced quality were always assessed directly after the interaction. Hence it was not 

possible for a study to assess either the experienced quality during the interaction, or 

indeed the long-term  experienced quality as recalled at a later stage (i.e. after some 

days). In additional research not reported this thesis (Wechsung et al. 2012b), ratings 

collected “online” during a field trial were compared with ratings assessed after the 

usage period. While quantitative ratings of overall quality were similar, the qualita-

tive data differed: comments collected during usage were more specific with respect 

to certain negative or positive aspects of the apps performance. Participants often 

only reported problems, not judgments. Comments, collected after usage, were often 

rather general; however, they also contained an affective appraisal of the experience. 

Thus, the remembered experience does not necessarily represent a one-to-one reflec-

tion of the actual experience. These preliminary findings suggest that investigations 

sustained over longer time-frames are an area worthy of further study. 

In addition to the concerns regarding quality perceptions, it is probably also the 

case that modality usage patterns are dynamic and changing over time. It is imagina-

ble that an exciting new modality may become boring after some time, or that usage 

of it increases only after a period of familiarisation.  

In summary, to tackle the questions raised above, a next step could be to move 

from the lab to the field and extent the time-frame of the user studies. While the sys-

tems used in this thesis, are representative of the mass market of such systems, they 

will certainly be superseded by devices with extended capabilities (e.g. systems of-

fering “true” conversational competence and parallel input). Such new technologies 

will not only engage the future users, but hopefully also the future researchers. On 

the other hand, the “Put-that-there-demonstrator” is over 30 years old (Bolt, 1980), 

but still such “truly” multimodal devices are rather rare. Accordingly, while the re-

ported findings may partly be limited to current devices, they will remain valid and 

useful for a while. Together with the results of Kühnel (2012), a holistic approach for 

the evaluation of current and future multimodal devices is provided by the presented 

work. 
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Appendix A - Additional Material Related to Empirical Studies 

A.1 Additional Results of Study 4.1 

Table A.1.1 Ratings on SUMI Sub-Scales (Min.=10/ Max.=30) 

Scale System Mean SD F 
(2,40) 

p 
(part. eta²) 

Efficiency 
Tablet PC 19.00 3.39 

6.19 
.005 

(.236) 
PDA 19.90 3.48 

Desktop PC 16.67 3.15 

Affect 
Tablet PC 19.33 2.13 

10.02 
.000 

(.334) 
PDA 19.95 2.13 

Desktop PC 17.38 2.73 

Helpfulness 
Tablet PC 22.05 1.96 

1.46 
.244 

(.068) 
PDA 22.19 2.09 

Desktop PC 21.48 1.89 

Control 
Tablet PC 22.67 2.27 

3.33 
.046 

(.143) 
PDA 22.24 2.21 

Desktop PC 21.38 2.22 

Learnability 
Tablet PC 15.57 3.23 

5.98 
.005 

(.230) 
PDA 14.57 3.47 

Desktop PC 16.90 4.40 

Global 
Tablet PC 40.19 7.87 

6.56 
.003 

(.247) 
PDA 45.29 10.14 

Desktop PC 38.04 7.06 

Table A.1.2 Ratings on AttrakDiff Sub-Scales (Min.=-3/ Max.=3) 

Scale System Mean SD F 
(2,38) 

p 
(part. eta²) 

Pragmatic  
Qualities 

Tablet PC .91 .84 
16.80 

.000 
(.469) 

PDA .01 .89 
Desktop PC 1.34 .61 

Hedonic Quali-
ties-Stimulation 

Tablet PC .63 .84 
3.59 

.037 
(.159) 

PDA .32 .57 
Desktop PC .27 .64 

Hedonic Quali-
ties-Identity 

Tablet PC .81 .81 
23.03 

.000  
(.548) 

PDA .64 .76 
Desktop PC -.33 .89 

Attractiveness 
Tablet PC .99 1.04 

4.04 
.026 

 (.175) PDA .34 .88 
Desktop PC .74 .66 
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Table A.1.3. Ratings on SASSI Sub-Scales (Min.=0/Max.=4) 

Scale System Mean SD t(20) p 

Global 
Tablet PC 2.24 .52 

2.00 .059 
PDA 1.96 .48 

Speed 
Tablet PC 1.64 .50 

.40 .693 
PDA 1.59 .46 

Accuracy 
Tablet PC 2.11 .69 

1.44 .166 
PDA 1.90 .58 

Likeability 
Tablet PC 2.60 .62 

5.00 .065 
PDA 2.23 .61 

Habituality 
Tablet PC 1.69 .74 

1.20 .246 
PDA 1.52 .52 

Cognitive De-
mand 

Tablet PC 2.30 .59 
2.25 .036 

PDA 1.86 .68 

Annoyance 
Tablet PC 2.49 .59 

1.79 .089 
PDA 2.18 .64 

Table A.1.4Ratings on SUS (Global Scale: Min. = 0/Max. = 100; Items: Min.=0/Max.= 4) 

Item Device Mean SD t(20) p 

Global Scale 
Tablet PC 53.93 16.59 

1.32 .232 
PDA 50.12 13.38 

I think that I would like to use the voice control 
frequently. 

Tablet PC 2.00 1.18 
1.45 .162 

PDA 1.74 1.05 

I found the voice control unnecessarily com-
plex. 

Tablet PC 2.19 .93 
.72 .480 

PDA 1.74 1.05 

I thought the voice control was easy to use. 
Tablet PC 2.10 .94 

1.24 .229 
PDA 1.80 .98 

I think that I would need the support of a tech-
nical person to be able to use the voice control. 

Tablet PC 2.33 .86 
.70 .493 

PDA 2.42 .93 

I found the various functions in this system 
were well integrated. 

Tablet PC 2.00 .84 
.44 .666 

PDA 2.10 .70 

I thought there was too much inconsistency in 
the voice control. 

Tablet PC 2.04 1.02 
2.36 .029 

PDA 1.67 .66 

I would imagine that most people would learn 
to use the voice control very quickly. 

Tablet PC 2.48 .98 
.75 .463 

PDA 2.29 1.01 

I found the voice control very cumbersome to 
use. 

Tablet PC 2.14 1.01 
.55 .590 

PDA 2.00 .89 

I felt very confident using the voice control. 
Tablet PC 1.76 1.00 

.78 .446 
PDA 1.57 .87 

I needed to learn a lot of things before I could 
get going with the voice control. 

Tablet PC 2.52 .68 
1.9 .072 

PDA 2.14 .96 
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A.2 Detailed Descriptions of Pilot and Data Collection Studies for 
Questionnaire Construction 

A.2.1 Pilot Study A 

Design 

The study was carried out in a between-subject design. The participants were ran-
domly assigned to the test conditions. The independent variable was input modality 
with the conditions touch, speech, motion control, and multimodal. The dependent 
variables were performance data (task duration, successful task completion, and task 
aborts) as well as subjective ratings of user satisfaction. 

Participants 

A total of 62 students of TU Berlin (Berlin Institute of Technology), with a mean age 
of 24 years (SD=2.7) participated in the study. 44 of them were male, 18 were fe-
male. The participants were recruited at a students’ dormitory and received small 
presents for their participation. Gender effects werenot found. None of the partici-
pants was familiar with either the application or the technical device used in the 
study. 

Materials and Tasks 

The device used was a smart phone (HTC Touch Diamond; IBM embedded 
ViaVoice) controllable via motion (tilt and twist), speech and touch input.  For 
speech and motion input activation, a respective button had to be pressed before 
starting to speak or tilt and twist. The push-to-talk trigger is placed on the left hand 
side and the push-to-move button on the front of the device. 

Each participant tested only one modality condition which was either motion, 
speech, touch or the multimodal condition, in which the participants could choose the 
input modalities or a combination of modalities themselves. Each participant solved 
10 tasks with the given modality. All tasks could be solved in any modality. The 
following combination of tasks was chosen, which included easy and more difficult 
tasks 

  Access your voice messages. 
  Retrieve the voice message of “garage Heinz”. 
  Delete the message. 
  Access your e-mail inbox. 
  View the e-mail by Philip. 
  Access your fax inbox. 
  View the fax by Felix. 
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  Access your voice messages and sort them from A to Z. 
  Redirect your calls to the default number and confirm this change. 
  Return to the menu and close the application. 

To assess subjective ratings regarding user satisfaction, the AttrakDiff (Hassen-
zahl, Burmester, & Koller, 2003) questionnaire was used. Additionally, participants 
were asked to rated their perceived mental effort on the SEA-scale (Eilers, 
Nachreiner, Hänecke, 1986). Moreover, a non-final version of the MMQQ was used 
(cf. Section 4). 

Furthermore, interaction performance data was protocolled by the experimenter:  

  Successful task completion (i.e. number of trials that were successful on the first 
attempt)  

  Aborts of task execution after two minutes (task execution was aborted by the 
experimenter when exceeding 2 minutes) 

  Task completion time 

Procedure 

First, the experimenter gave a short introduction to the device and the modality to 
use. In the multimodal condition, all three input modalities were explained. Then, the 
participants had to solve the ten tasks with the modality they were assigned to. The 
time for solving the task and the number of errors made were recorded by the ex-
perimenter who was sitting next to the participant observing him or her solving the 
task (time was measured with a stopwatch) and listed on paper together with the 
errors made). If the participant was not able to solve the task within two minutes, he 
or she was asked to move on to the next task. After solving all ten tasks, the partici-
pants filled in the questionnaire. 

A.2.2 Pilot Study B 

Design 

The study was carried out in a within-subject design. As in Pilot Study A, the inde-
pendent variable was the input modality with the conditions touch, speech, motion 
control, and multimodal. The order of the three single input modality conditions 
touch, speech, and motion was balanced (latin square). The fourth and last condition 
was always the multimodal condition, since all modalities had to be trained once 
before a decision for a modality or modality combination could be made by the par-
ticipants. The dependent variables again were performance data (task duration, suc-
cessful task completion, and task aborts) as well as subjective ratings of user satisfac-
tion. Additionally, in the multimodal test block, the chosen input modality was re-
corded.  
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Participants 

30 participants (15 male, 15 female) aged between 22 and 78 years took part in the 
study. Half of them were younger than 35 years (M=28.73, SD=3.58) and half of 
them were older than 55 years (M=65.73, SD=7.26). None of the participants was 
familiar with either the application or the technical device. Regarding the modalities 
tested, 48.3% of the participants had prior experience with touch, 27.6% with speech, 
and 10.3% with motion control. 

Material and Tasks 

The device used for testing was the same as in Pilot Study A, the HTC Touch Dia-
mond smartphone with touch, speech, and motion input. To assess ratings regarding 
the users’ perceptions, again, the AttrakDiff (Hassenzahl, Burmester, & Koller, 2003) 
questionnaire,the SEA-scale (Eilers, Nachreiner, & Hänecke, 1985) and a non-final 
version of the MMQQ were employed. Interaction performance data (successful task 
completion in the first trial, aborts of task execution after three unsuccessful at-
tempts, task duration measured with a stop watch) were logged as in the first study.  

Additionally an early version of the QUESI questionnaire was used (Hurtienne & 
Naumann, 2010). It measures the subjective consequences of intuitive use. The par-
ticipants had to execute 4 blocks of tasks with a total of 14 tasks similar to the ones 
in Pilot Study A (get messages, reply to them, forward, and sort messages as well as 
changing notification settings).  

Procedure 

First, the participants filled in a questionnaire about their demographic data and their 
experience with devices and input modalities. Then, all participants executed the 14 
tasks for each of the four modality conditions. If the task goal was not achieved 
within three trials, task execution was aborted by the experimenter and the next task 
started. First, participants were asked to solve all tasks with a given modality. Then, 
participants evaluated the interaction via the questionnaire. This was repeated for all 
three modalities – touch, speech, and motion. In the final multimodality condition, 
participants were free to choose the modalities they used for solving the task. Here, 
they could always switch or combine modalities as they liked. Again, the participants 
evaluated the interaction after solving all tasks in this condition. 

A.2.3 Detailed Descriptions of Data Collection Study 

Participants  

30 German-speaking individuals (15m, 15f, M = 28 yrs.) took part in the study. All 
of them were paid for their participation. The majority (70%) was familiar with touch 
input; voice control was considerably less known (30%).  
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Material 

The tested application,named Mobile Multimodal Information Cockpit,offered the 
functionality of a remote control, a mobile TV and video player, video on demand 
services and games. The application was implemented on a Tablet PC, the Samsung 
Q1 Ultra. The tested system is controllable via a graphical user interface with touch 
screen and speech input. The output is given via the graphical user interface and au-
dio feedback. For some tasks only one of the modalities was available. To assess 
ratings for hedonic and pragmatic qualities the AttrakDiff questionnaire (Hassenzahl, 
Burmester & Koller, 2003) was employed. Furthermore, the SEA-scale (Eilers, 
Nachreiner, & Hänecker, 1986)was used as a measure of perceived mental effort. In 
addition, an early version of the MMQQ was employed. 

Procedure 

The experiment consisted of two blocks: one task-oriented and one explorative. Half 
of the participants started with the task-oriented block followed by the explorative 
block. For the other half of participants the order was reversed (within-subject de-
sign). They were either instructed to perform 16 given tasks (e.g. logging in to the 
system, switching the channel, searching for a certain movie, a certain TV show, a 
certain actor, increasing volume, decreasing volume, playing the quiz, switching be-
tween the different categories) or to use the next 15 minutes to do whatever they 
want to do with the device. The duration was set to 15 minutes since pre-tests 
showed that this was the average time to accomplish all tasks. In both test blocks the 
participants were free to choose the input modality. It was at any time possible to 
switch or combine modalities. In order to rate the previously tested condition, the 
questionnaires had to be filled in after each test block. To analyse which modality the 
participants used, for every interaction step, the modality used to perform the step 
was logged.  

A.3 Additional Results of Study 5.1 

The results show differences between the three versions of the system for all At-
trakDiff scales. For the scale pragmatic qualities the touch-based version was rated 
bestand the voice control version worst, F(2,66)= 93.79, p=.000, eta²= .740. For 
bothhedonic scales, the multimodal version was rated best. Regarding Hedonic 
Qualities-Stimulationthe speech version received the lowest ratings, F(2,68)=12.84, 
p=.000, eta²= .274. For Hedonic Qualities-Identity the touch-based version was rated 
worst,F(1.65, 55.99) = 15.35, p = .000, eta²= .311.  

The Attractiveness scale, the AttrakDiff scale covering pragmatic as well as he-
donicqualities, showed the lowest ratings for the speech-based version and highest 
ratings for the touch-based version, F(1.51,51.22)= 47.53, p=.000, eta²=.583. 
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Regarding the overall scale, the scale based on the mean of all items, the 
speechbasedversion was rated worse than the touch-based version and multimodal 
systems version, F (2, 66) = 38.38, p = .000, eta² = .538.The touch-based version and 
the multimodal version were rated equally good. 

A.4 Additional Results of Study 6.4 

Regarding Pragmatic Qualities, a repeated measure ANOVA with Sidak-corrected 
post-hoc tests showed that the explorative condition was rated worse than the multi-
modal condition. Furthermore, the touch condition was perceived as less stimulating 
(Hedonic Qualities-Stimulation) compared to the multimodal condition. No differ-
ence was found on the scale Hedonic Qualities-Identity, Attractiveness and for men-
tal effort (SEA scale).  

For the performance measures post hoc test showed that participants were faster 
and more successful in the speech condition compared to the touch condition. All 
results are displayed in Table A.4.1. 

 

Table A.4.1.. Comparison between different modalities for Study 6.4 

Measure MSpeech 

SDSpeech 
MTouch 

SDTouch 
MMultimodalt 

SDMultimodalt 
MExplorative 

SDExplorative 
F 

(df) 
p 

part. 
eta² 

Pragmatic Qualities 
1.51 

(1.23) 
1.08 
(.99) 

1.46 
(1.04) 

.82 
(1.29) 

3.93 
(3,87) 

.023 .119 

Hedonic Qualities -
Stimulation 

1,47 
(1.22) 

.92 
(1.19) 

1.38 
(1.22) 

1.08 
(1.07) 

4.36 
(3,87) 

.007 .131 

Hedonic Qualities - 
Identity 

1.08 
(1.22) 

1.02 
(1.00) 

1.30 
(1.07) 

1.23 
(.90) 

.867 
(3,87) 

.462 .029 

Attractiveness 
1.57 

(1.26) 
1.47 

(1.02) 
1.70 
(.98) 

1.25 
(1.26) 

1.49 
(3,87) 

.223 .049 

Mental effort (SEA 
scale) 

28.43 
33.62 

26.17 
17.43 

20.73 
13.14 

34.50 
25.73 

2.43 
(1.97, 
56.98) 

.099 .077 

Task duration in 
mm:ss.ms 

7:03.37 
(02:31.12) 

08:51.10 
(04:00,68) 

07:50,84 
(03:12,68) 

n.a. 
3.93 

(2,56) 
.025 .123 

Task sucess 
61.46 

(13.74) 
49.58 

(17.60) 
57.29 

(20.70) 
n.a. 

5.00 
(2,58) 

.010 .147 
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Appendix B –Additional Material Related to the 
MMQQValidation 

B.1 Complete List of Items 

Table B.1.1 Initial List of Items with Corresponding Results of Jarque-Bera-Normality-Test, 
Item Difficulty Indices, and Item Discrimination Indices 

Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

PER1 
Das System ist 
unfreundlich - freundlich. 

The system is un-
friendly - friendly. 

4.13 
(0.13) 

70 .75 

PER2 
Das System ist 
unsympathisch - 
sympathisch. 

The system is unsym-
pathetic - sympathetic. 

1.28 
(0.53) 

68 .69 

PER3 
Die Interaktion mit dem 
System ist unangenehm - 
angenehm. 

The interaction with the 
system is unpleasant - 
pleasant. 

4.47 
(0.11) 

64 .72 

PER4 
Die Interaktion mit dem 
System ist nervig - spaßig. 

The interaction with the 
system is nerved - 
amusing. 

1.55 
(0.46) 

64 .82 

AEST1 
Die Gestaltung des 
Systems ist abstoßend - 
anziehend. 

The design of the sys-
tem is off - putting   
appealing. 

1.17 
(0.56) 

68 .60 

AEST2 
Die Gestaltung des 
Systems ist hässlich - 
schön. 

The design of the sys-
tem ugly - beautiful. 

1.68 
(0.43) 

63 .66 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

AEST3 
Die Gestaltung des 
Systems ist unansehnlich - 
ansehnlich. 

The design of the sys-
tem is unsightly - 
sightly. 

0.43 
(0.81) 

61 .83 

DISC1 
Die Interaktion mit dem 
System ist entmutigend - 
motivierend. 

The interaction with the 
system is discouraging - 
encouraging. 

1.79 
(0.41) 

64 .77 

DISC2 
Die Interaktion mit dem 
System ist langweilig - 
unterhaltsam. 

The interaction with the 
system is boring - enter-
taining. 

3.56 
(0.17) 

64 .47 

DISC3 
Die Interaktion mit dem 
System ist eintönig - 
abwechslungsreich. 

The interaction with 
the system is monoto-
nous - varied. 

1.50 
(0.47) 

64 .69 

DISC4 
Die Gestaltung des 
Systems ist konventionell - 
originell. 

The design of the sys-
tem is conventional - 
original. 

2.07 
(0.36) 

52 .50 

DISC5 
Die Gestaltung des 
Systems ist reizlos - 
reizvoll. 

The design of the sys-
tem is plain - attractive. 

1.32 
(0.52) 

64 .75 

DISC6 
Die Gestaltung des 
Systems ist öde - 
interessant. 

The design of the sys-
tem is dull - interesting. 

0.77 
(0.68) 

55 .63 

Appendix B -  Additional Material Related of the MMQQ Validation 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

EFFIT1 
Die Interaktion mit dem 
System ist umständlich - 
direkt. 

The interaction with the 
system is cumbersome - 
direct. 

2.16 
(0.34) 

55 .69 

EFFIT2 
Die Interaktion mit dem 
System ist holprig - 
flüssig. 

The interaction with 
the system is clunky - 
smooth.  

1.90 
(0.39) 

53 .79 

EFFIT3 
Die Interaktion mit dem 
System ist lahm - flott. 

The interaction with the 
system is sluggish - 
responsive. 

1.50 
(0.47) 

48 .77 

EFFIT4 
Die Interaktion mit dem 
System ist langsam - 
schnell. 

The interaction with 
the system is slow - 
fast. 

3.19 
(0.20) 

63 .84 

EFFIM1 
Die Interaktion mit dem 
System ist beanspruchend 
- schonend. 

The interaction with 
the system is demand-
ing - relieving. 

1.07 
(0.59) 

60 .84 

EFFIM2 
Die Interaktion mit dem 
System ist belastend - 
entlastend. 

The interaction with 
the system is taxing - 
disencumbering. 

1.99 
(0.37) 

51 .74 

INTUI1 
Das System ist schwierig 
zu bedienen - einfach zu 
bedienen. 

The system is difficult to 
operate - easy to oper-
ate. 

3.12 
(0.21) 

62 .71 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

INTUI2 
Die Interaktion mit dem 
System ist kompliziert - 
unkompliziert. 

The interaction with the 
system is complicated - 
uncomplicated. 

1.27 
(0.53) 

71 .80 

INTUI3 
Die Gestaltung des 
Systems ist chaotisch - 
geordnet. 

The design of the sys-
tem is chaotic - well-
structured. 

1.39 
(0.50) 

58 .86 

INTUI4 
Die Gestaltung des 
Systems ist unklar - klar. 

The design of the sys-
tem is unclear - clear. 

1.56 
(0.46) 

69 .81 

INTUI5 
Die Gestaltung des 
Systems ist inkonsistent - 
konsistent. 

The design of the sys-
tem is consistent - in-
consistent. 

1.12 
(0.57) 

60 .67 

EFFEC1 
Das System ist 
fehleranfällig - 
fehlertolerant. 

The system is error-
prone - error-tolerant. 

0.81 
(0.67) 

47 .68 

EFFEC2 
Die Interaktion mit dem 
System ist fehlerreich - 
fehlerarm. 

The interaction with 
the system is high in 
errors - low in errors. 

0.21 
(0.90) 

52 .68 

EFFEC3 
Die Gestaltung des 
Systems ist ablenkend - 
zielführend. 

The design of the sys-
tem is distracting - 
targeted. 

1.20 
(0.55) 

67 .79 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

LEARN1 
Die Gestaltung des 
Systems ist störend - 
helfend. 

The design of the sys-
tem is impeding - help-
ful. 

0.77 
(0.68) 

68 .80 

LEARN2 
Die Gestaltung des 
Systems ist ungeeignet - 
geeignet. 

The design of the sys-
tem is unsuitable - 
suitable. 

3.75 
(0.15) 

69 .81 

LEARN3 
Die Gestaltung des 
Systems ist unangebracht - 
angebracht. 

The design of the sys-
tem is inappropriate - 
appropriate. 

2.08 
(0.35) 

63 .79 

IQ1 

Die verschiedenen 
Eingabemöglichkeiten: 
sind nachteilig - sind 
vorteilhaft. 

The different input 
modalities are disad-
vantageous - advanta-
geous. 

1.25 
(0.53) 

63 .78 

IQ2 

Die verschiedenen 
Eingabemöglichkeiten 
blockieren sich - ergänzen 
sich. 

The different input 
modalities are blocking 
each other - are com-
plementing each other. 

1.61 
(0.45) 

71 .70 

IQ3 

Die verschiedenen 
Eingabemöglichkeiten: 
behindern sich - 
unterstützen sich. 

The different input 
modalities hinder each 
other - support each 
other. 

1.17 
(0.56) 

68 .72 

IQ4 

Die verschiedenen 
Eingabemöglichkeiten sind 
schlecht miteinander 
integriert - sind gut 
miteinander integriert. 

The different input 
modalities are poorly 
integrated with each 
other - are well inte-
grated with each other. 

1.07 
(0.59) 

67 .71 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

IQ5 

Die verschiedenen 
Eingabemöglichkeiten: 
sind schlecht aufeinander 
abgestimmt - sind gut 
aufeinander abgestimmt. 

The different input 
modalities are poorly 
aligned with each other 
- are well aligned with 
each other. 

0.59 
(0.74) 

68 .69 

IQ6 

Die verschiedenen 
Eingabemöglichkeiten sind 
schlecht zu koordinieren - 
sind gut zu koordinieren. 

The different input 
modalities are poorly to 
coordinate - well to 
coordinate. 

5.69 
(0.06) 

61 .79 

IQ7 

Die verschiedenen 
Eingabemöglichkeiten 
sind schlecht zu 
kombinieren - sind gut zu 
kombinieren. 

The different input 
modalities are poorly 
to combine - are well to 
combine. 

1.99 
(0.37) 

66 .66 

IQ8 

Die verschiedenen 
Eingabemöglichkeiten 
arbeiten schlecht 
zusammen - arbeiten gut 
zusammen. 

The different input 
modalities are working 
poorly together - are 
working well together. 

1.25 
(0.53) 

65 .75 

OQ1 
Die Rückmeldungen des 
Systems sind dumm - klug. 

The system’s feedback 
is dumb - smart. 

0.38 
(0.83) 

61 .57 

OQ2 
Die Rückmeldungen des 
Systems sind unnötig - 
notwendig. 

The system’s feedback 
is unnecessary - neces-
sary. 

2.04 
(0.36) 

59 .73 

OQ3 
Die Rückmeldungen des 
Systems sind hemmend - 
unterstützend. 

The system’s feedback 
is hindering - support-
ing. 

1.14 
(0.57) 

69 .65 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

OQ4 
Die Rückmeldungen des 
Systems sind hinderlich - 
förderlich. 

The system’s feedback 
is inhibiting - facilitat-
ing. 

0.96 
(0.62) 

60 .78 

OQ5 
Die Rückmeldungen des 
Systems sind sinnlos - 
sinnvoll. 

The system’s feedback 
is pointless - meaning-
ful. 

2.16 
(0.34) 

67 .64 

OQ6 
Die Rückmeldungen des 
Systems sind verwirrend - 
erklärend. 

The system’s feedback 
is confusing - explana-
tory. 

2.51 
(0.29) 

61 .72 

OQ7 
Die Rückmeldungen des 
Systems sind zweckdien-
lich -zwecklos 

The system’s feedback 
is expedient – futile. 

0.87 
(0.65) 

72 .30 

OQ8 
Die Rückmeldungen des 
Systems sind konstruktiv-
destruktiv 

The system’s feedback 
is constructive - de-
structive 

1.80 
(0.41) 

66 .59 

OQ9 
Die Rückmeldungen des 
Systems sind zureichend – 
unzureichend. 

The system’s feedback 
is sufficient - insuffi-
cient. 

1.59 
(0.45) 

67 .54 

exclud-
ed

1.2
 

Die Gestaltung des Sys-
tems ist unergonomisch - 
ergonomisch. 

The design of the sys-
tem is unergonomic - 
ergonomic. 

2.37 
(0.31) 

59 .68 

Appendix B -  Additional Material Related of the MMQQ Validation 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

exclud-
ed

3
 

Die Interaktion mit dem 
System ist beschwerlich - 
unbeschwerlich. 

The interaction with the 
system is arduous - 
effortless. 

1.27 
(0.53) 

58 .81 

exclud-
ed

4
 

Die Interaktion mit dem 
System ist anstrengend - 
bequem. 

The interaction with the 
system is exhausting - 
convenient 

0.86 
(0.65) 

57 .80 

exclud-
ed

4
 

Die Interaktion mit dem 
System ist deprimierend - 
aufheiternd. 

The interaction with the 
system is depressing - 
exhilarating. 

1.03 
(0.60) 

61 .67 

exclud-
ed

4
 

Die Interaktion mit dem 
System ist ermüdend - 
fesselnd. 

The interaction with the 
system tiring - compel-
ling. 

1.89 
(0.39) 

62 .71 

exclud-
ed

1
 

Die Interaktion mit dem 
System ist problematisch - 
unproblematisch. 

The interaction with the 
system is problematic - 
unproblematic. 

1.60 
(0.45) 

56 .80 

exclud-
ed

3
 

Die Interaktion mit dem 
System ist stressig - un-
stressig. 

The interaction with the 
system is stressful - 
unstressful. 

1.60 
(0.45)) 

59 .73 

exclud-
ed

1
 

Die Interaktion mit dem 
System ist unbefriedigend 
- befriedigend. 

The interaction with the 
system is dissatisfying - 
satisfying. 

2.32 
(0.31) 

62 .87 

Appendix B -  Additional Material Related of the MMQQ Validation 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

exclud-
ed

2
 

Die Interaktion mit dem 
System ist uneffektiv - 
effektiv. 

The interaction with the 
system is ineffective - 
effective. 

2.63 
(0.27) 

57 .74 

exclud-
ed

3
 

Die Interaktion mit dem 
System ist unlustig - lustig. 

The interaction with the 
system is unfunny - 
funny. 

3.32 
(0.19) 

55 .61 

exclud-
ed

1
 

Die Interaktion mit dem 
System ist unvorhersehbar 
- vorhersehbar. 

The interaction with the 
system is unpredictable 
- predictable. 

1.46 
(0.48) 

62 .72 

exclud-
ed

1
 

Die Rückmeldungen des 
Systems sind unangemes-
sen - angemessen. 

The system’s feedback 
is inappropriate - ap-
propriate. 

3.04 
(0.22) 

58 .76 

exclud-
ed

2
 

Die Rückmeldungen des 
Systems sind ungenügend 
- genügend. 

The system’s feedback 
is insufficient - suffi-
cient. 

1.63 
(0.44) 

51 .69 

exclud-
ed

3†
 

Die Rückmeldungen des 
Systems sind unintelligent 
- intelligent. 

The system’s feedback 
is unintelligent - intelli-
gent. 

0.05 
(0.98) 

62 .67 

exclud-
ed

1
 

Die Rückmeldungen des 
Systems sind unpassend - 
passend. 

The system’s feedback 
is unsuitable - suitable. 

5.01 
(0.08) 

61 .75 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

exclud-
ed

1
 

Die Rückmeldungen des 
Systems sind unverständ-
lich - verständlich. 

The system’s feedback 
is incomprehensible - 
comprehensible. 

2.14 
(0.34) 

64 .66 

exclud-
ed

3
 

Das System ist agil - 
schwerfällig. 

The system is agile - 
cumbersome. 

2.58 
(0.28) 

47 .49 

exclud-
ed

1
 

Das System ist  instabil - 
stabil. 

The system is instable - 
stable. 

0.66 
(0.72) 

58 .67 

exclud-
ed

1‡
 

Das System ist  nutzlos - 
nützlich. 

The system is useful - 
useless. 

2.59 
(0.27) 

70 .82 

exclud-
ed

1
 

Das System ist unattraktiv 
- attraktiv. 

The system is unattrac-
tive - attractive. 

4.50 
(0.11) 

67 .82 

exclud-
ed

1.5‡
 

Das System ist  unbrauch-
bar - brauchbar. 

The system is use im-
practical - practical. 

7.45 
(0.02) 

71 .74 

exclud-
ed

1
 

Das System ist unflexibel - 
flexibel. 

The system is inflexible - 
flexible. 

1.56 
(0.46) 

63 .79 
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Abbre-
viation 

Original German Wording English Translation 
Jarque-
Bera χ² 

(p) 

Item 
 difficulty 

Item 
discrimi-
nation 

exclud-
ed

1
 

Das System ist unkontrol-
lierbar - kontrollierbar. 

The system is uncon-
trollable - controllable. 

3.26 
(0.20) 

63 .81 

exclud-
ed

3
 

Das System ist unrobust - 
robust. 

The system is unrobust 
- robust 

0.88 
(0.64) 

55 .67 

exclud-
ed

3
 

Das System ist  untauglich 
- tauglich. 

The system is unapt - 
apt. 

3.07 
(0.22) 

65 .86 

exclud-
ed

2§
 

Das System ist unüber-
sichtlich - übersichtlich. 

The system is unclear - 
clear. 

3.42 
(0.18) 

68 .82 

exclud-
ed

1
 

Das System ist unzuverläs-
sig - zuverlässig. 

The system is unreliable 
- reliable. 

0.35 
(0.84) 

57 .78 

Notes.  Items in bold-face are items of the final questionnaire.  

  1 = No agreement regarding underlying dimension achieved 

  2 =  Meaning not clear /not understood by participant 

  3 =  Non-standard/unusual German 

  4 = No antonyms 

  5 =  Not normally distributed 
  

†  dumm (dumb) was expected as the corresponding negative adjective 

  ‡  The assumed underlying dimension was utility 
  

§ The meaning of “unclear - clear” was understood but not in combination with sys- 

   tem, experts suggested that it should have been “the design of the system is un

   clear - clear” 
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B.2 Validated Model of Whole Questionnaire 

 
Fig.B.2. Final global model for validation sample (after removal of items LEARN2, item OQ3 

and item IQ4). 
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