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Preface

The title of this book is a pun on the use of the preposition ‘‘onto’’ with the aim of
recalling ‘‘Ontology,’’ the term commonly adopted in the computer science
community to indicate the study of the formal specification for organizing infor-
mation about objects and entities.

The Ontology notion originates from philosophy, where it refers to the meta-
physical study of the nature of being and existence. In computer science and more
specifically in the field of knowledge engineering, ontologies are used for a quite
different purpose, that is, for modeling concepts and relationships on some domain.

Year 2013 celebrates the twentieth anniversary of the World Wide Web. The
simple network of hypermedia has transformed the world of communications with
enormous implications on the social relationships; however, it soon showed its
main drawback that, in the opinion of its creator—Tim Berners-Lee—is the lack of
meaning in exchanged data when artificial agents are involved. Contents were
designed to be read by humans and not to be meaningfully manipulated by
computer programs.

With the introduction of the semantic web the meaningful contents are
opportunely structured, in order to allow software agents roaming from page to
page to readily carry out sophisticated tasks.

From an infrastructural perspective the traditional World Wide Web has
experienced a further extension represented by the Internet of Things (IoT), today
feasible thanks to the integration of the pervasive technology of sensor networks.
Sensor networks are composed of several devices capable of sensing environ-
mental phenomena, of performing small on-board computations, and of commu-
nicating with each other in order to cooperate.

Two different aspects, observable at two separate layers, characterize the
Internet of Things. The physical devices connected to the network and the data
they are able to collect and transmit constitute the raw infrastructure, deployed all
over the globe.

The semantics of the collected data, the meaning of the actions they are able to
trigger, their exploitation in ever-more challenging applications capable of dra-
matically changing everyday life, represent the real knowledge that human beings
and even computers themselves may acquire.

The most important contribution of IoT regards the possibility of enabling more
efficient machine-to-machine cooperation. To such aim, ontologies represent the
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most suitable tool to enable transfer and comprehension of information among
computer applications, even those designed and developed by unrelated people in
different places.

It is thus possible to surf the sea of information available today in digital form
without the intervention of a human being, thus accomplishing a real web of
things.

This new paradigm uncovers new horizons for the development of visionary
and challenging applications. Such new services, bridging the virtual and physical
worlds, span various domains such as energy efficiency, health care, precision
agriculture, and infrastructure monitoring.

This book proposes a collection of contributions illustrating different applica-
tions following these directions and that are the outcomes of real experiences
developed in the context of research projects.

A relevant portion of the book contains papers illustrating the Internet of Things
in the specific domain of Ambient Intelligence (AmI). AmI is a recent research
field that considers the user as the focus of an environment equipped with
pervasive devices, with the main goal of satisfying his requirements, and of
assisting him in daily activities. The complexity of such a domain imposes the
adoption of formal methods of knowledge representation; in such context, ontol-
ogies represent a useful instrument for overcoming the intrinsic difficulties arising
from heterogeneity and dynamicity, thus effectively making the Internet of Things
fully exploitable.

Papers presented in the first part of the book (1–15) fall within this group and
have been discussed during a project workshop held in Palermo on October 29,
2013.

Furthermore, in order to reach a broader audience, we collected some other
interesting contributions devoted to illustrate other compelling application fields,
ranging from the tourism market to the public administration, from the thermo-
solar plants to the multi-risk assessment.

We would like to thank all the authors for their contributions, which we believe
represent interesting and stimulating advances in this cross-disciplinary field.

We also would like to thank all the colleagues for their invaluable support in
reviewing the papers, and finally Dr. Alessandro Perricone for his help in the final
editing.

November 2013 Salvatore Gaglio
Giuseppe Lo Re

vi Preface



Contents

An Ontology-Based Autonomic System for Ambient
Intelligence Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Alessandra De Paola

Detection of User Activities in Intelligent Environments . . . . . . . . . . . 19
Agnese Augello and Salvatore Gaglio

An AMI System for User Daily Routine Recognition
and Prediction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Salvatore Gaglio and Gloria Martorella

A Fuzzy Adaptive Controller for an Ambient Intelligence Scenario. . . 47
Alessandra De Paola, Giuseppe Lo Re and Antonio Pellegrino

Design of an Adaptive Bayesian System for Sensor Data Fusion . . . . . 61
Alessandra De Paola and Luca Gagliano

A Heterogeneous Sensor and Actuator Network Architecture
for Ambient Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Enrico Daidone, Orazio Farruggia and Marco Morana

Short-Term Sensory Data Prediction in Ambient
Intelligence Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Enrico Daidone and Fabrizio Milazzo

A Structural Approach to Infer Recurrent Relations in Data . . . . . . . 105
Pietro Cottone, Salvatore Gaglio and Marco Ortolani

Hardware and Software Platforms for Distributed Computing
on Resource Constrained Devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Gloria Martorella, Daniele Peri and Elena Toscano

vii

http://dx.doi.org/10.1007/978-3-319-03992-3_1
http://dx.doi.org/10.1007/978-3-319-03992-3_1
http://dx.doi.org/10.1007/978-3-319-03992-3_2
http://dx.doi.org/10.1007/978-3-319-03992-3_3
http://dx.doi.org/10.1007/978-3-319-03992-3_3
http://dx.doi.org/10.1007/978-3-319-03992-3_4
http://dx.doi.org/10.1007/978-3-319-03992-3_5
http://dx.doi.org/10.1007/978-3-319-03992-3_6
http://dx.doi.org/10.1007/978-3-319-03992-3_6
http://dx.doi.org/10.1007/978-3-319-03992-3_7
http://dx.doi.org/10.1007/978-3-319-03992-3_7
http://dx.doi.org/10.1007/978-3-319-03992-3_8
http://dx.doi.org/10.1007/978-3-319-03992-3_9
http://dx.doi.org/10.1007/978-3-319-03992-3_9


From IEEE 802.15.4 to IEEE 802.15.4e: A Step Towards
the Internet of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Domenico De Guglielmo, Giuseppe Anastasi and Alessio Seghetti

Extracting Structured Knowledge From Sensor Data
for Hybrid Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Marco Ortolani

Gait Analysis Using Multiple Kinect Sensors . . . . . . . . . . . . . . . . . . . 167
Gabriele Maida and Marco Morana

3D Scene Reconstruction Using Kinect . . . . . . . . . . . . . . . . . . . . . . . . 179
Marco Morana

Sensor Node Plug-in System: A Service-Oriented Middleware
for Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
Giuseppe Di Modica, Francesco Pantano and Orazio Tomarchio

Toward the Next Generation of Sensors as a Service . . . . . . . . . . . . . 209
Dario Lombardo, Vito Morreale and Giuseppe Li Calsi

Advances in Internet of Things as Related to the e-government
Domain for Citizens and Enterprises . . . . . . . . . . . . . . . . . . . . . . . . . 217
Francesco Beltrame and Virginia Dagostino

Low-Effort Support to Efficient Urban Parking
in a Smart City Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
Alessio Bechini, Francesco Marcelloni and Armando Segatori

An Integrated System for Advanced Multi-risk Management
Based on Cloud for IoT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Maria Fazio, Antonio Celesti, Antonio Puliafito and Massimo Villari

Towards Internet Intelligent Services Based on Cloud
Computing and Multi-Agents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Domenico Talia

Chatbots as Interface to Ontologies . . . . . . . . . . . . . . . . . . . . . . . . . . 285
Agnese Augello, Giovanni Pilato, Giorgio Vassallo and Salvatore Gaglio

Body Area Networks and Healthcare . . . . . . . . . . . . . . . . . . . . . . . . . 301
Daniele Peri

viii Contents

http://dx.doi.org/10.1007/978-3-319-03992-3_10
http://dx.doi.org/10.1007/978-3-319-03992-3_10
http://dx.doi.org/10.1007/978-3-319-03992-3_11
http://dx.doi.org/10.1007/978-3-319-03992-3_11
http://dx.doi.org/10.1007/978-3-319-03992-3_12
http://dx.doi.org/10.1007/978-3-319-03992-3_13
http://dx.doi.org/10.1007/978-3-319-03992-3_14
http://dx.doi.org/10.1007/978-3-319-03992-3_14
http://dx.doi.org/10.1007/978-3-319-03992-3_15
http://dx.doi.org/10.1007/978-3-319-03992-3_16
http://dx.doi.org/10.1007/978-3-319-03992-3_16
http://dx.doi.org/10.1007/978-3-319-03992-3_17
http://dx.doi.org/10.1007/978-3-319-03992-3_17
http://dx.doi.org/10.1007/978-3-319-03992-3_18
http://dx.doi.org/10.1007/978-3-319-03992-3_18
http://dx.doi.org/10.1007/978-3-319-03992-3_19
http://dx.doi.org/10.1007/978-3-319-03992-3_19
http://dx.doi.org/10.1007/978-3-319-03992-3_20
http://dx.doi.org/10.1007/978-3-319-03992-3_21


Urban Air Quality Monitoring Using Vehicular Sensor Networks . . . . 311
Giuseppe Lo Re, Daniele Peri and Salvatore Davide Vassallo

Concentrated Solar Power: Ontologies for Solar Radiation
Modeling and Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325
Antonino Piazza and Giuseppe Faso

Designing Ontology-Driven Recommender Systems for Tourism . . . . . 339
Pierluca Ferraro and Giuseppe Lo Re

Contents ix

http://dx.doi.org/10.1007/978-3-319-03992-3_22
http://dx.doi.org/10.1007/978-3-319-03992-3_23
http://dx.doi.org/10.1007/978-3-319-03992-3_23
http://dx.doi.org/10.1007/978-3-319-03992-3_24


An Ontology-Based Autonomic System
for Ambient Intelligence Scenarios

Alessandra De Paola

Abstract Pervasive computing and Ambient Intelligence (AmI) demonstrate that
computer systems which directly interact with users are characterized by increas-
ing size and complexity, so that the human user will still not be able to adequately
manage them for a long time to come. As a response to this trend, the Autonomic
Computing paradigm aims to design and develop systems able to self-configure and
self-manage. The research reported here is part of an AmI project that proposes a
multi-tier cognitive architecture for aggregating sensory information at different lev-
els of abstraction. In such an architecture, a central reasoning component is able to
understand the environmental state and the user’s preferences and consequently to
plan the opportune actions to be performed. This chapter describes an ontology able
to provide a formal representation of the environment in which the AmI system is
placed, as well as a representation of the system itself and of its interaction with
the environment. By exploiting this knowledge, the AmI system can develop con-
sciousness of itself and of its cognitive processes, and consequently the capability
of autonomously managing its own functioning. In particular, this task is performed
by a rule-based planning module, integrated within the multi-level architecture, and
capable of managing and configuring the sensory infrastructure. By means of this
module, the AmI system can manage its own monitoring activity to obtain a good
understanding of the context while minimizing system energy consumption.

1 Introduction

Ambient Intelligence (AmI) [2, 8] is based on the integration of the Internet of Things
(IoT) [1] and Artificial Intelligence. This paradigm defines an application scenario
where the user is the focus of a pervasive environment augmented with sensors and
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2 A. De Paola

actuators, enabling an intelligent system to monitor the environmental conditions
and to perform actions aimed at satisfying user requirements [25].

Although the main goal of AmI is not the development of pervasive sensory and
actuator devices, their availability is necessary to developAmI systems, because such
devices enable the development of a pervasive sensory infrastructure, while main-
taining a low degree of intrusiveness, and with low costs of production, deployment
and maintenance.

The adoption of such sensory infrastructure poses new challenges, involving both
the informationmanagement process and the analysis of data gathered to detect anom-
alous behavior [9]. In order to take full advantage of the raw information gathered by
pervasive devices, information has to be properly represented to extract meaningful
knowledge. For this purpose, the work reported here adopts a multi-level cognitive
architecture [5], whose sensory infrastructure is based on Wireless Sensor Networks
(WSN) [29, 31]. Sensor nodes gather environmental data and forward them towards
a central intelligent engine, where high-level reasoning occurs. Sensory information
is then aggregated and processed inside the reasoning engine by a stack of modules,
adopting the most appropriate representation according to the level of abstraction at
which information is processed. The knowledge achieved in this way is exploited to
perform high-level inferences about the perceived context and about user’s prefer-
ences and needs, in order to plan the most suitable actions to be performed to meet
system goals.

Within such a scenario, this work proposes an ontology capable of supporting
the design and the development of AmI systems based on the adopted multi-tier
architecture. A methodology for developing autonomic behavior to self-manage the
monitoring system is also proposed. The ontology described here provides a formal
representation both of the specific application domain and of the AmI system itself.
In addition to driving the process of knowledge abstraction, from raw sensory data
up to higher-level concepts, it enables the AmI system to gain consciousness of itself,
of its own interactions with the environment and of its own cognitive activity, thus
enabling the autonomic management of its own behavior.

An ad-hoc module exploits the system’s ontological representation to self-
configure itsmonitoring activities. In particular, bymeans of an introspective analysis
of its own state and of its cognitive activity, the system is able to define symbolic
plans to be translated into commands to be given to the actuators, to self-configure
the sensory infrastructure.

The case study selected to verify the potential of the proposed approach is a
BuildingManagement System (BMS) for controlling ambient conditions of an office
environment, in terms of heating, ventilation, air conditioning (HVAC) and lighting,
with the goal of maximizing user comfort while reducing energy consumption of the
sensory infrastructure.

The chapter is organized into six sections. Section2 introduces AmI and Auto-
nomic Computing paradigms, highlighting the ways they relate to each other, and
briefly describing some relevant approaches proposed in the literature. Section3 de-
scribes the main features of multi-tier architecture adopted, specifying the role of the
proposed ontology and introducing self-management features. Section4 explains the



An Ontology-Based Autonomic System for Ambient Intelligence Scenarios 3

proposed ontology and examines some architectural details of the system. Section5
describes the component devoted to the dynamic self-configuration of the sensory
infrastructure, exploiting a rule-based reasoning engine. Finally, Sect. 6 sets out the
conclusions drawn by the author and outlines possible future developments.

2 Ambient Intelligence and Autonomic Computing

Ambient Intelligence andAutonomicComputing are twoemergingparadigms,which
have many features in common. Some relevant desirable features for AmI systems,
such as self-management capability, adaptivity to highly dynamic scenarios, context-
awareness, monitoring and analysis capability, represent the essence of Autonomic
Computing. The development of autonomic systems can therefore be considered a
technological prerequisite for designing AmI applications.

Many approaches presented in the AmI literature exploit artificial intelligence
(AI) techniques to manage the huge set of devices deployed in the environment, to
cope with the intrinsic uncertainty and imprecision of environmental models, and to
adapt the system to changes in environmental conditions and user behavior.

Among the most widely adopted AI techniques, are neural networks, fuzzy sys-
tems and Bayesian networks [14]. The authors of [7] propose a non-supervised
learning method for a fuzzy system devoted to the control of environment actuators,
such as artificial lighting, windows andHVAC systems. The system is able tomonitor
environmental quantities such as light and temperature, besides the user interactions
with actuators. In their Neural Network House, the authors of [22] propose the use
of neural networks, together with rules for occupancy detection, to predict the binary
occupational state of monitored sites. Input data for the neural network is provided
by sensory readings from binary motion sensors. The authors of [20] use a Bayesian
network to identify the sequence of actions to be performed on the actuators in order
to carefully imitate a user’s past behavior.

Independently of the approaches adopted, an AmI system has to include knowl-
edge of itself and the environment in which it acts. Some works [13, 19, 24] have
focused on the forms of representation and communication of this knowledge, and
on the semantic enrichment of data processed by the system through the use of
ontologies. This self-consciousness enables complex systems to autonomously per-
form configuration, maintenance, management and optimization, which are all tasks
typically assigned to human operators. This development trend is desirable because
AmI systems are becoming increasingly complex, distributed and heterogeneous,
and consequently designers are no longer able to predict in advance all possible
patterns of interaction between components [16]. This philosophy is driven by the
initiative launched by IBM in 2001 [18], which called it “Autonomic Computing”,
in reference to the human autonomic nervous system.
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Fig. 1 The monitor-analyze-plan-execute cycle of autonomic computing [32]

The main Autonomic Computing functionalities are listed below:

• self-configuration: the system is able to self-configure according to high-level
policies defined by human operators, autonomously composing new diverse sub-
systems;

• self-optimization: the system is able to tune its own parameters in order to optimize
its own behaviour;

• self-healing: the system is able to identify problems and causes of failure, and to
solve them , thus returning the system to normal functioning;

• self-protection: the system is able to protect itself against malicious attacks and to
anticipate possible failures.

In order to enable those functionalities, a system needs a sensory infrastructure to
monitor its behavior, analysis modules to detect relevant events from sensory data,
and reasoning modules to plan the sequence of actions to be performed using a set of
actuators [15, 16, 32]. The resulting monitor-analyze-plan-execute cycle is showed
in Fig. 1.

The features and goals of Autonomic Computing grow in importance as Ambient
Intelligence becomes more pervasive and dynamic. In such a scenario, in order to
make the AmI system invisible to the user, the system needs to be capable of au-
tonomously interacting with the environment, of self-managing only on the basis of
high-level policy, and of dynamically learning user preferences.

It is thus evident how autonomic capabilities are a basic requirement for mak-
ing future AmI systems capable of effectively coping with diverse contexts, without
become a burden for human operators and users. In other words, AmI represents
a vision of a future world in which the IoT and the Artificial Intelligence cooper-
ate in a scenario which requires complex features, such as dynamism, adaptability,
non-intrusiveness and self-management, all facilitated by the Autonomic Computing
paradigm, which thus becomes a necessary condition for its realization.
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3 A Multi-Level Approach for AmI Applications

This chapter proposes the adoption of the cognitive multi-tier architecture for AmI
systems described in [4, 5]. Such an architecture adopts a distributed sensory in-
frastructure for gathering environmental and context information, and different lev-
els of abstraction for representing and processing knowledge. In such a framework,
intelligent modules make it possible to understand user needs, to plan the sequence
of actions to be performed, and to self-configure system behavior.

The architecture adopted consists of four subsystems, each of them characterized
by a modular and configurable structure, as defined below:

• Sensing subsystem: based onWireless Sensor Networks (WSNs), it perceives rele-
vant ambient information, and sends rawdata toward the understanding subsystem;

• Understanding subsystem: it processes data through different levels of abstraction
to extract high-level knowledge; at the highest level it provides a concise and
meaningful description of the current context;

• Planning subsystem: it exploits the ambient description provided by the under-
standing subsystem to plan the most appropriate sequence of actions to be per-
formed to satisfy user needs and optimize the system’s behavior;

• Actuation subsystem: consisting of all actuators able to modify the environment
status, i.e., heating, ventilation, air conditioning (HVAC) and lighting systems;
available actuators receive control commands from the planning subsystem.

The understanding subsystem is split intomultiple levels, according to amulti-tier
structure of interconnected modules for representing knowledge. In particular, there
are three types of module, namely “subsymbolic”, “conceptual”, and “symbolic”
modules. Knowledge flows through those tiers, assuming the suitable form required
by each module. A more detailed view of the system structure and of the role played
by each component, is provided in Sect. 4 together with a description of the ontology
proposed here.

In the case study considered here, the sensing subsystem is composed of a WSN,
whose nodes are deployed in different locations inside the controlled premises, for
monitoring relevant physical quantities, namely, temperature, humidity and lighting
level.Moreover, a set of sensors on actuators make it possible tomonitor user activity
and obtain implicit feedback relating to comfort levels. The sensory data gathered are
processed by the understanding subsystem, which builds a concise representation of
current environmental condition and context, such as information about user presence
or activity, about current user comfort, and about energy consumption. To take one
example, let’s consider a set of sensors able to catch the switching on/off of the
artificial lighting system. This raw information allows the system (i) to infer the
current status of the artificial lighting system and to correlate it to the corresponding
lighting level, (ii) to learn the correspondence between the actuator status and its
current energy consumption, and (iii) to infer the appreciation level of users about
the current lighting conditions.
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4 The Proposed Ontology

As highlighted by a considerable body of research in the literature, an AmI sys-
tem needs to acquire, implicitly or explicitly, the knowledge of the scenario being
considered and of its own interaction with it [13, 19, 24]. Moreover, if the auto-
nomic capability of self-management is required, the AmI system needs to have an
internal representation of its own structure and of interactions between its own mod-
ules [16, 27, 30, 32]. A formal and explicit representation of such knowledge can be
obtained by defining an ontology, which represents an unambiguous vocabulary con-
sisting of the definitions of classes in the domain of interest and of relations among
them [12, 26].

The ontology proposed here serves several purposes:

• to provide an unique definition of the concepts on which the system is based, to
support the design phase;

• to make it possible to define a generic framework, easily configurable for different
application of the AmI system;

• to allow the system administrator to express only high-level goals and neglect
low-level details;

• to facilitate automatic interaction between system modules able to describe their
own services;

• to support the development of the autonomic capabilities of the systems.

Thus, the ontology defines the environment and its properties, the user and his
interaction with it, as well as system components, their interconnections and their
relationships with the environment. For instance, it is possible to represent how data
flows within the system, or what relationship exists between sensory devices and the
environmental properties perceived by them.

The representation employed here can be sub-divided into two ontologies: the
General Ontology and the Domain Ontology. The former represents the structure of
a generic system and its possible relationships with the environment. It is not tied to
a specific application scenario, and does not therefore have a specific configuration
of system modules. The Domain Ontology, on the other hand, includes knowledge
about an instance of the system for a specific scenario, in our case the BMS for
environmental comfort in an office.

Both ontologies are described by theOWLDL language, and the domain ontology
is anchored to general one through the import mechanism allowed by the OWL [21].
The choice of OWL DL allows the designer to exploit the services of automatic
control of consistency, of classification and inference, and of verification of the
correctness of the coded knowledge.

A set of logical rules related to the proposed ontology makes it possible to infer
new knowledge directly by processing the ontology. These rules are expressed by
means of the Semantic Web Rule Language (SWRL) [17], as new OWL axioms,
with the classic form antecedents → consequent. SWRL rules can be used
to define a property as a composition of other properties, thus expressing the idea that
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a set of basic properties imply a composite property. They can also be used to transfer
the value of a given property from certain individuals to another related individual.

The use of a rule engine capable of processing ontologies and their logical rules,
makes it possible to perform automated reasoning on the domain. A tool for this pur-
pose is the inference engine Jess [10] integrated with the development environment
Protégé [11] used to define the ontology. This inference engine, integrated into the
symbolic planning module, allows the system to reason both about the environment
and the system itself, and then to take the appropriate actions.

4.1 The General Ontology

TheGeneral Ontology defines classes and properties required to describe the compo-
nents of the multi-tier architectures, their interconnections, and the data flow inside
the system. Moreover, it describes the basic elements constituting the sensory and
actuator subsystem.

4.1.1 Environmental Properties and Physical Devices

What the AmI system is able to monitor is defined as an AmbientProperty; this
class is further specialized into three separate subclasses: PhysicalProperty,
representing physical observable phenomena such as temperature and humidity,
Status, representing the status of a particular environmental element, such as
a door in the CLOSED state, and Event, representing observable events such as a
device fault or the entry of the user into a monitored room.

Physical devices controllable by the AmI system, and composing the sensory
and actuator infrastructure, are modeled by means of the Device class. This class
is subdivided into three specialized subclasses, namely Sensor, Actuator, and
Node. Each device is deployed in a specific room, and this topological relationship
is also represented inside the ontology.

The Planning subsystem controls a generic device by sending an opportune com-
mand. This dependency is expressed inside the ontology which also models the data
flow inside the system by means of a set of properties. In particular, the property
hasInputFrommakes it possible to code the fact that a Device is able to receive
input only from an ActuatorModule, that is a specific module of the multi-tier
architecture. Analogously, the ontologymodels the fact that a Sensor is able to pro-
duce input data for a specific type of module, namely for a SubsymbolicModule.

Besides these properties, the ontology models other characteristics of a sensor,
such as sampling rate, continuity of monitoring, energy consumption, and the node
over which the sensor is installed. Similarly, each actuator is also characterized by
the set of commands that it is able to receive.
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Fig. 2 Taxonomy of the SystemModule class in the proposed ontology. Graph nodes represent
ontology classes, and arrows represent properties, going from a class of the property domain toward
a class of the property co-domain

An important relationship is the connection between an ambient property and
sensors able to perceive it. This relation is exploited by a SWRL rule to determine
which properties are observable or not:

AmbientProperty(?x) ∧ Sensor(?y) ∧ senses(?y, ?x)
→ ObservableProperty(?x)

A similar but specular relationship exists between actuators and ambient properties.
i.e., actsOn, making it possible to model which actuators are able to modify a
particular environmental condition.

4.1.2 Architecture Modules

Architecture modules are modeled inside the ontology by means of the
SystemModule class, whose descending taxonomy is shown in Fig. 2. The main
distinction is functional, distinguishing between UnderstandingModule and
PlanningModule, as described in Sect. 3.

The interconnections between modules are coded by means of the
hasInputFrom and hasOutputTo properties. The knowledge representation
for eachmodule, in terms of coding for input and output, is described bymeans of the
hasInputData and hasOutputData properties, with instances of DataType
classes as their dominion.

The UnderstandingModule is further specialized in the following classes:
SubsymbolicModule, ConceptualModule, and SymbolicModule. The
organization into levels of increasing abstraction is constrained by the
hasOutputTo property, which can take values from the SubsymbolicModule
class for the Sensor and Node classes, from the ConceptualModule class for
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Fig. 3 Three-tier organization of the understanding subsystem, as coded by the proposed ontology

the SubsymbolicModule class, and from the SymbolicModule class for the
ConceptualModule class. Data produced by a SymbolicModule are directly
usable by a PlannerModule. This type of module acts at the highest level of
abstraction, with the aim of reasoning on symbolic representations of environment
and context, and thus producing high level plans designed to achieve system goals.
Plans are processed by ActuatorModules, which translate them into low-level
commands for Actuators, tomodify environmental conditions, and for Nodes and
Sensors, to modify the behavior of the sensing subsystem. This interconnection
pattern is shown in Fig. 3.

4.2 The Domain Ontology

The domain ontology imports and extends the general ontology, by defining
subclasses and individuals to describe a specific instance of the AmI system. The
application scenario considered in this chapter is Sensor9k [6], a testbed, designed
for an office environment, and for reasoning about user comfort and energy saving.
Different nodes are equipped with several types of sensors capable of monitoring the
environment. The understanding subsystem is capable of estimating the number of
users in the monitored office, and evaluating the current lighting level. This infor-
mation is then combined to evaluate the adequateness of the lighting level. A simple
planning module uses such high level evaluation to determine which action needs to
be performed in order to achieve an adequate lighting level with minimum energy
consumption.
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4.2.1 Environmental Properties and Physical Devices

In the domain under consideration, the PhysicalProperty class has the fol-
lowing instances: Light, Sound, Pressure, Temperature, Humidity. The
Event class has the following instances: Activity, representing the occurrence
of an interaction between the user and some of the manual actuators deployed in
the environment, such as a light switch; RFIDPassing, representing the proxim-
ity of an RFID tag to an RFID reader (this event is correlated with the presence
of the user in a monitored room); WorkstationActivity, representing the in-
teraction of the user with his/her workstation. The Status class has the follow-
ing instances: DoorStatus, representing the closed / open / locked status of a
door; UserInOffice, representing the presence of the user in his/her own of-
fice; RoomOccupancy, representing the number of people in a monitored room;
UserInBuilding, representing the presence of the user in the building being
monitored.

The domain ontology obviously contains a set of individuals for topological
classes, and the correct values for properties that make it possible to specify the
placement of each device. Moreover, each sensor or actuator is linked with the am-
bient property that it is able to monitor or modify.

4.2.2 Architecture Modules

The software architecture is specified by means of the definition of a set of sub-
classes and individuals of the SystemModule class. Each class inherited from
the general ontology is further divided into specialized sub-classes for modules ca-
pable of performing a specific type of reasoning. The taxonomic organization of
SystemModules in the general ontology reflects the level of abstraction at which
the knowledge is processed, whilst the further decomposition coded in the domain
ontology reflects the topological and semantic organization of the monitored envi-
ronment.

Figure 4 shows an example of such organization. Suppose that the target building
consists of two rooms, room_1 and room_2, and that each of these rooms contains
light sensors. The software architecture includes a class of subsymbolic modules
devoted to processing lighting information, called Light_ssM, and two instances
of this class, namely Light_ssM_1 and Light_ssM_2. These two modules
require as input the same type of sensory data, i.e., LightReading, and produce
as output the same type of qualitative data, LightLevel.

5 Autonomic Self-Configuration

The AmI system proposed here is based on the monitor-analyze-plan-execute cycle
of a typical autonomous system.This paradigm is exploited not only in controlling the
environment surrounding the user, but also in dynamically controlling the behavior
of the system itself.
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Fig. 4 Example of an AmI system that includes two instances of the Light_ssM class; these
modules accept as input the same instance of SensoryDataType even though the sensory read-
ings come from different sensors; these modules provide, as output, data belonging to the same
instance of QualitativeDataType class

The application described above for controlling the lighting system is an exam-
ple of the implementation of such a paradigm for environmental management. The
system monitors the environment by gathering sensory readings, analyzes them to
obtain a high-level representation of the overall lighting level, plans the sequences
of actions to be performed in order to achieve an adequate lighting level, and then
executes those actions by means of the actuators available to it.

The implementation of the Autonomous Computing paradigm for controlling the
system’s behavior is embodied in the dynamic configuration of the monitoring ac-
tivity. The system is able to receive a set of requirements and high-level policies,
such as the goal of minimizing the energy consumption of the sensing infrastructure
when users are not present in target premises.

Thanks to its capacity for introspection, the system evaluates the quality of its
own analysis functionality, and knows which hardware and software elements con-
tribute to inferring a given concept. A planning module, called SensingPlanner,
exploits this knowledge to optimize the monitoring functionality of the system; this
module is based on a set of rules that embodies high-level policies for system man-
agement. Information about the system state and inference accuracy flow through
different levels of the multi-tier architecture.

In particular, data about sensors’ energy consumption are classified by opportune
conceptual modules which state whether the consumption is high, medium or
low. These linguistic labels are then represented in a symbolic form, by means of
the assertion of facts inside the rule engine. Symbolic plans produced by the planning
module are provided as input to actuation modules able to translate them into a set of
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configuration commands for the sensors. Information about the node states is only
relevant for devices fed by batteries, and include some indication of residual energy.
Information about the sensor state includes the on/off state, and the sampling rate
adopted. The sampling rate is classified by an opportune conceptual module, that
gives it a linguistic label in the following set: {min, low, medium, high, max}.

The SensingPlanner exploits these facts and its rules to produce commands for
sensors (e.g., request to decrease or increase the sampling rate, switching on/off
requests), or even alerts for the system administrator.

5.1 Rule-Based Reasoning

The SensingPlanner bases its reasoning on the Jess rule engine. Java Expert System
Shell (Jess) is a rule-based environment, that makes it possible to define logical rules
in a LISP-like syntax. A Jess application consists of a working memory, a set of rules
and an inference engine responsible for applying rules to the working memory.

Theworkingmemory consists of a set of facts, which are true statements about the
dominion under consideration, and represents the system’s knowledge of the world.
Facts can be asserted to and retracted fromworkingmemory. Each fact has a template
(the relation between facts and templates corresponds to the relation between objects
and classes in the OOP).

Rules react to changes in working memory, and can exploit auxiliary functions
and queries. Each rule is activated when all its antecedents are satisfied, that is when
the working memory contains facts matching rule antecedents. Activated rules are
fired when the inference engine is executed, thus causing the function execution.
Each rule is executed once for any given set of facts in the working memory; a new
execution requires that new facts have been asserted.

The templates and rules of the proposed SensingPlanner are described below.
The following templates represent static knowledge:

(deftemplate room (slot id))
(deftemplate node (slot id) (slot office)(slot batteryPowered))
(deftemplate nodeSensor (slot nodeId)(slot sensorId))
(deftemplate sensor (slot id) (slot ambientProperty)
(slot energyConsumption) (slot continuousSampling))
(deftemplate user (slot name)(slot office))
(deftemplate ambientProperty (slot id)(slot observable))
(deftemplate affects (slot affectedProperty)
(slot affectingProperty))

Facts corresponding to these templates allow the SensingPlanner to know things
about the premises being monitored, the users and their offices, and the placement
of nodes and sensors. Moreover, these last two templates make it possible to specify
which ambient properties can be monitored, and the cause-effect relationship among
properties. For example, using these types of facts, the SensingPlanner is able to
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know that information about the sound level and the workstation activity provides
indirect information about a user’s presence.

The following set of templates represents facts about the state of the sensory
infrastructure and the context. These facts are dynamically updated on the basis of
the current states of devices, of the inferred presence of the user in his office or in
the building, and of the accuracy of the monitoring activity.

(deftemplate nodeState (slot id)(slot batteryLevel))
(deftemplate sensorState (slot id)(slot sampling))
(deftemplate sensingAccuracy (slot room)(slot ambientProperty)
(slot accuracy))
(deftemplate userInOffice (slot user) (slot present))
(deftemplate userInBuilding (slot user) (slot present))
(deftemplate peopleInRoom (slot room) (slot number))

Finally, a set of templates define the structure for facts which represent the output
of planning. Plans for tuning sensors, indicating a new value for the sampling rate,
{on, off, max, min, up, down}, correspond to the following template:

(deftemplate tuneSensor (slot sensorId) (slot newSampling))

Alerts for system administrators can be expressed according to the following
templates:

(deftemplate insufficient-sensing (slot room)
(slot ambientProperty))
(deftemplate short-sensing-life (slot room)
(slot ambientProperty))

An Insufficient-sensing fact indicates that, although the sampling rate
for available sensors is at its maximum sustainable value, the monitoring is not suffi-
ciently accurate and a structural intervention by the system administrator is probably
required. A short-sensing-life fact indicates that all sensors involved in
monitoring a given ambient property in a given room have low residual energy, and
so a system administrator intervention is necessary to guarantee that there will be no
interruption in the monitoring functionality.

The main rules of the SensingPlanner module are described below.
The first rule states that, for a given room, if all corresponding users are not present

in the entire building, then it is possible to switch all sensors off with the exception
of those responsible for monitoring the UserInOffice property; for these sensors
monitoring is minimized.

(defrule stopRoomSensing

(and

(room (id ?p))

(not (and (user (name ?u) (office ?p))

(or (userInBuilding (user ?u)(present "true"))

(userInOffice (user ?u)(present "true")))))

)=>

(stopRoomSensing ?p)

(minimizeRoomSensing-ap ?p "UserInOffice"))
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where minimizeRoomSensing-ap is an auxiliary function which receives as
input an ambient property and a room, selects all sensors perceiving this ambient
property, directly or indirectly, and sets their sampling rate to the minimum value.

The second ruleminimizesmonitoring for all ambient properties in a empty room,
provided that users normally occupying that room are present in the building.

(defrule minimizeRoomSensing
(and

(room (id ?p))
(not (and (user (name ?u) (office ?p))

(userInOffice (user ?u) (present "true"))))
(exists (and (user (name ?u) (office ?p))

(userInBuilding (user ?u)(present "true"))))
)=>
(minimizeRoomSensing ?p ))

Another two rules deal with increasing and decreasing the sampling rate based on
the accuracy of monitoring, inferred by an opportune symbolic module. According
to the policy adopted here, an increase in accuracy is considered a goal only if there
are people in their offices, so these rules have a lower priority than the previous two.
The increaseRoomSensing rule is detailed below.

(defrule increaseRoomSensing
(and

?accuracyLowFact <- (sensingAccuracy (room ?p)
(ambientProperty ?ap) (accuracy "low"))

(exists (and (user (name ?u)(office ?p))
(userInOffice (user ?u)(present "true"))))

)=>
(if (increaseRoomSensing-ap ?p ?ap)

then
(retract ?accuracyLowFact)
else
(assert (insufficient-sensing (ambientProperty ?ap)

(room ?p)))))

This rule increases the monitoring rate of an ambient property characterized by a
low level of accuracy, by means of the increaseRoomSensing-ap auxiliary
function. This function tries to increase the sampling rate of sensors, starting from
sensors with low energy consumption. If none of sensors has any margin for increas-
ing its sampling rate, the increaseRoomSensing-ap function returns the value
false, thus causing the assertion of an insufficient-sensing fact, used to
trigger a notification to the system administrator.
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6 Conclusions and Future Research

This chapter proposes an ontology-based autonomic system for self-configuring the
sensory infrastructure of an ambient intelligence system. The ontology makes it
possible to define concepts characterizing the environment, the ambient properties
upon which the AmI system reasons, and the structure of the system itself.

The cognitive paradigm adopted is characterized by a flexible scheme easily im-
plementable in new scenarios. The system configuration process can take advantage
of an ontological representation of system structure and of its interaction with the en-
vironment. Within such a predefined and structured framework of basic knowledge,
the designer can easily represent the application domain and specify the configuration
of system modules, thus reducing the risk of errors.

Moreover, the knowledge of its own structure and of the current context is ex-
ploited by a rule-based planner whose goal is to tune the sampling rate of sensors,
in order to maximize the accuracy of the reasoning while minimizing the energy
consumption of the system.

The system proposed here may be further expanded with the capability of self-
instantiating only on the basis of the high-level description provided by the ontology.
This outcome would require the development of a library of parametric modules
which cover most of the possible types of processing, besides the possibility of
extending the library and the ontology with new functionalities.

Another potential future development concerns communication with final users
about the cognitive processing which has occurred, and about the reasons that drive
the system to take certain decisions [23, 28]. Such a possibility is enabled by the
explicit representation of its knowledge.

Finally, it is possible to imagine a cooperative network of intelligent buildings,
able to communicate to each other the knowledge about their structure and about
what they have learned, in terms of optimal configurations. Naturally, this type of
scenario would require integration with a communication protocol able to identify
reliable agents [3] with which it would be opportune to cooperate, with the main goal
of protecting user privacy.
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Detection of User Activities in Intelligent
Environments

Agnese Augello and Salvatore Gaglio

Abstract Research on Ambient Intelligence (AmI) focuses on the development of
smart environments adaptable to the needs and preferences of their inhabitants. For
this reason it is important to understand and model user preferences. In this chapter
we describe a system to detect user behavior patterns in an intelligent workplace. The
system is designed for a workplace equipped in the context of Sensor9k, a project
carried out at the Department of Computer Science at the University of Palermo
(Italy).

1 Introduction

Research in Ambient Intelligence (AmI) focuses on the development of smart envi-
ronments, generally equipped with wireless sensor networks, allowing the gathering
of data about the environment state [1]; such data needs to be processed and analyzed
in order to deduce useful information. Ambient Intelligence brings intelligence to
our everyday environments making those environments sensitive, and adaptive to us
[2]. The definition of appropriate user profiles can allow an AmI system to antici-
pate their needs, and adapt the environment settings to their preferences [3, 4, 8].
User profiling can also be used to detect significant changes in resident behaviors [2,
5], to customize building energy and comfort management systems [6], or to allow
automatic setting of system parameters in order to optimize energy consumption [7].

Most systems perform an explicit profiling or derive users presence and activity
by analyzing the sensor data and the use of actuators. In many projects, data mining
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methodologies are used to detect recurrent behaviors in time sequences of events, to
find the relationship between variables of interest, or to prefigure the future behavior
of some entities. As an example, in MavHome [9] hierarchical models of inhabitant
behaviors are learned bymeans of data-mining techniques aimed to discover periodic
and frequent episodes of activity patterns, while in [2] they are used to predict the
location, routes and activities of the residents in order to adaptively control home
environments .

An important aspect to be considered is the choice of the models used to represent
the information acquired in an AmI system. As an example, the authors of [10]
propose an ontology to model the domain knowledge of a smart building system. In
[11] the problem of modelling interaction events of smart objects in a environment is
discussed; ontologies can help developers to infer the possible connections between
these objects, enable device interoperability on a semantic level. In [12] there is a
discussion on the importance of common sense ontology in a real AmI system; a
reasoning on the acquired information can be performed to deal with unforeseen
requirements or needs, making decisions out of the prefixed behavioral patterns.

The architecture proposed in this chapter arises from the need to implicitly analyze
and profile the users of an intelligent workplace equipped in the context of Sensor9k
project [13]. In this work we consider a workplace equipped with a set of sensors
aimed at the detection of environmental variables, such as light, temperature and
humidity, while there are no sensors providing direct information about the user
except for their presence (which is detected by RFId sensors). In our opinion user
profiles are implicitly described by the data collected by the sensors located in the
workplace rooms, data which explicitly show the consequences of users’ actions over
the environment state.

The approach proposed her exploits different methodologies of analysis and rea-
soning on data sensors in order to detect user actions on the environment. In particular
the analysis is aimed at the detection of meaningful changes which can be consid-
ered as consequences of user actions. The sensory data and the recognized events
are arranged in appropriate models in order to highlight the existence of relation-
ships among environmental data or events and the users’ presence in the office room.
Moreover an analysis and reasoning on the information described in such models
can be performed in order to infer users behaviors and preferences.

2 Proposed Approach

The proposed approach consists essentially of three different phases of analysis of
the data gathered by the wireless sensor network, regarding the environment state
and the user presence (see Fig. 1).

The pre-processing analyzes data in order to detect anomalies, remove outliers and
replace missing data, the action detection and modelling phase analyzes sensor data
trends to infer changes which can be ascribed to human actions; appropriate models
allow for a better understanding of the extracted information. Finally the Extraction
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of behavior Patterns phase is accomplished to find relationships of interest and to
detect similar clusters in the AmI data.

2.1 Pre-Processing

At this phase, the observed variables trends are analyzed to recognize those events
that can be ascribed to human intervention. First of all the data collected by the
sensors are preprocessed in order to to detect anomalies, remove invalid values and
estimate missing values. For example the assumption of a time correlation in the
data can be exploited for the estimation of missing values by means of a linear
interpolation between preceding and subsequent observations, while the assumption
of spatial correlation in the readings of sensors located in small indoor environments
can be profitably employed in order to detect outliers, and to replace them with the
combination of neighbour sensors readings.

However, for our aim, it is important to analyze differences between sensors be-
longing to different, but close areas. We assume that variations in inter-areas sensors
readings can be due to the use of actuators from users, such as turning on/off the
light or changing the settings for the temperature and humidity control systems.

2.2 Action Detection and Modelling

In this phase of analysis we consider the placement of the sensors in areas within the
environment and analyze the dynamics of the observed series, i.e., the mechanism
by which they evolve over time. In particular, the time series obtained from sensor
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readings can be decomposed into a set of components: a trend, a seasonal and a
remainder component [14]. The trend component Tt defines the long-term trend of
the variable and can be considered as the tendency to increase, decrease or remain
constant over a long period of time. The seasonal or periodic component St is given by
one ormore periodic components, taking the same or similar values at a fixed distance
in time. Finally, the remainder component Rt determines short-term fluctuations in
the series. This decomposition is important in order to estimate and remove a regular
and predictable component which could hide useful information, and to consider
only meaningful changes in the data trend. In particular, in our context, changes
in data can be due to regular and repetitive factors, for example to natural light and
temperature changes during the day, while other changes can be due to human actions
on actuators.

Let Rt the remainder of the analyzed series, and R
→
t the corresponding deriva-

tive, representing its time variation. The function R
→
t shows changes in Rt function.

Every change is characterized by a strength and a direction. If the detected change
is attributed to a user action, the direction will allow the interpretation of the type of
action. For example a positive direction will be considered as a sign of the light being
turned on, or in the case we are analyzing temperature data could be interpreted as an
increase of temperature settings. Given an experimentally defined threshold, called
ϑ , only changes with strength greater than ϑ will be considered.

After the preprocessing of the data we suggest the use of a probabilist model to
estimate if the detected changes in sensor measurements can be attributed to users’
actions. The choice of using such a model depends on the fact that we are bound to
reason about uncertain knowledge. The interest variables and their possible states
are modelled as nodes of a dynamic Bayesian network. The nodes are connected
with directed links representing the influence famong the nodes where the influence
of parent nodes on a variable Xi is quantified by means of conditional probabilities
P(Xi |ParentsV alues) represented in opportune tables associated to each node.
We model two kinds of variables, UA variables, representing possible user actions
and SO variables, representing sensory observations. The model thus built is used
to estimate the probability that the event we want to investigate did occur, based
on the sensor readings. As an example, Fig. 2 shows the Bayesian network used to
estimate the user actions controlling ambient light; the possible action are modelled
by the UserAction t variable which can take three different states: on, corresponding
to turning on action, off, corresponding to turning off action, and none if no action
is carried out. We also have four variables of type SO: UserPresence, OutdoorLight
t +1, LightTrend t and LightTrend t + 1. The first can assume the states in and out
depending on users presence in the room. Variable OutdoorLight t +1 represents the
external light at a subsequent time instant and can be high, medium, or low; it is
used to better understand how much the light change in the room at a subsequent
instant may be due to the external light status or to an user action. The variables
LightTrend t and LightTrend t + 1 represent the evolution of light in two successive
time instants, and can assume the states increasing,decreasing and stable. The actions
are modelled as states of the UserAction t, which depends on the state of the light
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Fig. 2 A probabilistic model to estimate user actions controlling ambient light

( LightTrend t variable) and by information on the users presence (UserPresence t
variable) in workplace. The state ofUserAction t variable and the state of the outdoor
light OutdoorLight t +1 influence in their turn the state of the light at the next istant
(LightTrend t + 1 variable).

The detected events, which in the particular case are possible user actions on the
actuators, can be modelled in an ontology (a portion is shown in Fig. 3).

Each action modelled in the ontology is associated to the room in which the event
took place, to the employee whomay have executed that action (we have information
only about the presence of people in a particular room but we do not know who
actually have done that action), to the time inwhich the actionwas accomplished, and
to other correlated concepts. Into the ontology, other information is also represented,
related to the domain knowledge; for example the variables that can be controlled
by the user, such as the temperature and light, and the environmental status of the
outdoor. The ontology can be used to reason about the acquired information in order
to deduce new knowledge. For example, analyzing either the information regarding
the state of the temperature inside and outside a room, and the actions performed
on the thermostat when in that room is present a specific user, we can acquire the
preferences of that user regarding the setting of the temperature.
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Fig. 3 An ontological formalization of the actions on the intelligent workplace

2.3 Extraction of Behavior Patterns

The sensors data are analyzed to identify relationships among the variables of interest
and the users. The measurements recorded by the different sensors for each physical
variable in a specific period (such as for instance an entire working day) and the
occurrences of events such as user actions in specific instants are represented in a
matrix. In particular the rows of the matrix represent the different observations in a
given period, while the columns the sample values detected from each sensor during
the observations. The number of sensors inside the roomcanbe large, so as to generate
several columns. Therefore, we perform a dimensionality reduction to evaluate only
the most meaningful informative content. Let X indicate the matrix representing a
dataset composed by a set of m vectors of length n, each one representing the set
of measurements obtained by the n sensor at a specific observation for a specific
variable x X = [x1, . . . xn].

As an example, letT = [T1, . . . Tn] be am×n matrix composed of a set of column
vectors, each one representing the set of observations regarding the temperature
measured by n sensors in an office room.

A dimensionality reduction process, by means of PCA [15] is performed on such
set of observations allowing for the projection of original dataset space into a smaller
space. PCA extracts a set of orthogonal vectors, called principal components, by
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Fig. 4 Principal component analysis performed on temperature dataset

a linear transformation of the original variables, and arranges them according to
decreasing variance values. This transformation has the effect to capture the major
associational structure in the dataset, removing information which contribute less to
the variance of data, and are thus less relevant. It should be highlighted that PCA
performs the dimensionality reduction process by a combination of original vectors,
while other methods merely select a subset of items from the original dataset [16].

After performing PCAwe obtain am× f matrix, with f ∧ n,T’ = [
T’1, . . . T’ f

]

(see Fig. 4). The same procedure can be performed over the entire set of observed
variables.

The whole set of variables and events observations is then modelled as a matrix
X(m × nv), where a row Xi represents an observations at a specific time i and a
specific column X j represents the entire sample of observations of the j-th variable
in the considered period.

In our specific case, matrix X is given by:

X = [
U1, . . . Ud , T1, . . . T f , L1 . . . Lg

]

composed of a set of vectors, each one representing the set of observations of a
specific variable: the set U = {U j } j=1...d represents observations about the presence
of d users in the considered period, the sets T = {T j } j=1... f and L = {L j } j=1...g
represent observations about temperature and light exposure respectively, related to
the f and g variables obtained after the application of PCA on temperature and light
matrices as described in the previous section.

We therefore compute a correlation matrix C(nv × nv) in order to highlight the
relationships among the variables, where the i, j-th element of C is given by the
correlation coefficient ci j between the i-th and the j-th variable, as given by:

ci j = Corr(Xi , X j ) = σi j

σiσ j
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In the previous formula, σi j represents the covariance between Xi and X j and σi

and σ j respectively the standard deviation of Xi and X j .
In this way it is possible extract sub-matrices, representing correlation patterns

between the observations related to the presence of users in office rooms and values
representative of specific environment variables. It is thus possible to obtain a char-
acterization of users with respect to values of the observed variables in a specific
period.

The extracted patterns can be clustered in order to identify group of users with
similar preferences about variables setting, or users performing the same actions in
similar environment conditions. In this way it is possible obtain a subdivision of
users’ behavior patterns into a set of similar profiles . In particular the data extracted
from the correlation matrix C are classified by means of a K-means [17] algorithm,
setting experimentally the number of clusters to be obtained and the function to
evaluate distances between data points and cluster centers. An iterative process is
then performed, during which k data in the dataset are randomly chosen to constitute
the first centroids of the clusters. The metric distance allows to assign the remaining
data to the cluster on the strength of their closeness with the centers of clusters, then,
new centers are detected evaluating the average of each cluster. The process ends
when the obtained result satisfies a predetermined criterion of termination.

3 Experimental Results

In this section we report some experimental results obtained testing the proposed
approach on a dataset of the Sensor9k project [18, 19]:. The dataset contains a
set of measurements obtained from a testbed for WSN-based Ambient Intelligence
applications [20–22], built in a workplace of the University of Palermo. The office
rooms of the workplace have been equipped with sensor nodes monitoring indoor
and outdoor physical quantities such as relative humidity, temperature, and light
exposure; additionally, RFId sensors allow for detecting the employees’ presence in
the workplace through the use of personal badges. To test the proposed approach we
have considered a subset of the sensors used in [18], in particular the experiments
have been conducted analyzing data measured from MTS300 sensor nodes, where
the analyzed variables are light, and temperature, the access of the employees in the
workplace and outdoor measurements of light and temperature. In particular we have
data regarding two office rooms, Room1 and Room2. The former is an office room,
used by two employees User1 and User2, whereas the latter in a common area. The
two rooms share similar exposition (thus similar trends for the considered variables),
and are connected by a door.

We have analyzed data measured from two sensors per room. We will indi-
cate light and temperature measurements collected by the two sensors in Room1
as Light101, Light102, Temperature101 and Temperature102, respectively; anal-
ogously, Light201, Light202, Temperature201 and Temperature202 will be the
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Fig. 5 Time series for Light101, Light102, Light201 and Light201

measurements related to Room2. Figure 5 shows the time series of the all four light
measurements in a period of three days.

The two topmost plots clearly show the similarity in the trends of sensors located
within the same room, and the same consideration holds for the two plots at the bot-
tom; if we consider the two central plots, we can also identify significant similarities,
although not as striking as in the previous cases; we argue that the differences inmea-
surements for sensors in different rooms are partially due to different placements,
and mainly to the effects caused by a different use of the actuators by the users.

Figures6 and 7 show the decomposition of two light time series belonging to the
two rooms, i.e. Light101 and Light201.

Each figure shows the original series, and its seasonal, trend and remainder com-
ponents. The plots show how the seasonal component is related to day-night cycles,
while the trend is related to level of brightness of days.

Figure8 shows the analysis of the remainder component of the Light101 series
and the corresponding relevant variations computed as derivative of the function,
which presumably correspond to actions on part of some user. The plot shows only
instantaneous changes since we are looking for actions on artificial light settings (a
different analysis would be performed for the detection of actions on temperature
settings, because temperature takes longer to stabilize).
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Fig. 6 Decomposition of Light101 temporal series

Figure9 shows a reasoning process to disambiguate one of the detected variations.
In the example, evidence coming from sensor observations is set, and the probability
of user action states is evaluated. In particular, the user was in the room, the external
light was high and the internal light had an increasing change in two subsequent
instants. The result of the reasoning process is that the user action could be a turning
on action, with a probability of 0.32, a turning off action with a probability of 0.11,
and with a probability of 0.57 the increasing will be due to the increasing of the
external light (independent of the user action).

The dataset used to validate our approach so far contains information about the
presence of only two users. For this reason, we conducted a proof-of-concept exper-
iment involving a set of time slots in a working day, also considering information
about the users’ presence and environmental conditions. Figure 10 shows the re-
sults obtained by a k-means clustering on one-day matrix observations, related to
the presence of the two users User1 and User2, and the measurements of light and
temperature.

The Table shows that User2 hadmore significant influence on the measured quan-
tities as it was more present; this is especially evident for the last two clusters,
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Fig. 7 Decomposition of Light201 temporal series

regarding the later time of the day, where the influence of User2 may be easily sin-
gled out; the significant differences in the numerical values captured by cluster 3 are
easily explainable by considering that this cluster contained data measured during
nighttime.

4 Conclusion

In this chapter we have described an approach aimed at implicitly detecting behavior
patterns of users working in an intelligent environment, equipped in the context
of Sensor9k project. The approach consists in different modules for the extraction
of useful information regarding user actions and habits. Such information can be
used for different purposes, for example to adapt the environment settings to users
preferences, or to monitor the energy consumption in the workplace.
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Fig. 8 Light101 relevant events: the curve represents the trend of light, while squares represent the
recognized events

Fig. 9 Probabilist reasoning on a recognized event
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Fig. 10 Relation between users presence and temperatures and lights values in a day
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An AMI System for User Daily Routine
Recognition and Prediction

Salvatore Gaglio and Gloria Martorella

Abstract Ambient Intelligence (AmI) defines a scenario involving people living in
a smart environment enriched by pervasive sensory devices with the goal of assisting
them in a proactive way to satisfy their needs. In a home scenario, an AmI system
controls the environment according to a user’s lifestyle and daily routine. To achieve
this goal, one fundamental task is to recognize the user’s activities in order to generate
his daily activities profile. In this chapter, we present a simpleAMI system for a home
scenario to recognize and predict users’ activities.With this predictive capability, it is
possible to anticipate their actions and improve their quality of life.Our approach uses
a Hidden Markov Model (HMM) to recognize activities and deal with the intrinsic
uncertainty of sensory information. The concepts of this domain have been formally
defined to allow a higher-level system to enrich its knowledge base.

1 Introduction

Ambient Intelligence defines a scenario in which an intelligent system supports users
in their everyday life, assisting them in a proactive way. Many invisible embedded
interconnected devices are deployed in the environment, thereby creating a pervasive
infrastructure able to gather useful information about users and their requirements.
In a home environment, an intelligent system perceives users and environmental
conditions through sensors pervasively deployed in the environment and acts on
this information to reach its goals, as proposed in [1, 8]. Several objects can be
equipped with sensors to gather information about their use and to act independently,
without human intervention. An AmI architecture exploiting heterogeneous sensory
and actuator devices was proposed in [10]. Appliances are examples of this kind of
object. Recent applications include the use of smart homes to provide a higher level of
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comfort to disabled people. In this chapter, we focus on this intelligent home scenario.
Our system exploits sensory information to recognize activities performed by the
user. We use a HiddenMarkov model (HMM) since it is good at modeling a scenario
where observable events are used to infer unobservable phenomena. In addition, a
HMM makes it possible to handle uncertainty in user behavior and sensory models.
For this reason, HMMs have been successfully employed in activity recognition
applications. We focus on activity recognition, because it represents an important
functionality in designing an AmI system capable of reacting to context switches.
We also design a profiler to predict future user actions in order to allow the system
to respond according to the user’s requirements. The remainder of the chapter is
organized as follows. Section 2 discusses related research, while Sect. 3 describes
the design and implementation of our system, including the formal definition of the
concepts of the domain under consideration. The experimental results are reported
in Sect. 4 and finally, conclusions are discussed in Sect. 5.

2 Related Works

Activity recognition is a growing research area and many different approaches have
been proposed. Many papers in the literature suggest vision-based video processing
techniques to recognize activities. However, the use of a camera could represent a
privacy violation, because people generally do not agree to be monitored by cam-
eras, especially at their own homes. A survey of vision-based approaches for activity
recognition can be found in [19, 20]. Other works [16, 18] suggest performing activ-
ity recognition by using wearable sensors such as accelerometers and gyroscopes
or temperature and heart rate monitors. These sensors allow a system to recognize
activities involving body movements or specific body postures. However, wearable
sensors often restrict the mobility of a patient, thereby causing the user to undergo an
excessive degree of intrusiveness. The use of non-intrusive sensors is therefore often
preferred, as proposed in [6]. This implies handling noisy data with low correlation to
the phenomena observed. For this reason, data fusion techniques exploiting HMMs
can be often required. HMMs have frequently been used for activity recognition
[5, 13, 15]. Several papers dealing with activity recognition use ontologies to model
entities in a formal way, by describing properties and relationships between these
concepts. In [4], the authors propose an ontology-based method for activity recog-
nition in a home scenario, modeling user profile as a set of activities. Each activity
contains properties to describe user preferences. The authors of [21] aim to perform
ontology-based activity recognition by modeling user behavior in a smart home
and introducing concepts like context, posture, location, activity, object and sensor.
Another approach can be found in [2], which describes an ontology-based system
for discovering and monitoring patterns of activities of daily living (ADL). Other
ontology-based approaches for activity recognition can be found in [3]. Predicting
users’ activities is a fundamental task to anticipate user behaviors, because anticipat-
ing their actions could improve their comfort and quality of life. User activities are
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thus analyzed and processed in order to build a user behavior schema. Therefore,
prediction algorithms are required. The authors of [7] present two prediction
algorithms for user mobility management at home. The authors of [12] propose
a prediction algorithm based on pattern matching. In [14], the authors provide an
overview of activities prediction algorithms, analyzing requirements and evaluat-
ing performance using three different datasets. User profiles can also be useful in
detecting behavior anomalies, as in [22]. Unlike the previously described systems,
our model exploits context information, such as time, with such information being
integrated into sensory events to infer activities. Furthermore, an adaptive mecha-
nism allows the system to interact with the user and adapt its behavior at runtime
according to the current percentage of user interventions. In addition, prediction is
dynamically adjusted in order to improve the prediction capability of the system.

3 The Proposed System

Activity recognition represents a fundamental task required to create smart environ-
ments. An AmI system may need to know the activity currently being performed by
the user in order to adequately control environmental conditions. We model activity
recognition through a HMM where the observable symbols are sensory readings.
Hidden states represent activities, since they are not directly observed, but can be
inferred through sensory events. The learning ofmodel parameters is performedusing
a supervised learning method requiring a training set composed of labeled data. The
number of occurrences of state transitions and sensory events in the sample data are
used to compute the HMM parameters. The inference process allows the system to
identify hidden phenomena on the basis of observed events. For our purpose, we use
the Viterbi algorithm [11] to infer activities from a sequence of sensory readings.
On the basis of the HMM parameters, this inference algorithm gives as output the
most likely sequence of hidden states generating the observed sequence of sensory
events. Moreover, the Viterbi algorithm employs dynamic programming techniques
to reduce the computational cost of the inference phase. An analogue approach was
described in [5], but unlike [5], our HMM model includes an observable node rep-
resenting time. Time information is the fulcrum of our system design, since daily
routine consists of activities frequently occurring within the same time intervals.
Figure 1 shows the HMM adopted here in two sequential time steps. The time node
is discrete and it can assume 24 possible values corresponding to the 24h in a day.

3.1 Adaptive Activity Recognition

Having the model parameters trained using the supervised learning approach, the
Viterbi algorithm gives as output the most probable sequence to have generated
the observed sensory readings. Moreover, it furnishes as output a belief about the
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Fig. 1 The HMM model in
two sequential time steps. Xt
is the activity performed by
the user at time t, while Yt is
the sensory event gathered at
time t

current state, that is, a probability distribution for the latest state. We employ the
belief about the latest state to perform activity recognition in an adaptive manner.
When the system is not sure about the activities it has just recognized, it asks the user,
and the feedback gathered is used to update HMM parameters. Since entropy is a
measure of the uncertainty of a probability distribution, we consider the uncertainty
of the system as the entropy value of the latest state probability distribution. Entropy
is generally related to the a priori probability distribution of a random variable, but
we extend this concept to the a posteriori belief, as described in [9].

uncertainty(Xt )= −
∑

xt

Bel(xt ) log Bel(xt ) . (1)

Given the probability distribution on the last inferred state, the system computes its
uncertainty. If the uncertainty value exceeds a given threshold, the system questions
the user and updates the HMM parameters, otherwise it just updates the HMM
parameters without involving the user. If the system is uncertain, it computes the
current error as the current percentage of user interventions. If this value exceeds a
given threshold, either the HMM parameters must be incorrect or the user must be
changing his routine. To deal with this issue, there is another phase for gradually
updating the HMM parameters, called “on line learning”, which is described in the
next section. Otherwise, the system continues the adaptive phase, a flow diagram of
which is shown in Fig. 2.

3.2 On-line Learning

A training set is not available in many practical contexts. In order to overcome this
limitation, we propose an “on-line learning” mechanism that only requires a default
initial value for model parameters and that gradually updates HMM parameters.
For example, the initial default parameters could be provided by a recognizer tem-
porarily installed in the monitored premises and based on intrusive but very precise
sensors, such as cameras. We will refer to this further recognizer as the “camera-
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N

Fig. 2 Flow diagram of the Adaptive Phase. This phase provides the system a mechanism for
interacting with the user and for updating the HMM parameters only if necessary. The system
switches to the On-Line Learning phase according to the current percentage of user intervention

based recognizer” because it is based on camera sensors, while we will refer to our
recognizer as the “sensor-based recognizer” because we are using a sensor-based
approach for activity recognition. Figure 3 shows the flow diagram of the On-Line
Learning phase. Although our sensor-based recognizer has these partial default para-
meters, it performs inferences together with the camera-based recognizer, and the
activities inferred from both recognizers are then compared. If the output activities
are not equal, it first questions the user and then updates the parameters, otherwise it
avoids asking the user just updating the HMMparameters. This phase is thus compu-
tationally onerous, because two recognizers are running at the same time. In order to
decrease this computational effort, and to preserve user privacy as much as possible,
once the percentage of user intervention falls below a certain threshold, the system
switches to the previously described adaptive phase.

3.3 The Proposed Architecture

We propose a classical layered architecture (see Fig. 4) where the lower level is the
hardware level composed of many sensors deployed in the environment. The middle-
ware layer handles the sensor heterogeneity, gathering data fromsensors and inserting
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Fig. 3 Flow diagram of the on-line learning phase. This is the initial phase which allows the sensor-
based recognizer to work in unknown scenarios. User feedback is required in order to update the
parameters with greater certainty. The system switches to the Adaptive phase once the current
percentage of error falls below a certain threshold

them in a database. Higher level modules include our sensor-based recognizer, the
profiler, the camera-based recognizer and a module for interacting with the user. Our
sensor-based recognizer performs activity recognition on the basis of cheap noisy
sensors deployed in the environment, such as movement and temperature sensors,
while the camera-based recognizer uses data gathered by expensive precise sensors
such as cameras. The system employs a software module able to communicate with
the other system modules. This central module acts as a coordinator sending trig-
ger or sleep signals to the other system components. It activates the Adaptive or
On-line learning phase, depending on the current percentage of error. The coordina-
tor considers howmany times the system has questioned the user. If it exceeds a given
threshold, it switches to the learning phase, otherwise to the adaptive one. Separating
the on-line learning phase from the adaptive one avoids the overhead due to contin-
uous employment of the camera-based recognizer. The profile module handles user
profile generation using the HMM parameters, properly updated by the coordinator.
Finally a module for interacting with the user is required to perform the adaptive
and on-line phases and give the system the necessary user feedback. Moreover, the
proposed architecture provides a memory area containing the conditional probability
tables, which are accessible both to the recognizer and the profiler modules.
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Fig. 4 The proposed architecture. The coordinator is the main component performing the adaptive
or on-line learning phases, depending on the current error percentage. The red lines indicate the
interactions between the coordinator and the other modules in the system

3.4 User Activity Profiling

Profiling therefore represents another important task in building an AmI system able
to predict activities and thus to satisfy user’s requirements. In a realistic scenario, a
softwaremodule could generate the sequence of users’ future activities as an input for
actuators in order to anticipate their actions. Once the daily activity profile has been
generated, new sensory events will occur, and the system may verify whether the
inferred belief was correct. It may eventually correct its error and thus profile again.
In the profile design, we take an hour as the prediction interval. Using a supervised
learning, the system computes the state transition model containing the transition
probability to an activity in the next hour P(Xt |Xt−1). The profilingmodule proposed
adopts a simplified state transition model in which it is assumed that a user can only
perform one activity within any given 1h time frame. The prediction of the next most
probable activity is performed according to the following equation:

P(Xt+1|e1:t )=
∑

Xt

P(Xt+1|Xt , e1:t ) ∗ P(Xt |e1:t )=
∑

Xt

P(Xt+1|Xt ) ∗ P(Xt |e1:t ).
(2)
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Fig. 5 Significant concepts in our domain include Sensor, Activity, Room, Profile, User and Time.
Time information is very precious in this context, since activity occurs within a time interval and
profile running relies on correction and prediction times

3.5 System Ontology

Ontologies allow us to formally represent domain concepts, together with their rela-
tionships and properties. Ontologies play an important role when automatic interac-
tion between the system and other modules of the AmI system is required. In order to
understand the information exchanged, they must adopt the same conceptualization,
that is, the same representation of concepts within the domain. In our scenario, the
significant entities are Activity, Room, User, Profile, Sensor and Time, as shown
in Fig. 5. Time representation is very important in our domain, since activities and
events occur at a single instant or over an interval of time. Hence, we have used the
time representation described in [17]. In a home environment, the user performs an
activity for a certain period of time. He can be in a certain room and has his own
generated profile. A profile is based on the prediction and the correction times. Each
room contains sensors, each of which has an ID and an instant value. If another sys-
tem has the same representation of these concepts, interoperability is easily ensured.
Moreover, this formal concept representation could allow a higher-level AmI system
to enrich its knowledge base.
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Fig. 6 Comparison between a recognizer with the adaptive capability and a recognizer without this
functionality. The adaptive recognizer is more precise for all of the days tested

4 Experimental Results

This section describes the results of the experimental evaluation undertaken to ana-
lyze the performance of the proposed system. The experimental evaluation was per-
formed by exploiting the sensory dataset of theWSUCASASSmartHomeProject [5]
as a basis for generating a synthetic dataset containing simulated interaction with
the user. The ARUBA dataset was divided into three parts and any observations with
missing labels were removed. Two parts were used as a training set for the HMM,
while the remaining one was used for verification. The system is able to detect activ-
ities with a minimum duration of 10s and it updates the parameters whenever the
recognizer uncertainty exceeds a threshold fixed at 20%. The experimental evalua-
tion revealed that adaptive behavior makes the proposed recognizer more precise, as
shown in Fig. 6.

The uncertainty threshold also affects the average number of recognition errors
(see Fig. 7). By increasing this threshold, average recognition errors also go up
because the system will question the user less frequently and will consequently
correct the inference errors less frequently (see Fig. 8). The effect of the uncertainty
threshold variation on both the average number of recognition errors and on user
intervention is shown in Fig. 9.
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Fig. 7 Effect of variation in the uncertainty threshold on the average number of recognition errors

Fig. 8 Effect of variation in the uncertainty threshold on the average number of user interventions

5 Conclusions

The main goal of an AmI system in a home scenario is to assist users in their daily
life and to improve their quality of life. For this purpose, we have presented a simple
AmI system to recognize and predict activity performed by users in a home sce-
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Fig. 9 Effect of variation in the uncertainty threshold on both average number of recognition errors
and user interventions

nario. Activity recognition represents a fundamental ability, allowing the system to
understand how the user behaves and acts at home. Hence, we focused on the design
and implementation of a recognizer based on HMMs. The probabilistic approach
makes it possible to describe phenomena characterized by a non-negligible level of
uncertainty, such as user behavior or the sensor model. Our recognizer exploits time
information to infer the most probable sequence of activities performed. Moreover,
we enriched the recognizer by providing it with the ability to learn from its errors by
stimulating user interventions and thus updating the HMM parameters. The exper-
imental results reported here show an improvement in performance attributable to
this additional functionality. The “on-line” learning mechanism makes it possible
to work in unknown scenarios by using an additional recognizer to partially fill the
conditional probability tables representing the HMMparameters. The activity recog-
nizer was used as constituent part of a profiler able to anticipate user activities and to
monitor their daily routines.We also provided a formal representation of the concepts
of our domain, describing all the entities going to make up our system. It is worth
noting that the module for interacting with the user was not really implemented.
This interaction was only simulated. We now intend to develop our user interface
further. We are planning to conduct more tests to simulate the contemporary use of
the recognizer and profiler, and also want to explore the effects of time granularity
variation on the profiler.
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A Fuzzy Adaptive Controller for an Ambient
Intelligence Scenario

Alessandra De Paola, Giuseppe Lo Re and Antonio Pellegrino

Abstract The definition of effective energy saving strategies capable of satisfying
users’ requirements for environmental wellness is a complex task that requires the
definition of well-tuned optimization algorithms. Sensory information depends on
the environments observed, hence themodel adopted to describe it should be adaptive
and dynamic. This chapter presents amethodology for the tuning of a fuzzy controller
capable ofminimizing energy consumptionwhilemaximizing the users comfort in an
Ambient Intelligence Scenario. Ameta-heuristic search algorithm produces different
sets of fuzzy rules depending on the needs of the system. An ontology has been
developed to describe the configurations of environments and user requirements,
thus enabling automatic reconfiguration of the whole system.

1 Introduction

Energy saving in buildings is mandatory nowadays if we are to safeguard the planet.
Thismaybe especially difficultwith building complexes inwhich the energymanage-
ment policy is different for each structure. In order to cope with such heterogeneity,
it is necessary to adapt the energy-saving strategy to each single environment under
consideration. In [4], a general architecture is described for AmI systems devoted to
energy saving, work which is specialized for detecting user presence in [3].

The optimization of energy consumption must also take into account the prefer-
ences of the users living in the buildings.

Users who occupy the premises beingmonitored perform various activities during
which they may express different preferences for temperature, humidity and lighting
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levels. Environmental sensors monitor the instantaneous usage of energy and the
values of the environmental phenomena.

Although accurate and continuous monitoring performed by distributed sensors
allows us to collect the basic information, such simple activity does not make it
possible to infer the preferences of users or the ideal environmental values directly.
In other words, this goal requires a more complex reasoning procedure which is the
subject of this chapter.

We propose the adoption of an intelligent system capable of determining the
actions that actuators need to perform in order to achieve a given goal. Such a
goal is typically represented by the minimization of energy consumption, or the
accomplishment of user preferences or a weighted combination of both. That is,
depending on the optimization policy, the system may assign more weight to energy
saving or, to user wellbeing.

The behavior of actuators is represented by fuzzy rules. A controller exploits these
rules that depend on the sensory information collected in the environment and on the
specific goals to be achieved, in order to select the best actions to be performed by
the actuators.

In order to adapt the fuzzy controller to the specific contexts, a planner gener-
ates the optimal fuzzy rules through the TabuSearch [6] algorithm. TabuSearch is a
heuristic search methodology that explores the space of all possible solutions for a
problem in order to identify the optimal one. The search is accomplished through the
usage of admissible moves and the exclusion of tabu moves, the latter being defined
as those moves which generate a loop, since they return to visit configurations which
have already been examined.

Rules depend on the environment, the different preferences expressed by users
and the energy consumption objectives set. The resulting system is dynamic and
capable of adapting itself to the specific conditions.

In our approach, each fuzzy rule is composed of a set of antecedents and a set
of consequent. The former regard both the current environmental state, in terms of
temperature, humidity and lighting level, and the estimate of the activity currently
being performed by the user. The consequent represent the actions to be performed
in order to achieve system goals. The optimization procedure looks for the optimal
set of fuzzy rules, driven by a fitness function that evaluates the energetic cost of
each configuration and the level of user satisfaction, with a mechanism similar to
that adopted in [1].

The remainder of the chapter is structured as follows. Section2 describes some
related work illustrating the optimization of fuzzy controllers by means of artificial
intelligence techniques. The environmental measures that will be taken into account
and the ontological system for representing the processing of sensory data at a sym-
bolic level are described in Sect. 3, whilst Sect. 4 illustrates the architecture proposed
here with our conclusions.
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2 Related Work

In our system, the planning agent generates the actions that modify the environment
according to certain global objectives. In particular, we decided to adopt a Fuzzy
approach.

As described in [10], Fuzzy logic is inspired by real life, since it assigns a mem-
bership degree for any given property to a specific object or class of objects. Fuzzy
logic uses specific membership functions and ad-hoc operators to model and manage
information through a reasoning process that is similar to human reasoning [13].

The fuzzy rules are the fundamentals of the environment controller, because get-
ting the correct output of the actions depends on the appropriate use of these rules.
The selection of the rules is delegated to a higher level planner whose task is that of
finding the best rules for the correct operation of the entire system.

A large variety of approaches for fuzzy rule generation is reported in the literature,
ranging from the use of neural networks, to clustering techniques, and the use of
evolutionary and heuristic search algorithms.

The authors of [15] suggest using neural networks to learn fuzzy rules. A neural
network simulates the behavior of the fuzzy rules inside the controller. In order to
be able to consider all the rules, it is necessary to design a neural network with lots
of nodes representing the preconditions and the results of each rule. All nodes of
the neural network are connected through weighted links. The weights are modified
depending on desired output through a back propagation of the errors. The huge num-
ber of nodes required by large Fuzzy systems makes such methodology unsuitable
because of its excessive computational load.

A clustering technique for fuzzy rule generation is adopted by Shi and Mizumoto
[17]. Clustering methods are usually used to classify large sets of data according
to predetermined features, and in this chapter the cluster centroids represent the
parameters of the membership functions. However, when there are lots of input
variables and the membership functions are complex, the method is particularly
difficult to implement. A similar technique is used in [2], in which Chang and Chen
initially determine the fuzzy rules using the C-Means algorithm, and the inferences
are calculated through an interpolation scheme by a reassignment of the weights.

As described in [12], rules can be learned through a reinforcement algorithm such
as Q-Learning. This technique creates a table where each configuration is rewarded
or penalized according to the approach of the target system. The configurations that
achieve the highest scores will be selected as the best set of rules for the system. The
authors of [14, 16], adopt a hierarchical approach to learn fuzzy rules in medical
applications, for reducing the memory consumption.

In [7] a genetic algorithm, a heuristic search methodology, is adopted in order
to determine to best membership functions that optimize the behavior of a fuzzy
controller designed to manage packet queues on routers of the Internet [8, 9].

the Tabu Search [6] algorithm falls into the same category of heuristic method-
ologies. The high level symbols, representing membership functions, are coded as
binary strings on which actions are carried out to generate new configurations.
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Table 1 Ideal temperatures according to Italian labor laws

Type of work Min temperature (°C) Max temperature (°C)

Manual 12 18
Light work 18 22
Sedentary 20 26

3 Sensory Subsystem

The basic layer of our system is constituted by the sensory infrastructure that pervades
the monitored premises with the aim of collecting the measurements of physical
phenomena. In our architecture the sensory subsystem provides the input to the
upper process responsible for the abstraction of sensory data collected within the
buildings.

Such raw data are merged and processed in order to extract high-level aggregated
information. The planning of the actions to be performed in order to achieve the opti-
mal environmental conditions is a process that works at a higher level of abstraction,
and requires symbolic information rather than raw data.

That is, through a process of reasoning applied to symbolic information, it is
possible to determine what actions to perform to achieve the goals set by the system.

3.1 Environmental Variables

In the scenario observed in this chapter, our system takes into account environmental
measurements regarding temperature, humidity and lighting. All such variables may
be interpreted subjectively since perceived temperature and lighting preferences may
vary heavily from one user to another.

The relationship that exists between humidity and temperature is an important
factor to consider, because the sensation of hot or cold is influenced by the degree
of humidity in the air. For example the perceived temperature in the summer is more
pleasant if there is low rather than high humidity.

Bioclimatic indices, such as the PET (Physiological Equivalent Temperature)
and HI (Heat Index), evaluate many physiological conditions related to human per-
ception of the environmental situation on the basis of the correlation of various
parameters [11].

These weather parameters determine the apparent temperature. HI as a combina-
tion of temperature and humidity, whilst PET considers different values, such as the
heat balance of the human body, skin temperatures, activity, basic metabolism, the
heat resistance of clothing, air temperature and humidity.
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Fig. 1 Taxonomy of classes defined in the proposed ontology

PET shows how the perception of temperature depends on humidity and other
factors, but in sedentary activities such as officework, themanagement of temperature
and humidity is simpler because there aren’t any complex parameters (Table1).

3.2 Ontological Representation of Domain

An Ontology in computer science is a formalism used to represent knowledge
expressed as classes of objects and the relationships between them. We have devel-
oped an ontology representing the information flow at different levels of abstraction,
from raw sensory data up to a symbolic representation of the context.

In particular, the ontology describes the abstraction flow of data processing with
a correspondence where the different system components are the objects of the for-
malism and the exchange of data between the various modules is represented through
appropriate relations, as shown in Fig. 1.

More specifically, the elements in the ontology represent the main modules of the
planning system and reproduce the communication flow and the connections with
other subsystems.

The main class of the ontology is the PlanningModule, which generates the Coor-
dinator, Planner and Controller classes. As described in the following section, in
which the architecture of the planning system is reported, these objects communi-
cate with each other to determine the right actions to perform in order to achieve the
final objective.

In particular, the Coordinator exploits the Building class that describes the maxi-
mum and current usage of energy, while the Rule class is used both by the Planner,
whose purpose is to generate the fuzzy rules and by the Controller class, which inte-
grates and manages these rules. Finally, the Device class describes all the sensor and
actuator devices used in the monitored environment. Communication flow among
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Fig. 2 Relations among classes coding the communication flow in the system

these devices and information processing are described respectively by DataType
and Execution Modules.

The Translation Module exploits the ontology’s description in order to appropri-
ately connect one subsystem to another. In particular, the TranslationModule exploits
knowledge about which devices are deployed in the controlled environment in order
to opportunely define the actions available for the Controller (Fig. 2).

In this sense, the definition of the Controller, and consequently of the Planner, is
parametric with respect to the knowledge of the actuator infrastructure coded into
the ontology. Similarly, input variables to the fuzzy controller are dynamically linked
to the outputs of the cognitive modules responsible for processing raw sensory data
and producing high-level symbolic representations of the current context.

4 The Proposed System

According to the architecture described in [5], a BuildingAgent is implemented for
each considered environment. Such Agent collects environmental data through the
sensor devices spread over all of the spaces being monitored and sends the aggre-
gated information to the AmI Box. The Controller, Planner, and Planner Coordinator
modules constitute the intelligent subsystem and the reasoning engine of the overall
architecture, as shown in Fig. 3.

A single instance of the Planner Coordinator is responsible for the whole sys-
tem, whilst the Planner is replicated for each building and several Controllers are
instantiated one for each single environment. All these modules operate on symbolic
information after the processing of sensorial data through their collection, analysis
and modeling by other system modules and services.

The role of the Coordinator is to evaluate different energy consumption requests
from the different buildings and then decide how to set the opportune goals for each
planner. Such goals are represented as the trade-off between energy consumptions
and user preferences, and are expressed by a weight that assumes values in the [0,
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Fig. 3 Deployment diagram of the proposed system

1] interval, where 0 represents a preference for user welfare, whilst 1 the will to
minimize energy consumption.

Whenever rules are generated, they are transferred to the controllers. Thus in our
solution, we designed two different ad-hoc controllers, the first being responsible for
the regulation of temperature and humidity and the second for the management of
lighting.

4.1 Fuzzy Controllers

Fuzzy logic differs from classical Boolean logic in that it can attribute to each propo-
sition a degree of truth between 0 and 1. Properties are represented by functions
called membership functions. Fuzzy logic is the basis of our Controller, which con-
stitutes the reactive component of our system, and implements mapping between the
actual sensory values and the actions to be performed.

The Controller is hosted in the BuildingAgent software module and, from a phys-
ical point of view, depends on the actual number of sensors and actuators deployed in
the environment, and on the list of actions they make possible. As described above,
the knowledge of available sensor and actuator devices, and of their capabilities, is
coded into the ontology. When the software system is installed, the TranslatorMod-
ule is responsible for translating this knowledge by setting opportune parameters in
the PlanningModule.

Moreover, the TranslatorModule is responsible for storing this infrastructural
knowledge for a specific building in a sub-module of the BuildingAgent, called
TopologyManager, which is responsible for providing this information whenever it
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Fig. 4 Membership functions for the qualitative evaluation of temperature
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Fig. 5 Scheme of the fuzzy controller devoted to managing temperature and humidity

is required rules. In particular, when the Planner optimizes the Controllers rules it
exploits this information in dynamically setting the input and output of theController.

Temperature, humidity and lighting were considered controlling variables. Since
there is a strict relation between the first two variables, there is only one controller in
our system for temperature and humidity and another specifically devoted to lighting.

Figure4 provides an example of a membership function in which the temper-
ature values are assigned to eight different Gaussians, in such a way that a value
greater than 45°Celsius is translated in the VeryHot concept and a temperature lower
than 5°Celsius is described as VeryCold. The two controllers have different internal
structures. The temperature-humidity controller always takes the same number of
input values, while the output values depend entirely on the number of actuators The
number of input values also depend on the available sensors in the lighting controller.

For the sake of simplicity, we describe a deployment here, shown in Fig. 5, with
only one actuator and where the inputs variables considered are:
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Fig. 6 Scheme of the fuzzy controller devoted to managing lighting

• Activity: such variable represents the activity performed,
• Internal Temperature,
• External Temperature,
• Internal Humidity.

The outputs represent the actions to be performed by the actuator, as follows:

• ModeT: this variable is the modality of the actuator and its possible values are:
Dry, Cold, Hot, Off,

• FinalTemperature: is the final temperature value.

The structure of the lighting controller is more complex, since it has dynamic
inputs and outputs. In the scenario considered here, four actuators and five sensors
control and monitor lighting, as shown in Fig. 6.

There are two types of actuators, an “on-off” one, such as the lamp placed on the
desk, or the neon installed on the roof, and those which can regulate intensity, such
as the lamp with a dimmer switch and the window with an adjustable percentage of
opening. In particular, we have the following outputs:

• Lamp: with the two command values: on or off;
• Neon: with the two command values: on or off;
• LightDimmer: with has various intensity values expressed in percentages from
0% (off) to 100% (maximum intensity);

• Window: which has various values for the level of opening, expressed in percent-
ages from 0% (off) to 100% (maximum intensity).

Four of the available light sensors are placed near the actuators and the fifth is
placed in the exterior of the window to monitor the available level of natural lighting.
These inputs are used together with the estimation of the activity currently being
performed by the user, produced by one of the system modules. Thus, Controller
inputs are as follows:
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• Activity, which includes user activities such as PC Work or Meeting;
• WindowLightSensor, the lighting level monitored beside the window;
• LigthDimmerSensor, which the lighting level monitored generated by the lamp
controlled by the dimmer switch;

• LampLightSensor, the lighting level generated by the desk lamp;
• NeonLightSensor, the lighting level generated by the Neon;
• ExternalLight.

4.2 Planning Module and Search Algorithm

The task of the planning module is to achieve the objectives set by the system. The
coordinator assigns the weights to user preferences and to energy consumption and
then, on the basis of this information, it determines a single value in the range [0, 1]
that will be used by the planner to generate the fuzzy rules.

Rule Generation is a quite difficult task, since their correctness and suitability
characterize the intelligence of the system as a whole. TabuSearch (TS), a meta
heuristic search algorithm, is exploited by the planner to generate various rules,
depending on the needs of the system.

Values known as cost, fitness, or energy value, control the search process, looking
for optimal solutions and avoiding local minima. A number of random configurations
are used to generate the right actions within a larger space of configurations. A
configuration is a point in this space and represents mapping between sensory values
and actions.

The input of the algorithm is a vector which codes the values representing the
membership functions (MF) and the output is constituted by the set of fuzzy rules.
The input values of MF are coded in binary form, whilst gray code [6] is adopted for
the output MFs.

The gray code makes it possible to move from the current configuration to an
adjacent one by the complementation of a single bit. The switching of a bit represents
a move, and the TS algorithm guarantees that the same configuration cannot be
reached after further moves, by distinguishing admissible moves from inadmissible
ones (tabu moves).

To this end, TS exploits several lists in order to store the sets of admissible and
tabu moves and the best configurations.

The lists used in the algorithm are:

• TabuMoves: initially this is an empty set, but during the search contains the moves
that lead to configurations that have already been visited.

• Admissible moves: initially this includes all possible moves that can be performed
on a configuration. Subsequently the tabu moves are removed from this list.

• Best Configurations: this list contains the configurations with the best fitness val-
ues.
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Fig. 7 Logical diagram of TabuSearch algorithm

By definition a move is admissible if it does not repeat moves executed in the last
T steps, where T is called Period. Such values change during the search process and
indicate the number of tabu moves.

The Fig. 7 shows a logical diagram of the TS algorithm.
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5 Conclusion

This chapter presents a learningmethod for fuzzy controllers through the TabuSearch
meta-heuristic searching algorithm.

The method proposed in this chapter has been applied to an Ambient Intelligence
system that controls the environmental conditions in terms of temperature, humidity
and lighting level. The learning procedure is parametric with respect to system goals,
which can vary from the pure maximization of user wellbeing to the minimization
of energy consumption.

The environment in which the system is deployed and the sensors and actuators
available are described using an ontology. This formally coded knowledge enables a
dynamic configuration of the fuzzy controller structure, based on a concise descrip-
tion of the environment.

This autonomic capability of self-configuring facilitates easy deployment of the
proposed system in new unforeseen scenarios without an excessive burden for devel-
opers.
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Design of an Adaptive Bayesian System
for Sensor Data Fusion

Alessandra De Paola and Luca Gagliano

Abstract Many artificial intelligent systems exploit a wide set of sensor devices
to monitor the environment. When the sensors employed are low-cost, off-the-shelf
devices, such as Wireless Sensor Networks (WSN), the data gathered through the
sensory infrastructure may be affected by noise, and thus only partially correlated to
the phenomenon of interest. One way of overcoming these limitations might be to
adopt a high-level method to perform multi-sensor data fusion. Bayesian Networks
(BNs) represent a suitable tool for performing refined artificial reasoning on hetero-
geneous sensory data, and for dealing with the intrinsic uncertainty of such data.
However, the configuration of the sensory infrastructure can significantly affect the
performance of the whole system, both in terms of the uncertainty of the inferred
knowledge and in term of the hardware performance of the sensory infrastructure
itself. This chapter proposes an adaptive Bayesian System whose goal is to infer
an environment feature, such as activities performed by the user, by exploiting a
wide set of sensory devices characterized by limited energy resources. The system
proposed here is able to adaptively configure the sensory infrastructure so as to
simultaneously maximize the inference accuracy and the network lifetime by means
of a multi-objective optimization.

1 Motivations and Related Work

Artificial intelligence systems often adopt a sensory infrastructure characterized by
elevated device heterogeneity both in terms of the energy consumption profile and
the type of measurements collected. One of the application scenarios in artificial
intelligence,where this feature ismore evident isAmbient Intelligence, characterized
by the adoption of pervasive and ubiquitous sensors for monitoring relevant ambient
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features. Data fusion, by enabling high-level context information to be obtained from
raw sensory data, may offer a solution to the need to cope with such heterogeneity,
and to manage data that may be only partially correlated with the phenomenon of
interest [1, 2]. Considerable attention has been devoted to context information, such
as user presence in monitored areas [3–5] or current user activities [6, 7].

When dealing with multi-sensor data fusion, one of the most relevant issues is the
management of the non-negligible level of uncertainity and noise in data gathered
by low-cost devices. To deal with this problem, several papers in the literature have
suggested adopting a probabilistic approach, such as Naive Bayes classifiers, Hidden
MarkovModels (HMMs) and Conditional RandomFields (CRF), as described in [7],
which compares the performance of these three approaches in different type of
datasets, adopting a semi-supervised learning scheme. In [8] a distributed and adap-
tive Bayesian network is proposed for the detection of data anomalies in WSN
data.

In line with state of the art research, we propose a Bayesian adaptive system
devoted to inferring user activity through a set of low-cost sensors, embedded into a
Wireless Sensor Network (WSN) [9], as preliminarly described in [10] for detecting
user presence [11].AWSNcomprises a huge set ofwireless sensor nodes, pervasively
deployed in the environment and capable of performing on-board computations.
These devices are characterized by limited, non-renewable, energy resources. This
latter feature makes the maximization of the network lifetime a crucial goal, with the
proviso that its achievement should not excessively sacrifice the inference accuracy.
The proposed system aims to dynamically find the best trade-off between these
two contrasting goals, maximizing both the WSN lifetime and the quality of the
information gathered. This problem dealt with by minimizing both the uncertainty
of inferred knowledge and the energy consumption of the sensory infrastructure.

In order to solve our multi-objective problem, two objective functions have to be
formally defined. For the uncertainty function we used the classic definition provided
in [12]. The definition of an objective function for representing energy consumption
of sensor nodes is a rather more complex problem. Several papers have dealt with the
issue of minimizing the energy consumption of a WSN [13–15]. In [14] the author
describes PAMAS, a MAC layer protocol which reduces the cost of routing packets
over the shortest-hop routing. In [13] the authors propose a node cost model for their
clustering-based protocol that utilizes randomized rotation of local cluster base-
stations (cluster heads) to distribute the energy load among sensor nodes. In [15], the
authors offer an analysis of the power consumption model for the communication
module of a generic WSN node. To the best of our knowledge, most of the research
in the literature deals with the problem of maximizing the WSN lifetime either at
MAC level or at routing level. In contrast, our system manages the entire sensory
infrastructure at a higher level, making our approach independent from low-level
details.

This chapter is structured as follows. Section2.1 provides a general descrip-
tion of the system proposed here, in terms of the concepts involved and the rela-
tions among them. Section2 provides a formal definition of the Bayesian Network
(BN) adopted, and of the quality indices exploited to evaluate system performance.
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The self-configuration problem through which the system is able to adapt its sensory
infrastructure is described in Sect. 2.6. Section3 details the results of the experimen-
tal evaluation of the proposed system, and finally, Sect. 4 states our conclusions and
proposes some future developments of our work.

2 Proposed System

We propose the adoption of an AmI system whose sensory infrastructure is based
on Wireless Sensor Networks composed of off-the-self and low-cost devices. This
featuremakes it possible tomaintain a low intrusiveness for the users and for themon-
itored premises, but implies that the signals gathered are, in general, only partially
correlated with the feature of interest.

To overcome this problem, the adopted system exploits Bayesian network (BN)
as a framework for performing multi-sensor data fusion. In particular, the BN aims
to detect the activity performed by the user in the monitored premises.

With a view to evaluating the behavior of the current sensory infrastructure, we
defined two quality indices, expressing the actual energy consumption of sensory
devices and the quality of the gathered information. These quality indices are con-
tinuously monitored in order to detect anomalous situations, and whenever one of
them goes over a given threshold an alarm is triggered. In such cases, the system
then reconfigures the sensory infrastructure.

Ameta-level for self-configuration is implemented over theBN, as shown inFig. 1.
Such high-level component try to achieve the best trade-off between the degree of
confidence of the Bayesian network and the energy consumption of the sensory
infrastructure; a plan is produced stating which sensory devices have to be activated
or de-activated.

2.1 Conceptual Representation

We formally modeled the concepts characterizing our domain and the relationships
between them through an ontology. This formalism allows us to understand the struc-
ture and the behavior of our system better, and to support the automatic interaction
with other AmI components. The proposed ontology also makes it is possible to
describe the components of our system, namely the sensory infrastructure, the infer-
ence engine and the optimization module. The relationships among these components
are showed in Fig. 2: the optimization module changes the configuration of the sen-
sory infrastructure in order to find the best trade-off between energy consumption
and quality of the information obtained, thus affecting the accuracy of the inference
engine.
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Fig. 1 Block diagram for the proposed system

Fig. 2 Taxonomy of system components and their relationships, as described in the proposed
ontology

The role of the optimization module is represented by the concepts and relation-
ships depicted in Fig. 3. At each time step, the optimization module observes the
inference accuracy characterizing the inference engine and the power consumption
caused by the sensory infrastructure. These two indices are verified against two fixed
thresholds, and whenever one index exceeds its threshold, an alarm is fired, thus
triggering the reconfiguration of the sensory infrastructure. The formal definition of
such indices is provided in the following section.
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Fig. 3 Description of concepts involved in the functioning of the optimization module

S

Fig. 4 The ontology proposed represents the indirect dependency between the status of the sensory
infrastructure and both energy consumption and inference accuracy

As demonstrated in Fig. 4, the system knows that the sensory infrastructure is
composed of several sensors, and that each of these sensors consumes energy and
contributes to the energy consumption of the whole sensory infrastructure. Switching
a sensor on or off affects not only such consumption, but also the set of sensory
readings gathered in a given time step. Because the inference engine uses as input
the sensory readings gathered, each change in the state of the sensory infrastructure
indirectly affects the accuracy of the inference process.

2.2 Basic Definitions

Before describing the structure of the BN,we provide some formal definitions, which
are required to formally state both the structure of the Bayesian system and the multi-
objective problem.
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X : the set of activity IDs (numerical);
nX : the number of all possible activities, i.e., nX = ϑ(X );
x : a generic activity, i.e. x → X ;
xt : a generic activity performed at time step t, i.e. xt → X ;
T : the set of all possible time steps;
t : a generic time step, i.e. t → T ;
S : the set of sensor IDs (numerical);
nS : the number of all sensors, i.e. nS = ϑ(S);
s : a generic sensor, i.e., s → S;
cs,t : the state of sensor s at time t; cs,t → {0, 1}, where 0 means that sensor s is OFF;
ct : the binary vector encoding the configuration of the sensory infrastructure at the time step

t, i.e. ct → {0, 1}nS ;
I(ct) : the subset of sensors ON in the configuration ct , i.e., I(ct) = {

s → S | cs,t = 1
}
;

E : the set of numerical IDs, one for each possible value of sensory readings;
es

t : the reading gathered by sensor s at time t, i.e. es
t → E;

eI(ct )
t : the set of readings gathered by active sensors at time t, i.e., eI(ct )

t = {
es

t | s → I(ct)
}

(ordered by sensor ID);
eI(ck )
1:t : the set of sensory readings gathered from the initial time step to t, i.e., eI(ck )

1:t ={
es

k | 1 ∧ k ∧ t , s → I(ck)
}
.

The definitions given above are used in the rest of the chapter, in order to
formally define the inference process of the proposed BN. In particular, to define
the BN, it is necessary to consider the state transition model, expressing the prob-
ability that the user will perform a particular activity in the next timestep, given
the current activity, i.e., p(xt |xt−1). Moreover, it is necessary to define the sensor
model, expressing the probability that a specific set of sensor readings is gathered
by the sensory infrastructure, given a specific activity performed by the user, i.e.,
p(eI(ct)

t |xt). The state of the sensory infrastructure is fully specified by the binary
vector ct = (c1, t, c2, t, . . . , cnS ,t), if we assume that the location of each device
does not change over the time. It is worth noting the relevance of I(ct), which can
be seen as an operator which, given a sensory infrastructure, returns the set of active
sensors at time t, thus making it possible to indicate which sensors really contribute
to inferring context knowledge.

2.3 Inference Engine

Given the structure of the Bayesian network shown in Fig. 5, the probabilistic state
transition model, i.e., p(xt |xt−1), and the probabilistic sensor model, i.e., p(eI(ct)

t |xt),
fully define the Bayesian network. The Bayesian network allows the inference engine
to build its own belief about the activity currently being performed by the user, taking
as input the whole observation set, as follows:

Bel(xt; ct) = p(xt |eI(ck)
1:t ), (1)
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Fig. 5 Structure of the Bayesian Network for detecting user activity

This belief is evaluated over a state xt → X , and it is parametric with respect
to the configuration of the sensory infrastructure ct . The evaluation of such belief
requires knowledge both of the evolution of sensory infrastructure over the time, i.e.
c1, c2, . . . , ct , and of the whole set of sensory readings gathered over the time in
question. Equation1 can be expressed as a recursive equation thanks to the assump-
tion of independence between the different measures given a state value, and to the
validity of the Markov assumption [16].

Indeed, by using the Bayes rule, it is possible to derive the following equation:

Bel(xt; ct) = p(xt |eI(ck)
1:t ) = p(xt |eI(ct)

t , eI(ck)
1:t−1) = (2)

= η × p(eI(ct)
t |xt, eI(ck)

1:t−1) × p(xt |eI(ck)
1:t−1),

where η is a normalizing factor.
TheMarkov assumptionmakes it possible to neglect the sensory readings gathered

up to t −1, when the knowledge of the state xt.1 is given, thus the following equation
holds:

p(eI(ct)
t |xt, eI(ck)

1:t−1) = p(eI(ct)
t |xt). (3)

The assumption of measures independence, given the state xt , allows factorization
as follows:

p(eI(ct)
t |xt) =

∏

s→I(ct)

p(es
t |xt). (4)

Consequently, the belief can be expressed through the following equation:

Bel(xt; ct) = η
∏

s→I(ct)

p(es
t |xt)p(xt |eI(ck)

1:t−1). (5)
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The last term in Eq.5 can be further decomposed as follows:

p(xt |eI(ck)
1:t−1) =

∑

xt−1→X
p(xt, xt−1|eI(ck)

1:t−1)

= γ
∑

xt−1→X
p(xt |xt−1, eI(ck)

1:t−1)p(xt−1|eI(ck)
1:t−1) (6)

= γ
∑

xt−1→X
p(xt |xt−1, eI(ck)

1:t−1)Bel(xt−1; ct−1),

where γ is a normalizing factor.
The substitution of equation (6) in equation (5) and a further application of the

Markov assumption lead to the following recursive definition of the belief:

Bel(xt; ct) = η
∏

s→I(ct)

p(es
t |xt)

∑

xt−1→X
p(xt |xt−1)Bel(xt−1; ct−1), (7)

where γ is integrated in the normalization factor η. It is worth noting that such
expression of the belief is directly reflected in the graphical representation of the
proposed BN shown in Fig. 5.

2.4 Uncertainty Index

Wedefine the uncertainty index at the timestep t, on the basis of the classical definition
of entropy for the a priori probability distribution of a random variable:

U(ct) = −
∑

xt→X
Bel(xt; ct) log2(Bel(xt; ct)). (8)

By varying the configuration ct of the sensory infrastructure, it is possible to
decrease belief uncertainty and thus to improve the information inferred at next
timestep. This index makes it is possible, at least, to predict a better configuration of
the sensory infrastructure and to obtain a lower degree of uncertainty for the inferred
knowledge.

2.5 Power Consumption Index

Generally, sensor nodes are able to monitor their own residual energy. If Es(t)
indicates the quantity of residual energy of node s at the timestep t, typically associ-
ated with its battery charge, the residual energy for the entire sensory infrastructure
can be expressed as follows:
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Fig. 6 Structure of the communication module of a WSN sensor node [15]

E(t) =
nS∑

s=1

Es(t). (9)

In what followswewill omit an explicit indication of the dependency ofE on t. By
supposing that E is differentiable for small timesteps, the following approximation
of the energy variation with a first order differential equation holds:

dE =
nS∑

s=1

dEs. (10)

By dividing both members by dt, it is possible to obtain the following expression:

dE

dt
=

nS∑

s=1

dEs

dt
⇒ P =

nS∑

s=1

Ps, (11)

where P = P(t) is the total power consumption of the sensory infrastructure and
Ps = Ps(t) is the power consumption of the sensor s at t.

Obviously, the power consumption depends heavily on the configuration of the
sensory infrastructure, thus we express the power consumption as a parametric func-
tion, as follows:

P(ct) =
∑

s→I(ct)

Ps. (12)

In the literature, there is a considerable body of work on the form of Ps for a
single WSN node. By adopting one of these models, it is possible to compute the
power consumption of the whole sensory infrastructure. In this chapter, the model
presented in [15] is adopted. Figure6 illustrates the internal structure of the com-



70 A. De Paola and L. Gagliano

munication module of a typical WSN node, and defines the power consumption of
each component. The total power consumption for transmitting and receiving, are
denoted by PT (d) and PR; it is worth noting that the consumption required for trans-
mitting depends on the transmission range. These values are computed Based on the
structure and power consumption of each component of the communication module,
according to the following equations:

PT (d) = PTB + PTRF + PA(d) = PT0 + PA(d),

PR = PRB + PRRF + PL = PR0. (13)

In Eq. (13) the term PA(d) represents the power consumption of the amplifier, and it
is the only term depending on the transmission range. Other terms can be modeled
as constant values: PT0 for the constant part of the power consumption of the trans-
mitting circuit, and PR0 for the power consumption of the receiving circuit. PA(d)

depends on several physical features, like antenna and propagation medium features.
For example, by supposing that signals propagate in free space, i.e. in a vacuum
without obstacles, the term PA(d) can be expressed as follows:

PA(d) = PR

GT GR

(
4πd

λ

)2

, (14)

where GT and GR are the gains for the transmitting antenna and for the receiving
antenna respectively, PR is the power required by the receiving antenna, λ is the
wavelength adopted, and d is the distance between antennas. Equation (14) is the
well-known Friis Formula [17] and summarizes the features of the medium and
physical characteristics of the device. There are more general versions of such equa-
tions, which take into account the non vacuum space, namely both the presence
of obstacles and different media [17]. Equation (14) shows heavy interdependence
between transmission power, device features and the environment in which the sen-
sory infrastructure is deployed.

2.6 Self-Configuration Behavior

The self-configuration capability of the proposed system allows it to find the optimal
configuration of the sensory infrastructure autonomously, based on the uncertainty
of the inference engine and on the energy consumption of the sensor nodes. In order
to quantify these contrasting goals we propose to exploit the uncertainty indexU(ct),
described in Sect. 2.4 , and the power consumption indexP(ct), described in Sect. 2.5.

The configuration problem is a multi-objective problem with two objective func-
tions to be minimized:

{
f1(ct) = U(ct)

f2(ct) = P(ct).
(15)
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In order to avoid drastic changes in the sensory infrastructure, the configuration
is forced to change at most the status of a single sensor at each time step. Formally,
this dynamic constraint is expressed as follows:

ct+1 → σ (ct), (16)

where σ (ct) defines the region containing possible configurations of the sensory
infrastructure, given the current one. This set of configuration is obtained from ct ,
by switching on or off only one sensor. Formally, it is defined as follows:

σ (ct) =
{

ĉt :
nS∑

i=1

∣∣ci,t − ĉi,t
∣∣ ∧ 1

}

(17)

In order to solve the multi-objective problem the multi-objective problem defined
in Eq. (15), we chose to look for the Pareto optimal solutions, as proposed in [18] in
the context of multi-objective genetic algorithms.

The pseudocode for the self-configuration algorithm is shown inAlgorithm 1. The
algorithm proposed here consists of three parts: (i) the delimitation of the admissible
region, according to Eq.17, (ii) the identification of the Pareto optimal solutions, and
(iii) the selection from the admissible and Pareto-optimal solutions, of the one that
improves the index which triggered the alarm.

2.7 System Overview

The overall behavior of the proposed system is described by the pseudocode
in Algorithm 2. Two main parts are identifiable: the belief update and the self-
configuration. Belief update is performed according to the classical equations of a
Bayesian filter, as described in Sect. 2.3. This involves verifying whether the current
sensory configuration triggers some alarms. Then, if necessary, self-configuration is
performed, as described in Sect. 2.6.

3 Experimental Evaluation

3.1 Experimental Setting

In order to evaluate the performance of the proposed system we used a synthetic
dataset built on the basis of the WSU CASAS Datasets [7], which consists of rows,
as follows:

<day, time, sensor_name, sensor_measure, activity,
label>.

Each term in a row is expressed according to the following BNF grammar:
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Algorithm 1 Pseudo-code of the self-configuration algorithm.
1: function Reconfigure_Infrastructure(ct)
2: σ (ct) ∞ ct
3: for i = 1 ◦ nS do � Find the eligible region
4: σ (ct) ∞ σ (ct) ∪ {

c1:i−1,t c̄i,t ci:nS ,t
}

5: end for
6: F ∞ ∅
7: for all q → σ (ct) do � Find the non dominated front
8: nq ∞ 0
9: for all p → σ (ct) do
10: if U(p) < U(q) ∧ P(p) < P(q) then
11: nq ∞ nq + 1
12: end if
13: end for
14: if nq == 0 then
15: F ∞ F ∪ {q}
16: end if
17: end for
18: if alarm is about “Uncertainty” then � Select a solution
19: Ω ∞ {q → F | U(q) ∧ U(ct)}
20: if Ω == ∅ then
21: ĉt ∞ argminq→F U(q)

22: else
23: ĉt ∞ argmaxq→Ω U(q)

24: end if
25: else
26: Ω ∞ {q → F | P(q) ∧ P(ct)}
27: if Ω == ∅ then
28: ĉt ∞ argminq→F P(q)

29: else
30: ĉt ∞ argmaxq→ıOmega P(q)

31: end if
32: end if
33: return ĉt
34: end function

day ◦ yy-mm-dd
time ◦ hh:mm:ss
sensor_name ◦ M0[01-31] | D001 | D002 | D004
sensor_measure ◦ ON | OFF | OPEN | CLOSE
activity ◦ activity_label | ε
label ◦ begin | end | ε

It is worth noting that our synthetic dataset only contains readings of movement
sensors and sensors about the state of doors, whereas temperature readings present
in the original DB have been discarded because of the low correlation between this
physical phenomenon and the activity performed by the user.

On the basis of the dataset adopted, it is possible to properly define the setsX ,S, T
and E as required in Sect. 2.2. In the case under consideration, the definition of X
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Algorithm 2 Main System Pseudocode

1: function Update_Belief(Bel(xt−1; ct−1), ct, p(xt |xt−1), p(eI(ct )
t |xt))

2: for all xt → X do
3: Bel(xt; ct) = η

∏
s→I(ct )

p(es
t |xt)

∑
xt−1→X p(xt |xt−1)Bel(xt−1; ct−1)

4: end for
5: P(ct) ∞ compute the power consumption of ct
6: U(ct) ∞ compute the uncertainty of information with ct
7: ct+1 ∞ ct
8: if P(ct) > Pth || U(ct) > Uth then
9:
10: ct+1 ∞ Reconfigure_Infrastructure(ct)

11: end if
12: return (Bel(xt; ct), ct+1)

13: end function

simply requires distinct activity labels to be considered, and for each of them to be
associated with a unique numerical ID. An analogous procedure involving sensors
is required to define S. In order to define T we considered the number of seconds
in a 24h day and then we divided them into interval of 30 s. Finally, we assigned
a unique numerical ID to each interval. In order to define set E , a preprocessing of
the original DB was required. Let us suppose that the DB contains two distinct rows
(denominated rowi and rowj, where i < j), associated to the same sensor s, and that
the label is ON for rowi and OFF for rowj. If t1 and t2 are the value of the time
field of row1 and row2 respectively, then our DB has to contain an entry for each
t → [t1, t2] indicating that the sensor s is active, i.e., es

t = 1.

3.2 Experimental Results

The original DB contains some unclassified sensory readings and the authors of [7]
adopted a semi-supervised approach [19] to deal with this lack of information. To
fulfill the same purpose, we used the Expectation Maximization (EM) algorithm.
In order to evaluate the performance of our system we adopted the cross validation
method dividing our DB into ten parts.

We compared the performance of three different systems. The first system is
obtained by deactivating self-configuring behavior and favors minimization of the
uncertainty index, thus setting all sensors permanently to on. The second system is
obtained also by deactivating self-configuring behavior, but it favors minimization
of the power consumption index, thus setting only a minimal subset of sensors to on;
this set is fixed and it consists of 10 of the 34 sensors available. The third system is
obtained by activating the self-configuring behavior.

The performance of these three systems are compared in Fig. 7. Figure7 shows
the trend of the uncertainty index during a given day, with Fig. 7 showing the trend
of the power consumption index during the same day. As expected, with the first



74 A. De Paola and L. Gagliano

(a)

(b)

Fig. 7 Comparison of the trend of the uncertainty index and of the power consumption index during
a given day for the system proposed with the two base-line systems considered here

base-line system, when all sensors are on, it is possible to obtain the lowest level of
uncertainty, but the maximum level of power consumption. In contrast, the second
base-line system, with a fixed and limited set of on sensors, is characterized by
the highest level of uncertainty and the minimum level of power consumption. The
proposed adaptive system, able to self-configure the sensory infrastructure, shows an
uncertainty level close to that of the first base-line system,with a significant reduction
in power consumption. Table1 and Table 2 summarize the mean accuracy for all of
the tests in the cross validation phase.
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Table 1 Mean accuracy, for all of the tests considered in the cross, of the proposed Adaptive System
compared with the two base-line systems considered (All Sensors On and Subset of Sensors On)

All sensors on (%) Subset of sensors on (%) Adaptive system (%)

78.03 69.88 75.20
82.69 75.27 76.42
78.42 32.85 71.70
70.87 47.22 70.64
56.91 33.08 63.07
52.89 32.50 59.97
56.54 36.34 62.06
54.59 32.62 63.85
69.25 34.63 72.46
78.65 41.60 71.08

Table 2 Overal mean accuracy of the proposed Adaptive System compared with the two base-line
systems considered (All Sensors On and Subset of Sensors On)

All sensors on (%) Subset of sensors on (%) Adaptive system (%)

67.92 43.60 68.65

4 Conclusions

This chapter describes formal and practical details of the design and implementation
of an adaptive Bayesian system for performing multi-sensor data fusion in an Ambi-
ent Intelligence scenario. The adaptivity consists of dynamic self-configuration of
the underlying sensor network, with the aim of finding the best trade-off between
the uncertainty of the inferred knowledge and the power consumption of sensory
devices.

The proposed system has been evaluated on a synthetic dataset based on a well-
known dataset for Smart Homes, available in the literature. The experimental results
show a clear energy saving as comparedwith a static approachwhere all sensor nodes
are always on, at the cost of a small reduction in inference accuracy. On the other
hand, the capability of dynamically selecting which sensors to hold on was found to
produce a clear advantage in terms of inference accuracy over a static approach in
which only a fixed subset of sensor nodes are on.

Acknowledgments This work is partially supported by the PO FESR 2007/2013 grant
G73F11000130004 funding the SmartBuildings project and by the PON R&C grant MI01_00091
funding the SeNSori project
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A Heterogeneous Sensor and Actuator Network
Architecture for Ambient Intelligence

Enrico Daidone, Orazio Farruggia and Marco Morana

Abstract One of themost important characteristics of a typical ambient intelligence
scenario is the presence of a number of sensors and actuators that capture informa-
tion about user preferences and activities. Such nodes, i.e., sensors and actuators, are
often based on different technologies so that types of networks which are typically
different coexist in a real system, for example, in a home or a building. In this chap-
ter we present a heterogeneous sensor and actuator network architecture designed
to separate network management issues from higher, intelligent layers. The effec-
tiveness of the solution proposed here was evaluated using an experimental scenario
involving the monitoring of an office environment.

1 Introduction

In recent years, numerous standards for the design of wireless and wired networks
for home and building automation have been proposed. Some of the most well-
known solutions are Konnex Dali, Powerline Communication, ZigBee and Insteon.
Regardless of the standard considered, wired networks are not as flexible as wireless
ones and usually require more infrastructural support [1, 11].

In real Ambient intelligence (AmI) systems, it is necessary to combine different
networks in order to gather different types of information [7]. However, each net-
work has its own centralized management systems, so a number of issues may arise,
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e.g., duplication of infrastructures, difficulties in expanding the existing systems or
integrating the sensor networks into elaboration systems.

Nowadays, even though some attempts have been made, (e.g., the IEEE has tried
to standardize the lowest network level by promoting the standard IEEE1451 [10]),
the adoption of a single common standard is still a utopian dream. New solutions
therefore need to be developed to integrate the multitude of sensor networks present
on the market.

A possible solution might be the one used by Geographic Information Systems
(GIS) that standardizes the way both the networks and the interaction methods are
described. Specifically, this approach defines a Service Oriented Architecture that is
implemented through web services. Authors in [14] propose a method of integrating
low-cost and resource-constrained heterogeneous devices and a large-scale place-
ment of servers and wireless sensor networks. The solution proposed consists of a
middleware to integrate heterogeneous sensors and devices, and an abstraction layer
for AmI applications.

One important aspect in anyAmI scenario is the use of context-aware technologies
to characterize user preferences according to environmental conditions. In this case,
context information can be gathered by distributed sensors deployed in the environ-
ment. Authors in [3, 13] underline the difficulties involved in integrating different
types of devices into a single network. Gatani et al. [9] presents a data gathering
approach in wireless sensor networks that takes into account the need for energy
saving.

A distributed telemonitoring system is proposed in [5]. The system is based on a
Service-Oriented Architecture (SOA), which allows heterogeneous wireless sensor
networks to communicate in a distributed way without time and location restrictions.
An SOA approach was chosen because such architectures are asynchronous and
independent from the context. This system can run on multiple wireless devices
independently of their micro-controller or the programming language they use. It
works in a distributed way so that the application code does not have to reside almost
entirely on the central node.

Wireless sensor networks are also used in robotics for coordinating the operations
of multiple robots in an indoor environment. The framework presented in [2], based
on a hybrid wireless network, grants robots to enhance their perceptive capabilities
and to exchange information in order to achieve a global common goal.

De Paola et al. [6] describes the implementation of a testbed providing the hard-
ware and software tools for the development and management of AmI applications
based on wireless sensor and actuator networks, whose main goal is energy saving
for global sustainability.

This chapter describes a heterogeneous sensor and actuator network architecture
designed to separate network management issues from higher, intelligent layers.

The remainder of the chapter is organized into three sections. Section2 gives a
description of the architecture proposed here, whilst Sect. 3 outlines the experimental
scenario adopted, with Sect. 4 reporting our conclusions and suggestions for future
developments.
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Fig. 1 Example of a deployment with four base stations and different networks

2 System Overview

AmI systems collect information from different sources, so it is usually necessary
to interface them with different types of networks, each with its own characteristics.
The development of an appropriate layer between the various physical networks and
the AmI system thus allows network management procedures to be dealt with by
higher layers.

In this section we present a novel, flexible and scalable architecture adaptable to
different types of networks. Scalability is guaranteed by using a hierarchical network,
where some nodes, called base stations, are responsible for managing one or more
subnets. The number of base stations is limited only by the higher levels’ capacity
to manage these devices, whilst the number of subnets managed by a base station
depends on the processing capacity of the base station itself. This very flexible
physical organization of the network can be adapted to different goals. Figure1
demonstrates a typical network deployment with several base stations.

The architecture proposed here (Fig. 2) consists of the four elements discussed
below:
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Fig. 2 The reference architecture proposed here

• Building SAN Agent: this allows the higher-level system, i.e., the AmI system, to
control the Sensor and Actuator Network (SAN). In particular, it provides a virtual
uniform representation of all sensors and actuators managed by the system.

• Base Station: the point of connection between the Building SAN Agent and the
SAN. Each base station provides an abstract view of the physical sensors and the
networks it manages.

• Abstraction Layer: this logic layer is distributed between theBuilding SAN Agent
and Base Station. Specifically, it defines the models used to obtain an abstract rep-
resentation of the SAN and the methods employed to access relevant information.

• Sensor and Actuator Network: the sensor and actuator networks include any
possible network type, from classic home and building automation systems to the
most innovative WSN.

A description of the four proposed layers is given below.

2.1 Building SAN Agent

TheBuildingSANAgent coordinates andmanages the various base stations deployed
in the system. It provides a homogeneous, independent high level view of all the
SANs. The role of the Building SAN Agent is particularly important in complex
buildings where different SANs are managed by different base stations.
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Fig. 3 The Base station architecture

2.2 The Base Station

The Base Station is principally responsible for managing the overall network. It
communicates upwards with the Building SAN Agent and downward with the sen-
sor and actuator networks. Since the base station serves as the hub of the sensors
network, it must have better computational capabilities than conventional sensor
nodes. Furthermore, the base station is equipped with a number of communication
interfaces sufficient to enable it to exchange information with the various types of
sensor networks to be managed.

The base station also provides various functionalities for the communication with
the building SAN agent and for the management of the network. Some of the com-
munication functionalities include registration, commands reception, reporting new
hot-plug sensors, and data and control information transmission. The management
of the physical network involves forwarding commands from the upper level to the
SAN, collecting data from sensor networks and implementation of the centralized
functionalities of the Network Management System (NMS) for each subnet.

Figure3 provides a block diagram that illustrates the base station architecture.
From a logical point of view, the base station can be divided into four macro com-
ponents.

The Building SAN Agent Interface Module implements the interfaces to the
Building SANAgent in accordance with the specifications defined in the Abstraction
Layer. It provides homogeneous access to the systems managed by the Base Station.

The Management and Coordination Module is responsible for managing the
SAN and translating the Abstraction Layer commands in a way that allows them



82 E. Daidone et al.

Fig. 4 Abstraction layer

to be used by the SAN through the SAN Interface Module. This module includes
the centralized functionalities of the NMSs of the various networks connected to the
base station. The functionalities of this component can be classified as follows:

• Sensor registration: informationmanagement related to actuators, sensors, nodes
and networks;

• Command dispatch: command collection management;
• Event Management: a set of functions that manages the events;
• Fault management: a set of methods to detect, isolate, and correct network faults;
• Data deliverable: forwarding data from sensor networks to the higher levels;
• Configuration management: configuration management of the networks;
• Energy management: a system component to monitor the energy status of each
node;

• Topology management: a set of functions for activation and/or deactivation of
the nodes.

The main role of the SAN Interface Module is to interface the base station with
the SAN, for this reason its specifications depend on the types of sensor networks
deployed in the system. In particular, this module translates requests from the man-
agementmodule to the SANand forwards information received from sensor networks
to the management and coordination module. Moreover, the SAN Interface Module
is able to extend the basic functionalities provided by the various sensor networks
in order to implement additional features to be exported to the management and
coordination module.

The DBMS facilitates effcient management of information related to the network
and the devices deployed.

2.3 Abstraction Layer

The Abstraction Layer is a logic layer between the Building SAN Agent and the
Base Station. The main goal of this component is to allow the separation of physical
networks from higher level components. This objective is achieved by defining an
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abstract view and a uniform access interface to the different types of networks. To
be specific, we used a communication paradigm called Data Centric, which allows
application layers to be separated from issues related to network management and
we defined a unique communication interface to higher levels, in order to make
them independent from the peculiarities of each network. A block diagram of the
Abstraction Layer is given in Fig. 4.

The Node Abstraction layer allows the nodes to present their characteristics and
functionalities to the higher levels in order to provide a homogeneous mechanism
for the discovery of the various sensors deployed. The description of the networks is
based on SensorML (OpenGIS Sensor Model Language Encoding Standard) which
provides a standardmodel and anXML encoding of themeasurement process. In par-
ticular, some discovery models (Net-Centric, Location-Centric and Sensor-Centric)
have been developed to guarantee access to the SAN in a standardised way.

TheData Access Abstraction layer provides an interface to collect sensor network
data and transmit it to the upper levels. In particular, the following data delivery
models are provided: Continuous, in which information is transmitted at regular time
intervals;Event-triggered, with information being transmitted only when a particular
event occurrs; and Query-triggered, in which information is only transmitted on
request.

The Network Management Abstraction layer provides an interface towards the
functionalities related to network management system, e.g., network configuration
and node management.

The Information Model defines a conceptual model for representing data and
describing the sensors and the commands accepted by the network. The context
(sensors, actuators and physical phenomena) is modeled by means of an ontology
based on theOntology Web Language (OWL), so that it is always possible tomaintain
an updated representation of the environment.

The concepts involved in the ontology are shown in Fig. 5. In particular, the
main concepts are Device, Command, NetworkSAN, ProcessModel, Location, Time,
Phonomena, Observation, and OperationMode. Command can be SensorCommand,
BaseStationCommand, NodeCommand, NetCommand or ActuatorCommand while
the Device may be Actuator, Gateway, ActuatorNode, SensorNode, BaseStation or
Sensor. The most important properties of objects modeled are shown in Fig. 6.

2.4 Sensor and Actuator Network

The Sensor and Actuator Network represents both the passive and active part of the
system since it is able to collect information about the environment and users and
also act on the environment itself in order to satisfy users’ needs. One of the most
important advantages of adopting the architecture proposed is that it is possible to
integrate existingwireless andwired networks simply by defining the communication
module between such networks and the base station.
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Fig. 5 Taxonomy of classes

Fig. 6 Properties of the classes
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3 Experimental Scenario

The architecture proposed here has been adopted for a prototypal AmI system devel-
oped at our department [8]. In particular, the experimental scenario involves moni-
toring an office environment bymeans of a number of both wireless and wired nodes.
The main characteristics of the sensors and actuators deployed are summarized in
Tables1 and 2 respectively.

The wireless part of the sensor network is responsible for monitoring certain
important environmental parameters, including temperature, humidity, lighting con-
ditions, CO2, noise level and HVAC settings. As discussed in the preceding section,
the monitoring system is able to perform both continuous and event sampling. We
used Crossbow IRIS sensor nodes equipped with MTS300 and MTS400 crossbow
sensor boards, and with two sensor boards designed ad-hoc: one to monitor the level
of CO2 and one based on the IR sensor IR38DM to intercept the commands sent to
the HVAC.

In order to simplify network management, it is possible to logically organize
sets of nodes into groups so that a message can be sent directly to a group. Such
organization makes it possible to optimize the number of messages forwarded in the
network and improve the energy efficiency of the nodes. The network functionalities
include setting the data rate for each physical quantity to be acquired, setting group
membership of a node, setting the rate for transferring the network configuration
data, querying the nodes to capture individual physical quantity, querying the nodes
to ascertain their status, setting the data collection mode (on event or periodic) and
activating/deactivating a node or group.

The wired network is responsible for monitoring the energy consumption and the
status of given ad-hoc actuators. In the scenario under consideration, we focused
on the monitoring of the energy consumption of both the office as a whole and of
certain devices such as lights, HVAC and electrical sockets. The measurements are
performed by means of an RS-485 digital transducer managed by a master node
equipped with a programmed micro-controller. The master node also handles the
motion and reads the state of the rolling shutters and the office curtains. Moreover,
it also controls the relay for lighting management and door opening.

The most appropriate hardware platform for the base station was chosen while
trying to achieve a good compromise between energy consumption and processing
capacity. Thus we chose a miniature fanless PC, i.e., FitPC2 [4], based on an Intel
Atom processor with SSD storage that guarantees a power consumption of only 8
Watts.

Finally, in order to guarantee a high degree of pervasiveness, the interactions
between the user and the AmI system are managed by a gesture recognition module
based on a motion sensor device [12].
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Table 1 List of the sensors used in the deployed case study

Measure Sensor Network Characteristics

Temperature and Relative
humidity

Sensirion SHT11 WSN Temperature range: −40C to
+123.8C Temperature
accuracy: +/−0.5C @ 25C
Humidity range: 0–100% RH
Absolute RH accuracy:
+/−3.0% RH
Low power consumption

Temperature and Pressure Intersema
MS5534AM

WSN Temperature range: −10 C to
+60 C Temperature
accuracy: +/−0.8C @ 25C
Pressure range:
400–1100mBar
Pressure accuracy:
+/−1, 5% at 25C
Low power consumption

Temperature Panasonic
ERT-J1VR103J

WSN Range: −40C to +125C
Accuracy: +/−2%

Light TAOS TSL2550D WSN Range: 0–1847 lux
Spectral responsivity:
400–1000nm

Air conditioning sniffer IR receiver base WSN Developed ad hoc
on chip IR38DM

CO2 SenseAir K33LP WSN CO2 range: 0–5000ppm
CO2 accuracy: +/−30ppm
Low power consumption

Voltage, current, power
factor, active power,
reactive power, active
energy, reactive energy

CE-AJ12-34BS3-1.0 Wired Accuracy: 0.5%

Curtain sensor
Rolling shutter sensor – Wired Developed ad hoc
Light on/off
RFID Reader LabID KITNLO Wired Supported protocols:

ISO 15693
ISO 14443 A
ISO 14443 B - ST SRI family

Proximity reader ISO LabID RFID Wired Supported protocols:
Reader RWBLUE ISO 15693

ISO 14443 A
ISO 14443 B - ST SRI family
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Table 2 List of the actuators used in the deployed case study

Action Actuator Network

Air conditioning setting IguanaWorks IR transceiver Wired
Curtain up/down Curtain motor Wired
Rolling shutter up/down Rolling shutter motor Wired
Light on/off Relay Wired
Door open Electric lock Wired

4 Conclusions

In this chapter we presented a new heterogeneous sensor and actuator network archi-
tecture to be used in ambient intelligence scenarios where the presence of pervasive
devices with different technologies is required to ensure the appropriate control and
monitoring of an area. In particular, the architecture proposed aims to make ubiqui-
tous observations of buildings easier in order to understand the users’ preferences
efficiently.

The three-tier architecture proposed is based on an abstraction layer to ensure the
independence of the monitoring and actuating infrastructure from the upper level
system, thereby guaranteeing scalability and adaptability in different contexts.

Moreover, the construction of a real prototype of the monitoring and controlling
system at theUniversity of Palermo allowed us to constantly verify the design choices
we made in order to adopt the most robust and energy efficient solutions.

Acknowledgments This work has been partially supported by the PO FESR 2007/2013 grant
G73F11000130004 funding the SmartBuildings project.
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Short-Term Sensory Data Prediction in Ambient
Intelligence Scenarios

Enrico Daidone and Fabrizio Milazzo

Abstract Predicting data is a crucial ability for resource-constrained devices like
the nodes of a Wireless Sensor Network. In the context of Ambient Intelligence
scenarios, in particular, short-term sensory data prediction becomes a key enabler
for more difficult tasks such as prolonging network lifetime, reducing the amount of
communication required and improving user-environment interaction. In this chapter
we propose a software module designed for clustered wireless sensor networks, able
to predict various environmental quantities, namely temperature, humidity and light.
The software module is supported by an ontology that describes the topology of the
AmI scenario and the effects of the actuators on the environment. We applied our
module to real data gathered from a public office at our department and obtained
significant results in terms of prediction error even in presence of environmental
actuators.

1 Introduction

Ambient Intelligence (AmI) is an emergent field of AI aimed at developing smart,
distributed pervasive systems able to support human-environment interaction [8].
The basic infrastructure of an AmI system is made up of sensors, actuators and rea-
soners [2, 4, 7, 9]. The sensory components monitor the environment by measuring
physical phenomena like temperature, humidity and light, but also by acquiring dig-
ital images and sounds, detecting user presence and so on. The actuators are those
elements able to affect the environment according to the users’ needs. The reasoners
are able to learn, recognize and infer users’ needs as well as to predict environmental
phenomena.
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Fig. 1 Reference architecture of the AmI system and placement of STSDP software module

Over the last few years, AmI designers have begun to implement sensory
infrastructure by using the so-called Wireless Sensor Network (WSN) technology,
that is a network made up of sensor nodes able to sense physical phenomena and
to perform small on-board computations. The growing use of such technology has
been triggered by the presence of consolidated communication protocols like IEEE
802.15.4 and Wireless HART and a lightweight operating system like TinyOS. Nev-
ertheless, wireless sensor nodes are limited by their scarce computational resources,
storage and energy [1]. For these reasons, predicting data becomes a key enabler in
improving WSN performance as it makes it possible to reduce communications and
to prolong network lifetime. Moreover, in the context of Ambient Intelligence, pre-
dictions could be also exploited by reasoners to control actuators in order to satisfy
user needs.

The main contribution of this chapter lies in the implementation of Short-Term
Sensory Data Prediction (STSDP), i.e. a softwaremodule able to predict the physical
phenomena monitored by a Wireless Sensor Network, with the combined effect of
actuators.

Figure1 shows our chosen reference AmI architecture and the placement of the
STSDP module: we assume that the WSN is arranged as a set of clusters and that
each cluster-head runs STSDP; the computational burden of the sensor nodes is kept
as low as possible as they are only required to communicate the sensed readings
to the cluster-head. The cluster heads relay their predictions to the gateway that
is responsible for aggregating and communicating them to the upper layer. The
intelligent modules (reasoners) are responsible for performing complicated tasks
such as controlling the actuators and computing long-term data predictions. The
context (sensors, actuators and physical phenomena) is modeled using Ontology
Web Language (OWL), which allows STSDP to build an updated representation of
the environment.

The remainder of this chapter is organised as follows: Sect. 2 depicts the current
state of the art methods for predicting data in wireless sensor networks; Sect. 3
provides mathematical details of STSDP as well as the description of the OWL
ontology that models the environmental context. Section 4 describes the experiments
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we carried out to validate our software module, and finally Sect. 5 presents our
conclusions.

2 Related Works

Predicting data is a widely studied topic in wireless sensor networks as it makes it
possible to prolong network lifetime by aggregating and compressing data, lowering
network communications and reducing the amount of storage required.

Any prediction algorithm for wireless sensor networks is specified from three
different perspectives: scope, topology and methodology. The temporal and spatial
scope of a prediction algorithm are respectively short (minutes or hours/meters)
or long (days or months/kilometers). Broadly speaking, short-term prediction algo-
rithms fit the requirements of a WSN rather well, as they require a little knowledge
of the past and few computational resources. Moreover their degree of precision
within the temporal and spatial scopes designed is very high. Long-term prediction
algorithms are very complex if compared to the short-term ones and are usually per-
formed by devices with more computational resources (as an example the reasoners
of the reference AmI architecture chosen here may be good candidates for perform-
ing such complex computations). The precision of such algorithms is quite constant
over time, although it is less than that of short-term prediction algorithms designed
only for limited scopes.

The topology perspective defines “who” is responsible for carrying out predic-
tions.Centralized approaches assume that a central base station gathers readings from
the surrounding nodes and then builds a global model of the monitoring field [3, 17],
whereas distributed approaches [16] focus on local data processing and are very
precise as compared to the former methods. Their main drawback is their elavated
computational complexity, which makes them unsuitable for resource constrained
devices like wireless sensor nodes.

The methodological perspective defines how to predict data; the stochastic
approach models each physical phenomenon as a random process based on a set
of observable and unobservable parameters. Such parameters are associated with
previously learned prior probability distribution functions (PDF) and the predic-
tions are drawn from the posterior PDF conditioned on the observed variables
[11, 12, 15]. The deterministic approach assumes some kind of mathematical law
that links past readings to future ones. Common implementations are “Time Series”
[13, 16] and “Regression models” [10]. Stochastic approaches are suitable for all
those applications that require long-term predictions, but their prediction error is
very high as compared to deterministic approaches. On the other hand, deterministic
approaches require a limited amount of storage and computation and produce smaller
errors when used as short-term predictors.

We chose to implement STSDP using a centralized approach to minimize the
computational burden on sensor nodes and to prolong their lifetime as much as
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possible. The decision to use a deterministic implementation was straightforward, as
our module was specifically designed to perform short-term data prediction.

3 Proposed Approach

This Section discusses our implementation of the STSDP software module together
with the OWL ontology adopted to describe the environmental context.

Let us assume that the WSN is arranged as a set of clusters and that the nodes
behave as cluster head or leaf. Leaf nodes are characterized by their scarce computa-
tional resources and are responsible for gatheringmeasurements and relaying them to
the cluster head. Cluster heads are not limited by energy or computational resources
and act as the so called micro-servers (e.g. Stargate nodes). They are responsible
for building the spatio-temporal representation and prediction of the monitored phe-
nomena.

Each cluster is associated with an area of interest—a spatial portion of the moni-
toring field—bounded by the convex-hull defined by its own sensor nodes.Moreover,
we assume that the areas of interest do not overlap with each other.

Figure2 shows the steps followed by STSDP to predict physical phenomena. The
Context Generation submodule reads the Ontology and creates the description of the
context: sensor nodes (e.g. sampling rate, position, status), actuators (e.g. affected
phenomenon, position) and the phenomena (e.g. light, temperature or humidity). The
Prior estimates submodule creates a rough representation of the phenomenon using
the readings sensed by each node during the previous 24hours; the current readings
add fresh information and allow to build the more precise Posterior estimators; the
Fusion step mixes the Posterior estimators to generate a spatio-temporal mesh of the
area of interest from which predictions are collected. In order to make the approach
suitable for ambient intelligence scenarioswe added theActuators correctionmodule
that integrates the effect of the actuators on the monitored phenomena. Finally, the
Context Update module updates the ontology to keep track of possible changes in
the context (e.g. dead nodes, active/inactive actuators).

The mathematical details of STSDP as well as the Ontology implemented will
be described by referring to a single cluster of nodes. The generalization to more
clusters is straightforward.

3.1 Context Generation and Update Modules

Ontologies are useful tools which enable us to describe a domain of interest (concepts
and relationships between them) using a formal language (in our case we chose to
adopt the Ontology Web Language, OWL).
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Fig. 2 Sequence diagram of the STSDP module

Classes represent categories of concepts classified by using “isa” hierarchies,
whilst properties represent relationships among classes and are identified by domain
and range class.

The Simple Web Rule Language (SWRL) implements logical inference and
updates the OWL ontology as a function of changes in the environment. Each rule
is written in the form antecedent → consequent where both antecedent and con-
sequent are conjunctions of one or more atoms, where each atom is a property or a
class.

The context generation module reads the content of the ontology and gathers all
the information needed by the prediction module to carry out predictions (e.g. the
number of nodes of the cluster, their sampling rate, the active actuators and so on).
The context update module modifies the ontology as a function of any environmental
changes. For example a node with a battery level under a given threshold should be
excluded by the cluster head as its readings could be incorrect.

Table1 represents in details the ”isa” hierarchies we devised for the classes of
interest. The root classes are the Device and the Phenomenon. Any device could be
an Actuator, a Reasoner or a Node. Each Node in its turn is a Gateway, a Cluster
Head or a Sensor Node. Finally, each Phenomenon could be Light, Humidity or
Temperature.

Table2 represents the ontology properties. Whenever the range class is a raw
type (e.g. String, Float, Integer, Boolean and so on) it is conventionally named as a
data property, i.e. an internal attribute of the class. Finally, a property is said to be
functional when the mapping between domain and range is injective. For instance
the “hasID” property is functional because each device has just one identifier; the
“manages” property is not functional as a device could manage many devices (e.g.
each cluster head manages many sensor nodes).

The context update submodule implements three SWRL rules that infer: (i) the
observability of a phenomena, (ii) the working status of sensor nodes, and (iii) the
manager device of each node (not codified at design time).

The formal representation of the three rules described is as follows:



94 E. Daidone and F. Milazzo

Table 1 Ontology classes

Class name Parent class

Device –
Phenomenon –
Actuator Device
Reasoner Device
Node Device
Gateway Node
Cluster head Node
Sensor node Node
Light Phenomenon
Humidity Phenomenon
Temperature Phenomenon

Table 2 Ontology properties

Property Name Domain Range Data Funct. Description

hasID Device Integer ✓ ✓ The unique identifier
isAtX Device ✓ ✓ The X-position
isAtY Device Float ✓ ✓ The Y-position
manages Device Device ✗ ✗ Controller and

controlled device
isManagedBy Device Device ✗ ✓ Inverse of the manages

property
hasSamplingPeriod Sensor node Float ✓ ✓ Sampling period
hasBatteryLevel Sensor node Float ✓ ✓ Current battery level
hasMinBatteryLevel Sensor node Float ✓ ✓ Minimum battery level

for considering a
node as ”active”

hasStatus Device Boolean ✓ ✓ Working status (active
or inactive)

senses Sensor node Phenomenon ✗ ✗ The phenomena sensed
by a sensor node

affects Actuator Phenomenon ✗ ✗ The phenomenon
affected by the given
actuator

isObservable Phenomenon Boolean ✓ ✓ Observability of a
phenomenon

Rule 1:
Phenomenon(?x) ∧ senses(?y, ?x) ∧ hasStatus(?y,True) → isObservable(?x,True)

Rule 2:
Node(?y) ∧ hasBatteryLevel(?y,?t) ∧ hasMinBatteryLevel(?y,?z) ∧ lessOrEqual
(?t,?z) →
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hasWorkingStatus(?y,False)

Rule 3:
manages(?x,?y) → isManagedBy(?y,?x)

3.2 Prediction Submodule

Let us assume that each sensor node i gathers readings with sampling rate ϑt and
that ri (t) is the reading at time t . Moreover the node location is (xi , yi ).

The prior estimator f prior
xi ,yi (t) roughly assumes that the current representation of

the monitored phenomena is identical to that of the previous day; the past 24h of
readings are fitted using a Gaussian Mixture as follows:

f prior
xi , yi (t)=

K∑

k=1
wk N (t |μk, σ

2
k ) (1)

where the parameters μk , σ 2
k and wk represent the mean, the variance and the

importance weight of the k-th Gaussian. Such parameters minimize the square error
between the fitted curve and the sensed readings and are recomputed with 24-h time
steps using the Nelder-Mead optimization algorithm [14] as follows:

(μ1, σ1, w1, ..., μK , σK , wk) = argmin
μk , σk , wk
k∈[1..K ]

∑

t

[ri (t) − f prior
xi , yi (t)]2. (2)

The prior estimator enables STSDP to learn the shape of the monitored phenom-
enon and to constrain the trend of the posterior estimator. Its intrinsic limitations are
related to poor performance as a short-term predictor and to the covered space that
is the point location xi , yi .

The posterior estimator integrates the trend of the current readings to the informa-
tion provided by the above step. Let us consider the time window pinpointed by the
last W sensed readings r(t), t ∈ [t0 − (W − 1)ϑt, t0]; then the posterior estimator
is computed as a geometrical transformation of the prior one as follows:

f post
xi , yi (t) = Ω[ f prior

xi , yi (t) − γ ] + γ, (3)

where Ω ∈ [Ωl , Ωu] and γ ∈ [0, γu] represent respectively the scaling and translation
parameters; the upper and lower bounds should be set by a field expert and limit the
range of possible transformation of the prior estimator.

The geometrical parameters are computed for non-overlapping time windows of
size W using the same approach as Eq.2:
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Fig. 3 Geometrical transformation of a prior estimator into a posterior one

(Ω, γ ) = argmin
Ω, γ

t0∑

t=t0−(W−1)ϑt

{Ω[ f prior
xi , yi (t) − γ ] + γ − ri (t)}2 (4)

Figure3 shows how the computation works: the last W sensed readings identify
the current timewindow (on the right); the same time instants also identify the portion
of the prior estimator that is used to fit the current readings (on the left). Then, the
geometrical transformation tries to compute the best match between prior estimator
and current readings.

The posterior estimators performbetter than prior ones as they integrate the knowl-
edge from the previous day’s readings and the current behavior of the phenomenon;
however they are still limited by punctual spatial coverage.

The fusion step extends the spatial coverage of the posterior predictors to the entire
area of interest. The continuous function f f use(x, y, t) is computed as a normalized
linear interpolation of the posterior estimators as follows:

f f use(x, y, t) =

I∑

i=1

wi (x, y) f post
xi , yi (t)

I∑

i=1

wi (x, y)

, (5)

where wi (x, y)= e−[(x−xi )
2+(y−yi )

2] and I is the number of nodes within the cluster.
The function covers the convex-hull of the cluster.



Short-Term Sensory Data Prediction in Ambient Intelligence Scenarios 97

3.3 Modeling the Effect of Actuators

Environmental actuators are an important component ofAmI applications thatmanip-
ulate physical phenomena according to user needs. A crucial aspect of any predictor
is its capability of integrating the effect of the actuators on the environment to draw
more precise predictions.

The current implementation of the actuators correction submodule considers the
effect of rolling shutters and neon lights on indoor environments. We are working
to include the support for actuators affecting temperature and humidity such as air
conditioners and radiators.

We assessed experimentally that the rolling shutter gives a multiplicative contri-
bution to f f use and was modeled as a compression function R : [0, 1] → [0, 1] that
accepts as input the value of h ∈ [0, 1], i.e. the portion of the window that is not
covered by the rolling shutter( 0 means totally closed and 1 means totally open), and
gives as output c ∈ [0, 1] the compression factor. We did not include dependence
on the space position in R(h) as experimental results (Sect. 4) have shown that such
knowledge only makes a negligible contribution to reduce prediction error.

The effect of neon lights is additive, location-dependent and was modeled as a
function N (x, y) : R2 → [0,∞] that accepts as input the 2-D point of the area
of interest and gives as output the increment in light exposure. The mathematical
expression is as follows:

N (x, y) =

I∑

i=1

L∑

l=1

wi (x, y)sl Nl(xi , yi )

I∑

i=1

L∑

l=1

slwi (x, y)

, (6)

where l is the subscript that identifies the neon light, L is the number of neon lights,
wi (x, y)= e−[(x−xi )

2+(y−yi )
2] is the importanceweight, sl indicates whether the light

is turned off/on, and Nl(xi , yi ) is the punctual light increment at the node location
(xi , yi ) due to the l-th neon light.

The output of the actuator correction submodule f light (x, y, t) is therefore com-
puted accordingly to the previous considerations:

f light (x, y, t) = R(h) × f f use(x, y, t) + N (x, y). (7)
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Fig. 4 The Ambient Intelligence scenario we used for evaluating the performance of STSDP

4 Experimental Results

The aim of this Section is to evaluate the performance of the STSDP module with
respect to the spatial and temporal precision of the predicted data.

Figure4 shows the Ambient Intelligence scenario we adopted to test the per-
formance of STSDP. We deployed a single cluster within a 6m×5m office at our
department: the WSN was made up of five Mica2Dot sensor nodes equipped with
light, temperature and humidity sensors while the cluster head was a FitPC2i (mini-
computer). The monitoring field was bounded by the convex hull of the sensor nodes
belonging to the cluster and is marked by a dashed line. Sensor nodes gathered mea-
surements from 07-28-2013 to 08-02-2013 with a sampling rate of 30 s. The first
day of readings was used to learn the prior models of the sensor nodes, while from
07-29-2013 to 07-31-2013 we assessed the performances of the predictor without
the effect of the actuators. The days 08-01-2013 and 08-02-2013 were used to assess
the performance of STSDP under the effect of the light exposure actuators. We set
the number of mixing components of the prior estimators to K = 5.

4.1 Prediction Performance

In order to evaluate the ability of STSDP to predict data over space, we computed
the function f f use by relying only on the measurements gathered from nodes 1, 2
and 5. We then compared the readings from nodes number 3 and 4 with the output
provided by f f use and computed the mean and standard deviation of the prediction
error.

Light, temperature and humidity were measured respectively in Lux, Celsius
degrees and Percentage. Both the mean and standard deviation were normalized
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Fig. 5 Assessment of the performance of STSDP as spatial predictor

with respect to the minimum and maximum value of the observed phenomenon: the
light ranged from 0 to 1600 Lux, the temperature from 17 to 35 ◦C, and humidity
from 0 to 100%. Figure5 shows the results obtained: the x-axis ranges over 3days
and each step aggregates the errors of 6h (military time). The y-axis contains the
percentage mean absolute error and the standard deviation of the error. Experimental
results show that the mean and standard deviation are very low and have peaks of
about 4% for all of the phenomena observed.

The temporal prediction performance were assessed by comparing the sensed
readings and the value of the posterior predictor f post for each sensor node with
different sampling rates (from 0.5 to 60mins).

Figure6 shows the mean and standard deviation of the error: both the indicators
are above 4% for all the observed phenomena when the sampling rates range from
0.5 to 5 mins; the performance values are still acceptable for a sampling rate of
60mins. In particular temperature/humidity and light have a mean error of about 8
and 12% respectively, meaning that, in general, light exposure is less predictable and
has a greater variance than humidity or temperature, a conclusion we had already
reached in previous works [5, 6].
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Fig. 6 Assessment of the performances of STSDP as temporal predictor

Fig. 7 Effects of the light exposure actuators on the sensor nodes

4.2 Effect of Light Exposure Actuators

The performance of STSDP under the effect of light exposure actuators (neon and
rolling shutter) was evaluated during the day 08-02-2013. The functions R(h) and
N (x, y) were learned using the readings gathered the previous day. At fixed steps of
1h, we opened the rolling shutter and positioned it at five different locations (from
0 to 100% opened) and let the nodes record the differences in the sensed light. We
also carried out the same procedure for the neon light which was turned on and off.
The results obtained were averaged for each node i over the 24 recorded values and
the resulting curves Ri (h) and N (x, y) are reported in Fig. 7.

The compression functions are very similar to each other, so we excluded spatial
dependence and computed R(h) as the mean of the learned curves. The additive
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Fig. 8 Prediction of light exposure under the effect of a rolling shutter and a neon light

terms N (xi , yi ) are location dependent and based on the distance between the sensor
node and the neon light; sensor 3 and 4 present two peaks as they are closer to the
neon than the other nodes.

Figure8 shows the performance of the actuators correction module for sensor
node 5.

The rolling shutter was kept opened from 07:00 a.m. to 16:30 a.m. while the neon
light was turned on for the remaining hours. The sensed and the predicted data are
represented by the solid and dashed lines respectively.

The performance of the light exposure predictor appeared to be very encourag-
ing and showed small errors even in correspondence of the transitions caused by
actuators. At 08:20 am the predictions became unreliable, but recovered after about
20mins. The problemwas caused by a sequence of suboptimal solutions provided by
the optimization algorithm that computes the geometrical transformation parameters
(see Eq.4).

5 Conclusions

This work proposes the implementation of Short-Term Sensory Data Prediction
(STSDP), a software module for Ambient Intelligence scenarios. The module was
able to predict common physical phenomena like temperature, humidity and light
exposure even with the effect of environmental actuators.

The OWL ontology made it possible to describe the environmental context and
the relationships among the components of the AmI reference architecture whilst
keeping information about the state of the sensor network and actuators updated.
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The experimental results were achieved using real data gathered in an office at our
department and demonstrated that STSDP is able to provide reliable predictions both
in space and time with ranges of meters and minutes respectively. We also assessed
its capabilities in predicting light exposure with the effects of a neon light and a
rolling shutter.

STSDP was implemented as a set of interconnected sub-modules that could be
independently improved usingmore refinedmathematicalmodels. As a further devel-
opment we are currently integrating the support for air conditioners and radiators to
extend its applicability to more complex Ambient Intelligence scenarios.
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A Structural Approach to Infer
Recurrent Relations in Data

Pietro Cottone, Salvatore Gaglio and Marco Ortolani

Abstract Extracting knowledge from a great amount of collected data has been a
key problem in Artificial Intelligence during the last decades. In this context, the
word “knowledge” refers to the non trivial new relations not easily deducible from
the observation of the data. Several approaches have been used to accomplish this
task, ranging from statistical to structural methods, often heavily dependent on the
particular problem of interest. In this work we propose a system for knowledge
extraction that exploits the power of an ontology approach. Ontology is used to
describe, organise and discover new knowledge. To show the effectiveness of our
system in extracting and generalising the knowledge embedded in data, we have built
a system able to pick up some strategies in the solution of complex puzzle game.

1 Introduction

During the last decades the ever-decreasing cost of wireless sensors and actuators
has allowed an increasing diffusion of pervasive networks to monitor and control
every kind of environment. In this context a new paradigm was conceived, namely
the Internet of Things (IoT ). The aim of this paradigm is to allow to a large set of
different appliances in the environment to interact with each other and cooperate to
get common goals [1], through an Internet-like structure and a unique addressing
scheme. The availability of such technologies has pushed for the creation of better
Decision Support Systems (DSS), able to take advantage of the richness present in
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data. Ambient Intelligence (AmI) is an emerging framework in this scenario, whose
aim is to make the environment aware of the user presence and thus supporting them
to perform every-day activities. Meeting the goals of AmI means understanding what
is happening in the monitored area, in order to plan a set of actions on the actuators
so as to modify the environment conditions according to user’s desires. An AmI
system, therefore, must deal with high level concepts, expressed through simple
sensor readings. It analyses a great amount of rough data (i.e, sensor measures),
coming from the environment, and summarises them in a high-level representation,
through some concepts and their relations. In other words, the AmI system must be
able to extract knowledge from a great amount of sensory data, giving an explanation
of data itself. According to some proposals, an AmI system acts like an agent [2, 3],
but an agent needs amodel of the environment to operate; therefore, the designer of an
AmI system has to embed some a-priori knowledge into the system, in order to code
this model. Obviously, this task can take advantage of the analysis of such a great
amount of sensory data, but comprehension of the data and the following translation
into usable knowledge is not an easy task. In fact, “measuring” does not directly
translate into “understanding”, so sensory data provided from pervasive networks
can not be easily turned in a corresponding new knowledge. Moreover, extracted
knowledge would be easily generalizable: similar problems have similar solutions,
so knowledge can be summarily defined as the common structure shared among
similar problem solution, to construct a general model of the environment. Thus,
constructing a new model for every instance of similar problems may be redundant.
Nowadays, this kind of knowledge is only saved in the experience of the designer and
there is no automatic system to extract it or to aid the designer in this task. However,
new challenges coming from IoT or AmI call for the creation of system able to learn
from experience, that is capable of capturing the hidden structure of the data, in terms
of relations between its key components.

All this problems are related to knowledge representation,management and reuse,
i.e. they are an ontology problem [4]. The ontology notion comes from philosophy,
where it refers to themetaphysical study of the nature of being and existence. In com-
puter science, andmore specifically in the field of knowledge engineering, ontologies
are used for modelling concepts and relationships on some expertise domain. Thus,
building an ontology of the most relevant entities of a scenario in a semi-automatic
fashion is a key problem in emerging technologies and a cutting-edge challenge of
Artificial Intelligence. It involves different research areas (e.g., data mining, plan-
ning, etc), but the most interesting formulation, according to our vision, is the one
arising frommachine learning. In fact, this problem can be formulated as the creation
of a system able to construct and recognise likely explanation of a great amount of
data, unveiling their hidden structure. All the approaches used nowadays (statistical,
syntactic, logic, etc) are showing their limits and inappropriateness. In fact, it is very
difficult (and maybe impossible) to use only one of these approaches to manage very
high level concept, to model the living world and make sense of it. Moreover, the
development of domain ontology has been a task entirely based on human interven-
tion. But new applications in IoT require the management of such a large number of
concepts that is impossible to be performed by a human alone [5].



A Structural Approach to Infer Recurrent Relations in Data 107

So, the availability of semi-automated (or, less likely, full-automated) ontology
systems for the management and discovery of new knowledge is a key point in the
development of actually useful DSS. There are several approaches to create semi-
automated ontology learning systems, but none of them has been applied to the field
of sensory data. Most of them have been used on semantic web data or huge text
corpora [5, 6].

We claim that the expressive power of structural approaches is the key to handle
the complexity of acquiring knowledge from unstructured data and related to every-
day situation. The idea of the proposed work is to describe a general framework to
deal with this problem, using as example application the problem of finding strate-
gies. Given a problem description, whose solution is obviously unknown, and a set
of solution examples (our rough data), we aim to abstract general guidelines about
problem solution. This implies highlighting the common characteristic of solution
and obtaining a general description of the solution itself, in terms of its key com-
ponents. In particular, we address the problem of finding a good heuristic for the
well-known slide tile puzzle, using structural information.

The rest of the paper is organised as follows. Section 2 summarizes some of
the approaches presented in literature, with regards to knowledge extraction tools.
Section 3 describes the problem of Ontology Learning and our proposal to deal with
unstructured data corpora, such as sensory data. Section 4 proposes a testbed to
evaluate our approach. Finally, in Sect. 5, our conclusions are reported.

2 Related Work

The need for coupling semantics with a sequence of sensor readings is well-known
in literature. In fact, inferring knowledge from data is an open issue in Computer
Science, and in particular in the area of data mining [7]. In this context, defining
what can be deemed as interesting knowledge is a hard problem, because it implies
to find what can be interpreted as an important information. Historically, a first
debate on the most profitable way to extract useful information (i.e., knowledge)
from a data collection was opened by John Tukey [8]. In the seventies, he proposed
the Exploratory Data Analisys (EDA), as opposite to theConfirmatory Data Analysis
(CDA) orStatistical Hypothesis Testing, thatwas the standard approach in those years.
In the EDA approach, data are analysed with different techniques to summarize their
characteristics. Unlike CDA, Tukey suggests to let hypotheses emerge from data
themselves, rather than using data only to test a-priori hypotheses. The Exploratory
Data Analisys is just an approach, not a set of techniques, i.e. a suggestion about
how data analysis should be carried out and what its goals should be. Most of the
techniques inspired to EDA use a graphical approach, because it represents a very
powerful instrument to reveal the structure of the data to the analyst, offering new and
often unexpected insights. In other words, it empowers the analyst’s natural pattern-
recognition capabilities. Therefore, it was the seminal work of modern approaches
to data mining and pattern recognition.
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One of the contemporary and independent developed research carried out on
the track of EDA is the so-called GUHA (General Unary Hypotheses Automaton)
principle [9]. The aim is to describe all assertions which may be hypotheses, verify
each of such assertions and found the “interesting” ones, based on collected data.
These systems generate systematically all interesting hypotheses with respect to
the given data (hypotheses describing relations among properties of objects) via
a standard computer system, and therefore represent a first attempts to formalise
an automatic inductive approach. Logic is used to formulate hypotheses, coded as
association of properties. Each object is represented by a row in a rectangular matrix,
whose column are properties of the object. Analysing this data structure is possible to
discover dependencies between different properties. The whole process is composed
by three steps: preprocessing, kernel and post-processing. In the first step, matrix is
arranged in a form suitable for a quick hypothesis generation. In the kernel phase,
hypotheses are generated and evaluated,while in the last step hypotheses are analysed
in order to interpret them.

It is crucial to note that the problem of letting structure and explanation emerge
from data itself and not from a-priori hypotheses was central since the beginning
of data analysis history, and has gained more relevance over the years, due to the
ever-increasing size and heterogeneity that have characterised the data to analyse.
Nowadays, the collected sensory datamake it impossible to promote a-priori hypothe-
ses to describe events of interest. The discussion between EDA and CDA approaches
has renewed in the machine learning. In fact, two different approaches have grown
in importance: inductive and deductive learning. This distinction reflects the differ-
ences and goals already underlined by Tukey, with a special focus of attention to
the learning matter. The inductive approaches state the learning problem as finding a
hypothesis that agrees with the examples, preferring the most simple one. It includes
a variety of algorithms, such as instance-based learning, Support Vector Machines,
Naïve Bayes, Artificial Neural Network, etc. Each of these approaches stresses dif-
ferent aspects of learning problem, but they relieve the analyst and designer from
formulating an a-priori hypothesis about data. On the other hand, their responses are
not useful to increase the knowledge regarding a particular problem because they
can be considered as a black-box that can be applied on unseen data, but the model
of the data they use is not human interpretable.

The deductive learning approaches constitute the other class of machine learning
algorithms. For example, a method to infer general concepts from examples is known
as Explanation-Based Generalisation (EBG) [10]. This deductive approach explains
why a training example is a member of the concept being learned. This approach
relies on fourmain components: a goal concept, training example, domain theory and
operational criterion. Explanations are represented by Horn-clause inference rules
arranged in proof trees. The goal concept is described through high-level properties
that are not directly found in the example. Training example is a representation of a
specific example in terms of lower level features. The domain theory is made up of
a set of inference rules and axioms about the domain of interest. Domain theory is
used to demonstrate the validity of the example. The operational criterion indicates
how a concept must be expressed to be recognised. The aim of the system is just to
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generalise concepts from examples. A slightly different approach is that proposed
by [11]. In this case the system is not only able to generalise a concept, but to check
where a generalisation fails for a particular example, so that the system can refine it.
Therefore it is possible not only to infer a general concept, but also to check whether
an example is coherent with that generalisation, or why it is not; in other words, the
system is able to learn. This approach is called Explanation-Based Learning (EBL).
An evolution of theEBL is proposed in [12]. This approach tries tomerge the oldEBL
engine, based on symbolic knowledge representation, with the statistical approach.
The proposed system aims to take advantage of the robustness of statistical approach
respect to real word problems, but at the same time it exploits the expressive power
of symbolic knowledge representation.

An alternative approach to generalisation uses formal languages, and is known
as syntactic pattern recognition [13]. In these systems, concepts are decomposed
into simpler parts and their description relies on a grammar. A grammar is formally
defined by the quadruple (ϑ, N , P, S), where:

• ϑ, the alphabet, is the set of the so-called terminal symbols, i.e. the basic elements
of the grammar;

• N is the set (disjoint from ϑ) of the nonterminal symbols; each of these symbols
represents one or more strings of terminal and nonterminals symbols.

• P is the set of the production rules, composed by a head, represented by a nonter-
minal, and a body made up of a sequence of terminals and/or non terminals.

• S ∈ N is a special symbol, known as the start symbol.

The set P represents possible and interesting structures, i.e. frequent patterns. The
problem of inferring knowledge is stated as the problem of design a learningmachine
for pattern recognition, where a pattern is a particular structure included into the
grammar. The system infers a grammar from training examples and applies it on
the new data, in order to verify if the string of terminal symbols belongs to the
learned grammar. This kind of approach requires preliminary work by the designer in
ontologydomaindefinition, in order to identify the key elements of the representation.
The major drawback with this methods is the high computational cost needed to
infer grammars. Historically, these approaches has been considered as alternatives
to statistical learning systems, but during last decades many efforts have been made
to unify statistical and syntactic pattern recognition (see [14]).

Other authors consider traditional approaches inadequate to cope with the com-
plexity of managing knowledge and its evolution in complex phenomena. However,
they believe that these scenarios cannot be modeled only by mathematical or statisti-
cal means. For example, Evolving Transformation System (ETS) is a formalism that
tries to unify the syntactic and statistical pattern recognition, in order to create a new
kind of class representation. The definition of class, according to the author, rests
on the generative side: objects belonging to the same class share similar generative
histories. In this context, a generative system is a nondeterministic system operat-
ing on actual entities and assembling them into larger entities (and eventually into
class objects), guided by some hierarchical description of the class [15]. This kind of
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representation is focused on the problem of giving a structural representation to the
data. Each object in this formalism is thought of as a temporal structural process and
the representation of each element of a class evolve with the description of the class
itself. ETS is a work in progress framework, limited by the lack of newmathematical
instruments to deal with the complexity of a structural description.

In [16], Chazelle proposes a new vision to deal with phenomena arising from life
sciences, stating that means used in physical science are not adequate. According to
his work, algorithms are more suitable for these purpose, due to their rich and expres-
sive language.Moreover, the author claims that some problems can take an enormous
advantage from the novelties introduce by a new perspective, taking into account the
peculiarities of complex non physical systems. In the case of sensory data used to
investigate and predict human habits and behaviour, the complexity is very high,
because of the high number of variables to include in the model. Chazelle introduces
the natural algorithms to model these systems. This approach relies on the so-called
influence systems, i.e. networks of agents that perpetually rewire themselves. These
networks are specified by two functions: f and G; the function f calculates the
position of an agent, taking as input the location of its neighbour agent, given by
function G. The output of G is function of the state of the whole system, that is the
position of all agents. In this approach is possible to note how the information travels
through the system, in a way that separates its syntactic or structural component and
its semantic. In other words,this method models complex systems exploiting equally
qualitative and structural information.

Our proposal differs from those presented in literature, because it aims to extract
knowledge from a large set of unstructured data (such as sensory data), translating
it in a machine-understandable form. Many approaches have attempted to deal with
the complexity of such kind of data. In particular, many systems have been proposed
in the area of Ambient Intelligence, which typically deals with sensor readings, and
their interpretation. For example, in [17], the authors suggest a three-tier paradigm
for knowledge extraction. In particular, this paradigm cuts irrelevant details off from
raw sensor readings, in order to obtain more refined data that can be analyzed by the
reasoning module, at the top of this processing hierarchy. Statistical methodologies
(e.g., correlation analysis, clustering) are used in [18] to cope with the complexity
of large sensor reading dataset. The proposed system models and learns user habits
through his interactions with the actuators deployed in the environment. According
to the authors, user habits are coded into sensor readings, thus they can be inferred
analyzing sensory data and discovering relations between environmental conditions
and user.

Our system uses a similar approach, but, at the same time, aims to use as little
a-priori knowledge as possible, because this is hard to obtain in the great part of real
problem belonging to sensory datamining. In fact, such data is hardly understandable
according to simple user description of the phenomenon that has generated it. So, it
is very hard to formulate a-priori hypotheses, as in deductive approaches; this may
force to use a too specific and detailed model, with a high risk of overfitting. On the
other hand, an expert of the application domain possesses some knowledge, which
can represent a very important resource. The actual problem is translating it to be
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usable by the system. With a pure inductive approach, this task would include a very
hard empirical work, in order to tune up all the parameters used in the chosenmethod.
In this case, the risk of overfitting is very high, because the relations between sensory
data and model parameters are not very clear, so it is impossible to distinguish when
the over fitting starts. A structural approach is less prone to this problem, because it
can be more simple build measure of complexity over the model it uses, due to its
representation.

3 Ontology Learning

The most common ontology definition can be found in [4]; the author defines an
ontology as the specification of a conceptualization, that is a model of the concepts
and relations describing a particular domain. According to [6], this definition can be
formally translated in a structure O:

O := (C,≤C , R, σR,A , σA,T )

• four disjoint sets: concept identifiers (C), relation identifiers (R), attribute identi-
fiers (A ), data types (T );

• a semi-upper lattice ≤C on C ;
• a relation signature function σR : R → C+;
• a relation hierarchy partial order ≤R on R;
• a function σA : A → C × T .

Thus, learning an ontologymeans specifying all these elements, by inferring them
from data. This problem can be decomposed into the following subtasks:

1. acquisition of the relevant terminology;
2. identification of synonym terms;
3. formation of concepts;
4. hierarchical organization of the concepts (concept hierarchy);
5. learning relations, properties or attributes, together with the appropriate domain

and range;
6. hierarchical organization of the relations (relation hierarchy);
7. instantiation of axiom schemata;
8. definition of arbitrary axioms.

This schema has been formulated mainly in the context of ontology learning in
text corpora. Obviously, in the context of sensory data these steps need some changes,
in order to adapt them to the different characteristics of the new scenario. However,
the general structure of the process remains the same. Thus, in this work we propose
an adaptation of this schema, modifying it according to the new kind of data and the
differences between text and sensory data.
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Undoubtedly, the goal we aim at is very challenging, and many issues are to be
addressed; some of those are related to theoretical open issues in computer science,
so it is impossible to known if they are practically solvable. We do believe, though,
that knowledge extraction can take advantage of an ontology learning approach,
because this might exploit the information potential embedded in sensory data. The
basic idea is that data collected from sensors share an underlying language, i.e. it can
be considered as generated by a particular language describing some phenomena.
Similarly to what described in [19], we assume that data are drawn from a process
that can be modeled by a Turing Machine (TM). This means, according to Chomsky,
that there is a language that can describe such data. Likely, this language is very
complex and, moreover, data is corrupted by noise, so reconstructing the original
language from data is a very tricky task.

If we compare the problem of grammar induction (i.e., learning) and the problem
of ontology learning, we discover that they have much in common. This can be
explained if we consider the ontology problem as the semantic side of grammatical
induction. The literature has shown that this two aspects are strictly coupled and it
is impossible to solve one of them discarding the other.

Given these caveats, it is simple to describe and motivate the changes we made to
the general ontology learning schema. From a sensory data point of view, we are not
very interested in the relation discovery and our focuses is principally on concepts
and their hierarchy.

The proposed approach is composed by:

1. individuating a set of basic properties (axioms) and features to discovery signif-
icant patterns;

2. discovery of relevant elementary patterns as terminology;
3. abstraction of patterns as concepts;
4. inferring hierarchical concept organisation;

Setting axioms In the first step, the key elements of the ontology are defined; it
is the only phase of the system that requires human intervention. The analyst
has to specify a description of the goal concepts in terms of general properties,
like time, space or other very general features. The main difference from others
approaches is how these features are described. For example, consider the user
activity recognition task. A user activity may be defined as a recurrent sequence
of actions, that can be recursive decomposed in simpler subtasks. Two approaches
can translate this definition in features on data: the deductive, and the inductive
one. According to the deductive approach, the definition is transformed into an
abstract and general model, that hypothesises sensor reading interactions that
identify executions of the same activity. In the inductive approach, the analyst
translates the definition in terms of properties the sensors can measure, such
as time duration; so, an activity is treated as a recurrent pattern in data, whose
instances have similar structures and time durations. No attempts at generating a
general activity model are made, but the model will emerge from data. The feature
selection depends on the experience of the analyst, but it is a simpler task than
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the other approaches. Moreover, it is less prone to error and axioms chosen can
be simpler checked.

Discovery terminology The second step faces the problemof finding datawith the
properties defined at the previous step. There exist several techniques to accom-
plish this task, but a data mining approach is the best choice. In fact, a statistical
analysis of data can aid the most significant pattern to emerge, so the basic level
of the ontology can be identified with the smallest, but more recurrent patterns
in sensory data. Moreover, these techniques guarantee robustness, reliability, and
thoroughness, since they have been extensively used in many different systems
in the last decades. The a-priori based algorithms are an example of these tech-
niques.
This step can be thought as a data fusion, i.e. the system associates data coming
from different source and of different types. This is a very common approach in
this kind of systems (e.g., [20, 21]) and it is useful to process data in amulti-sensor
context, in order to explode relations between different sensor triggers.

Pattern abstraction Pattern abstraction allows to obtain a generalization from
the instances of patterns present in data. The system addresses the problem of
synonyms, grouping similar instances of the same patterns. In particular, the best
choice for this step is the use of a technique coming from the statistical learning.
In fact, these approaches allow a statistical description of data, summarising it
according to themost emergent properties. Unsupervised clustering algorithm and
subsequent statistical classifier can be used in order to discover and then recognise
most common patterns. This kind of systems arewell-known in literature and have
obtained a successful application in many research area. So, at the end of this step
the systemwill be able to associate a statistical model to each pattern and a trained
classifier to distinguish between them.

Inferring concept hierarchy In this step, the system finds recurrent terminology
structures. A grammar induction algorithm is used: the system considers the data
as a language and looks for the suitable grammar to generate it. According to [22],
a grammar can be defined as a device that enumerates the sentences of a language.
In other words, it is a function, F , that generates every sentence of a language,
L. The expressive power of these devices depends on the restrictions imposed on
F . If no restriction is imposed, then the function belongs to the set of General
Turing Machine. On the contrary, if a strict restriction on F is imposed, such as
the constraint on each grammar to be a finite Markovian source, then it is possible
to prove that some language (e.g., natural language) can not be generated by these
grammars. So, it is important to choose the adequate restriction, based on the aim
set for the language. In this context, we assume that a grammar represented by a
Finite Automaton may have the sufficient power to model sensor language.
Representing each base concept, that is each term, with a terminal symbol of
a grammar, it is possible to reconstruct complex concepts as sentences of the
same language. In fact, once the system infers a grammar from data, the syntactic
representation of a complex concept is represented by the derivation tree of the
sentence.



114 P. Cottone et al.

In [23], the task of grammatical inference iswidely debated.Many learning system
have been proposed and each of them is specialized for a particular target, with
respect to the kind of data and the application domain. Despite most systems
focus on learning grammar from text, there are others that have been applied
to bioinformatics or computer vision. This means that grammatical inference is
possible even if data are less structured than text data and results obtained in this
area encourage the use of these techniques in the scenario of sensory data.
Moreover, a representation of a sensory data through a grammar can be seen as a
compression of the data. TheOccam’s Razor gives us a simple guideline to choose
between the possibly different grammars that can represent the data equally well.
In fact, the simplest explanation is always the best, so the shortest grammar is the
best to represent data. Measures of complexity in the sense of Occam’s Razor are
Minimum Description Length (MDL) principle [24] or Kolmogorov complexity
[25]. Even if it is impossible to calculate the MDL or similar measures, they
represents a good guideline for the choice among different representations.

4 A Proof of Concept: The Slide Puzzle

Extracting knowledge from sensory data is a very complex and difficult challenge
and may prove not too useful to test the effectiveness our approach for the present
discussion. In fact, a too complex problem does not allow to study the details of
every single part of the system and their effects on whole results. Amoremanageable
problem, whose difficulties can be tuned according to very specific tasks, appears a
more reasonable choice. Thus, a very similar problemwas chosen to test the proposed
system, even though it is still representative of the original target scenario, due to
their very similar features. Extracting knowledge from sensory data shares in fact
many similarities with the heuristic learning problem, because the success of both of
them relies on the ability to discover hidden and counter-intuitive relations in data.

In fact, heuristic learning is a very interesting research area in structural analysis.
In some cases, it is difficult to unveil the structure of a problem, in order to improve
solution search algorithms. This is the case, for instance, of the n-puzzle slide game.

The n-puzzle problem is a generalisation of the more common 15-puzzle. In its
original form, the puzzle consists of 16 squares numbered from 1 to 15 and arranged
in a 4 × 4 box, with one position of the box left empty. A legal move consists of
sliding an adjacent block into the empty space. The goal is to reposition the squares
from a given arbitrary starting arrangement by sliding them one at a time into the
configuration shown in Fig. 1.

Ratner andWarmuth [26] showed that finding an optimal solution to n-puzzle, i.e
one involving as few moves as possible, is an NP-complete problem. Moreover, get-
ting the goal position, that is solving the puzzle, is not possible for all initial arrange-
ments. Only instances corresponding to even permutations of the goal configuration
are solvable, that is only half of all possible configuration can be transformed into the
goal configuration (setting as initial configuration the one with the empty tile on the
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Fig. 1 Goal position of
15-puzzle

bottom right corner). The 8 instance of the problem has been solved with a breadth-
first search, and the 15 one has been solved with IDA* search algorithm [27]. The
heuristic used by this search algorithms are based on Manhattan distance, but there
is no suggestion as regards a general solution algorithm, i.e. one that is independent
of the dimensionality of the problem. For higher dimension instance of the problem,
such as 24-puzzle, many ad-hoc solutions were used, based on the particular proper-
ties of the problem. The main difficulty with high dimensional instances of n-puzzle
concerns the very wide search space, that make an efficient search impossible.

Cutting-edge research has been devoted to finding a suitable solution to the
24- and higher instance of this game. The first proposed solution used some par-
ticular features of the problem to speed-up search and obtaining an optimal solution
[27]. In particular, this approach encode more knowledge of the problem in the form
of improved heuristics, in an automatic fashion. The drawback with this system is
that its heuristic does not guarantee a good execution time on every instance of the
problem, but some random instances take very long time to be solved or worse they
have not been solved at all. Later tries to solve the problem have been turned on
the problem of finding better heuristics, created with the aid of machine learning.
Discarding the strong limitation of finding admissible heuristics, Ernandes and Gori
proposed a machine learning approach using an Artificial Neural Network. Given
a rich set of training example, ANN learns how far a configuration, i.e. a node, is
from the goal state. This approximation is used to improve the heuristic, with a re-
markable speed up for the search in the 8 and 15 instances of the game. In the case
of 24-puzzle, the lack of a good training set make an effective use of the ANN im-
possible. The authors proposed but did not implement a bootstrapping technique to
overcome this problem. That is, they assert that is possible to specialise an initially
weak heuristic function in an iterative manner, using example generated at each step
by each function. The authors of [28] continued the work by Ernandes and Gori,
implementing the bootstrapping approach. In particular, they used incremental boot-
strapping process augmented by a random walk method for generating successively
more difficult problem instances, obtaining good results in the solution of random
generated instances of 24-puzzle. The great drawback with this approaches is the
long time the bootstrapping phase takes. The author proposed a solution only in the
case of a single instance problem: in that case the bootstrapping are interleaved with
a classic heuristic search to lower total execution time. A similar approach can be
found in [29]. The authors propose a system that learns a heuristic to solve a single
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instance, and the bootstrapping is done over successive failed attempts to solve the
instance. They show the effectiveness of their approach in the 15-puzzle game.

In [30] a system is proposed that mixed multiple heuristics to improve them. In
this work, the key idea is to merge the knowledge coming from different heuristic,
merging them into a better one that summarise all the others. This knowledge mesh-
up is produced by an ANN, that is by a statistical learning. A very interesting work
is that presented by Korf and Felner in [31]. The authors deal with the problem of
finding an accurate admissible heuristic. They propose a memory-based approach,
that utilises partial puzzle resolution to obtain an estimate of the cost. The scheme
is dived into many parts, and for each a number of move to goal state is saved in a
database.With a carefully choose of the subparts, is possible to obtain a good estimate
and therefore a tight (and better) heuristic. The authors obtain relevance results on
the 24-puzzle, proving the goodness of their idea. Also, this means that the recurring
relations and interactions between subproblems are the key of this problem, and thus
capturing them leads to a better solution.

4.1 Hidden Relations: Knowledge to Enhance Heuristic

The work produced in this area shows as the solution of n-puzzle game, with n > 15
requires a heuristic enriched with some knowledge inferred by example of simpler
instance solutions. In our opinion, this means that the proposed systems are trying to
summarise some unveiled properties and relations of the application domain to em-
powered search algorithm, as demonstrated by the use of machine learning approach
and in particular of statistical learning (e.g., ANN).

We agree with this vision and we proceed a step further: the system has to learn
the structure of known solutions and has to find relevant relations between them in
order to go beyond combinatorial explosion nature of the problem. Obviously, we do
not assert that we are able to find an optimal solution for the problem, but we only
want to drive our system to “comprehend” the essence of the game and could suggest
a possible heuristic for a higher dimensionality game, focusing computational efforts
especially onmore promising areas of the search space. This implies the identification
of recurrent structure that constitute the sub problem to solve and a model to describe
how they interact.

The basic idea is to describe a solution as the evolution of a set of properties
evaluated on each state it goes through. Each of these properties expresses a particular
feature related to the state. It can be a static feature, such as the Manhattan distance
to the goal solution, or a dynamic one, i.e. the row of the last moved tile. We suppose
that a good set of properties can capture some general structures shared by solutions.
This choice is similar to the multiple heuristic approach presented in [30], and is
motivated by the same reasons: we are trying to mix different properties in order to
unveil not evident and counter-intuitive features of the solution.

Given a set of solutions to the 8-puzzle, 15-puzzle and some simple instances
of the 24-puzzle, we can translate them in their feature evolution representation.
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Fig. 2 Sketch of the proposed
system

Assigning a unique symbol to each possible feature combination, we can describe
a solution as a string made up of these symbols. In this way, we can describe each
solution as a string generated by the language of solutions. In this language, we the
terminal symbol are represented by the unique symbol chosen for each state.

In the next step, we try to obtain the Discrete Finite Automaton (DFA) that recog-
nize that language. In this manner, we have found a machine able to suggest us the
most probable path in the tree to find the solution. At each node, we can evaluate the
solution we are building and choose next step as that most probable according to our
DFA. The DFA acts like an oracle, able to guide in the path toward the solution.

In Fig. 2, the proposed system is shown. The two main blocks of the system
are the Ontology Learning and the Grammar Induction. According to the previous
description of the Ontology Learning approach, proposed in Sect. 3, the main steps
of this process are presented in the figure. The first step, that is stating axioms, is
the only non fully-automated step of the process and, therefore, it is placed outside
of the Ontology Learning: domain expert’s analysis of example data is required in
order to obtain axioms. The whole process of Ontology Learning produces the input
data for the Grammar induction module. In particular, terminal symbols (axioms), an
initial approximations of nonterminals (concepts) and production rules (hierarchy),
are elaborated by the Grammar induction module to produce the DFA Oracle.

At the end of the processing chain, the system builds up the oracle, and an insight
into the structure of input data that has generated it. This ontology can be used to
evaluated the quality of the solution and to suggests to the designer new tuning to
the axioms definition, in order to capture the actual structure of the problem.
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5 Conclusion

In this chapter we presented a proposal for a system to cope with the complexity of
knowledge managing, sharing and reuse in the sensory data scenario. Nowadays, this
is a very hard task, due to the great amount of raw data and to their lack of evident
structure.

Unlike other systems presented in literature, we try to infer an ontology directly
fromdata and using it to discover new intelligible knowledge. The systemwe propose
uses a structural approach, based on the use of grammatical inference, in order to
emerge the most relevant relations present in data.

Wepropose theheuristic search as a controlled testbed for our system. Inparticular,
we measure the potential of sour approach in the n-puzzle game.
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Hardware and Software Platforms
for Distributed Computing on Resource
Constrained Devices

Gloria Martorella, Daniele Peri and Elena Toscano

Abstract The basic idea of distributed computing is that it is possible to solve
a large problem by using the resources of various computing devices connected
in a network. Each device interacts with each other in order to process a part of
a problem, contributing to the achievement of a global solution. Wireless sensor
networks (WSNs) are an example of distributed computing on low resources devices.
WSNs encountered a considerable success in many application areas. Due to the
constraints related to the small sensor nodes capabilities, distributed computing in
WSNs allows to perform complex tasks in a collaborative way, reducing power
consumption and increasing battery life. Many hardware platforms compose the
ecosystemofWSNs and some lightweight operating systems have also been designed
to ease application deployment, to ensure efficient resources management, and to
decrease energy consumption. In this chapter we focus on distributed computing
from several points of view emphasizing important aspects, ranging from hardware
platforms to applications on resource constrained devices.

1 Introduction

Distributed computing inWireless Sensor Networks (WSNs) represents an emerging
scenario obtaining the attention of researchers. Performing individually a smaller
task, sensor nodes of a WSN collaborate exchanging information, data or partial
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results to achieve a global goal. A WSN is composed of a variable number of
autonomous sensor nodes deployed in the environment. Basically, a sensor node
includes a processor unit, a radio transceiver for data transmission, small memory
for data storage and sensor modules for data gathering. Moreover, a battery with
a limited energy budget is often the only power source. Therefore, sensor nodes
present several constraints in terms of storage, processing and energy. They are often
deployed in a hostile environment that individuals cannot easily reach and conse-
quently changing or charging batteries is unsuitable.

Due to the sensor’s small memory and to the low processing capability, solving
complex problems individually is often impossible and thus, some form of coopera-
tion is required. Therefore, distributed computing inWSN allows to achieve complex
targets by using cheap sensor nodes with a considerable cost saving and without a
single point of failure. The advantages include higher performance, reliability, col-
laboration and scalability. In spite of this, distributed computing defines a scenario
still full of challenges since resources management techniques and power saving
strategies are required. Research is thus naturally focused on the creation of new
platforms for specific application fields, and on the development of distributed com-
puting techniques and algorithms improving the performances of WSNs.

Sensor nodes have earned the attention of the market with considerable success
because of their lowprice and their potential in different fields. In addition to the tradi-
tionalwell knownplatforms, there are several low-cost hardware platforms and starter
kits on themarket, often including lightweight operating systems (OS) that allow any-
one to create their own sensor network. In this chapter we provide an overview about
distributed computing on low resources constrained devices such as sensor nodes
of a WSN. Many chapters in literature discuss distributed computing but they focus
just on one significant aspect such as algorithms, applications, challenges or issues.
Unlike these papers, we cover several significant aspects of distributed computing
ranging from low to high level, from hardware platforms to distributed applications,
also describing the underlying algorithms and issues. We also discuss a typical dis-
tributed application showing how even a trivial problem may become complicated
on resource-constrained hardware.

The remainder of this chapter is organized as follows. Section2 presents some
recent hardware platforms for WSN, while Sect. 3 describes some of the existing
operating systems for sensor node’s resources management. A common representa-
tion of sensor nodes is provided by sensor ontologies, briefly discussed in Sect. 4.
Distributed computing algorithms and applications in WSN are surveyed in Sect. 5,
while Sect. 6 provides a brief characterization of distributed synchronization as a
real example of the issues and challenges related to distributed computing on low
resources devices. Finally Sect. 7 concludes this chapter.
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2 Hardware Platforms

Distributed computing cannot be discussed separately from the specific underlying
hardware implementation. In recent years many hardware platforms for WSN have
been designed, tested and brought to market. These platforms present some common
features since basically they include a microcontroller, a transceiver, low memory,
power supply and expansion pins. These platforms differ in the on-board hardware
components and in their actual use in several applications. Many available platforms
have been used in several research projects such as the well-known MicaZ, Iris,
Mica2 and Telos platforms. More recently, other hardware platforms are earning the
market thanks to their low cost and high expandability through a large set of sensor
boards.

In [22], the authors presents the commercially available Atlas sensor platform
for the creation of pervasive smart spaces. It is composed of three basic layers:
the Processing Layer, the Communication Layer, and the Device Connection Layer.
Other add-ons provide additional capabilities to the node. The Processing Layer
is based on Atmega 128L microcontroller including 128KB Flash memory, 4KB
SRAM, 4KB EEPROM. In addition, 64KB of expanded SRAM is added. The Com-
munication Layer is responsible of data transfer over the network. This layer can be
based on wired 10BaseT Ethernet, Bluetooth, 802.11b WiFi and USB. The Connec-
tion Layer allows to connect up to 32 sensors and actuators to the platform.Atlas node
is configured through an interface allowing the selection of the currently connected
sensors and actuators. The authors of [6] describe Atlas and cases study based on it.

SHIMMER [7] is a platform designed for healthcare monitoring. It is based on
Texas Instruments MSP430 microcontroller including 10KB RAM, 48KB Flash, 8
ADC channels, USART and SPI connections. SHIMMERuses a CHIPCONCC2420
radio transceiver and Roving Networks RN-41 Class 2 Bluetooth module for com-
munications. AMICROSDFlash for additional storage is also on-board. Internal and
external connectors allows the integration of other boards adding kynematics, ECG
and GSR sensing capabilities, while a three axis accelerometer is already built-in.

Waspmote [41] is a general-purpose board to develop applications for WSNs. It
is based on an Atmega1281 microcontroller running at 14MHz, 8KB SRAM, 4KB
of EEPROM, 128KB of FLASH and a 2GB microSD. A temperature sensor and an
accelerometer, a radio socket, a SPI-UART socket, a solar socket and a battery socket
are included. A 802.15.4/Zigbee module is used for communication with other nodes
in the network and for node programming. Nodes can be programmed with Over
The Air Programming (OTA) through 802.15.4 modules or 3G/GPRS/WiFi modules
via FTP. Secure communication can also be implemented on Waspmotes by using
AES 128, RSA 1024 and AES 256 encryption library provided implementations.
Waspmote is well expandable with several modules for communication like RFID,
Bluetooth for nodes discovery, radio expansion boards (for using two radios at the
same time) and GPS. Sensor boards provide additional sensing capabilities to the
node. Case studies affect smart agriculture projects, smart water and smart cities
projects.Waspmote has also beenused in the deployment of longdistanceWSNs [44].
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Arduino is an open source general-purpose platform for developing a wide range
of applications involving sensors, actuators and communication with other devices.
The philosophy of Arduino is based on prototyping, tinkering and patching concepts.
Arduino boards can be purchased pre-assembled or can be assembled manually.
There are 14 commercially available Arduino versions. Typically an Arduino board
includes an Atmel AVR8 microcontroller and it is expandable using other shields.
Only Arduino Due includes an Atmel SAM3X8E ARMCortex-M3 CPU. For exam-
ple the Arduino Uno board [2] is based on Atmega328 running at 16 MHz including
32KB Flash memory, 2KB SRAM and 1KB EEPROM. The board can be powered
through either the USB connector or an external power supply. On board, digital IO
pins, analog input and output pins are available. An integrated development environ-
ment (IDE) is freely available to developers. Thanks to this IDE, programs written
in the Wiring programming language are easily cross-compiled on a host OS such
as Windows, Macintosh and Linux, and deployed on Arduino boards through USB
programming. Developers can add several Arduino kits including all the necessary
for developing applications. In addition several shields, actuators and sensors are
available for this platform. Several researches concerning WSN are based on this
platform, while projects for beginners can be found in [4].

Zolertia Z1 [45] is a low-power general-purpose platform based on Texas Instru-
ments MSP430F2617 microcontroller running at 16MHz including 92KB flash and
8KBRAM. Z1 is equipped with a 2.4GHz CC22420 transceiver, a TMP102 temper-
ature sensor and a ADXL345 3 axis digital accelerometer, 52-pin expansion connec-
tor, 2 ports for connecting Phidget sensors, a micro-USB connector and a ceramic
antenna. It can be powered via USB or through batteries. Z1 is expandable with sev-
eral on-board sensors like a temperature-humidity sensor, a light sensor, a barometric
sensor, and it can also be connected to a wide range of sensor modules producted
by Phidget Inc. Z1 has be used in some researches and applications such as environ-
mental and agriculture monitoring, healthcare and power consumption monitoring.

3 Operating Systems for Sensor Node Devices

In this section, we briefly discuss operating systems for sensor nodes. Since sensor
devices present several constraints in terms of memory, processing and energy, oper-
ating systems forWSNsmust be designed to manage resource efficiently, taking care
of specific issues arising from use cases. For instance, in most applications batteries
are often the only source of energy and changing or charging batteries is not suitable.
Consequently, an OS for sensor devices must not only limit power waste, ensur-
ing optimized energy consumption, but also be able to recover from power faults.
Over the years, several lightweight operating systems for WSNs have been created.
Although they all share the same goals, architectural and implementation choices
differ. Architecture, programming model, programming language and energy saving
support are the main varying factors. Several chapters in literature as [9, 16], survey
operating systems for WSNs while [9, 34], provide a comparative study of them.
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Some of these operating systems such as TinyOs [27] and Contiki [14] present
an event-driven programming model where processes use the same stack in order
to reduce memory requirements. Instead, a multithreaded model requires additional
resources as each thread needs its own stack. A package for multithreading sup-
port in TinyOS is presented in [23]. For multithreading, Contiki uses a lightweight
threadmodel called protothread. Protothreads share a stack and their implementation
requires only 2 bytes. A comparison of TinyOs and Contiki can be found in [34].
Multithreading-based operating systems are MantisOs [5], LiteOs [8]. Scheduling
management deals with resource allocation. For example, TinyOs provides a FIFO
scheduling. Tasks are enqueued and executed until their completion without pre-
emption by other tasks. A task gets preempted only if an event or interrupt occurs.
MantisOs provides a priority-based round robin scheduling within each of five avail-
able priority levels. The first scheduled thread gets the highest priority and it is
executed until it completes or its time slice expires. If any thread is ready for exe-
cution, the system goes into sleep mode. In Contiki, preemptive multithreading is
implemented as a library that can be linked with applications. LiteOs implements
both priority-based scheduling and round robin scheduling. Operating systems for
WSNs can also differ in kernel architecture. TinyOs presents a component-based
architecture where every component is specified in terms of used and offered inter-
faces, while Contiki’s kernel is composed of a lightweight scheduler and a poll
event handler supporting synchronous and asynchronous events. A Contiki system
is divided into two parts: the core system and the loaded programs. The core sys-
tem includes the kernel, libraries and the program loader. MantisOs system presents
a layered architecture where each level provides services to the higher levels. The
lower level is the hardware level. The second level includes the kernel and the sched-
uler, the communication level and the device drivers. Over this level, Mantis System
API provides services to network stack, command services and user’s threads. The
architecture of LiteOs is composed of three main components: LiteShell, LiteFS,
and the kernel on the node. LiteShell subsystem runs on a PC station and allows the
user to interact directly to a sensor node through a Unix shell providing commands
for file processing and device management. LiteFS subsystem mounts a sensor node
to the root filesystem of the base station. MansOs [37] derives from LiteOs but it is
designed to be easy portable to newplatforms. For this purpose, it presents three levels
providing different functionalities. As described in [37] the Hardware Presentation
Level (HPL) is the hardware dependent level and thus it contains the specific code
for the target hardware platform. The Hardware Abstraction Layer (HAL) contains
the representation of the platforms in terms of platform constants, pin assignments,
device assignments and function binding. The Hardware Independent Layer (HIL)
provides user hardware-independent functions abstracting the lower levels. Operat-
ing systems for WSNs must also provide support to communication. For example,
Contiki presents two communication stacks: the UIP stack for communication over
Internet and Rime aimed at low power radio applications with addressing, broadcast
and unicast communication. MantisOS handles the communication through a lay-
ered network stack implemented with user level threads. MantisOS COMM layer
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Table 1 Summary table of some operating systems for sensor nodes. They differ mainly in archi-
tecture, programming model and scheduling

Architecture Programming Scheduling Language
model

TinyOs Monolithic
(component-based)

Event-driven 2 levels scheduling NesC

Contiki Modular Event-driven and
thread-based

2 levels scheduling
hierarchy and
preemptive
multithreading

C

MantisOs Layered architecture Thread-based Priority-based thread
scheduling

C

LiteOs Partioned into three
parts: LiteShell,
LiteFs and Kernel

Thread-based Priotity-based and
Round-robin

C

supports the MAC protocol. This layer provides a common interface for different
communication device drivers and manages packet buffering.

These operating systems support distributed computing since they provide prim-
itives needed by distributed applications. The choice of the operating system may
in fact depend on the application requirements. Table1 shows the main differences
between some operating systems for sensor nodes.

4 Sensor Ontologies

Ontologies are used to represent formally the concepts of a domain through their
properties and the relationships existing between them. Several ontologies for sen-
sor nodes can be found in literature with the aim of providing a common represen-
tation of sensor nodes. These ontologies aim to describe characteristics, platforms,
properties, sensing capabilities of a sensor node in a WSN. SensorML is a standard
XML language for sensors definition. It is generic and therefore it supports a wide
range of sensors. It provides archiving of sensor parameters, plug-n-play, support for
tasking, observation, auto-configuration, sensor accuracy definition. CSIRO Sensor
Ontology [11] is written in the Web Ontology Language (OWL) with the aim of rep-
resenting sensors in a generic domain. A sensor is described in terms of its physical
properties (platform, serial ID, weight, dimension) and its concrete implementation.
The ontology also models the sensor’s functionalities and its sensing capabilities
(data flow, sensor’s response, input, output). In WIreless Sensor Networks Ontology
(WISNO) [3] a sensor node is described through its physical components (radio,
memory, cpu and power supply) modeling both its properties and the existing rela-
tionship with other domain’s concepts. OntoSensor is based on SensorML and it
represents components like sensing units, radio and data acquisition board. In the
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Semantic Sensor Network (SSN) ontology [10] a sensor is considered as a device
able to detect changes or events from the environment to process them producing
a result. The ontology can also represents the concept of single observation, plat-
form, deployment, data and energy consumption. Therefore, distributed applications
in WSNs can reach a certain degree of interoperability using ontologies. Ontologies
allow to represent concept of a specific domain formally and thus heterogeneous
applications can share information having the same representation of concepts and
consequently a common base of knowledge.

5 Distributed Algorithms and Applications in WSNs

Since sensor nodes present many constraints both in storage and processing, distrib-
uted computing can overcome these limitations increasing the performance of the
entire WSN. In a distributed application, sensor nodes achieve complex tasks by a
cooperative effort. Cooperation implies that sensor nodes need to communicate with
each other to perform a given task. Radio communication, however, involves a con-
siderable energy expenditure. Furthermore, managing routing tables for a large set of
nodes is challenging. Therefore, researchers have designed several distributed rout-
ing protocols in order to increase sensor’s battery lifetime by reducing the number of
transmissions. Distributed applications are often based on clustering and grouping,
on neighbors’ discovery and localization, but also on synchronization and on data
collection algorithms. Data-centric routing protocols aims to reduce transmissions
between nodes removing the need of a node addressing mechanism using a query-
based approach involving just a neighbor-to-neighbor communication. Flooding [20],
gossiping [20] and SPIN [25] are few examples of data-centric routing protocols.
Unlike data-centric algorithms, hierarchical routing protocols are characterized by
clusters or groups of nodes and each cluster has a leader. Multi-hop communication
is allowed within the same cluster or group, and communication between different
clusters or groups is managed by the leader. Data fusion and aggregation are also
performed to reduce the number of communications to the base station. Other hierar-
chical routing protocols are described in [36]. Location-based protocols focus on the
idea that knowing the position of the nodes, a query can be addressed just to a lim-
ited region eliminating unnecessary transmissions. One significant advantage is that
these protocols consider node mobility. Other protocols are based on network flow or
Quality of Service (QoS) modeling. A survey on routing protocols for WSNs can be
found in [1]. Multicast routing protocols could reduce the number of the messages
exchanged, by transmitting simultaneously just to a subset of nodes. A multicast
distributed routing algorithm is proposed in [18]. Data aggregation is also a funda-
mental task inWSNs because aggregation eliminates redundant transmissions saving
the WSN’s global energy. When sensory data are aggregated and then transmitted,
collisions may occur during aggregation. A survey on data aggregation algorithms
can be found in [33]. The authors of [33] also discuss the influence of the network
topology and the routing protocol on data aggregation. In [43], the authors present
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a distributed scheduling algorithm to improve the energymanagement decreasing the
time latency. The same chapter also proposes an adaptive version of the algorithm
to deal with network topology changes. Detecting faults in WSNs makes it possible
to identify occurred error situations in order to handle them properly. A distributed
bayesian approach for fault detection is suggested in [30], where cooperation allows
a node to infer the nodes source of incorrect data. Reducing the considerable energy
consumption caused by channel listening improves node’s lifetime. For this reason,
several algorithms involving duty cycling techniques have been proposed. In this
way, a node alternates sleep and wakeup times. Some of these protocols are based on
sleep and wakeup time synchronization. Other protocols do not require synchroniza-
tion being thus more flexible. The authors of [39] propose the PW-MAC algorithm
based on prediction of receiver’s wakeup. Distributed data storage overcomes prob-
lems related to node’s low storage capability. Many approaches rely on the idea of a
distributed database. In this context, the authors of [32] propose a cooperative mid-
dleware providing a distributed data storage for WSNs. For example, in Hood [42]
the node shares its data only with some of its neighbors. In TinyPeds [19] the cluster
head receives aggregated data from its cluster’s members and stores them in a neigh-
bor cluster head. In [21], the choose of the backup node is probabilistic in order to
make the network more robust and efficient. WSNs often handle sensitive or critical
data that must be protected from malicious attacks. Since many security algorithms
rely on random number generator, the authors of [29] present a distributed algorithm
for selecting a node as a number random generator using a leader election approach.
The authors of [12] present a sample Ambient Intelligence (AmI) system for mini-
mizing energy consumption in indoor environments according to users’ preferences
and needs. The system’s middleware is distributed on sensory devices for low-level
data gathering management, while higher level functionalities are implemented in
a centralized manner. In [31] a WSN system including collaboration in the health-
care field is presented. The proposed system is composed of wearable and ambient
sensors cooperating to monitor user’s vital signs. Ambient sensors provide informa-
tion about context and the information from wearable and ambient sensors are then
fused. In [24] an intrusion detection system involving collaboration among sensors
has been proposed. The sensor tracking is an important research aspect exploited by
many application, like animal or person tracking. Other collaborative applications
can involve data filtering techniques like Kalman filter to estimate the node position
[35]. In [26] a system for environmental monitoring is presented. The authors used
local storage and Constrained Application Protocol (CoAP) as communication pro-
tocol, concluding that a completely distributed algorithm decreases consumptions
and increases reliability. In [40] a surveillance system relies on a peer to peer distrib-
uted sensor network infrastructure implementing collaborative on-line learning and
target localization. The state of art about collaborative WSNs can be found in [28]
while a survey about collaborative tracking is provided in [13].
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6 An Example of Distributed Application: Synchronization

In this section,we aim tomake the reader aware of distributed computing on resources
constrained devices, such as sensor nodes of a WSN, showing how a trivial applica-
tion, such as synchronization, becomes a complex goal on these platforms. Synchro-
nization is a typical distributed application where sensors must align their own clock
to share the same notion of time. Since sensors cooperate, having the same time axis
is fundamental. Different microcontrollers must perform an action simultaneously or
periodically togetherwith the other nodes of the network. Even if the nodes are turned
on at the same time, their clocks will drift increasingly because of the tolerances in
clock generators. Therefore, synchronization poses some important questions such
as how to estimate the frequency drift or how frequently sensor nodes must synchro-
nize their clocks. In addition, to achieve common time knowledge, nodes cooperate
through messages and consequently the transmission delay must also be considered.
The drift and the propagation delay are thus important parameters to compute in
order to perform synchronization with relative time measure. In this case, sensor
nodes estimate their relative drift and the propagation delay adjusting their clocks
accordingly. Since distributed synchronization relies on communication, a synchro-
nization application must handle channel noise, unreliable packet delivery, packet
losses, asymmetrical links between sender and receiver, and must implement some
kind of fault tolerance. In literature, several synchronization protocols have been
proposed. Some of them are based on hierarchical network topology or they use a
probabilistic approach rather then a deterministic synchronization. Figure1 shows
the synchronization phase of the Timing-sync Protocol for Sensor Networks [17]
occurring once the hierarchical topology in the network has been established. Syn-
chronization is performed between pairs of nodes. In [15], the authors consider some
evaluationmetrics such as energy utilization, precision, lifetime, scope and availabil-
ity, cost and size. A high energy conservation is provided by post-facto synchroniza-
tion updating clocks only when it is strictly necessary. A synchronization application
can be evaluated on the basis of the time the network remains synchronized before
performing synchronization again, while cost and size indicate hardware costs. The
authors of [38] evaluate the synchronization protocols on the basis of quantitative
criteria such as precision, computational complexity, message complexity, conver-
gence time, number of nodes and sleep mode support. In this context, they provide
a comparison between some protocols based on these evaluation metrics. They also
consider qualitative parameters for synchronization evaluation such as accuracy,
scalability and overall complexity including storage requirements, communication
overhead and fault tolerance. This brief discussion about synchronization shows that
distributed computing applications on low resources devices are usually challenging.
These applications must cope with the issues related to cooperation, coordination,
scheduling but also with the typical constraints of WSNs such as limited hardware
and computing capabilities, reduced energy and bandwidth availability, and latency.
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Fig. 1 Synchronization phase of the Timing-sync Protocol for Sensor Networks [17]. Once the
root node has sent a time-sync packet to all of its neighbors, each neighbor of level 1 waits for
a random time interval before sending a synchronization-pulse packet containing its level and its
local time to the root. The root replies with its level, the time received from node A, its local time
of arrival and its time of sending. Node A thus estimates the drift and the propagation delay and
adjusts its clock accordingly. This process propagates through the network from nodes of level 1 to
nodes of level 2 and so on

7 Conclusion

In this chapter, we provided an overview about a new emerging scenario concerning
distributed computing on limited resource devices. We discussed it from several
points of view, from recently appeared hardware platforms and operating systems
to distributed algorithms and applications. We also provided a summary description
of some existing ontologies for sensor nodes. We also briefly described a typical
distributed application to show how even simple applications may be challenging in
this scenario.
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From IEEE 802.15.4 to IEEE 802.15.4e: A Step
Towards the Internet of Things

Domenico De Guglielmo, Giuseppe Anastasi and Alessio Seghetti

Abstract Wireless Sensor and Actuator Networks (WSANs) are expected to have
a key role in the realization of the future Internet of Things that will connect to the
Internet any kind of devices, living beings, and things. A number of standards have
been released over the last years to support their development and encourage inter-
operability. In addition IETF has defined a set of protocols to allow the integration of
sensor and actuator devices into the Internet. In this chapterwe focus on the 802.15.4e,
released by IEEE in 2012 to enhance and add functionality to the previous 802.15.4
standard, so as to address the emerging needs of embedded industrial applications.
We describe how the limitations of the 802.15.4 standard have been overcome by
the new standard, and we also show some simulation results to better highlight this
point.

1 Introduction

In the future Internet of Things (IoT) a very large number of real-life objects will be
connected to the Internet, generating and consuming information. IoT elements will
no longer be only computers and personal communication devices, as in the current
Internet, but all kinds of devices (e.g., cars, robots, machine tools), living beings
(persons, animals, and plants) and things (e.g., garments, food, drugs, etc.). A key
role in the realization of the IoT paradigm will be played by wireless sensor/actuator
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networks (WSANs) that will behave as a sort of digital skin, providing a virtual layer
through which any computational system can interact with the physical world [1, 2].

A WSAN consists of a number of sensor and actuator devices deployed over a
geographical area and interconnected through wireless links. Sensor devices gather
information from the physical environment or a monitored system (e.g., temperature,
pressure, vibrations), optionally perform a preliminary local processing of acquired
information, and send (raw or processed) data to a controller. Based on the received
information, the controller performs appropriate actions, through actuator devices,
to change the behavior of the physical environment or the monitored system.

WSANs are already used in many application domains, ranging from traditional
environmental monitoring and location/tracking applications to more constrained
applications such as those in the industrial [3] and healthcare domain [4]. In the
industrial field WSAN applications include factory automation [5], distributed and
process control [6–8], real-time monitoring of machinery health, detection of liq-
uid/gas leakage, radiation check [9] and so on. In the healthcare domain WSANs
have been considered for the monitoring of physiological data in chronicle patients
and transparent interaction with the healthcare system.

In many application domains energy efficiency is usually the main concern in the
design of aWSAN. This is because sensor/actuator devices are typically powered by
batterieswith a limited energybudget and their replacement canbe expensive or, even,
impossible [10]. However, in some relevant application domains additional require-
ments need to be considered, such as timeliness, reliability, robustness, scalability,
and flexibility [3, 11]. Reliability and timeliness are very critical issues for industrial
and healthcare applications. If data packets are not delivered to the final destination,
correctly and within a pre-defined deadline, the correct behavior of the system (e.g.,
the timely detection of a critical event) may be compromised. Themaximum allowed
latency depends on the specific application. Typical values ranges from tens of mil-
liseconds (e.g., for discrete manufacturing and factory automation), to seconds (e.g.,
for process control), and even minutes (e.g., for asset monitoring) [11].

In recent yearsmany standards have been issued by international bodies to support
the development of WSANs in different application domains. They include IEEE
802.15.4 [12], ZigBee [13], Bluetooth [14], WirelessHART [15] and ISA-100.11a
[16]. At the same time, the Internet Engineering Task Force (IETF) has defined
a number of protocols to facilitate the integration of smart objects (i.e., sensor and
actuator devices) into the Internet. Themost important of them are the IPv6 over Low
power WPAN (6LoWPAN) [17] adaptation layer protocol that allows the integration
of smart objects into the Internet, the Routing Protocol for Low power and Lossy
networks (RPL) [18], and the Constrained Application Protocol (CoAP) [19] that
enables web applications on smart objects.

In this chapter we focus on the IEEE 802.15.4 standard [12] that defines the
physical and Medium Access Control (MAC) layers of the OSI reference model
and is complemented by the ZigBee specifications [13] covering the networking and
application layers. The 802.15.4 standard was originally conceived for applications
without special requirements in terms of latency, reliability and scalability. In order
to overcome these limitations, in 2008 the IEEE set up a Working Group (named
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802.15e WG) with the aim of enhancing and adding functionality to the 802.15.4
MAC, so as to address the emerging needs of embedded industrial applications [20].
The final result was the release of the 802.15.4e standard in 2012. In the following
sections, after emphasizing the limitations and deficiencies of the 802.15.4 standard,
wewill show how they have been overcome in the new standard. Specifically, wewill
describe the new access modes defined by 802.15.4e, with special emphasis on the
Time Slotted Channel Hopping (TSCH) mode. We will also present some simulation
results to better highlight the performance limitations of 802.15.4 and show that they
are overcome by 802.15.4e.

The remainder of this chapter is organized as follows. Section 2 describes
the 802.15.4 standard. Section 3 highlights its main limitations and deficiencies.
Section 4 describes the new functionalities provided by the 802.15.4e standard.
Section 5 compares the performance of 802.15.4 and 802.15.4e in a simple scenario
through simulation. Finally, Sect. 6 concludes the chapter.

2 IEEE 802.15.4 Standard

IEEE 802.15.4 [12] is a standard for low-rate, low-power, and low-cost Personal Area
Networks (PANs). A PAN is formed by one PAN coordinator which is in charge of
managing the whole network, and, optionally, by one or more coordinators that are
responsible for a subset of nodes in the network. Regular nodes must associate with
a (PAN) coordinator in order to communicate. The supported network topologies are
star (single-hop), cluster-tree and mesh (multi-hop).

The standard defines two different channel access methods: a beacon enabled
mode and a non-beacon enabled mode. The beacon enabled mode provides a power
management mechanism based on a duty cycle. It uses a superframe structure (see
Fig. 1) which is bounded by beacons, i.e., special synchronization frames generated
periodically by the coordinator node(s). The time between two consecutive beacons is
calledBeacon Interval (BI), and is defined through theBeacon Order (BO) parameter
(BI = 15.36 · 2BO ms, with 0≤BO≤14).1 Each superframe consists of an active
period and an inactive period. In the active period nodes communicate with the
coordinator they are associatedwith, while during the inactive period they enter a low
power state to save energy. The active period is denoted as Superframe Duration (SD)
and its size is defined by the Superframe Order (SO) parameter (SD = 15.36·2SO ms,
with 0≤SO≤BO≤14). It can be further divided into a Contention Access Period
(CAP) and a Contention Free Period (CFP). During the CAP a slotted CSMA-CA
algorithm is used for channel access, while in the CFP communication occurs in
a Time Division Multiple Access (TDMA) style by using a number of Guaranteed
Time Slots (GTSs), pre-assigned to individual nodes. In the non-beacon enabledmode
there is no superframe, nodes are always active (energy conservation is delegated to

1 Throughout the chapter we assume that the sensor network operates in the 2.4 GHz frequency
band.
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Fig. 1 IEEE 802.15.4 Superframe Structure

the layers above the MAC protocol) and use an unslotted CSMA-CA algorithm for
channel access.

2.1 CSMA-CA Algorithm

The CSMA-CA algorithm is used in both the beacon enabled mode (during the
CAP portion of the active period) and the non-beacon enabled mode. In the beacon-
enabled mode a slotted scheme is used—i.e., all operations are aligned to backoff
period slots (whose duration is 320µ s)—while in the non-beacon enabled mode
there is no such alignment.

Upon receiving a data frame to be transmitted, the CSMA-CA algorithm performs
the following steps.

1. A set of state variables is initialized, i.e., the contention window size (CW =
2, only for the slotted variant), the number of backoff stages carried out for the
on-going transmission (NB = 0), and the backoff exponent (BE = macMinBE).

2. A random backoff time, uniformly distributed in the range [0, 2B E −1]·320µs, is
generated and used to initialize a backoff timer. In the beacon-enabled mode, the
starting time of the backoff timer is aligned with the beginning of the next backoff
slot. In addition, if the backoff time is larger than the residual CAP duration, the
backoff timer is stopped at the end of the CAP and resumed at the beginning of
the next superframe. When the backoff timer expires, the algorithm proceeds to
step 3.

3. AClearChannelAssessment (CCA) is performed to check the state of thewireless
medium.

(a) If the medium is busy, the state variables are updated as follows: NB =
NB + 1, B E = min(BE + 1,macMaxBE) and CW = 2 (only for the slotted
variant). If the number of backoff stages has exceeded the maximum admis-
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sible value (i.e. N B> macMaxC SM ABackof f s), the frame is dropped.
Otherwise, the algorithm falls back to step 2.

(b) If the medium is free and the access mode is unslotted, the frame is imme-
diately transmitted.

(c) If the medium is free and the access mode is slotted, then CW = CW − 1. If
CW = 0 then the frame is transmitted.2 Otherwise the algorithm falls back
to step 3 to perform a second CCA.

It should be noted that, unlike the algorithm used in 802.11 WLANs, the 802.15.4
slotted CSMA-CA does not guarantee a transmission at the end of the backoff time
after the channel is found clear. Instead, transmission occurs only if the wireless
medium is found free for two consecutive CCAs. The complete CSMA-CA algo-
rithm, both in the slotted and unslotted version, is depicted in Fig. 2.

The 802.15.4 CSMA-CA algorithm also includes an optional retransmission
mechanisms for improving reliability. When retransmissions are enabled, the des-
tination node must send an acknowledgement whenever it correctly receives a data
frame (the acknowledgement is not sent in case of collision and corrupted frame
reception). On the sender side, if the acknowledgment is not (correctly) received
within the pre-defined timeout, a retransmission is scheduled. The frame can be
re-transmitted up to a maximum number of times, specified by the MAC parameter
macMaxFrameRetries. Upon exceeding these value, the data frame is rejected and a
failure notification is sent by the MAC sublayer to the upper layers.

3 Limitations of IEEE 802.15.4 MAC

The performance of the 802.15.4 MAC protocol, both in BE mode and NBE mode,
have been thoroughly investigated in the past. As a result of this extended study, a
number of limitations and deficiencies have been identified, the main of which are
discussed below.

• Unbounded Delay. Since the 802.15.4 MAC protocol, both in BE mode and NBE
mode, is based on the CSMA-CA algorithm it cannot guarantee any bound on the
maximum delay experienced by data to reach the final destination. This makes
802.15.4 unsuitable for time-critical application scenarios where a low and deter-
ministic delay is required (e.g., industrial and medical applications).

• Limited communication reliability. The 802.15.4 MAC in BE mode provides a
very low delivery ratio, even when the number of nodes is not so high which make
it unsuitable for critical application scenarios. This is mainly due to the random-
access method (i.e., CSMA-CA algorithm) and the synchronization introduced
by the periodic Beacon. A similar behavior also occurs in the NBE mode when

2 In the beacon-enabled mode, before starting the frame transmission, the algorithm calculates
whether it is able to complete the operation within the current CAP. If there is not enough time, the
transmission is deferred to the next superframe.
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Fig. 2 CSMA-CA algorithm

a large number of nodes start transmitting simultaneously (e.g., in event-driven
applications).

• No protection against interferences/fading. Interferences and multi-path fading
are very common phenomena, especially in application scenarios where sen-
sor/actuator networks are expected to be used. Unlike other wireless network
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technologies (e.g., Bluetooth [14], ISA 100.11a [16] and WirelessHART [15]),
the 802.15.4 MAC takes a single-channel approach and has no built-in frequency
hopping mechanism to protect against interferences and multi-path fading. Hence,
the network is subject to frequent instabilities and may also collapse. This make
802.15.4 unsuitable to be used in critical application scenarios (e.g., industrial or
healthcare applications).

• Powered relay nodes. The 802.15.4 support both single-hop (star) and multi-hop
(peer-to-peer) topologies. In principle, the BE mode could be used to form multi-
hop PANwith a tree topologies where intermediate node do not need to stay active
all the time. In practice, intermediate relay nodes in 802.15.4 networks (both with
tree and mesh topologies) need to keep their radio on all the time, which leads to
a large energy consumption.

4 IEEE 802.15.4e Standard

To overcome the limitations of the 802.15.4 standard, emphasized in the previous
section, the 802.15.4e Working Group was created by IEEE in 2008 to redesign
the existing 802.15.4 MAC protocol. The goal was to define a low-power multi-hop
MAC protocol, capable of addressing the emerging needs of embedded industrial
applications. The final result was the IEEE 802.15.4e MAC Enhancement Standard
document [20], approved in 2012. Specifically, the 802.15.4e standard extends the
previous 802.15.4 standard by introducing two different categories ofMAC enhance-
ments, namely MAC behaviors to support specific application domains and general
functional improvements that are not tied to any specific application domain. In
practice, 802.1.5.4e borrows many ideas from existing standards for industrial appli-
cations (i.e., WirelessHART [15] and ISA 100.11.a [16]), including slotted access,
shared and dedicated slots, multi-channel communication, and frequency hopping.

The MAC behavior modes defined by the 802.1.5.4e standard are listed below.
They will be described in the next section.

• Radio Frequency Identification Blink (BLINK). intended for applications such as
item and people identification, location, and tracking;

• Asynchronous multi-channel adaptation (AMCA). targeted to application domains
where large deployments are required (e.g., process automation/control, infrastruc-
ture monitoring, etc.);

• Deterministic and Synchronous Multi-channel Extension (DSME). aimed to sup-
port industrial and commercial applicationswith stringent timeliness and reliability
requirements;

• Low Latency Deterministic Network (LLDN). intended for applications requiring
very low latency requirement (e.g., factory automation, robot control)

• Time Slotted Channel Hopping (TSCH). targeted to application domains such as
process automation.
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The general functional enhancements, not specifically tied to a particular
application domain, are as follows.

• Low Energy (LE). This mechanism is intended for applications that can trade
latency for energy efficiency. It allows a device to operate with a very low duty
cycle (e.g., 1% or below), while appearing to be always on to the upper layers. This
mechanism is extremely important for enabling the Internet of Things paradigms as
Internet protocols have been designed assuming that hosts are always on. However,
it may be useful also in other applications scenarios (e.g., event-driven and/or
infrequent communications, networks with mobile nodes).

• Information Elements (IE). The concept of IEs was already present in the 802.15.4
standard. It is an extensible mechanism to exchange information at the MAC
sublayer.

• Enhanced Beacons (EB). Extended Beacons are an extension of the 802.15.4
beacon frames and provide a greater flexibility. They allow to create application-
specific beacons, by including relevant IEs, and are used in the DSME and TSCH
modes.

• Multipurpose Frame. This mechanism provides a flexible frame format that can
address a number of MAC operations. It is based on IEs.

• MAC Performance Metrics are amechanism to provide appropriate feedback on the
channel quality to the networking and upper layers, so that appropriate decision
can be taken. For instance the IP protocol running on top of 802.15.4e MAC
may implement dynamic fragmentation of datagrams depending on the channel
conditions.

• Fast Association (FastA). The 802.15.4 association procedure introduces a
significant delay in order to save energy. For time-critical application latency has
priority over energy efficiency. The FastA mechanism allows a device to associate
in a reduced amount of time.

4.1 802.15.4e MAC Behavior Modes

In this section we describe the MAC behavior modes that have been introduced in
the previous section. The description is necessarily brief for the sake of space. The
reader can refer to [20] for details.

The Radio Frequency Identification Blink (BLINK) mode is intended for
application domains such as item/people identification, location, and tracking and
is, thus, very relevant in the perspective of Internet of Things. Specifically, it allows
a device to communicate its ID (e.g., a 64-bit source address) to other devices. The
device can also transmit its alternate address and, optionally, additional data in the
payload. No prior association is required and no acknowledgement is provided to the
sending device. The BLINK mode is based on a minimal frame consisting only of
the header fields that are necessary for its operations. The BLINK frame can be used
by “transmit only” devices to co-exist within a network, utilizing an Aloha protocol.
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The Asynchronous multi-channel adaptation (AMCA) mode is targeted to
application domains where large deployments are required, such as smart utility
networks, infrastructure monitoring networks, and process control networks. In such
networks using a single, common, channel for communication may not allow to con-
nect all the devices in the same PAN. In addition, the variance of channel quality
is typically large, and link asymmetry may occur between two neighboring devices
(i.e., a device may be able to transmit to a neighbor but unable to receive from it).
The AMCA mode relies on asynchronous multi-channel adaptation and can be used
only in non Beacon-Enabled PANs.

The Deterministic and Synchronous Multi-channel Extension (DSME) mode is
intended for the support of industrial applications (e.g., process automation, factory
automation, smart metering), commercial applications (such as home automation,
smart building, entertainment) and healthcare applications (e.g., patient monitoring,
telemedicine). This kind of applications requires low and deterministic latency, high
reliability, energy efficiency, scalability, flexibility, and robustness [20]. As men-
tioned in Sect. 2, the 802.15.4 standard provides Guaranteed Time Slots (GTSs).
However, the GTS mode has a number of limitations. It only includes up to seven
slots and, thus, it is not able to support large networks. In addition, it relies on a single
frequency channel. DSME enhances GTS by grouping multiple superframes to form
a multi-superframe and using multi-channel operation. Like GTS, DSME runs on
Beacon-enabled PANs. All the devices in the PAN synchronize to multi-superframes
via beacon frames. A multi-superframe is a cycle of superframes, where each super-
frame includes the beacon frame, the Contention Access Period, and Contention Free
Period (i.e., GTS slot). A pair of nodes wakes up at a reserved GTS slot to exchange
a data frame and an ACK frame. In order to save energy, DSME uses CAP reduc-
tion, i.e., the Contention Access Period (CAP) is only in the first superframe of the
multi-superframe, while it is suppressed in subsequent superframes.

The Low Latency Deterministic Network (LLDN) mode is mainly targeted to
industrial and commercial applications requiring low and deterministic latency. Typ-
ical application domains addressed by LLDN include factory automation (e.g., auto-
motive manufacturing), robots, overhead cranes, portable machine tools, milling
machines, computer-operated lathes, automated dispensers, cargo, airport logistics,
automated packaging, conveyors. In this kind of applications typically there are a
large number of sensors/actuators observing and controlling a system, e.g., a pro-
duction line or a conveyor belt. In addition, applications have very low requirements
in terms of latency (transmission of sensor data in 5–50 ms, and low round-trip
time) [20]. To guarantee stringent latency requirements of target applications LLDN
only supports the star (i.e., single hop) topology, and uses a superframe, based on
timeslots, with small packets. Keeping the size of packets (and, hence, timeslots)
short leads to superframes with short duration (e.g., 10 ms). Obviously, the number
of timeslots in a superframe determines the number of devices that can access the
channel. Since the number of devices may very large (there may be more than 100
devices per PAN coordinator) LLDN allows the PAN coordinator to use multiple
transceivers on different channels. In the LLDN mode each superframe consists of a
beacon timeslot,management timeslots (if present), and a number of base timeslots of
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equal size. Base timeslots include uplink timeslots and bidirectional timeslots. There
are two categories of base timeslot, namely dedicated and shared group timeslots.
Dedicated timeslots are assigned to a specific node (owner) that has the exclusive
access on them, while shared group timeslots are assigned to more than one device.
The devices use the slotted CSMA-CA algorithm described in Sect. 2 to contend for
shared group timeslots. In addition, they use a simple addressing scheme with 8-bit
addresses in. The LLDN mode includes a Group ACK (GACK) function to reduce
the bandwidth overhead. GACK is sent by the PAN coordinator in a superframe to
stimulate the retransmission of failed transmission in uplink timeslots.

The Time Slotted Channel Hopping (TSCH) mode is mainly intended for the
support of process automation applications with a particular focus on equipment and
process monitoring. Typical segments of the TSCH application domain include oil
and gas industry, food and beverage products, chemical products, pharmaceutical
products, water/waste water treatments, green energy production, climate control
[20]. TSCH combines time slotted access, already defined in the IEEE 802.15.4
MAC protocol, with multi-channel and channel hopping capabilities. Time slotted
access increases the potential throughput that can be achieved, by eliminating col-
lision among competing nodes, and provides deterministic latency to applications.
Multi-channel allows more nodes to exchange their frames at the same time (i.e.,
in the same time slot), by using different channel offsets. Hence, it increases the
network capacity. In addition, channel hopping mitigates the effects of interference
and multipath fading, thus improving the communication reliability. Hence, TSCH
provides increased network capacity, high reliability and predictable latency, while
maintaining very low duty cycles (i.e., energy efficiency) thanks to the time slot-
ted access mode. TSCH is also topology independent as it can be used to form any
network topology (e.g., star, tree, partial mesh or full mesh). It is particularly well-
suited for multi-hop networks where frequency hopping allows for efficient use of
the available resources.

4.2 Time Slotted Channel Hopping (TSCH) Mode

Among the various access modes defined by the 802.15.4e standard, TSCH is
certainly the most complex and interesting one. Hence, in the following we will
provide a more detailed description of it.

In the TSCH mode nodes synchronize on a periodic slotframe consisting of a
number of timeslots. Figure 3 shows a slotframe with 4 timeslots. Each timeslot
allows a node to send a maximum-size data frame and receive the related acknowl-
edgement (Fig. 4). If the acknowledgement is not received within a predefined time-
out, the retransmission of the data frame is deferred to the next time slot assigned to
the same (sender-destination) couple of nodes.

One of the main characteristics of TSCH is the multi-channel support, based on
channel hopping. In principle 16 different channels are available for communication.
Each channel is identified by a channelOffset i.e., an integer value in the range [0:15].
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Fig. 3 Slotframe

Fig. 4 Timeslot

However, some of these frequencies could be blacklisted (because of low quality
channel) and, hence, the total number of channels Nchannels available for channel
hopping may be lower than 16. In TSCH a link is defined as the pairwise assignment
of a directed communication between devices in a given timeslot on a given channel
offset [20]. Hence, a link between communicating devices can be represented by a
couple specifying the timeslot in the slotframe and the channel offset used by the
devices in that timeslot. Let denote a link between two devices. Then, the frequency
f to be used for communication in timeslot of the slotframe is derived as follows.

f = F[(ASN + channelo f f set)% Nchannels] (1)

where is the Absolute Slot Number, defined as the total number of timeslots elapsed
since the start of the network (or an arbitrary start time determined by the PAN
coordinator). It increments globally in the network, at every timeslots, and is thus
used by devices as timeslot counter. FunctionF can be implemented as a lookup table.
Thanks to the multi-channel mechanism several simultaneous communications can
take place in the same timeslot, provided that different communications use different
channel offsets. Also, Eq.1 implements the channel hoppingmechanism by returning
a different frequency for the same link at different timeslots.

Figure 5 shows a possible link schedule for data collection in a simple sensor
network with a tree topology. We have assumed that the slotframe consists of four
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Fig. 5 A sensor network with a tree-topology (a) with a possible link schedule for data-collection
(b)

timeslots and there are only five channel offsets available. We can see that, thanks to
the multi-channel approach used by TSCH, eight transmissions have been accom-
modated in a time interval corresponding to four timeslots. In the allocation shown
in Fig. 5 all links but one are dedicated links, i.e., allocated to a single device for
communication. The 802.15.4e standard also allows shared links, i.e., links inten-
tionally allocated to more than one device for transmission. This is the case of the
link [1,0] allocated to both nodes E and G.

Since shared links can be accessed by more than one transmitter, collisions may
occur that result in a transmission failure. To reduce the probability of repeated
collisions, the standard defines a retransmission backoff algorithm. The latter is
invoked by a sending device whenever a data frame is transmitted on a shared link
and the related acknowledgment is not received. The data frame will be retransmitted
in the next link assigned to the sending device and with the same destination, which
may be either a shared link or a dedicated link. The retransmission algorithm relies
on a backoff delay and works as follows. The retransmission backoff only applies
to the transmission on shared links, whereas dedicated links are accessed without
any delay. The retransmission backoff is calculated using an exponential algorithm
analogous to that described in Sect. 2 for CSMA-CA (it is still based on macMaxBE
and macMinBE). However, in TSCH the backoff delay is expressed in terms of
number of shared links that must be skipped. The backoff window increases for each
consecutive failed transmission in a shared link, while it remains unchanged when a
transmission failure occurs in a dedicated link. A successful transmission in a shared
link resets the backoff window to the minimum value. The backoff window does not
change when a transmission is successful in a dedicated link but there are still other
frames to transmit (the transmission queue is not empty). The backoff window is
reset to the minimum value if the transmission in a dedicated link is successful and
the transmit queue is then empty.
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A key element in TSCH is the link schedule, i.e., the assignment of links to nodes
for data transmissions. Of course, neighboring nodes may interfere and, hence, they
should not be allowed to transmit in the same timeslot and with the same channel
offset. The multi-channel mechanism makes the link scheduling problem easier with
respect to the traditional scenariowhere a single channel is used.However, finding out
an optimal schedule may not be a trivial task, especially in large networks with multi-
hop topology. The problem is even more challenging in dynamic networks where
the topology changes over time (e.g., due to mobile nodes). It may be worthwhile
emphasizing here that the derivation of an appropriate link schedule is out of the
scope of the 802.15.4e standard. The latter just defines mechanisms to execute a link
schedule, however, it does not specify how to derive such a schedule. This is left to
upper layers.

Anumber of link scheduling algorithmshave been specifically proposed forTSCH
[21–23]. Also previous solutions for slotted multi-channel systems can be easily
adapted to TSCH. Link scheduling algorithms can be broadly classified into two
different categories, namely centralized and distributed algorithms. In centralized
solutions [22] there is a specific node in the network (typically, the PAN coordinator)
that is in charge of creating and updating the link schedule, based on information
received by network nodes (about neighbors and generated traffic). Since the PAN
coordinator has a global knowledge of the network status, in terms of network topol-
ogy and traffic matrix, it can create very efficient link schedules. However, the link
schedule has to be re-computed each time the network conditions change. Hence,
the centralized approach is not very appealing for dynamic networks (e.g., networks
with mobile nodes), where a distributed approach is typically more suitable. In a dis-
tributed link scheduling algorithm [21, 23] each node decide autonomously which
link to activate with its neighbors, based on local and, hence, partial, information.

5 Performance Comparison

Tomeasure the potential performance improvements that can be achievedwhen using
IEEE 802.15.4e, instead of IEEE 802.15.4, we performed a set of simulation exper-
iments using the ns2 simulation tool [24]. Specifically, we considered the 802.15.4
MAC in Beacon Enabled (BE) mode and Non Beacon Enabled (NBE) mode, and
compared its performance to that of the 802.15.4e MAC in TSCH mode. To make
the comparison fair and, also, to better emphasize the performance improvements
that can be achieved with 802.15.4e, in TSCH we did not consider the multi-channel
and frequency hopping mechanisms, i.e., we assumed a single channel frequency.
Under this assumption TSCH reduces to a simple TDMA scheme.

In our analysis we considered a sensor network with star topology, where the sink
node acts as the PAN coordinator and sensor nodes are placed in a circle centered
at the PAN coordinator, 10 m far from it. The transmission range was set to 15 m,
while the carrier sensing range was set to 30 m (according to the model in [25]). We
considered a periodic reporting applicationwhere data acquired by sensors have to be
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reported periodically to the PAN coordinator. Time is divided into communication
periods of duration T and each sensor node generates one data packets every T
seconds.

To evaluate the performance of the different access modes, we derived the
following performance indices.

• Latency, defined as the average time from when the packet transmission is started
at the source node to when the same packet is correctly received by the PAN
coordinator. It characterizes the timeliness of the system.

• Delivery ratio, defined as the ratio between the number of data packets correctly
received by the PAN coordinator and the total number of data packets generated by
all sensor nodes. It measures the network reliability in the data collection process.

• Energy per packet, defined as the total energy consumed by each sensor node
divided by the number of data packets correctly delivered to the PAN coordinator.
It measures the energy efficiency of the system.

The energy consumed by a sensor node was calculated using the model presented
in [26], based on the Chipcon CC2420 radio transceiver [27]. This model supports
the following radio states: transmit, receive, idle (the transceiver is on, but it is not
transmitting nor receiving, i.e., it ismonitoring the channel) and sleep (the transceiver
is off and can be switched back on quickly).

The operating parameter values used in our experiments are shown in Table1. The
acknowledgementmechanismwas always enabled in all the consideredmodes.When
using the 802.15.4 BE mode the communication period corresponds to the Beacon
period. We set BO = 6, which corresponds to a Beacon period of approximately 1 s
(0.983s to be precise). To make the comparison fair we used the same T value also
for NBE and TSCH. In our experiments, for each simulated scenario, we performed
10 independent replications, where each replication consists of 1000 communication
periods. For each replication we discarded the initial transient interval (10% of the
overall duration) during which nodes associate to the PAN coordinator node and
start generating data packets. The results shown below are averaged over all the
different replications. We also derived confidence intervals through the independent
replication method. However, they are so small that they cannot be appreciated in
the figures below.

Figures 6, 7 and 8 show the performance of the different MAC modes, for an
increasing number of sensor nodes, in terms of delivery ratio, average latency, and
energy efficiency, respectively. As expected, TSCH outperforms both BE and NBE
for all the considered indices. Specifically, it performs a 100%delivery ratio,with low
(and fixed) latency and minimal energy consumption. In addition, its performance
do not depend on the number of sensor nodes, at least until this number is less than
or equal to the number of timeslots in the slotframe. Conversely, the 802.15.4 BE
mode exhibits very poor performance, even when the number of sensor nodes is
relatively high (e.g., with 20 nodes). This is because in BEmode nodes synchronizes
to the periodic beacon emitted by the PAN coordinator. Hence, all sensor nodes
having data to transmit compete for channel access at the beginning of the beacon
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Fig. 6 Delivery ratio versus
number of nodes
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Table 1 Operating
parameters

Parameter Value

Communication Period (T) 0.983 s
Data frame size 127 bytes
ACK frame size 11 bytes
macMaxFrameRetries 3
macMaxCSMABackoffs 4
macMaxBE 5
macMinBE 3
Pr x 35.46mW
Ptx 31.32mW
Pidle 0.77mW
Ps 36µW

period. This maximizes the competition among nodes and results in high latencies
and energy consumption. Also, a large percentage of frames is discarded due to
exceeded number of backoff trials [28]. The NBE mode performs better than BE
because, unlike BE, there is no synchronization and sensor nodes access the channel
asynchronously, when they have a data packet ready for transmission. This reduces
the competition among nodes even if conflicts can still occur. Hence, NBE performs
similarly to TSCH when the number of nodes is low and there are no conflicts, while
the performance gap between NBE and TSCH increases very quickly as the number
of nodes grows up. It must be emphasized that, while TSCH provides a deterministic
latency, thanks to its slotted access scheme, NBE is not able to guarantee a bounded
latency, even when the number of nodes is low, since it implements a contention-
based access scheme. For the same reasons, it is not able to guarantee a 100%delivery
ratio when the number of nodes is large or under high traffic conditions. Hence, NBE
is not suitable for application scenarios where low and deterministic latency and/or
high reliability are required. On the other side, being based on contention-based
access, NBE does not require any preliminary link schedule to work and is, thus,
more flexible and easy to manage, especially in network with dynamic topology.
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Fig. 7 Average latency versus
number of nodes
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Fig. 8 Energy per packet
versus number of nodes
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Therefore, it can be preferred to TSCH in all application scenarios where latency
and/or reliability requirements are not so stringent.

6 Conclusions

In this chapter we have focused on the 802.15.4e standard, recently released by
IEEE to enhance and add functionality to the 802.15.4 standard so as to address
the emerging needs of embedded industrial applications. The 802.15.4 standard was
conceived for applications without special requirements in terms of timeliness, relia-
bility, robustness, and scalability. Therefore, it is unsuitable for application domains
such as applications in the industrial and healthcare fields. We have highlighted the
main limitations and deficiencies of the 802.15.4 standard and shown how these
limitations have been overcome in the new standard. We have also presented some
simulation results to better highlight the performance improvements allowed by the
new standard.
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Extracting Structured Knowledge From Sensor
Data for Hybrid Simulation

Marco Ortolani

Abstract Obtaining continuous and detailed monitoring of indoor environments
has today become viable, also thanks to the widespread availability of effective and
flexible sensing technology; this paves the way for the design of practical Ambient
Intelligence systems, and for their actual deployment in real-life contexts, which
require advanced functionalities, such as for instance the automatic discovery of the
activities carried on by users. Novel issues arise in this context; on one hand, it is
important to reliably model the phenomena under observation even though, to this
end, it is often necessary to craft a carefully designed prototype in order to test and
fine-tune the theoretical models.

The work described here proposes to use sensor nodes to capture environmental
data related to users’ activities; the representation of the environment will rely on
an ontology expressed in a well-established ad-hoc formalism for sensor devices.
An activity model will be produced by analyzing the effect of users’ actions on the
collected measurements, in order to infer the underlying structure of sensor data via
a linguistic approach based on formal grammars. It will finally be shown how such
model may be profitably used in the context of a hybrid simulator for wireless sensor
networks in order to obtain a scalable and reliable tool.

1 Introduction

Recent developments in sensing technologymake it possible to provide non-intrusive
and easily deployable solutions for detecting themost diverse observations, spanning
from simple phenomena to complex events; this has given rise to the new paradigm
of the Internet of Things (IoT), whose fundamental idea is that the objects pervading
our everyday environment may make themselves identifiable and may be turned into
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smart objects thanks to their ability to communicate with each other and to access
other objects’ aggregate information [4]. Among available enabling technologies,
commonly available wireless sensor networks [2] are noteworthy.

Such developments broaden the horizon of research to include novel fields, such
as that of Ambient Intelligence (AmI), a branch of Ambient Intelligence that focuses
on adapting the environmental conditions to maximize the user’s comfort, and aims
to do so transparently by applying methods and ideas borrowed from such fields as
pervasive and ubiquitous computing [11, 21]. A key functionality for many AmI
applications in a home setting is the automatic recognition of human activities (e.g.
cooking, sleeping orworking at one’s desk), as it represents the premise for the design
of complex systems; for instance, this kind of contextual information is fundamental
in systems designed for energy saving in buildings, where the activation/deactivation
of energy-hungry devices heavily depends on whether the occupants are present or
not.

A typical approach to creating predefined models for the most common activities
is to use supervised classification methods, but the present proposal substantially
differs in that it specifically aims to relieve the designer from the task of creating a
detailed model for each activity to track. Even though a network of wireless sensor
nodes is apt to represent the connection between the system and the real world, an
extensive deployment would not be practically viable, especially during the initial
design phase. A common approach to assessing the validity of AmI systems is thus
to develop a minimal, albeit fully functional, prototype of the intelligent application
to be actually deployed into the environment. This is useful in the light of obtaining
more detailed understanding of the semantics of sensor data; in particular, the aim is
to infer the underlying structure of the environmental sensor readings produced as
a consequence of users’ interactions with their surroundings, i.e. of users’ actions.
In other words, the problem will be addressed from an algorithmic perspective,
rather than a machine learning one, so that no detailed prior knowledge about the
specific application scenario is necessary, other than the readings collected from an
environmental sensor network, and the description of the nature of such data in the
form of an ontology.

Data acquisition in the system described here will be guided by a tool for hybrid
simulation of wireless sensor networks, able to exploit models constructed from data
sensed by a minimal deployment of actual nodes, and augmented with additional
virtual nodes to simulate the behavior of a more complex network. Such a tool may
be very effective for identifying users activities starting from sensor data, in order to
build reliable models; however, several specific issues arise, with different degrees
of complexity, and spanning various architectural levels:

physical-level issues: observed sensor data is likely noisy, either deriving by
human inaccuracies (e.g. mistakenly operating one of the actuators), or by the
sensor system itself, failing to accurately perform data transmission;

data preprocessing issues: the start and end time of a performed activity is often
not easily identifiable, due to the intrinsic ambiguity in the observed sensor data
with respect to which activity is taking place; users may perform activities in
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many different ways, thus making it difficult to infer a general description of an
activity;

intelligent analysis: the design of a system able to exploit knowledge about user
activities is particularly challenging, also because it requires extensive coverage
of the sensor infrastructure; this may be overcome by resorting to simulation,
but in this case a reliable predictive model for simulating user activities is also
required.

The remainder of the chapter is organized as follows: Sect. 2 provides some tech-
nical background about documented techniques for creating usable ontologies for
sensors, and for detecting users’ activities; Sect. 3 describes the current proposal
about a system for structural knowledge extraction from raw sensor data, and Sect. 4
describes an application scenario to an AmI context where users’ activities are to
be identified and modeled; finally, Sect. 5 presents some conclusions and describes
further directions for research.

2 Technical Background

Even though sensor networks provide a practical solution for gathering and ana-
lyzing measurements due to complex phenomena [7], the lack of integration and
communication between different networks, often prevents the extraction of global
knowledge about the monitored phenomena. As pointed out in [26], the main dif-
ficulty lies in the fact that sensors encoding of observed phenomena is intrinsically
opaque, so metadata play an essential role in managing such kind of data: only the
addition of semantic value to bare data may provide spatial, temporal, and contextual
information essential for analyzing sensor readings.

Apowerful tool to address this issue is representedbyontologies,which, according
to [15], may be defined as a set of formally defined concepts and relations that are
relevant to a knowledge domain; roughly speaking, the three three types of semantics
mentioned above, and normally associated with sensor data are also useful to define
ontologies; moreover, ontological models are suitable to perform advanced tasks,
such as representing the sensor domain [22, 25]. SensorML [6], for instance, has
been designed as a generic data model expressed in UML for capturing classes and
associations that are common to all sensors. Its definition falls within a broader
attempt by the Open Geospatial Consortium (OGC)1 to provide access to sensors
via distributed applications and services in order to create some kind of “sensor
web” [23]. Instances of classes and associations may be then used to define specific
sensor profiles in the light of further processing and integration of the collected
readings, even from large number of sensors.

As pointed out in [9], however, SensorML does not include formal definitions
of the classes or relations it uses, so it provides no logical or axiomatic-grounded

1 http://www.opengeospatial.org

http://www.opengeospatial.org
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theory to account for its conceptualizations; strictly speaking, it therefore cannot
be considered to be an ontology. On the other hand, SensorML is able to provide a
generic datamodel for expressing knowledge anddata about sensors, aswell as sensor
metadata and sensed attribute values; moreover, it may be considered as the basic
tool to define an actual sensor ontology. Instantiations of classes and associations
provided by SensorML can be used to create specific sensor profiles in order to
implement higher-level services or to interact with more advanced ontologies (e.g.
OWL) [23].

Following the same line of thought, the authors of [25] discuss a Semantic Sensor
Web (SSW) in which sensor data is annotated with semantic metadata to increase
interoperability as well as provide contextual information essential for situational
knowledge, coherently with the standardization efforts of the SemanticWeb Activity
of the World Wide Web Consortium.2

Such frameworks lead the way to new interesting developments; as proposed in
[28], given an ontology for an environmental domain, it seems reasonable to suggest
that sensor data acquisition can be translated into ontological knowledge acquisi-
tion, for instance by means of supervised machine learning to map sensor data into
ontological concepts. However, extracting meaningful knowledge from sensor data
is still an open challenge, despite the availability of low-power, small-size, wireless
technology, and of the related communication and programming models [28].

For the purpose of the present discussion, the focus will be on the extraction of
user activity models; in fact, automatic discovery of user activities starting from raw
data is a well-studied problem in different contexts, ranging from home automa-
tion, to elderly care [29]. As pointed out in [10], from a data mining perspective,
activity discovery is often seen as the problem of detecting recurring patterns within
a sequence of events; however, there are substantial differences between frequent
itemsets detection, and discovery of patterns corresponding to activities, especially
since in the latter case, ordering and repetitions of elements must typically be con-
sidered. In order to take those factors into account, the authors of [19] use a variant
of the apriori algorithm [1] to discover sequences of events repeating with regular
periodicity, besides patterns related to frequent activities. Another approach, pro-
posed in [8], relies on standard apriori and considers the event sequence as a stream
of incoming data; after identifying all sequences of predefined size and support, a
transform functionmaps them intomodels for activities. A hierarchical description is
proposed for suchmodels, and activities are divided into tasks and sub-tasks; the bot-
tom of the hierarchy is represented by activities that cannot be further decomposed;
activity recognition, as well as description, is carried on in a bottom-up fashion. A
similar approach is described in [18], where the authors address the issue of broken
or concurrent activities by considering emerging patterns, i.e. those patterns able to
capture meaningful differences between two classes of data.

The present proposal, however, argues for the the use of a historically alternative
approach, namely the symbolic one, for identifying sequences of perceptual inputs
and recognizing their underlying syntactic structure, which may be used to extract

2 http://www.w3.org/2001/sw/

http://www.w3.org/2001/sw/
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a more general pattern representing entire sequences. In this approach, high-level
concepts may be identified with computational entities, such as for instance Finite
State Automata (FSA), in the simplest case. Inferring models for symbolic learning,
however, typically requires the availability of large amounts of source data. When
wireless sensor networks are used as the data gathering infrastructure, the issue of
expensive deployment cannot be disregarded. In such scenario, simulation is a cost-
effective choice for prototyping and testing such applications, as the cost, time, and
complexity involved in deploying and constantly changing actual large-scale WSNs
for experimental purposes may be prohibitively high. Our proposal for an optimized
simulator, consisting of a hybrid approach exploiting data provided by a minimal
deployment of actual nodes in order to integrate and validate the data computed in
simulation, has been described in [13, 16], and its versatility has been proved by using
it in different contexts [17]. Building up on those works, the following discussion
will show how to deal with the intrinsic heterogeneity in sensors and data to obtain
reliable models for high-level concepts, such as users’ activities.

3 Simulating User Activities via a Structural Approach

Considering an indoor environment, fully equipped with sensor devices for capturing
all relevant measurements, the actions of the occupants will perturb the environment
state;moreover theywill likely follow some pattern, not known a priori, whichwill be
reflected into the sensor readings. If we are to infer a model for such actions, we need
a detailed knowledge about the nature of the sensing devices, their features and how
those are related to the yielded measurements. As previously mentioned, all those
characteristicsmaybe effectively represented bymeans of an appropriate ontology, as
long as contextual information is accounted for.Generally speaking, ontologies,make
it possible to assign data a description of its acquisition and communication policies
in order to enhance the integration of the sensor data [5]; moreover, ontologies may
be easily fit within a more complex reasoning system. The remainder of this section
will show how such an ontology may be used in combination with a hybrid simulator
for wireless sensor networks able to generate a sufficiently large number of source
data, partly sensed from actual devices and partly generated through reliable models.

3.1 Using a Hybrid Simulator to Capture Activity Data

The design of a WSN-based application is a challenging task due to its dependence
on the specific scenario. Although a typical choice for testing such kind of networks
requires devising ad-hoc testbeds, this is often impractical as it calls for expensive,
and hard tomaintain deployment of nodes. On the other hand, simulation is a valuable
option, as long as the actual functioning conditions are reliablymodeled, and carefully
replicated. This is especially true in the context of Ambient Intelligence applications,
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Fig. 1 High-level representation of the structure of the simulation framework

which typically need scalable simulations that provide reliable sensory data to be
used in the preliminary design and test phases.

Although a few general-purpose testbeds have been proposed in the past, WSN
applications must be tested on a large scale, and under complex and varying condi-
tions in order to capture a sufficiently wide range of interactions, both among nodes,
and with the environment. However, the deployment of a large number of nodes in
hostile environments could become prohibitively expensive and practically unfeasi-
ble because of maintenance costs. Simulations can address those issues by providing
controlled, reproducible environments, and specialized software tools for monitor-
ing and debugging, so that the actual deployment of nodes may be delayed till after
algorithms have been thoroughly tested; however they may not deliver fully reliable
results, especially due to over-simplistic assumptions about the physical channels,
and the node radio models. The issue of implementing an effective simulator for
WSNs has been discussed in [16], which describes a framework for supporting the
user in early design and testing of a wireless sensor network with an augmented
version of a standard WSN simulator, that allows merging actual and virtual nodes
seamlessly interacting with each other. One of the key challenges when trying to
deliver such kind of realistic simulations is how to ensure fidelity, in terms of ability
to reproduce the same behavior both in virtual and real nodes, and accuracy of timing.

Figure1 shows the architecture of the simulation framework, which will be used
also for the present discussion. Once the virtual network is set up by the network
administrator, the actual simulation process is handed over to an augmented version
of the simulator, customized in order to introduce the notion of shadow nodes, i.e.
wrappers whose main purpose is to act as interfaces toward their real counterparts,
while appearing identical to other virtual nodes from the simulator point of view. The
main function of shadow nodes is thus to collect sensed data from the real world,
and to re-route communication from virtual nodes to actual ones. In order to ensure
correct coordination among virtual, shadow, and actual nodes, simulation timing
must be constrained to satisfy at least soft real-time guarantees; this functionality
is provided by the application gateway. Introducing actual data into a simulation
usually requires constructing complex models, after a considerable amount of data
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Fig. 2 Scheme of “model transferring”

is preliminarily stored, which is usually very time consuming. The present chapter
will instead propose to embed into the hybrid simulator, a description of the nodes
characteristics in the form of an ontology, as well as a high-level model for describing
information extracted from sensory data, in the form of a linguistic description of
user activities.

In order to get basic knowledge about the process or phenomena that generated
data, the simulator embeds a “Sensor ontology” submodule, as shown in Fig. 1, with
the aim of capturing simple descriptions of the nature of the sensors employed in a
specific application scenario, expressed in SensorML formalism. For instance, Sen-
sorML can provide a complete and unambiguous description of what is called the
lineage of an observation, thus delivering a detailed account of the process by which
an observation was acquired, possibly also including further postprocessing. This is
the first step toward the creation of the basis for intelligent applications grounded
into the real world, coherently with the vision of the Internet of Things; in fact, this
approachmoves the paradigm a step forward in the direction of SemanticWeb, i.e. an
evolving extension of the World Wide Web in which the semantics of information is
formally defined through ontologies, thus allowing for effective automatic interpre-
tation of data content. The most relevant technologies of the Semantic Web include
the Resource Description Framework (RDF) data representationmodel, the ontology
representation languages RDF Schema andWeb Ontology Language (OWL). A spe-
cialization of this paradigm has been proposed for the specific context of the Sensor
Web [25]; however, lack of a commonly adopted standard represents an obstacle to
a complete realization; to overcome this problem, semantic annotations have further
be included so that software applications may be able to “understand” and reason
over sensor data consistently, and accurately.

The ultimate purpose for using simulators is the creation of refined models for
the sensed data; in particular, this chapter deals with high-level models, which need
to be general enough so that they may be exported to different scenarios. The idea is
outlined inFig. 2; initially, reliablemodels for data sensed in one specific environment
taken as reference are extracted, in order to be used as a realistic representation for
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information coming from virtual nodes. Such models may ideally be “ported” to
different sites so that a complex scenario may be realistically simulated. Actual
deployment of a limited number of sensor nodes is required only for the reference
site, so the approach is both scalable and cost-effective.

3.2 Activity Discovery through Grammar Induction

The focus of the proposal described in this chapter is the recognition of user daily-
life activities by simply relying on the analysis of environmental sensory data, with
the underlying assumption that a hidden structure may be recognized in such data.
A typical approach to creating predefined models for common activities is to use
supervised classification methods, i.e. to begin by labelling sample data to train the
model, and to go onto look for occurrences of previously found “representatives” in
actual data. A few assumptions are implicit with this strategy; namely, all involved
users are assumed to carry on the same set of known activities with similar regularity
and demeanor; also, a considerable amount of data needs to be collected and con-
sistently labelled, and finally incomplete or discontinuous patterns within original
data are not well tolerated. In general, unmediated use of raw sensory data is likely
to result in overfitting; in other words, the obtained models are so overly specific for
the employed dataset that they are not generalizable to different contexts or users.

The present proposal substantially differs in that it specifically aims to relieve
the designer from the task of creating a detailed model for each activity to track; the
problem is addressed from an algorithmic perspective, rather than amachine learning
one, so that no detailed prior knowledge about the specific application scenario is
necessary, other than the readings collected from an environmental sensor network,
and the description of the nature of such data in the form of an ontology. The goal is to
infer the hidden structure that is inevitably present in data, given that the readingswere
ultimately caused by the actions of users; this task resembles what human beings do
when performing the operations of recognition and classification. In fact, the human
brain is very efficient at inferring general patterns from specific examples, a process
known as inductive reasoning. In the context of algorithmic information theory, an
abstract representation for a simplified version of those patterns is provided by formal
grammars, and the process of generalization is known as grammatical induction,
or grammatical inference; in this case, the specific examples may be regarded as
sentences, while the patterns (i.e. sequences with some underlying structure) are
captured by the entire grammar.

As pointed out in [27], inferring a language of infinite cardinality from a finite set
of examples is not a trivial task, due to the difficulty is finding a good balance between
generalization and specialization. A typical technique thus consists in starting with
the basic constituting elements of the supposed target language (e.g. symbols directly
computed from the rawdata) and recursively aggregate themby somekind ofmerging
(e.g. state merging when automata are considered, or non-terminal merging in the
case of context-free grammars).
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Within computational learning theory, three main formal models have been pro-
posed for inductive inference [24], namely: identification in the limit by Gold [14],
the query learning model by Angluin [3], and finally the probably approximately
correct (PAC) learning model by Valiant [30].

Identification in the limit regards learning as an infinite process based on the
availability of examples fromanunknowngrammarG which is to be inferred; positive
and negative examples may be provided to the estimation algorithm, which produces
a conjecture about the grammar, refining it as long as more examples are provided.
If for every set of positive and negative examples from the unknown grammar G , the
algorithm guesses a correct grammar which is equivalent to G , and never changes
its guess afterwards, then the algorithm is said to identify G in the limit.

A different approach is the one followed by Angluin, who assumes that an oracle
is available to the inference algorithm, i.e. some kind of support able to provide
the inference algorithm with correct answers to specific queries about the unknown
grammar; here, an inference algorithm repeatedly makes queries for the unknown
grammar G to oracles, and eventually halts and outputs a correct grammar in finite
time.

Finally, Valiant proposed the probably approximately correct model, which con-
siders a distribution-independent probabilistic model of learning from random exam-
ples. In this case, random samples are drawn independently from the input data; the
probability distribution is assumed to be arbitrary and unknown. The inference algo-
rithm takes each sample as input and consequently produces a grammar. The quality
of identification is measured by an accuracy parameter and a confidence parameter,
which may be set by the user.

Not all approaches have the same power, and for instance it has been shown that
it is not possible to learn by positive examples alone, with Gold’s approach. In the
approach proposed here, however, a simplified scenario will be considered and the
hybrid simulator will rely on identification in the limit, assuming that the unknown
grammar to be inferred may be captured by finite state automata (i.e. it is in fact
regular).

4 A Sample Scenario: Predicting User Activities for Energy
Saving

In order to highlight the key points of the approach proposed here, a sample scenario
will be considered, consisting of an office environment whose occupants’ actions
are to be identified so that it is possible to reproduce them in analogous contexts;
namely, the considered case study will be that of a smart office whose overall energy
consumption needs to be controlled.

The energy demand for instrumentation in smart offices is nowadays becoming a
severe challenge, due to economic and environmental reasons; typical devices with
high impact on energy consumption are for instance HVAC systems, computers,



162 M. Ortolani

Fig. 3 SensorML represen-
tation of a generic sensing
device

printers, and so on [12]. Basic usage is heavily related to the occupants’ habits, so
effective automated approachesmust take into account basic information about users,
primarily the prediction of their course of actions. In the scenario considered here, it
will be assumed that the office premises are made up of smaller areas, which may be
considered homogeneous with respect to their intended use and to the environmental
conditions therein (e.g. independent rooms, or parts of a larger lab). Users may
operate the actuators to modify the environmental conditions of the area they are
occupying, and such changes will be reflected into the sensor readings; additional
sensors may be deployed to capture the interaction of users with specific devices (e.g.
sensor on light switches, weight sensors on chairs, and so on); a complete taxonomy
of sensors and their characteristics may be represented by a specialized ontology.
The description of available sensors and actuators, and of their main characteristics
will be provided to the simulator in the form of a simplified SensorML code, an
example of which is reported in Fig. 3.

Analysis of the readings collected by the simulator will be aimed at extracting
the underlying pattern identifiable in sensor data and deriving from the action of the
users on the environment. The inferred grammar will thus represent a model for the
actions themselves. In order to turn raw data into symbols apt to be regarded as the
basic elements of a grammar, an approach similar to what described in [10] will be
followed.

The main steps of the algorithm for inferring a user activity model are outlined in
Fig. 4. Initially, raw sensor triggers are clustered to form basic events, which are co-
occurrences of triggers, identified via a customized version of an on line algorithm
for string matching with wildcards (the alphabet extractor module in the figure). The
event sequence needs then to be compressed, and a lossy optimal coding is used
for this purpose so that events with low information content will be discarded; in
other words, the most relevant patterns will be those that better describe the whole
sequence, according to the Minimum Description Length (MDL) principle.
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Fig. 4 Outline of the logical blocks for user activity inference

After obtaining a compressed version of the event sequence thanks to the new
encoding, the algorithm turns to discovering themost frequent patterns. The proposed
approach is similar to Discontinuous Varied-order Sequential Miner (DVSM) [20],
which is an apriori-based iterative algorithm.Thefinal frequent pattern set returnedby
DVSM contains the most relevant patterns, which will be clustered into meaningful
classes to obtain the discovered activities, by integrating temporal information with
other features of interest, such as composition similarity; this step is accomplished
by k-medoids, a variant of the well-known k-means clustering, where representative
points are bound to belong to the initial dataset. A dissimilarity measure is computed
over all the possible pairs of points,making this algorithmmore robust than traditional
k-means. The interested reader is referred to [10] for further details.

In the last phase, the features of the obtained clusters are encoded into models
representing the discovered activities. The event clusters are regarded as the basic
symbols of the unknown target grammar, and positive and negative samples are
constructed for the specific domain by using the event patterns, the general SensorML
description of the environment, and user knowledge. Following the identification in
the limit approach, a grammar representing user actions is finally inferred in the form
of a set of FSAs, as depicted in Fig. 4.

5 Conclusion

This chapter described a proposal regarding the use of a tool for hybrid simulation of
wireless sensor nodes in the context of Ambient Intelligence scenarios. In particular,
considering a smart office environment whose occupants’ actions are to be identified
so that it is possible tomodel them in order to control the overall energy consumption,
the approach proposed here consists in using sensor nodes to capture environmental
data related to users’ activities. The representation of the environmentwas assumed to
be provided in the form of an ontology expressed in SensorML, awell-established ad-
hoc formalism for sensor devices. and it has been shown how an activity model may
be produced by analyzing the effect of users’ actions on the collected measurements,
in order to infer the underlying structure of sensor data via a linguistic approach
based on formal grammars.
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Gait Analysis Using Multiple Kinect Sensors

Gabriele Maida and Marco Morana

Abstract A gait analysis technique to model user presences in an office scenario
is presented in this chapter. In contrast with other approaches, we use unobtrusive
sensors, i.e., an array of Kinect devices, to detect some features of interest. In partic-
ular, the position and the spatio-temporal evolution of some skeletal joints are used
to define a set of gait features, which can be either static (e.g., person height) or
dynamic (e.g., gait cycle duration). Data captured by multiple Kinects is merged to
detect dynamic features in a longer walk sequence. The approach proposed here was
been evaluated by using three classifiers (SVM, KNN, Naive Bayes) on different
feature subsets.

1 Introduction

Gait analysis is a biometric technique that aims at identifying people by their walk-
ing style. Gait recognition techniques can be categorized into three categories [9],
involving the use of computer vision methods, floor sensors, or wearable sensors.

The main advantage of computer vision approaches is that the identification can
be performedwithout physical contact between subjects and data acquisition devices.
Various chapters have looked into processing the images captured by standard video
cameras and analyzing the human silhouette [13, 24] in order to extrapolate charac-
teristic features. Computer vision techniques for gait recognition can be classified as
model-free and model-based ones. In model-based approaches, a set of body para-
meters are obtained by fitting a body model to the person captured in each frame.
In contrast, model-free approaches do not utilize a model for people but the entire
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shapes of silhouettes or the whole motion of human bodies are used [11, 22]. Model-
based approaches are view-invariant and scale-independent, but usually require high
quality gait sequences and more computing time than model-free approaches.

The use of floor sensors and wearable sensors can provide more accurate feature
detection than computer vision approaches, but the former are expensive because of
the use of force plates installed on the floor [15, 17], while the main disadvantage of
the latter is that they are more intrusive.

Our approach falls into the computer vision category, in which a person’s gait is
captured by a camera. The proposed system aims to unobtrusively identify people in
an Ambient Intelligence (AmI) scenario [7] by using an array of Kinect sensors to
detect gait features, and then recognize the person by his walking style.

We started from the OpenNI 2.0 APIs [2] which provide an efficient skeleton
detection method that makes it possible to represent a human body as a set of con-
nected joints. By analyzing joint positions and their spatio-temporal evolutions, it is
possible to extrapolate static and dynamic features. In order to preserve the perva-
siveness of the system, the Kinect sensors are coherently connected to a miniature
fanless computer with reduced computation capabilities.

This chapter is organized as follows: relevant research is presented in Sect. 2,
while the system architecture proposed here is described in Sect. 3. The experimental
scenario is discussed in Sect. 4, followed by our conclusions in Sect. 5.

2 Related Work

Over the years, the issue of gait recognition has been addressed in different ways
in various works. The first attempt at automatic gait recognition was probably the
one reported in [5], where a camera was used to capture light sources mounted on
selected joints of walking people.

Gait recognition techniques based on silhouette analysis have been proposed in
various works. Typically, most of them involve the following phases: subject detec-
tion, silhouette extraction, feature extraction, feature selection and classification [23].
In [25], a spatio-temporal silhouette analysis is performed to detect a sequence of
static body poses. For each frame of the sequence, a background subtraction proce-
dure is used to extract the binary silhouette. Then, a principal component analysis is
applied to compute the predominant components of gait signatures, and a classifica-
tion technique is employed to identify the person.

Lee [12] describes a gait appearance feature vector based on moments obtained
from silhouettes. The whole body is segmented into regions, and for each region,
an ellipse is fitted to the visible portion of the foreground object in order to extract
a set of moment-based region features. The Mahalanobis distance between feature
vectors is used as a measure of similarity, and a Nearest-Neighbor approach is used
to rank a set of training sequences according to their distances, by means of a query
sequence.
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The authors of [11] proposed a spatio-temporal gait representation called Gait
Energy Image (GEI). To preserve temporal information, the motion pattern within
a gait cycle is represented in a single image. GEI needs less storage space and
computation time, but it is still view-dependent and performs better when a side
view is used. A possible way to solve the view dependency issue is to use multiple
cameras with overlapping fields of view.

The authors of [21] extended the concept of GEI by introducing the concept of
Gait Energy Volume (GEV), that uses averaged reconstructed voxel volumes instead
of temporally averaging segmented silhouettes. Such 3D data is reconstructed using
depth images captured by a frontal viewpoint of the Microsoft Kinect sensor.

In [20], an approach that utilizes both gait and face recognition is presented.
The authors demonstrate that the integration of face and gait recognition provides
better performance than the use of a single technique alone. Face recognition usually
works better with front-parallel images, while a gait recognition technique, based on
silhouette analysis, performs more efficiently on side-view sequences.

The authors of [18] use the Kinect SDK provided by Microsoft to obtain a 3D
virtual skeleton. A single Kinect sensor is placed to give a side view of the walking
path in order to acquire video sequences of walking people. In each frame, the
skeleton is converted into a vector containing static features (i.e., the height of the
subject and the length of certain body parts). Two dynamic features are also computed
along the walk (i.e., step length, and speed). Such feature vectors are then classified
using different classifiers.

In [14], a module for the management of an office environment is described, using
Microsoft Kinect as the primary interface between the user and the AmI system. In
particular, a fuzzy classifier is trained to recognize some simple gestures (such as
open/closed hands) in order to produce a set of commands, opportunely structured
by means of a grammar, which are used to control the actuators of the AmI system.

3 System Overview

In recent years, the availability of an ever-increasing number of cheap andunobtrusive
sensing devices has piqued the interest of the scientific community into producing
novel methods for understanding what is happening in the environment, based on the
rawmeasures acquired. Due to the heterogeneity of the data captured, an information
fusion mechanism [8] is usually required to address a specific goal, such as that of
understanding what the user is doing.

In this chapter, we address the issue of gait recognition using an array of Kinect
sensors to unobtrusively identify people in an Ambient Intelligence scenario.

In particular, the approach proposed here relies on the analysis of certain features
extracted by means of the OpenNI 2.0 APIs [2], which provide a real-time represen-
tation of the human body as a set of connected joints. Moreover, multiple Kinects are
used to increase the acquisition range provided by a single Kinect in order to include
a longer walk (e.g., in a hallway before the user enters the office). By analyzing joint
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Fig. 1 System overview

positions and their spatio-temporal evolutions, it is possible to extrapolate a set of
static and dynamic gait features. Finally, the classifiers are trained using the data
collected and then they are used to recognize users’ walks. The training set contains
ten repetitions of a walk per user. If a walk is not recognized, it will be marked as
“unknown”.

Our system architecture (see Fig. 1) consists of four components: a Kinect Data
Fusion step to merge data frommultiple Kinects, a 3D Joints Detection step to obtain
human skeletons from depth maps, a Feature Extraction step to detect gait features,
a Classification step to identify people according to the extracted features, and a
Calibration step which is performed the first time the Kinects are placed into the
environment.

3.1 Multi Kinect Architecture

As reported in [3], we found that Kinect is the most suitable device for pervasive
AmI tasks, both in terms of cost and functionality, since it is equipped with ten
input/output components which allow the device to perceive and interact with the
surrounding environment.

The core of the Kinect is represented by the vision system, composed of an RGB
camera with VGA standard resolution (i.e., 640 × 480 pixels), an IR-projector that
shines a grid of infrared dots over the scene and an IR-camera for capturing the
infrared light. The information obtained from projected dots is used to create three-
dimensional depthmaps of the observed scene (i.e., pixel values represent distances).
The other components include four microphones (three on the right side and one on
the left side), a led indicator that shows the state of the Kinect, a motor that allows
you to control the tilt angle of the camera (30◦ upward or downward), and a 3-axis
accelerometer that measures the position of the sensor.
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Fig. 2 The 15 joints of the human body: head, neck, torso, shoulders, elbows, hands, hips, knees,
feet

A Kinect can see people standing between 0.5 and 3.5m from the sensor, but we
chose to extend this range by putting two Kinects at a distance of approximately 3m
from each other, in order to have about 0.5m of overlapping frames acquired by both
devices during awalk. In theCalibration step, an object is positioned at a point visible
from both Kinect sensors, in order to find the roto-translation matrix representing
the transformation between the two coordinate systems. Such conversion matrix is
then used in the Kinect Data Fusion step.

Note that it is possible to add more devices by repeating the Calibration process,
so that any Kinect addition will increase the captured walk sequence of about 3m,
thereby allowing for a better analysis of dynamic features (e.g., the walking speed).
We verified that twoKinects appear to be adequate given the cyclical nature of certain
features (e.g., gait cycle duration).

Kinect Data Fusion is the core of the Multi Kinect Architecture. During this step,
each frame from a different device is ordered in the right position and converted into
a single coordinate system, so that the entire walk can be considered as captured by a
single virtual Kinect. This may be done by using the timestamp related to each frame
and applying the roto-translation matrix for the conversion of the coordinate system.
This step is essential, especially when the person is visible from both Kinects. Such
new virtual gait frames are used in the 3D Joints Detection step to detect the joint
positions of the person and then in the Feature Extraction step to detect gait features.

3.2 Gait Features

In [16], a gait cycle is defined as the time interval between two successive floor
contacts of the same foot. During a gait cycle, two distinct periods can be observed,
namely a swing phase, when a leg is moving forward, and a stance phase, when both
feet are touching the ground [26].
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We chose to use both static body-shape parameters, that can not change during
a walk, and dynamic features, which depend on the walk. The OpenNI 2.0 skeleton
detection method is able to perform real-time detection (i.e., to find the 3D coordi-
nates) of 15 body joints (see Fig. 2). Using these points and their evolution during a
walk, we are able to extract static body-shape parameters and dynamic features from
the acquired sequences.

The considered static body-shape parameters are:

• person height: vertical distance between head and feet;
• torso length: vertical distance between neck and torso joints;
• shoulder width: horizontal distance between shoulders;
• arm length: distance between shoulder and hand joints;
• leg length: vertical distance between hip and foot joints.

The considered dynamic features are listed below:

• gait cycle duration: time interval between successive floor contacts of a foot;
• walk speed: total walk time divided by total walk distance;
• step width: maximum distance between feet during the gait cycle;
• footstep frequency: total walk time divided by number of footsteps;
• arm swing frequency: total walk time divided by number of arm swings.

where total walk time is the difference between the first and the last frame
timestamps acquired. The static body-shape parameters are extracted during the
stance phase, whilst the dynamic features are extracted by analyzing the evolution of
the joints during an acquired walking sequence. Once the whole walking sequence
has been acquired, the features extracted are used to train a classifier in the Classifi-
cation step.

3.3 Feature Classification

Weused three different classifiers to evaluate the system’s performancewith different
sets of selected features. In particular, the following classifiers were used: a Multi-
Class Support Vector Machines, a K-Nearest Neighbor and a Naive Bayes Classifier.

Support Vector Machines (SVM) [19] are supervised learning models with asso-
ciated non-probabilistic algorithms used to analyze data for binary classification and
regression. A multi-class SVM is a net of SVMs able to classify instances into more
than two classes.

The K-Nearest Neighbor decision rule [4] assigns to an unclassified observation
the most common class amongst its k closest samples in a reference set (where k is
a positive integer).

Naive Bayes [27] is a kind of probabilistic classifier based on Bayesian networks
that assigns a new observation to themost probable class, assuming that the attributes
are conditionally independent given the class value.
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Table 1 The feature sets used for the experiments

Static features (SF) Dynamic features (DF) Mixed set 1 (MS1) Mixed set 2 (MS2)

Person’s height Gait cycle duration Person’s height Torso length
Torso length Walk speed Shoulder width Arm length
Shoulder width Step width Leg length Gait cycle duration
Arm length Footstep frequency Walk speed Footstep frequency
Leg length Arm swing frequency Step width Arm swing frequency

In order to find the most discriminating features we tested the system by using a
single feature at a time and evaluating the recognition rate. The features that yielded
the highest recognition rate in the test (about 25–30%) were included in the MS1 set,
whereas the remaining features were included in the MS2 set. The various feature
sets that were tested for the evaluation of the system, reported in Table1, include the
SF set consisting of static features only, the DF set consisting of dynamic features
only, and two mixed sets (i.e., MS1 and MS2).

3.4 System Ontology

Ontology [10] is a formalism to share and re-use knowledge among different systems.
It represents the conceptualization of the relevant entities and their relations in a
common vocabulary.

Our system ontology is shown in Fig. 3. The subdivision among system modules,
data types and devices is sketched. System modules are the components that manip-
ulate data from devices. DataType is subdivided into RawData, that represents data
which has not been elaborated, and Symbolic, representing data containing informa-
tion.

There are two types of SystemModules, namely TranslationModule and Under-
standingModule. TranslationModule can be subdivided into three types called
DataFusionModule that transforms raw data (DepthMap) in other raw data (new
DepthMap), JointExtractionModule which transforms DepthMap in symbolic data
(Joint) and FeatureExtractionModule, that obtains other symbolic data (Feature)
from joints. The UnderstandingModule classifies symbolic features to detect the
user who is performing a walk.

In our system two kinds of Devices are used, called, Sensor (Kinect), to acquire
RawData from the environment, and Node, which is the device where the sensor is
installed (e.g., Kinect needs a computer to work).
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Fig. 3 System ontology

4 Experimental Results

The sensory component in our AmI architecture is implemented through a Wireless
Sensor andActuator Network (WSAN), whose nodes are equippedwith off-the-shelf
sensors (i.e., for outdoor temperature, relative humidity, ambient light exposure and
noise level) [6].

The gait recognition module was evaluated by performing a number of tests on
gait data collected at our Department.

In particular, twoKinects were placed on an office hallway at a distance of approx-
imately 3m from each other (see Fig. 4). Ten subjects (three women and seven men
in the height range from 160 to 185cm) were asked to walk at their normal speed
down a path of approximately 8m. The Kinect sensors captured the user’s walks
from a frontal-view with a frame rate of 30 fps. Each person repeated the walk ten
times, so a total of 100 walking sequences were collected.

The main goal of our tests was to find the best feature set for our Gait Recognition
System. Thus, we trained three classifiers with the sets described in Table1with all of
features together. In order to evaluate the couple classifier/feature set, we computed
the classification rate of the system by using the Leave-One-Out-Cross Validation
method [1], then, for each test, 99 sequences were used for training and the remaining
sequence was used for validation.

The accuracy values obtained are reported in Table2. It is noticeable that static
features (SF) are more relevant than the dynamic ones (DF), since they provided a
better recognition rate for each classifier. However, increasing the number of features
is not enough to improve the performance. In fact, the recognition rate decreases
when all of the features were used. On the other hand, by selecting the most relevant
features (i.e., the MS1 set composed of person’s height, shoulder width, leg length,
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Fig. 4 Kinect sensors placed in the office hallway

Table 2 Accuracy obtained for each classifier and feature set

Classifier All features (%) SF (%) DF (%) MS1 (%) MS2 (%)

SVM 54 79 38 73 47
KNN 68 79 40 92 58
Naive Bayes 83 75 50 86 66

walk speed and step width), we obtained the best results achieving a recognition rate
of 92% with the KNN classifier.

As far as classifiers are concerned, the Naive Bayes classifier was found to be
more stable, yelding the highest overall classification rate for each feature set (from
50% by using dynamic features only, to 86% by using the MS1 set), whereas the
SVM classifier gave the worse results (from 38% by using dynamic features only,
to 79% by using the static set). The KNN classifier provided good results with all
sets, and in particular with the MS1 set.

The overall system was tested using C language for the Kinect Data Fusion and
3D Joint Detection steps andMATLAB for the Feature Extraction andClassification
steps. A prototype of the activity recognition module was implemented connecting
the Kinect to a miniature fanless PC (i.e., a fit-PC2i with Intel Atom Z530 1.6GHz
CPU and Linux OS with kernel 2.6.32), that guarantees real-time processing of the
observed scene with minimum levels of obtrusiveness and low power consumption.
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5 Conclusion

The research presented analyzes a system to unobtrusively identify people by using
multiple Kinect sensors.

We used an ontology to interface our gait recognitionmodulewith the entire ambi-
ent intelligence system. The use of the same concepts helped us to share information
with other system modules (e.g., user presence). After an accurate analysis of the
ontology, we chose to structure our system in four modules: Kinect Data Fusion, 3D
Joints Detection, Feature Extraction and Classification.

We collected our gait dataset by placing two Kinect sensors in a hallway in our
Department and asking ten people to walk ten times.

By analyzing joint positions and their spatio-temporal evolutions, we have been
able to detect several features, namely a person’s height, torso length, shoulder width,
arm length, leg length, gait cycle duration,walk speed, step width, footstep frequency
and arm swing frequency. The features are then used to train a classifier to recognize
the user performing the walk.

We carried out a number of experiments to evaluate the feature sets and classifiers
by using the 100walking sequenceswe captured.As a result of our testswe found that
a subset of features composed by person’s height, shoulder width, leg length, walk
speed and step width was sufficient to correctly identify a person with a recognition
rate of 92%.
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3D Scene Reconstruction Using Kinect

Marco Morana

Abstract The issue of the automatic reconstruction of 3D scenes has been addressed
in several chapters over the last few years. Many of them describe techniques for
processing stereo vision or range images captured by high quality range sensors.
However, due to the high price of such input devices, most of the methods proposed
in the literature are not suitable for real-world scenarios. This chapter proposes a
method designed to reconstruct 3D scenes perceived by means of a cheap device,
namely the Kinect sensor. The scene is efficiently represented as a composition of
superquadric shapes so as to obtain a compact description of environment, however
complex it may be. The approach proposed here is intended to be used as a novel
processing module of a well-established cognitive architecture for artificial vision.
Experimental tests have been performed on real images and the results look very
promising.

1 Introduction

Over the last 40years, the issue of automatically recognizing real-world objects has
been investigated by a considerable body of research related to different fields, from
computer vision to neuroscience. The techniques proposed therein can be roughly
classified as those recognizing the objects contained in a scene in a 2D or 3D space.
Both 2D and 3D object recognition still present challenges for the computer sci-
ence community since the same object usually looks very different according to its
orientation, scale and more generally to the acquisition conditions.

A further distinction can be made between “full object recognition” and “recog-
nition by parts” approaches. In many cases the latter is preferred since a complex
object can be described as a combination of simpler primitives which can be related
to each other by logical relations (e.g., above, below, larger, smaller and so on).
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In this chapter, we describe a framework for efficiently representing a 3D scene as
a combination of superquadric curves. In particular, the object is perceived by means
of a cheap device containing both an RGB camera and a depth sensor, namely the
Microsoft Kinect. A volumetric analysis is then performed to discard noisy data and
the object is reconstructed by estimating a set of best-fitting superquadrics.

The chapter is organized as follows: related works are outlined in Sect. 2, whilst
the system architecture proposed here is described in Sect. 3. Experimental results
are detailed in Sect. 4, and conclusions are discussed in Sect. 5.

2 Related Work

A mutual relationship exists between scene reconstruction and object recognition
processes. The reason for this is that, in order to reconstruct a scene it is useful
to break the scene down into objects. Then, once a description of the scene has
been provided, it is possible to recognize the observed objects by classifying their
descriptors.

Several systems for 3D object representation have been proposed over the last few
years. Themain challenge of such approaches is to obtain satisfactory results not only
in a controlled testing environment, but also in complex scenarios with unconstrained
conditions, e.g., a home environment or an office. In many cases, range images, i.e.,
2D images in which each pixel contains the distance between the sensor and a point
in the scene, are preferred to the RGB ones since they generally provide a better
discriminable data representation.

Since range images are more robust in the face of changes in environment condi-
tions, a number of works have focused on how they should be processed.

In [13], an approach for the direct recovery of a set of volumetric models, i.e.,
superquadrics, from unsegmented range data is presented. The method is divided
into two stages: model-recovery and model-selection. During the first stage, several
seeds are placed at random points in the input image, and for each seed, a model
is iteratively built and allowed to grow. Finally, those models which produce the
simplest and most accurate approximation of the input data are selected.

A technique for part-level object recognition using superquadrics is presented
in [12]. The system is based on interpretation trees [10] and can handle flexi-
ble articulated objects, i.e., human figurines, that cannot be perfectly modeled by
superquadrics.

In [15], a framework is described for extracting some 3D primitives (i.e., spheres,
cylinders, cones) from range data captured by a laser scanner.

Several systems provide good results, although high quality range sensors are
needed to obtain high resolution input images. Since range sensors are usually very
expensive, most of the methods proposed so far have not been suitable for extensive
use in real-world scenarios. For this reason, our proposal involves the use of a cheap
device containing both an RGB camera and a depth sensor.

The method proposed here is intended to be used as a novel processing module
of the framework presented in [4, 5]. In their work, the authors describe a cognitive
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architecture for an artificial vision system, in which an effective internal represen-
tation of the environment is built up by means of processes defined over a suitable
intermediate level, the conceptual level, that acts between the sensory data, the sub-
symbolic level and the linguistic symbolic level. In particular, the conceptual level
is characterized by a conceptual space whose dimensions are the parameters of the
3D geometric primitives, i.e., superquadrics, which constitute the scene. The aim of
this work is to provide a more efficient technique for reconstructing 3D objects by
means of the Kinect sensor.

Microsoft Kinect is based on the hardware reference design and the structured-
light decoding chip provided by PrimeSense, an Israeli companywhich also provides
a framework, OpenNI [16], that supplies a set of APIs to be implemented by sensor
devices and middleware components.

The core of the Kinect is represented by the vision system composed of an RGB
camera with VGA standard resolution (i.e., 640 × 480 pixels), an IR projector that
shines a grid of infrared dots over the scene and an IR camera that captures the
infrared light. The factory calibration of the Kinect makes it possible to establish
the exact position of each projected dot against a surface at a known distance from
the camera. The deformation of this dot pattern against the scene is captured to
derive depth images of the observed scene, and capture the objects’ position in a
three-dimensional space.

Even though Kinect has only been on the market for a couple of years, it has
attracted the attention of a number of researchers, thanks to the availability of open-
source andmulti-platform libraries that reduce the cost of developing newalgorithms.
A survey of the sensor and corresponding libraries is presented in [3, 11]. In [1],
an approach based on RANSAC (Random Sample Consensus) [9], an algorithm for
robustly fittingmodels in the presence ofmany data outliers, is described. The authors
proposed a solution for 3D object localization using superquadrics to model image
data captured by the Kinect. Because it is easy to use, the Kinect sensor has also been
successfully adopted as an input device for gesture [14] or activity [6] recognition
systems in ambient intelligence scenarios.

3 System Overview

In this section a description of the system is given, explaining both the basis of
superquadric shapes and the reconstruction technique proposed here.

3.1 Superquadrics

The term superquadrics was first used by [2] to define a family of geometric shapes
that includes superellipsoids, superhyperboloids of one piece, superhyperboloids of
two pieces and Supertoroids.
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Fig. 1 System overview

The explicit form of a superquadric is given by the equation:

Sp (η, ω) =
⎡

⎣
x (p; η, ω)

y (p; η, ω)

z (p; η, ω)

⎤

⎦ =
⎡

⎣
a1 cos (η)ε1 cos (ω)ε2

a2 cos (η)ε1 sin (ω)ε2

a3 sin (η)ε1

⎤

⎦ (1)

where −π/2 ≤ η ≤ π/2 and −π ≤ ω ≤ π .
The elements of the vector p = (a1, a2, a3, ε1, ε2) are the parameters of the

superquadric. In particular, a1, a2, a3 represent the size of the model along the
X, Y, Z axes, and ε1, ε2 control the shape of the model. More specifically, ε1 is
the squareness parameter in the north-south directio , while ε2 is the squareness
parameter in the east-west direction (see Fig. 2).

The inside-outside equation of the superquadric in implicit form is:

F (x, y, z) =
[(

x

a1

) 2
ε2 +

(
y

a2

) 2
ε2

] ε2
ε1

+
(

z

a3

) 2
ε1

(2)

where F (x, y, z) assumes a value equal to 1 when the point (x, y, z) is a
superquadric boundary point, a value less than 1 when it is an inside point, and
a value greater than 1 when it is an outside point.

In order to model a superquadric in a general position, six additional parameters
are needed. In particular, px , py, pz define the translation of the model relative to
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Fig. 2 Shapes obtained with ε1, ε2 in the range [0, 4]

the origin of the coordinate system, while the orientation in space is expressed by
means of the angles φ, θ, ψ .

Thus, the model parameter vector p in the general position is:

p = (
a1, a2, a3, ε1, ε2, px , py, pz, φ, θ, ψ

)
(3)

3.2 Scene Reconstruction

The method proposed in this chapter aims to reconstruct 3D scenes captured by
the Kinect as a composition of some superquadric shapes. As previously discussed,
research in the literature has addressed this problem by processing the images made
by traditional range cameras or stereo vision systems. Here, in order to obtain a more
detailed data representation, we directly process the 3D point cloud captured by the
Kinect.

In order to correctly approximate the object some data pre-processing is required.
Firstly, the whole set of 3D points (Fig. 3c) is analyzed to reduce the noise related to
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Fig. 3 Example of some processing steps. RGB image (a), depth image (b), point cloud (c),
ground removing and bounding box (d), superquadrics obtained from the initial slice (e), optimal
approximating superquadrics (f)

the acquisition process, i.e., points not belonging to the object or to the scene. The
noise reductionmethod computes the distance between a couple of points, discarding
those points whose distance is above a given threshold. The maximum distance is
dynamically computed according to the mean distance measured for the considered
point cloud.

Once the set of points has been filtered, a ground removing algorithm is applied
to separate the object from the plain it lies in. The algorithm, based on RANSAC,
computes the plane defined by 3 randomly chosen points and evaluates the number
of inliers for that plane. This process is repeated for a certain number of iterations
and the best plane, that is the plane with the greater number of inliers, is selected as
ground.

Next, an overall bounding box B BO is estimated for the whole set of points
(Fig. 3d) and, in order to correctly break up the object into slices, the point cloud is
rotated to the angle needed to arrange the bounding box parallel to the 3D axes.

As shown inFig. 1, the superquadric approximation process is based on an iterative
procedure for the creation and expansion of slices of 3D points.

The creation of a slice consists in the selection of a set of 3D points in a randomly
chosen direction. For example, a slice of height H in the z-direction is created by
selecting the (x, y, z) points of the cloud in the range zmin ≤ z ≤ zmax, where
zmax − zmin = H .

In order to find the superquadrics that best approximates the point cloud con-
tained in each slice, both the scale parameters a1, a2, a3 and the form factors ε1, ε2
need to be defined. In particular, the size of the superquadric is estimated according
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Fig. 4 Example of the slice creation and expansion process. RGB image (a), depth image (b),
point cloud (c), ground removing and bounding box (d), superquadrics obtained from a correct
slice selection (e), superquadrics obtained from an incorrect slice selection (f)

to the dimensions of the minimal bounding box B B that fits the set of 3D points
contained in a slice, that is a1 = B Bx/2, a2 = B By/2, a3 = B Bz/2. The form
factors are computed by applying the RANSAC algorithm to search for the couple
(ε1, ε2) in the range [0, 1] that best fits the input points. The remaining parameters(

px , py, pz, φ, θ, ψ
)
are computed according to the position and orientation of

B B. Note that the dimensions of B B are dependent on the number of 3D points
effectively discovered in each slice region. In fact, since the Kinect is able to capture
only those points belonging to the object surfaces, it usually happens that no points
are selected in a particular direction.

Once the superquadric has been computed, the fitting error, i.e., a measure of how
well the current model fits the points of the slice, is computed according to the least-
squares minimization of the superquadric inside-outside function (Eq.2) proposed
in [17].

During the expansion step the size of the slice is increased in the chosen direction,
e.g., the z-direction in the example given above. Then the fitting error ei at the step
i is compared with a threshold TH and the current slice is expanded until ei > T H .

Once a slice can not be expanded any further, the method continues the processing
of the remaining point cloud by iterating the slice creation-expansion steps until the
whole scene has been analyzed.

Figure4 shows the processing steps involved in the approximation of an object
composed of a box and a cylinder. In particular, the images in Fig. 4e show the
superquadrics obtained from the selection of a correct slice, while an example of
slice selection along two incorrect directions is shown in Fig. 4f.

Once the object has been approximated, it can be fully described by the whole set
of parameters of the approximating superquadrics.
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Fig. 5 The ontology representing the superquadrics

Information gathered through the reconstruction process is represented by means
of the ontology shown in Fig. 5. As discussed above, the Superquadric shape is
defined by a set of Parameters that capture properties related to the size, form, orien-
tation and position of the curve, i.e, the object. Thus, the Size parameters a1, a2, a3,
the Form parameters ε1, ε2, the Orientation parameters φ, θ, ψ and the Position
parameters px , py, pz fully describe the Superquadric in the 3-D space.

4 Experimental Results

The proposed architecture has been designed to address a specific application sce-
nario involving the management of indoor environments, e.g., offices or homes [8].
The main characteristic of such environments is that their interior design is usually
based on a number of objects (e.g., chairs, desks, bookcases) that can be success-
fully represented as a composition of simple shapes (e.g., parallelepipeds, spheres,
cylinders). In the AmI architecture adopted, a Wireless Sensor and Actuator Net-
work (WSAN), whose nodes are equipped with off-the-shelf sensors (i.e., outdoor
temperature, relative humidity, ambient light exposure and noise level) [7] is used
to monitor the whole environment, while the Kinect sensor is used to detect specific
objects placed within the office.

In order to evaluate the accuracy of the proposed scene reconstruction module in
a real world scenario, several tests were performed on data captured by means of a
Kinect device. In particular, we wanted to understand how some objects’ properties
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Fig. 6 Superquadric approximation of three simple scenes consisting of a single composite object.
RGB image (a), depth image (b), superquadrics obtained from initial slice selection (c) and (d),
optimal approximating superquadrics

(e.g., size, position, material) would eventually affect the overall performance of the
proposed method.

Tests were conducted on 3D objects that can be broken down into different config-
urations of adjacent cubes, parallelepipeds, cylinders or spheres. These basic shapes
are obtained by limiting the possible values of ε1, ε2, so the same approach could
thus easily be extended to more complex shapes by considering different values of
the ε1, ε2 parameters.

Some significant examples of scene reconstructions are shown in Figs. 6 and 7.
The set of tests shown in Fig. 6 is oriented to observe how the system deals with
objects that can be approximated with two simple superquadric shapes. The first
row shows some images related to the reconstruction of a scene consisting of a
spray placed above a box. This test serves to evaluate the ability of the proposed
approach in approximating small noisy objects, such as the spray. The second row
shows the reconstruction of two adjacent boxes. This kind of test was performed to
evaluate how efficiently partial occlusions are managed. The third row shows the
reconstruction of a scene consisting of a ball placed above a box. This test allowed
us to demonstrate that symmetric and partially occluded objects, i.e., the ball, can be
successfully processed.

The reconstruction of three more complex scenes is shown in Fig. 7. The difficulty
associatedwith these scenes ismainly represented by the limited amount of free space
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Fig. 7 Superquadric approximation of threemore complex scenes consisting of two distinct objects.
RGB image (a), depth image (b), superquadrics obtained from initial slice selection (c) and (d),
optimal approximating superquadrics

between the three pairs of captured objects. For example, the top row shows that the
smaller object (i.e., the spray) is detected and correctly approximated even though it
is close to a bigger object characterized by a larger number of points.

The method proposed was been tested on about 30 scenes with different levels
of complexity. For each scene, the whole process was run 10 times, obtaining an
average reconstruction rate of 84%.

The prototype was implemented connecting the Kinect to a personal computer
(i.e., 2.5GHzdual-core Intel Core i5, 4GBofRAMandUnixOS) runningMATLAB.
The average scene reconstruction takes about 1–2min.

From the analysis of the experimental results it emerges that some constraints
need to be satisfied during the acquisition process. In particular, we noticed that
three sides of the object should always be visible from the Kinect’s point-of-view.
This requirements has to be met to correctly drive the bounding box estimation
process. Otherwise, it would not be possible to determine the scale parameters and
consequently the form factors.

Moreover, some objects cannot be correctly captured by the Kinect because of to
thematerial they aremade of (see Fig. 8). For example, reflecting objects cause the IR
ray to be reflected and lost, whilst transparent objects are not-correctly reconstructed
since the ray is distorted when passing through them.
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Fig. 8 Example of a misreconstructed object

5 Conclusions

This chapter describes a system for the automatic reconstruction of 3D objects cap-
tured by means of the Kinect sensor.

As compared to other solutions for object reconstruction from range images or
stereo vision systems, the goal here was to demonstrate that composite objects can
be efficiently reconstructed and represented by using inexpensive devices.

The experimental results demonstrate that the quality of the images provided
by the Kinect is good enough to obtain satisfactory results, even under partially
constrained conditions.

We are already working on improving the decomposition module in order to be
able to reconstruct a greater set of composite objects, and that is, to consider a wider
range of superquadric shapes. Moreover, once we have tested the effectiveness of
our approach, we are planning a more efficient implementation of the prototype to
speed up the reconstruction time.
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Sensor Node Plug-in System:
A Service-Oriented Middleware
for Wireless Sensor Networks

Giuseppe Di Modica, Francesco Pantano and Orazio Tomarchio

Abstract Sensors populate our environment in a pervasive way. You may find them
at home, in your car, in streets, or even in your smartphone. They are usually employed
to measure various kind of phenomena, and can serve very specific purposes such
as monitoring, surveillance, prediction, controlling. In the IoT vision, the potential
represented by the huge amount of raw data that millions of sensors produce every
day need to be transformed into a more exploitable knowledge. In order to keep up
with the pace at which raw data are being produced today, we need new solutions
that combine tools for data management and services capable of promptly structur-
ing, aggregating and mining data even at the time they are produced. This chapter
discusses some of the issues related to the management of sensors and sensor data,
and proposes a solution to face these issues. The proposed solution is a middleware
to be deployed on top of physical sensors, capable of abstracting away sensors’ pro-
prietary interfaces, and offering them to third party applications in an as-a-Service
fashion for an immediate and universal use. The viability of the approach was finally
tested on real-life use case scenarios.

1 Introduction

Today we are witnessing to a widespread diffusion of physical sensor devices which
are capable of capturing data from the environment they are deployed in and offering
such data to (even remote) elaboration units for further mining and computation.
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Not to talk about the millions of personal handheld devices (smartphone, tablets)
whichmanufacturers equipwith sensors able to capture awide variety of phenomena.
If on the one hand this sensors’ explosion is perfectly in line with the expectation
of the Internet of Things (IoT) vision [10], on the other one the potential provided
by the huge stream of data that can be generated by sensors worldwide is not yet
thoroughly exploited.

Though specifications and standards have been trying to define data models and
protocols for sensors and sensor networks [13], still proprietary sensor networks
are not connected to each other, nor they are connected to a globally accessible
information network. Data produced by sensors are very often not structured and
application-oriented, in the sense that they serve just the specific purpose of the
application that makes use of them. The IoT vision of worldwide deployed sensors,
universally searchable and usable over the Internet by any end-consumer, is far from
being realized.

On the developer end, applications that extract data from sensors must be written
in compliance with the proprietary data interface; further, mining the extracted data
is a complex operation as proprietary data meaning must first be accurately inter-
preted. Relieving the sensor applications’ developer from the burden of extracting
and interpreting sensor data is with no doubt a key step towards the fulfillment of
the IoT vision. In this respect, the service-oriented approach [8, 15] along with the
Cloud technology [2] provides adequate abstractions for application developers. We
believe that integrating heterogeneous sensors and sensor network technologies with
Cloud platforms over the Internet would pave the way for the development of new
useful IoT applications.

The SeNSori research program, funded by the Italian Ministry of the Economic
Development, pursues the ambitious objective of defining a new paradigm for the
development of services exposing the functionality of sensors and sensor networks,
capable of interacting to third party applications, and that can be adequately com-
posed with each other to serve the needs of any application domain, thus following
an IoT-inspired approach. The target scope of the research program is the control
of energetic flows in civil and home environments, but its approach to the sensor’s
issues is general enough to be potentially adopted in any applicative domain. In
particular, in the context of the program, a prototype of a middleware for wireless
sensor networks was implemented and tested against some energy-saving use cases
[4]. Basically, the middleware takes care of abstracting the sensor physical layer and
presenting sensors as services to be easily accessed and composed. In the remainder
of this reading the main technical features of the middleware are discussed.

The chapter is structured as follows. Section 2 discusses the motivation and objec-
tives of the SeNSori project. Section 3 presents the middleware, delves into the tech-
nical details of the components that the middleware is made of, and finally describes
one of the use case against which the middleware was tested. Section 5 draws the
conclusion of the work.
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2 SeNSori: Sensor Node as a Service for Home and Buildings
Energy Saving

SeNSori is an undergoing research program funded by the Italian Ministry of the
Economic Development.

Main objective of the program is the definition and implementation of an “ambi-
ent intelligent” platform for the overall control of energetic flows in civil and home
environments. This ambitious program investigates on how the sensor node specif-
ically, and the sensor network in its dinamicity, may be regarded as the result of
the composition of multiple services which can be produced/consumed through the
platform. The platform, which we will refer to as the Sensor Node as a Service
(SNS) platform, will enable a new paradigm for building sensor-fed services for the
management of home and office environments, which are conceived to maximize the
ambient’s quality perceived by humans and to minimize the overall energy consump-
tion as well. Long term objective of the program is to leverage on the platform to
foster the proliferation of an ecosystem of services which any consumer may access
in order to satisfy their need for controlling andmanaging energetic flows in any civil
environment. Further, in the purpose of adding more value to the implementation of
final services that will be delivered to end consumers, the research program also
intended to stimulate the participation of the sensor industry’s stakeholders in the
implementation and management of added-value services; in this regard, the plat-
form also offers the possibility to integrate natively implemented services to third
party services.

The technological challenge launched by the research program is played at dif-
ferent levels: from the wireless sensor networks deployed in the environment to be
controlled, up to the intelligent systems committed to reasoning on the gathered data.
The main technological issues faced by the program are synthesized as follows:

• Definition of a virtualization layer capable of abstracting sensors’ functionality
independently of their proprietary technology;

• Definition of a basic set of tools for the management of virtual sensors;
• Definition of a service-oriented interface to sensors and the respective offered
functionalities;

• Definition of a set of high-level services to support the environmental governance;
• Definition of a mash-up layer for the integration of third party services and tech-
nologies.

The result of the scientific program is the implementation of a platform’s software
prototype,whose services and involved actors are depicted inFig. 1. In the perspective
proposed by the figure, services are categorized according to the actor that is in
charge of using them. On the one end it is depicted the end user in the role of
owner or responsible for the environment to be governed. On the other one it is the
stakeholder which, leveraging on the basic services offered by the platform, will
provide end users with added-value services.
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Fig. 1 SNS: services and actors

In the program’s aim, the following stakeholders are called to contribute to the
implementation of the ecosystem of sensor-oriented services:

• Service provider. Implements and pushes sensors that are searchable according to
the service’s capabilities or to the capabilities of the associated device(s).

• Sensor device manufacturer. Produces physical sensor device and provides the
description of their capabilities according to the platform’s specification. The sen-
sor can be hot-plugged into the platform, searched and invoked by any appliance.

• Sensor networks’ designer and developer. Design and implement a sensor network
and their control system through the design functionality offered by the platform

• Installer. Provides a turn-key sensor-based control system, with a minimum and
configurable set of services meeting the end user’s needs.

The research work carried on by the scientific program is articulated into three
different lines. The first line focuses on the definition of an infrastructural model
for monitoring and controlling energetic flows in home and office environments.
This line’s objective is to conceive a novel model of sensor node which embeds the
structural and informational aspects of a distributed, service-oriented system. The
second line works on the definition of a software middleware acting as a bridge
between the layer of sensor networks and the network of services exposed by the
platform. The middleware will have to be universally adaptable to any underlying
sensor technology on the one hand, and will have to offer flexible and powerful
APIs to services’ developers on the other one. The definition of a semantic model to



Sensor Node Plug-in System 195

Fig. 2 The SNS reference architecture

represent the sensors’ domain of information is part of this line of work too. Finally,
the third line is in charge of defining a service-oriented framework that will have
to offer both high-level sensor management services and tools to implement ad-hoc
services according to a pattern that will grant to the end user a high level of QoS in
terms of security, reliability, accessibility and usability. All the aspects regarding the
service governance are also investigated in this line. Figure 2 illustrates the reference
platform architecture. The three depicted layers respectively reflect the objectives of
each of the above discussed lines of work.

3 SNPS: An OSGi Middleware for Wireless Sensor Networks

In this section we give a detailed overview of the platform’s middleware layer and
the components it is made of. Themiddleware has been devised to lay on the physical
layer of wireless sensors, to abstract away the sensors’ specific features, and to turn
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sensors into smart and composable services accessible through the Internet in an easy
and standardized way. The middleware’s design follows the basic principles of the
IoT paradigm [10]. SNPS proposes a novel perspective of sensor nodes. Sensors are
not just sources of raw data, but are conceived as smart objects capable of providing
services like filtering, combining, manipulating and delivering information that can
be readily consumed by any other entity over the Internet according to well-known
and standardized techniques.

Primary goal of the middleware, which we call Sensor Node Plug-in System
(SNPS), is to bring any physical sensor (actuator) on an abstraction level that allows
for easier and standardizedmanagement tasks (switch on/off, sampling), in away that
is independent of the proprietary sensor’s specification and technology. By the time
a sensor is “plugged” into the middleware, it will act as a resource/service capable of
interacting with other resources (be them other sensors plugged into the middleware
or third party services) in order to compose high-value services to be accessed in
SOA-fashion. The middleware also offers a set of complimentary services and tools
to support themanagement of the entire life cycle of sensors and to sustain the overall
QoS provided by them.

Basically, the SNPS can be classified under the category of service-oriented mid-
dlewares [15]. In fact, the provided functionality are exposed through a service-
oriented interface which grants for universal access and high interoperability. Yet,
all data and information gathered by sensors are stored in a database that is made pub-
licly accessible and can be queried by third party applications. Further, the SNPS also
support asynchronous communication by implementing the exchange of messages
among entities (sensors, components, triggers, external services). These features
make the middleware flexible to any application’s need in any execution environ-
ment.

At design time itwas decided not to implement the entiremiddleware from scratch.
A scouting was carried out in order to identify the software framework that best sup-
ported, in a nativeway, all the characteristics of flexibility andmodularity required by
the project. Eventually, the OSGi framework [14] was chosen. The OSGi framework
implements a component-oriented model, which natively supports the component’s
life cycle management, the distribution of components over remote locations, the
seamless management of components’ inter-dependencies, and the asynchronous
communication paradigm.

The SNPS middleware was then organized into several components, and each
component was later implemented as a software module (or “bundle”) within the
OSGi framework. Figure 3 depicts the architecture of the middleware and its main
components.

The overall architecture can be broken down into three macro-blocks:

• Sensor Layer Integration
• Core and related Components
• Web Service Integration

In the following we provide a description of each macro-block.
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Fig. 3 SNPS architecture

Fig. 4 Core and related components

3.1 Core and Related Components

Figure 4 depicts the connections among the software components of the SNPS archi-
tecture. The responsibility of each component is described in the following:

• Core. It is where the business logic of the Middleware resides. The Core acts as
an orchestrator who coordinates the middleware’s activities. Data and commands
flowing forth and back from theweb service layer to the sensor layer are dispatched
by the Core to the appropriate component.

• Registry. It is the component where all information about sensors, middleware’s
components and provided services are stored and indexed for search purpose. As
for the sensors, data regarding the geographic position and the topology of the
managed wireless sensor networks are stored in the Registry. Also, each working
component needs to signal its presence and functionality to the Registry, which
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will have to make this information public and available so that it can be discovered
by any other component/service in the middleware.

• Processor. It is the component responsible for the manipulation of the data flow
coming from the sensors. In particular, it provides a service to set and enforce a
sampling plan on a single sensor or on an aggregate of sensors. Also, this compo-
nent can be instructed to process data according to specific processing templates.

• Composer. It represents the component which implements the sensors’ composi-
tion service. Physical sensors can be “virtualized” and are given a uniform rep-
resentation which allows for “aggregating” multiple virtualized sensors into one
sensor that will eventually be exposed to applications. An insight and practical
examples about this functionality are provided in Sect. 3.5.

• Event Manager. It is one of the most important components of the middleware.
It provides a publish/subscribe mechanism which can be exploited by every mid-
dleware’s component to implement asynchronous communication. Components
can either be producers (publishers) or consumers (subscribers) of every kind of
information that is managed by the middleware. This way, data flows, alerts, com-
mands are wrapped into “events” that are organized into topics and are dispatched
to any entity which has expressed interest in them.

• DAO. It represents the persistence layer of the middleware. It exposes APIs that
allow service requests to be easily mapped onto storage or search calls to the
database.

3.2 Sensor Layer Integration

The Sensor Layer Integration (SLI) represents the gateway connecting the middle-
ware to the physical sensors. It implements a bidirectional communication channel
(supporting commands to flow both from the middleware to the sensors and from the
sensors to the middleware as well and a data channel (for data that are sampled by
sensors and need to go up to the middleware).

The addressed scenario is that of wireless sensor networks implemented through
so called Base Stations (BS) to which multiple sensors are “attached”. A BS imple-
ments the logic for locally managing its attached sensors. Sensors can be wiredly
or wirelessly attached to a BS, forming a network which is managed according to
specific communication protocols, which are out of our scope. The SLI will then
interact just with the BS, which will only expose its attached sensors hiding away
the issues related to the networking.

The integration is realized bymeans of two symmetrical bundles, which are named
respectively Middleware Gateway bundle (iMdmBundle) and WSN Gateway Bundle
(iWsnBundle). The former lives in themiddleware’s runtime context, andwas thought
to behave as a gateway for both commands and data coming from theBSs and directed
to the middleware; the latter lives (runs) in the BS’s runtime context, and forwards
commands generated by themiddleware to theBSs. Since themiddleware and theBSs
may be attached to different physical networks, the communication between the two
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Fig. 5 OSGi bundles imple-
menting the sensor layer
integration
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bundles is implemented through a remote “OSGIContext”,which is a specificOSGi’s
features allowing bundles living in different runtime contexts to communicate to each
other’s. In Fig. 5 the two bundles and their respective runtime contexts are shown.

The SLI was designed to work with any kind of BS, independently of the peculiar-
ity of the sensors it manages, with the aim of abstracting and uniforming the access
to sensors’ functionality. Uniforming the management of the sensors’ life cycle does
not mean giving up the specific capabilities of sensors. Physical sensors will maintain
the way they work and their peculiar features (in terms, for instance, of maximum
sampling rate, sampling precision, etc.). But, in order for sensors (read base stations)
to be pluggable into the middleware and be compliant to its management logic, a
minimal set of requirements must be satisfied: the iWsnBundle to be deployed on
the specific BS will have to interface to the local BS’ logic and implement the func-
tionality imposed by the SNPS middleware (switch on/off sensors, sample data, run
sampling plan) by invoking the proprietary base station’s API.

3.3 Web Service Integration

As depicted in Fig. 6, the OSGi bundle Wrapper exports the functionality of the
SNPS middleware to a Web Service context.

SNPS services can be invoked from any OSGi compliant context. On the other
hand, making the SNPS accessible as a plain Web Service will make its services
profitable for a great number of applications in several domains. The functionality
implemented by the SNPS’ bundles have been packaged into the following categories
of services:

• Search for sensors;
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Fig. 6 Wrapping and expos-
ing SNPS as a Web service
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• Retrieve sensors capabilities and sensors data;
• Compose sensors;
• Send commands to sensors (enable/disable, set a sampling plan).

3.4 SNPS Data Model

The SNPS datamodel is one of themost interesting features of themiddleware. Goals
like integration, scalability, interoperability are the keys that drove the definition of
the model at design time. The objective was then to devise a data model to structure
both sensors’ features (or capabilities) and data produced by sensors. The model had
to be rich enough to satisfy the multiple needs of the middleware’s business logic, but
at the same time had to be light and flexible to serve the objectives of performance
and scalability. We surveyed the literature in order to look for any proposal that
might fit the middleware’s requirement. Specifications like SensorML and O&M [1]
seam to be broadly accepted and widely employed in many international projects and
initiatives. SensorML is an XML-based language which can be used to describe, in
a relatively simple manner, sensors capabilities in terms of phenomena they are able
to offer and other features of the specific observation they are able to implement.
O&M is a specification for describing data produced by sensors, and is XML-based
as well. XML-based languages are known to be hard to treat, and in many cases
the burden for the management of XML-based data overcomes the advantage of
using rigorous and well-structured languages. We therefore opted for a solution that
calls on a reduced set of terms of the SensorML specification to describe the sensor
capabilities, and makes use of a much lighter JSON [7] format to structure the data
produced by sensors. An excerpt of what a description of sensor capabilities look
like is depicted in Fig. 7.
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Fig. 7 Description of sensor capabilities in SensorML

This is the basic information thatmust be attached to any sensor before it is plugged
into the middleware. Among others, it carries data regarding the phenomena being
observed, the sampling capabilities, and the absolute geographic position. When the
sensor wakes up, it sends this information to the middleware, which will register the
sensor to the Registry bundle, and produce its virtualized image, i.e., a software alter-
ego of the physical sensor which lives inside the middleware run-time. The virtual
sensor has a direct connectionwith the physical sensor. Each interaction involving the
virtual sensor will produce effects on the physical sensor too. It is important to point
out that all virtual sensors are treated uniformly by the middleware’s business logic.

Furthermore, SensorML is by its nature a process-oriented language. Starting from
the atomic process, it is possible to build the so-called process chain. We exploited
this feature to implement one of the main service provided by the SNPS, i.e., the
sensors’ composition service (see Sect. 3.5 for more details). This service, in fact,
makes use of this feature to elaborate onmeasurements gathered bymultiple sensors.

As regards the definition of the structure for sensor data, JSONwas chosen because
it ensures easier and lighter management tasks. Themiddleware is designed to handle
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(sample, transfer, store, retrieve) huge amounts of data,with the ambitious goal to also
satisfy the requirements of real-time applications. XML-based structures are known
to cause overhead in communication, storage and processing tasks, and therefore
they do not absolutely fit our purpose. Another strong point of JSON is the ease
of writing and analyzing data, which greatly facilitates the developer’s task. A data
sampled by a sensor will then be put in the following form:

Sensor_Measure:
{

‘‘SensorId’’:‘‘value’’,
‘‘data’’:‘‘value’’,
‘‘type’’:‘‘value’’,
‘‘timestamp’’:‘‘value’’

}

3.5 Building and Composing Virtual Sensors

Sensor Composition is the most important feature of the SNPS middleware. Simply
said, it allows to get complex measurements starting from the samples of individual
sensors. The composition service is provided by the Composer bundle (see Fig. 2).

An important prerequisite of the composition is the sensor “virtualization”, which
is a procedure performed when a sensor is plugged into the SNPS middleware (see
Sect. 3.2). Aggregates of sensors can be built starting from their software images
(virtual sensors) that live inside the SNPS middleware. Therefore, in order to create
a new composition (or aggregate) of sensors, the individual virtual sensors to be
combined need to be first selected. Secondly, the operation to be applied to sensor’s
measurements must be specified. This is done by defining the so-called Operator,
which is a function that defines the expected input and output formats of the operation
being performed. The final composition is obtained by just applying the Operator to
the earlier chosen virtual sensors. By that time, a new virtual sensor (the aggregate) is
available in the system, and is exposed as a new sensor by the middleware. Figure 8
depicts the structure of an aggregate of sensors.

Let us figure out a practical use case of sensor composition. Imagine that there
are four temperature sensors available in four different rooms of an apartment. An
application would like to know about the instant average temperature of the apart-
ment. A new sensor can be built starting from the four temperature sensors applying
the average operator, as depicted in Fig. 9.

In this specific case, the input sensors are homogeneous. The middleware also
provides for the composition of heterogeneous sensors (e.g., temperature, humidity,
pressure, proximity), provided that the operator’s I/O scheme is adequately designed
to be compatible with the sensors’ measurement types.
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3.6 Use Case Scenario

A prototype of the middleware has been implemented and its functionality have been
tested. In this section we provide some insight on a real use case that we set up in
order to prove the effectiveness of the implemented mechanisms. In particular, here
we focus on what we believe is the most important middleware’s provided service,
which is the sensors composition service.

The sensors composition process puts emphasis on the semantics of the operation,
rather than relying on the simple measure. In this regard, it has been developed a
use case, in order to emphasize the power and importance of the aggregation of
sensors. Let us imagine an apartment in which for every room there is a temperature
sensor; it may be interesting to detect the average temperature of the apartment and,
if necessary, use this value to perform further processing.

Let us consider this use case as divided into two distinct phases: sensors compo-
sition and aggregate sensor inquiry.
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Fig. 10 Sequence diagram for the sensor composition phase

Phase 1: Sensors composition.
In the first stage, we are going to consider the following actors:

• Web Integration Interface (Wii). It represents the entity generating the composition
request;

• Composer. It generates the new virtual sensor from simple temperature sensors;
• Registry. It registers the sensor;
• Core. It orchestrates the composition task among the middleware components.

The operations carried out in the scenario, depicted in Fig. 10, are the following:

1. The Wii propagates the request to the Core of the platform.
2. The Core retrieves the images of the selected sensors and perform a two-steps

validation:

– Verification of the existence of the sensor images in memory;
– Validation of the operator to be applied to the sensors;

3. The Core invokes the composition service provided by the Composer;
4. The Composer generates the new (virtual) aggregate sensor;
5. The Registry registers the new sensor;
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Fig. 11 Sequence diagram for the aggregate sensor inquiry

6. The Core generates a “registration” event for the new sensor, according to the
Publish/Subscribe paradigm;

Phase 2: Aggregate sensor inquiry.
The steps made in this phase, described in Fig. 11, are the following ones:

1. The Wii propagates the request to the Core;
2. The Core, after selecting the aggregate sensor, invokes the get-data operation;
3. The virtual sensor image invokes, for each composing sensor, a service provided

by the Sensor Layer Integration (SLI);
4. The SLI propagates the request to the gateway (at WSN Level), which is able to

interact directly with the Base Station, which maps the command into a direct
command to each physical sensor;

5. After getting the data, the SLI generates a Data response event, which the aggre-
gate sensor is able to collect;

6. Finally, the aggregate sensor applies the operator to the previously collected data,
and generates an event on the topic of interest;

8. The Processor records the measurement.
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4 Related Work

Themost notably effort in providing standard definition ofWeb service interfaces and
data encodings to make sensors discoverable and accessible on the Web is the work
done by the Open Geospatial Consortium (OGC) within the SensorWeb Enablement
initiative [1, 13]. The role of the SWE group is to develop common standards to
determine sensors capabilities, to discover sensor systems, and to access sensors’
observations. The principal services offered by SWE include:

• Sensor Model Language (SensorML): provides a high level description of sensors
and observation processes using an XML schema methodology

• Sensor Observation Service (SOS): used to retrieve sensors data.
• Sensor Planning Service (SPS): used to determine if an observation request can
be achieved, determine the status of an existing request, cancel a previous request,
and obtain information about other OGC web services

• Web Processing Service (WPS): used to perform a calculation on sensor data.

A common misconception of the adoption of SWE standards is that they, instead
of encapsulating sensor information on application level, were originally designed
to operate directly on a hardware level. Of course, supporting interoperable access
on the hardware level has some advantages and comes very close to the “plug and
play” concept. Currently, some sensor systems such as weather stations and observa-
tion cameras already offer access to data resources through integrated web servers.
However, besides contradicting the view of OGC’s SWE of uncoupling sensor infor-
mation from sensor systems, the downside of this approach arise when dealing with
a high number of specialized and heterogeneous sensor systems, and in resource-
limited scenario (as typical WSNs) where communication and data transportation
operations have to be highly optimized. Even a relatively powerful sensor gateway is
not necessarily suitable as a web server: in many cases it may typically be networked
via a low-bandwidth network and powered by a battery and so it has neither the
energy or bandwidth resources required to provide a web service interface.

The need for an intermediate software layer (middleware) derives from the gap
between the high-level requirements from pervasive computing applications and
the complexity of the operations in the underlying WSNs. The complexity of the
operationswithin aWSN is characterized by constrained resources, dynamic network
topology, and low level embedded OS APIs, while the application requirements
include high flexibility, re-usability, and reliability to cite a few. In general, WSN
middleware helps the programmer develop applications in several ways: it provides
appropriate system abstractions, reusable code services and data services. It helps the
programmer in network infrastructure management and providing efficient resource
services.

Some research efforts have been done on surveying the different aspects of mid-
dleware and programming paradigms for WSN. For example, [6] analyzed different
middleware challenges and approaches for WSN, while [16] and [12] analyzed pro-
gramming models for sensor networks.
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As an example of different approaches, we cite here TinyDB [9], a query process-
ing system based on SQL-like queries that are submitted by the user at a base sta-
tion where the application intelligence resides. Enabling dynamic re-configuration is
one of the main motivations for component-based designs like the RUNES middle-
ware [3]. Finally, operating systems for WSNs are typically simple, providing basic
mechanisms to schedule concurrent tasks and access the hardware. In this respect, a
representative example is TinyOS [17] and the accompanying nesC language.

Very recently, in order to provide high flexibility and to add new and advanced
functions to WSN middleware, the service-oriented approach has been applied to
sensor environments [8, 11]. The common idea of these approaches is that, in a sen-
sor application, there are several common functionalities that are generally irrelevant
to the main application. For example, most services will have to support service reg-
istries and discovery mechanisms and they will also need to provide some level of
abstraction to hide the underlying environments and implementation details. Fur-
thermore, all applications need to support some levels of reliability, performance,
security, and QoS. All of these can be supported and made available through a com-
mon middleware platform instead of having to incorporate them into each and every
service and application developed.

In this context, the OSGi technology [14] defines a standardized, component/serv-
ice oriented, computing environment for networked services. Enabling a networked
device with an OSGi framework adds the capability to manage the life cycle of
the software components in the device from anywhere in the network without ever
having to disrupt the operation of the device. In addition, the service oriented para-
digm allows for a more smooth integration with Cloud platforms and for advanced
discovery mechanisms also employing semantic technologies [5].

5 Conclusion

The proliferation of physical sensors and handheld devices equipped with sensors
is responsible for the production of huge amount of raw data which today’s tool for
data management are not able to keep up with. In the IoT vision, sensors and their
respective sampled data are useful not just for the environment they were designed
for, but should feed an ecosystem of services accessible world wide over the Internet.
To implement such a scenario a new perspective of sensors and sensor networks must
be adopted, which shifts the role of an individual sensor from a mere physical device
producing raw data to a powerful service capable of undertaking some data manip-
ulation tasks and of interacting to other sensors/services for serving more ambitious
objectives in wider domains. In this chapter we have discussed of a middleware
which faces some of the issues underlying this view. A prototype of the middleware
was developed and tested in a typical problem of energy-aware control in civil and
home environments, but its approach to sensor abstraction makes the middleware
deployable in other application domains.
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Toward the Next Generation of Sensors
as a Service

Dario Lombardo, Vito Morreale and Giuseppe Li Calsi

Abstract This chapter presents a novel approach for service oriented architectures
applied to the Sensors-as-a-Service paradigm. This work illustrates a flexible, scal-
able programming model of applications based on a service platform. The major
contribution of this work is a new idea for service model, SNS model, compliant to
sensor, where service is designed to use the information coming from sensor, and
it is possible to their integration. The service model allows to optimize information
that are coming from service or from sensor versus a new concept Service SNS.

1 Introduction

Oneof themost knownandwell-establisheddevelopment anddeployment approaches
to software systems is Service oriented architecture (SOA). It indicates a specific
type of distributed system, in which the entities that constitute it are precisely the
services. An emerging trend in recent years makes various types of Web-resident
sensors, instruments, imaging devices, and repositories of sensor data, discoverable,
accessible and controllable via the World Wide Web. It would be interesting to com-
bine the two different aspects, i.e. service-orientation and sensor-as-a-service, into
a unique services platform conceived, specialized, and optimized for sensors. This
chapter aims at this goal, i.e. a new idea to develop a platform for ease of use and
the integration of sensors as services.
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Fig. 1 Sensor interface

This chapter is organized as follows: first a brief state of the art is presented (Sect. 2);
then our solution is presented: Model SNS Service (Sect. 3), SNS platform (Sect. 4).

2 Service Oriented Architecture for Sensor Networks

One major reason for the increasing interest in wireless sensor networks (WSN) in
the last few years is their potential usage in a wide range of application domains.
This interest brings to the identification of the new paradigm of Sensors as a Service,
to employ the same concept of service at sensor with the suitable correction for this
case. The appropriate levels of abstraction [1–4] contribute to obtain the required
specifications (Fig. 1):

• The Node Abstraction Layer handles information on sensory capabilities of sensor
nodes providing mechanisms for uniform access by the higher levels.

• Data Access Abstraction Layer is related to collect data from networks sensory
and move to higher levels according to the specifications

• Network Management Abstraction Layer provides an interface to the functionality
most closely related to themanagement system of the network (setting, state nodes,
etc.)

At the application level, each sensor may be modelled according to a service-
oriented design [5–7], i.e. as including a set of actions that may be demanded to the
sensor, with the help of services called by means of the framework, where services
were developed. Those actions concern primarily querying the sensor in order to
acquire the physical quantities under monitoring, and configuring the behaviour of
the sensor by adding the new functionalities offered by specialized services.

The logical model of the sensor has to be agnostic with respect to its physical
characteristics and to the measured quantity, thus allowing a wide range of flex-
ibility whenever new sensors are added. There are some necessary features that
a Service-Oriented Middleware for WSN would be required to implement. They
include functional and non-functional requirements. In many application domains
specific functions are essential since they derive from the application logic itself.
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A middleware common to all applications has to include all major core services, in
order to avoid that these should then be integrated in each application developed for
the specific domain. The common requirements for such services are [8–10]:

1. Runtime support for the delivery of services and their execution
2. Support to consumers for the discovery of registered services
3. Transparency for client applications
4. Abstraction to hide the heterogeneity of environment sensors
5. Configurable services
6. Support to the mechanisms of self-organization
7. Interoperability with a wide range of devices
8. Efficient management of large volumes of data with high throughput commu-

nication
9. Cooperative processing of tasks should lead to more precise results and new

application fields
10. Sensor networks require securitymechanisms that are adaptive to environmental

conditions
11. Support for the requirements of QoS
12. Support for integration with other software systems
13. Sensor nodes must perform tasks of network maintenance
14. All algorithms and protocols must be energy optimized.

Finally, service-oriented approaches shape the sensors as a series of services, allowing
then to adopt the common and powerful paradigm of service-oriented architecture
for building applications. The major strong point of the service-oriented middleware
is the ease with which you can add advanced features simply by implementing new
services.

3 SNS Service Model

The SNS model, see Fig. 2, is defined to represent SNS service with its structure
and its attributes. The SNS model would like to convey a possible representation of
sensor as a service. The model’s goal is to create an abstraction of the sensor, the
physical layer, considering it as a service, and a software level, for interacting with
sensor like if it was a service, by adopting the whole service-oriented paradigms.
In the SNS Service model a connection between service and sensor is expressed
formally, where Service SNS finds an integration at high level. It is possible to
represent this formalization:

Service SNS = Sensor(data, dependence)

+ Service(data, operation, dependence)

The SNS service model is an optimized conjunction of service and sensor, where
the information related to both are represented. The SNS service model is composed
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Fig. 2 SNS service model

Fig. 3 SNS service

of a service-related part and a part more specific to the wrapped sensor. The service
part includes information about operations and data related to them, whereas the
sensor part specifies only the data to gather from the sensor; however a dependence
relationship between service and sensor can be specified.

The operation attribute specifies what the service can do and its interaction with
the external world, while the data attribute represents what information the ser-
vice/sensormanage. The above-mentioned dependence concernswith the connection
between services and sensors and allows to wrap a combination of several services
or sensors with a SNS service.

4 Service Platform

This work proposes a standardized configuration of SNS service that strictly depends
on its description. SNS service (Fig. 3) will exhibit an unique Web service interface
through which client services and systems can exploit sensor’s services.
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Fig. 4 SNS platform

The SNS service has available all data necessary for its operation: such data come
from the data supplied by sensors on network or other SNS services. So that SNS
service can be properly configured by the user or application supposed to use it.

A SNS service (Fig. 3) is a software component that can be plugged into the
platform to offer only one interface, to manage indifferently services and sensors.
The SNS service, Fig. 4, will access to the sensors managed by the SNS platform
through the sensor interface, being able to achieve measurements or perform any
operation specified in the interface.

The information that the SNS service can exchange varies from service to service.
Each SNS service makes accessible its description, by which it explains the depen-
dencies (data sources), the operations and the data to be known, so that it can offer
its services. The configuration of each SNS services will exposure a standard WS
management interface, that it is fixed by platform. This choice allows to have a single
interface shared by all SNS services, providing the description of the SNS service,
to carry out the basic operations and the configuration and the operations offered
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by the SNS service. Nevertheless, the service will expose WS customized interface
with its functionalities and operations, to make available outside of the platform. It is
possible to access these services only after having carried out the configuration from
the platform or through the management interface of the service, and obtaining its
identification. The choice of imposing a single interface for managing all the services
of the platform will result in releasing a single library for managing all services and
that can be used by all modules of the platform.

In order to make the development of new SNS services as fasted as possible, a
framework, called SNSWSFramework, has been defined and released, which con-
tains a set of feature.

4.1 Service SNS

Each SNS service has its ownXMLdescription that contains the list of dependencies,
the list of data to configure and list of offered operations.

Dependencies: Dependencies can be of two types: “sensors” and other “SNS
services”. For each of them a name is given, alonh with the type of measure and the
unit of measure. Some dependencies can be selected among several alternatives. This
type of dependencies are described with the element < dependencyChoices/ >.

data: For each data set it is possible to indicate the name, the unit of measurement,
whether it is required to configure and, in case it is not present, its default value.

Operations: For each operation offered by the service, this field provides the
name, the list of input data provided by the operation and the list of output data. For
each of the data input / output the same information provided for the data service
configurations is shown.

For use the SNS Service is necessary configure. The SNS Service configuration,
in relationship of the own description, permit to build a new instance of specific SNS
Service, and it is stored into definite repository.
Configure SNS services: Each SNS service needs to know in advance the informa-
tion to access the data required for its operation. This information varies for each
user and should be saved in an appropriate user configuration. When the user wants
to use the services offered by SNS service, he or she has to provide the ID of this
associated configuration. The information that can be configured for each service are
of two types: dependencies and data.

The configuration management can be done through the management interface of
the service using one of the methods exposed for configuration management:

• editServiceConfiguration: to edit a configuration already existing on the system,
replacing the old one with the new one, by providing the identifier of the old
configuration and the element <serviceConfiguration /> with the new one; it
returns the identifier of the new configuration in case of success;

• getServiceConfiguration: to retrieve an existing configuration, by taking the
identifier of the configuration as input and getting back an element of type
<serviceConfiguration /> with the corresponding configuration.
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Configuring dependencies: SNS Services offer functionalities to get data from
sensors of the user or other SNS services configured by the user. In order to access
this data, the service needs to know the required parameters that it is possible to
distinguish according to the type of dependencies. The dependencies that need to be
configured for the service SNS are indicated in its description; for each of them the
type of measurement returns is indicated, and the unit of measure. To complete the
configuration of dependency, it is necessary to specify a data source that returns a
data consistent with the description. As previously mentioned, the dependencies are
of two types, i.e. sensors and other SNS services, whereas configuration parameters
of the dependence are:

1. sensors dependencies: to specify the data needed to access the instance of the
SNS system that manages the sensors (address on which the service responds)
and the identifier of the sensor;

2. dependencies on other SNS services: to specify the data needed to access the
management interface of the service, the name of the operation of interest, the id
of the configuration to be used;

Configuration data: The SNS services may require some parameters that have to
be configured for their correct operation. These are also indicated in the description
of the service and for each of them the necessary information to their configuration
is given.

5 Conclusion

This chapter describes a new approach for developed services connected with a
sensor. It defines a structure of an abstract service and the list of requirements for
this service model. The information generated by a service and a sensor is handled
by SNS platform: the source information is different every time for every sensor, but
the interface to interact with the platform is uniform.
This work allows to be compliant with a service approach to distributed systems
(such as sensor networks). The resulting API and platform are released according to
the open source rules.
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Advances in Internet of Things as Related
to the e-government Domain for Citizens
and Enterprises

Francesco Beltrame and Virginia Dagostino

Abstract This work deals with the role of Internet and, specifically, of Internet of
things with its advanced performances (i.e. Cloud technology), in the e-government
domain. It is based on the multi-year direct experience of the authors committed to
develop the complex digitalization process of the Italian Public Administration with
the objective of yielding ever improved services delivery, with respect to quality and
time, to citizens and enterprises. The underlying rationale is that since the Public
Administration, in Italy, but in most developed countries as well, acts as a critical
switching node for about 50% of the Gross National Product, its internal machinery
improvement achieved through a largely diffused advanced and well suited ICT solu-
tions adoption, will strongly affect in a positive manner the national competitiveness,
leading, in the end, to a better scenario for employment and wealth. Apps, open data
and Cloud are keywords offered to the reader as basic seeds for the understanding
of a proposed model and corresponding solution to deal with the complex problem
of setting up both single and multi-Public Administration business processes. In
both instances, a novel logical and technological model is introduced and discussed,
strictly driven by the end user needs, on the front office side, i.e. by the real demand
and not by a theoretical, often generic, technology offer.

1 Introduction

A Public Administration (PA) unable to accomplish its various missions as deter-
mined by law, constitutes a serious deadlock to the development of any country,
and keeps far from it also potentially interested foreign investors, which do not feel

F. Beltrame (B)

University of Genova, Genova, Italy
e-mail: francesco.beltrame@unige.it

V. Dagostino
RINA S.p.A., Genova, Italy
e-mail: virginia.dagostino@rina.org

S. Gaglio and G. Lo Re (eds.), Advances onto the Internet of Things, 217
Advances in Intelligent Systems and Computing 260, DOI: 10.1007/978-3-319-03992-3_16,
© Springer International Publishing Switzerland 2014



218 F. Beltrame and V. Dagostino

properly protected by a too slow and inefficient machinery, difficult to understand
from the outside world.

Themain objective of thiswork is that of analyzing and defining strategical criteria
in order to realize a knowledge information system of prototypal nature designed for
the PA considered as a whole, resulting from a new modeling of organizational
processes, based on a complete:

• document flow “de-materialization”
• introduction of activity and business process powerful workflow tools
• introduction of a semantic level able to ease document organization and an informa-
tion smart access from citizens and enterprises, including the full tracking versus
time of their instances to the various reference PA over the territory

• development and use of Cloud technologies for PA front-office and back-office
applications.

The system is conceived to yield a series of services to the various end user categories,
among which access to the citizen digital record and the enterprise digital record,
support to the open publication of public data as produced by a given PA and to their
integration with data from other PAs and, more in general, with other open data, as
ruled in the various countries and, for example, in Italy by the Digital Administration
Code (CAD), according to the laws n. 82/2005 and n. 235/2010 and their further
modifications and integrations.

Following adeep analysis of the information systemstatus currently installed at the
various hosting PAs, it is evident the need of re-thinking the nature and architecture
of such systems. The main reasons are related to the obsolescence of the running
systems and to the architectural model previously adopted, such as the client-server
one. Such considerations do not allow an easy evolution of such systems towards
new and more performing solutions. Furthermore, the expected increase of data as
generated by document and information de-materialization in each single PA and
those expected from the opening of the internal processes from and to the citizens
(trend known with the denomination of big data or data deluge), will lead to the
point of the need of reconsidering also the tools supporting such data persistency to
be able to manage data amount of the order of peta or exabyte for each single PA [4].

To such extent, it is worth to mention some technologies potentially capable to
optimize the use of processing and storage resources:

• virtualization: it allows to disentangle the applications from the underlying hard-
ware, yielding in an optimal resource usage at run time, reducing management
and maintenance costs, as well as, if properly monitored, energy consumption,
also making easier disaster recovery procedures, service quality and operational
continuity

• Cloud technologies: it is based on virtualization techniques usage and it allows
resource sharing among different administrative entities (tenant), yielding to each
of them the feeling of having available infinite resources and, at the same time,mak-
ing possible cost attribution only as a function of their real use. Such an approach
keeps also into account the adoption of programming languages based on parallel
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and logic-functional paradigms, which better fit the dynamic and distributed nature
of the new applications on the server-side

• no SQL databases: this is an approach to heterogeneous data storage and access,
promoted in 2003byGoogle researchers and also adopted byother relevant Internet
providers, which removes the limits in performance and scalability of current
solution of commercial databases as applied to big data contexts.

The realization of the prototypal system should adopt the most innovative techniques
both for the development of software modules (apps), also by taking into proper
account the guidelines on “reuse by parts”, and for the development of user interfaces
highly usable, by taking advantage of the interaction features as offered by mobile
devices.

Another important aspect for system success, will be its independence from the
application domain, in order to obtain a product easily usable in many PA sectors
(portability and scalability of the prototypal solution). Of course, the strategic design
criteria do not refer only to technological profiles, but also to the normative ones,
thanks to a careful analysis of the various constrains which limit a full digitalization
of the administrative process, area internationally known as e-government, in order
to guarantee that when the system is realized and in place, it will fit the numerous
current laws and ready to implement also new tools which will be in turns later
regulated, until even to prepare new proposals “de jure condendo”.

It is worth to mention that the PA innovation need meets a relevant connection
item of the Horizon 2020 European Union (EU) program for two main reasons:

• reason number one is that, for the first time, Horizon 2020 joins, inside the same
framework, Research&Development and Innovation (until FP7, included, the sit-
uation has been different)

• reason number two is due to the observation that in Horizon 2020 the content
titles for Research&Development and for Innovation are named in its third part
only: Societal Needs, to represent as the new knowledge production (Research&
Development part) and Innovation (which includes larger and more differenti-
ated dimensions, such as the anthropological, the social and the economic ones)
is mostly driven (see quantitative aspects about the resource distribution over
the three aforementioned chapters) from the demand of providing adequate solu-
tions to concrete needs of citizens and enterprises and not from the offer of even
advanced technological solution looking for problems. In fact, the main need is
to yield value to citizens and enterprises of the various countries through a more
efficient PA thanks to the use of advanced ICT technologies, such as Cloud, in
order to provide services in such a manner to be law-compliant and economically
sustainable.

For what it concerns the aspects related to new ICT technologies, it is necessary to
keep into account the activity lines of the European Research Area (ERA) and for
the industrial and technological leadership in the ICT domain:

• development, diffusion and functioning of ICT based electronic infrastruc-
tures: the PA need allows to make available either for the PA itself or for other
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institution data related to the various activities (with respect to the privacy-law
constraint), also historical data in order to perform analyses and studies from var-
ious disciplines researchers, either scientific and humanistic ones, achieving an
incentive effect for the industrial context development

• next generation processing: advanced information systems and technologies:
the ways of application development, particularly the server-side ones, since they
must be compliant with specific maintenance requirements, laws, technical rules
and certifications, reuse and migration, will allow the experimentation of para-
digms different fromobject-orientation, in order to better take advantage of the par-
allel and distributed features of Cloud (for example, parallel and logic-functional
languages)

• Future Internet: infrastructures, technologies and services: the approach to
shared development and reuse of applications starting from open specifications is
coherent with the concept of Future Internet [3] as currently promoted.

2 Qualification of the Socio-Economic Relevance of the Proposed
Solution and of its Positive Fallouts for End Users Resources
Use and Optimization

The strategic criteria which constitute the basis of the envisaged solution reflect the
vision of a logic based on three words: LAW-ECONOMY-TECHNOLOGY, capable
to offer the best guarantees about the final prototype either for the research partners or
for the industrial ones, because it calls for new knowledge production (and therefore
research activity) able to optimize as efficiency regards the crucial PA bottlenecks.
Such an optimization, will in turnsmakemore competitive each country (the PA, each
year, does intermediate relevant amount of the Gross National Product), according
to a regulated framework ruled by the various laws which are in force in the various
countries.

The envisaged solution can be synthesized in the development and use of Cloud
technologies for the PA front-office and back-office.

In the following, the Cloud as applied to e-government is described, in order to
understand its potential for the qualification of the socio-economic relevance of the
matter presented in this work.

TheCloud concept has various definitions in the literature. Considering the author-
ity of the source, the USA NIST definition is considered:

Cloud computing is a model to access through Internet to a pool of assemblable processing
resources (networks, servers, storage, applications and services)which canbe easily allocated
at the time of need, and similarly can be also easily released when no more needed, leaving
to the providers the operational management task of such resources [5].

One of the main point of strength of Cloud is the one of being capable to provide
almost unlimited ICT capacities directly available through Internet, therefore from
any point where a network connection is present and almost with any device: desktop,
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laptop, tablet, smartphone and other intelligent devices. Another fundamental point
of strength arises from the fact that are just the service providers to be responsible
for the hardware and software resources, of their maintenance, of their updating,
security and of other essential resources. To Cloud clients, in the case study PAs,
made free from the management duties, will be leaved only the task of identifying
the services and the tools useful for their specific needs. In this way, the single
client (end user) can focus the activities on its own core business leaving (like in
outsourcing) to the service provider all the ICT support activities. Furthermore, the
needed ICT services can be acquired in a fashion directly related to the specific
needs of any specific moment. Well known examples of Cloud provided applications
are Facebook, Amazon, eBay. For example, a given PA, will not need to acquire,
maintain and manage large infrastructures for its information/knowledge systems,
since it will have the possibility to acquire all or almost all the needed ICT services
from a Cloud provider. Even today, many private enterprises of different size take
advantage ofCloud services, and, by acting in thisway, they realize consistent savings
and improve their economic yield. For PAs, instead, still cultural and legislative
barriers are present to use such service approach for what it concerns the localization
and management of data of sensitive nature. In technologically advanced countries,
such as the Republic of Korea (ROK), the USA, the United Kingdom (UK), Japan,
Finland, programs to include Cloud as part of their ICT architecture are running,
while instead some services have been alreadymigrated onCloud platforms provided
by private enterprises. This has been accomplished to allow for the administrations
and for other public institutions to reduce management costs and to obtain other
improvements for the provisioning of qualified services to citizens and enterprises.

The service Cloud offering is relatively new and it is undergoing a great develop-
ment. This fact implies that near to the numerous benefits as offered by this new way
of conceiving ICT services, are still present, in view of including such services in the
information/knowledge PA systems, limitations and problems which is important to
tackle and solve. Particularly, large amount of work has to be carried out in terms
of specifically customized applications at design and development level in order for
them to be used in a Cloud context. For such reasons, new knowledge production is
needed to study, experiment and evaluate both the requirements and the opportuni-
ties as offered by the Cloud, inside the framework of the processes correspondent
to the services provided by PAs, particularly on the front-office side, the one more
perceivable by citizens and enterprises and on which, even in recent years, less has
been invested with respect to the back-office side.

Nowadays, PAsof developed countries are subject to heavy cost reductionpolicies,
while, at the very same time, to the search of ways to improve the efficacy and
efficiencies of their units. The Cloud is a key element for the PA modernization, by
obtaining, at the same time, the result of improving its own efficiency while reducing
costs. In theUSA, the officialGovernmentwebportal,USA.gov, has beenmovedonto
a platform named Enterprise Cloud, produced by Terremark. USA.gov is one of the
USA more visited Government website, with more than 100million visitors per day,
and it has been designed to function as access point to the information available on
the public USA website. However, the online traffic underwent a very high degree of
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variation under particular cases. Before the porting on the Cloud of the portal, in case
of high traffic peaks, service delays or interruptions were frequent. Enterprise Cloud
has been the answer to this problem. The effective porting required only 10days,
and the Cloud trial has been carried out in one weekend. Martha Doris, the Deputy
Associate Administrator of The Office of Citizen Services, estimated that the porting
onto the Terremark Cloud platform allowed a cost cut of about 90%, by improving, at
the same time, systemperformances andflexibility.As a consequence of such positive
results, the DATA.gov portal porting onto the same Cloud platform is in progress. In
theUnitedKingdom (UK), it has been decided tomove some services over the Cloud.
During 2011, it has been announced the creation of a private Cloud infrastructure
named G-Cloud. G-Cloud is designed to include not only the Government data-
center, but also to yield tools supporting working activities, to implement a private
Government wiki and a mail server for the UKmunicipalities. It is currently running
a study to identify applications and tools useful for the Government and available
over the Cloud, which could be sharedwith other departments and public institutions.
According to the running plan, 80% of the UK public departments will make use of
the G-Cloud platform, leading to saving of about 3.2billion pounds per year on the
expenses for ICT resources. Further to economic reasons, G-Cloud has also other
motivations. There is an improvement on security, since all the information would
be hosted in the Government private Cloud. Other services, mainly those of vital
importance, would be separated by G-Cloud. Other benefits include the possibility
of implementing good practices for what it regards energy efficiency. In Japan, the
Ministry of Internal Affairs and of Communications (MIC) developed a plan named
Hatoyama, introduced in 2009. The Hatoyama plan has the objective to create new
ICT markets to act as a stimulus for Japan economy. As part of the Hatoyama plan,
the Government is designing a Cloud national infrastructure, named Kasumigaseki
Cloud, to be realized by 2015. Kasumigaseki Cloud will provide the platforms for
the shared functions at the Government departments, in order to harmonize systems
and processes, by reducing processing time. As a consequence, new investments in
the order of various thousands of billions of yen are envisaged and, at the same time,
the creation of 300.000–400.000 new jobs. In summary, the USA are trying to save
money by using the resources made available by the Clouds of the private sector,
discharging over them the costs related to the investment, operating management
and updating of the ICT devices. Instead, the UK Government decided to create its
own Cloud structure maintaining their ICT still bounded to the PA hands, but, at the
same time, gaining the advantages offered by the Cloud. Japan, a country where high
technology is largely diffused, produced a very ambitious plan to create new ICT
markets and to use the Cloud either in the PA as well as in other sectors. On the other
side, one of the barrier to a pervasive diffusion of Cloud services is given by the lack
of reliable access points to the network. From this point of view, Japan is advanced
with respect to the other countries, since wireless Internet connections are available
almost everywhere.

From the described examples, it appears evident the tendency toward an ever
increasing Cloud adoption, and that the Cloud will be most likely a dominant service
model in the next years. Nowadays, the acquisition of very large Government ICT
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structures is not more necessary and not more useful, since it is possible to acquire
services on the basis of the need in any moment according to a centralized fash-
ion. Since many Government structures or public institutions use the same class of
applications, it is possible to consider the development of common ICT solutions
based onto Cloud services. In this way, it could be possible to put in place strategies
to allow reduction of the costs related to investment on new ICT devices, to their
maintenance, to their updating and to their energy consumption. The Cloud could be
therefore fundamental in the future for the PA ICT services.

For example, by looking at the future for ICT investment in the Italian PA, a poten-
tial useful model could be represented by a mixed solution between the UKG-Cloud
and the Kasumigaseki of Japan. In fact, it is necessary to properly consider the leg-
islative limitations on the possible localization of data of sensitive nature, which
forces to use the already available ICT infrastructure, and, versus time, to include all
the other public entities such as hospitals, schools, municipalities, by implementing
a Hybrid Cloud. The public will have access to information through services made
available for the citizens over a Public Cloud, while the Private Cloud will be used
by the PA. Standard applications should be developed for similar institutions (e.g.,
municipalities). Furthermore, different approaches should be studied for institutions
which have different missions, both for the nature of the institution itself and for
reason related to data security (e.g., Ministry of Justice). It could also be possible
to study set of services offered on virtual shops, where the end users could select
the application type for their needs in terms of cost, performances and reliability, of
course always being law requirement compliant. USA,UK and Japan, envisage in the
Cloud the direction towards which integrate and evolve their information/knowledge
systems, and are investing quite large amount of resources in this strategy.

From a research point of view, it has to be considered that while several tools and
services on the Cloud are already available at a sufficiently robust and mature stage,
there are also various interesting investigation directions related to the development
of intelligent applications for workflow management either inside a given PA or for
what it regards interoperability and information and data exchange among offices
belonging to different PAs. As matter of fact, it is possible to make available for the
citizens a centralized point to access information managed by various PA depart-
ments as, for example, it happens in the USA with the aforementioned USA.gov
portal. Furthermore, it could be of interest, among the various potential research per-
spectives, the one of developing applications and adaptive workflows for processing
procedures and documents inside a single PA or even to process complex procedures
and documents involving more PAs.
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3 Functional and Performance Requirements of the Proposed
Solution

Starting from the state of the art on Cloud, workflow management, ICT applications
running at the PA of some of the most advanced countries in this domain, and from
the analysis of the availability of some commercial products for the PAs, the most
important scientific and technological needs for the PAs have been identified.

Such collected needs have been then set inside frameworks of concrete operational
activities of the PAs. In such pictures, some of the requirements that future research
should fulfil have been identified. As matter of fact, the collected needs cover a larger
domain with respect to that outlined by the pictures and correspondent requirements
as reported in the following text. A more deep step of analysis is envisaged in subse-
quent phases, where further requirements could be derived from the expressed needs
in conjunction of their inclusion into further applicative situations.

3.1 Needs List

From the studies carried out, the following needs can be identified (B).

B1. Improved application interoperability thanks to the adoption of open standard

a. at data (secured) access level
b. at applications interoperability level.

B2. Systems migration support to allow applications migration over Cloud plat-
forms as offered by different providers, also with regard to disaster recovery
functions, service maintenance, provider substitution.

B3. Service availability coherent with the operational needs on the basis of shared
service levels and security and legislative constraints.

B4. Security

a. data security (no-repudiation, high availability, compliance to laws and
technical rules which are into force)

b. identification mechanisms (of people) and authentication mechanism (of
documents) set according to a federated context, through trust mechanisms
among different administrative domains and roles and rights delegation on
resources

c. compliance to running rules of networking solutions related to virtualiza-
tion.

B5. Adoption of environments and methodologies Cloud-specific for applications
test and development
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a. apps should be driven by user needs (PA personnel, citizens, enterprises),
not from the hosting Cloud. Specific reference is made to current and pos-
sible research activities on self-configuring and, more in general, auto-
configuring*, capable to look for an equivalent service to that present on
another Cloud provider, in order to ensure transparency of it for the PA

b. languages with native support for parallelism and the analysis of large
amount of data.

B6. Support to persistency and shared access of large amount of data, in the order
of peta- and esabyte.

B7. Business process and adaptive workflow systems over the Cloud

a. business process should dynamically adapt to the variable resources avail-
ability and to legislative changes

b. business process could be distributed also on different Clouds of different
administrations, during its execution, citizens and enterprises should be
able to track in real time their instance status. Furthermore, each of the
involved PAs should be able to monitor the overall process efficiency as a
basis to the performance evaluation of its responsible managers (perfor-
mance cycle).

B8. Semantic engines development for

a. research, identification and indexing of services which can be assembled
in new applications on demand

b. structured and un-structured information semantic integration
c. easy composition of services (where the description can also be provided

in natural language), to be eventually made automatic in the future.

B9. To adopt Cloud solutions for Open Data [6]. The advantages of such solutions
include

a. data publication made more easy
b. data presentation additional modalities
c. data interoperability.

B10. Definition of innovative techniques to allow metadata generation and use to
overcome

a. the problem of existing legacy systems integration
b. privacy problems in data use.

B11. Specific application frameworks

a. management, execution and monitoring of PA processes
• processes involving a single PA
• processes involving multiple PAs

b. citizens/enterprises PA interaction
• processes related to citizens PA interaction

c. health



226 F. Beltrame and V. Dagostino

• healthcare application tight constraints, as: sensitive data (privacy), need
of sharing in an easy and trusted way the data among the different involved
actors.

The listed needs (B) in the following are inserted inside typical operational PA
contexts, and from them some of the main requirements will be derived to be pursued
in the research activities to be carried out.

3.2 Operational Scenarios

The operational scenarios described in this paragraph represent the context for the
realization of the aforementioned listed needs, and for the subsequent research
requirements identification. The relationship between needs and requirements is
intermediated by the environment in which they have been inserted and, in any
case, the requirement is proposed as a solution strategy for the need and, as such,
is not the only way for the satisfaction of the need itself, but, more properly, the
one considered as the most adequate on the basis of the status of the art and of its
advancement perspectives both in terms of basic/applied research and of technolog-
ical infrastructures.

3.2.1 Business Process Inside a Single PA

Figure 1 depicts how any Public Administration (PA) conducts its missions (as estab-
lished by the law) by providing performances to citizens. Performances, in turns,
are realized through the involvement of various cooperating services to achieve the
objective.

According to the always increasing digital vision of the PA, services are oper-
ated through apps, they exchange data/informations (open data) and are carried out
according to a pre-ordered sequence, i.e. service orchestration. Such services could
use apps available on the PACloud and/or on other public Cloud (Hybrid Cloud). The
procedures of services applicative cooperation to achieve the desired performance
could give rise to the specification of a workflow of activities, which requires a cor-
respondent document flow. Final result will be the performance provided to citizens
or to another PA according to a controlled procedure. Availability and possibility to
have access from anywhere and through any device to documents is ensured by the
digital nature of the documents themselves. Document digitalization allows storage,
preservation, access, operational continuity, for which, nevertheless, it is necessary
to provide, for each PA, a detailed plan, according to specific technical rules.

The workflows of activities are normally automatic through the use of web-based
applications and web services if they allow to

• control and coordinate the workflow of activities
• manage the resources to be utilized for the performance
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Fig. 1 PA missions, performances and services

• generate the document flow and monitor its status
• monitor and track the status of the entire performance while running
• act to overcome eventual advancement barriers during performance provision to
the end user.

The future proposed framework envisages a large presence ofmobile devices, such
as smartphones and tablets, which will make use of apps available over the Cloud,
assembled at the usage moment according to the specific user needs, both in the case
of PA people or citizens and enterprises. Full realization of a workflow of activities
fully compliant with PA needs is still today not feasible due to limitations in the
status of art in relationship with what is represented in the following requirements.

Requirement 1-Definition of a new generation of adaptive workflow of activities to
implement PA business processes. Such workflows should:

• be distributed over the Cloud
• include activities supported by apps over the Cloud and open data
• be able to learn from the use
• be able to re-organize the process of performance providing

– changing the services execution order (while respecting the logic dependence
constraints among them)

– substituting those services that could constitute problem for anoptimal execution
of the performance with other services properly identified
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– changing the involved operators (or resources)

• be easy for management and re-configuration, limiting to the minimum the inter-
vention of skilled ICT personnel, while, instead, allowing to the process conceiver
(normally a PA operator) to directly specify and implement it.

Requirement 2-Definition of service orchestration adaptive techniques and of the
connected workflow of activities. Such techniques should be:

• guided by the dynamic needs of the end user (PA, citizens or enterprises)
• configurable according to a continuously changing resource availability
• able to dynamically adapt themselves to context, law, data and/or resources nature
variations.

Requirement 3-Definition of new methods and techniques for the design/develo-
pment of the apps for the end users (PA managers and/or citizens and enterprises)
such as “atomic” services composition, eventually made available by public Cloud
providers. Apps should be composed in such a way to place the user and its demands
to the center of the design process, by yielding customized products thanks also to
the use of an “ad hoc” design process, but always open (open source), transparent,
easy and re-usable.

Requirement 4-Development of methods, techniques and technologies for the
deployment and operation on mobile devices, such as smartphones, of hardware
embedded apps. Such apps should allow the interaction among different devices
in a transparent way with respect to manufacturers, configuration, device operating
system, enabling the information/services exchange in a native form.

3.2.2 PA Cooperation and Multi-PA Business Process

Figure 2 depicts the cooperation among different PAs to provide a performance.
According to this scheme, the information/knowledge system enlarges from a PA
to another one, becoming, in the end, multi-PA. The multi-PA business processes
include activities carried out in different PAs, and it is therefore necessary to provide
what it is outlined in the following requirements.

Requirement 5-Definition of new methods, techniques and technologies for the
distribution of the workflows of activities over different Cloud platforms in order
to serve different PAs. Such methods, techniques and technologies should allow the
realization of:

• workflows of activities distributed over different and interoperable platforms
• coordination among distributed activities
• interoperability at data (open and big) level and at application level (data exchange
among services carried out by different PAs)

• transparent and easy cooperation among processes executed over different PA
Clouds

• monitoring and supervision of the entire process from each single PA
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Fig. 2 The multi-PA business process envisages a cooperation among services of different PAs to
provide the performance to the end user

• workflow flexibility to face real time variations
• components and workplan (or of part of it) re-usability (activities, supporting

apps).

3.2.3 New Generation Apps for Personal Productivity

The availability of advanced and new services, made possible by the presence of a
Cloud provider always devoted to new products development, allows to overcome the
classical concepts of application software for personal productivity. Each system user
(PA operators, citizens, enterprises) will benefit a customized app (or application, if
he/she operates through a traditional PC terminal) specifically conceived for its duty.
The appwill be dynamically composed (on the fly) starting frombasic services jointly
assembled in order to provide only those functionalities required versus time (LEGO-
like approach, a catalogue of appswhich can be dynamically composed and re-used).
New services will be, progressively, made available and they will be transparently
(to the user) integrated inside the personal productivity applications, yielding new
functionalities, easiness of use and enabling, in the end, a greater productivity. Such
considerations are summarized in the following requirements.
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Requirement 6-Definition of new methods, techniques and technologies to dynam-
ically integrate personal productivity applications:

• available over traditional workstations (PC) and mobile devices through access to
the Cloud platform

• dynamically composed at the moment of use starting from the needed function-
alities, from the goals to be achieved or through selection from a catalogue as
outlined in the following:

– the user could select the interested functionalities (text processing, running
project monitoring) or the target objective (e.g., ask for a certification/authoriza-
tion, fill-in amodule, plan certain activities or draft an account) or, also, he could
select the modules which will compose the application starting from a compo-
nents catalogue

• to compose various atomic services/components cooperating to realize the desired
functionalities and, when it is necessary, to be present in a unique graphic interface.

Requirement 7-The lack of availability of the selected atomic services/components
should not stop the providing of the required functionality. The system should be able
to find other services/components such as to provide the same functionality or a very
similar one (eventually informing the end user of a potential performance decrease).

The aforementioned 1–7 requirements have been derived from the previously
listed needs as described in the points B1–B10. Further requirements will be nec-
essary as the result of a successive needs analyses (e.g., from B7 to B10) and from
their fine tuning.

4 Specification of the Technological Innovation Gap to be Filled
and of the Level of Novelty and Originality of the Knowledge
to be Produced by the Proposed Solution

During the last 5years, the Cloud concept deserved the attention of the market and
of the users, mainly, mass-market and small-business. As previously reported, the
Cloud model is based on the demand providing of processing resources or data per-
sistency starting from an homogeneous and shared pool of resources among various
users, resulting in an infinite resource availability illusion [2]. Nowadays, the offered
services according to the Cloud model are structured over three levels:

1. the lowest level, named IaaS (Infrastructure as a Service), yields basic services,
such as process execution (jobs) or Virtual Machine (VM) and storage capacity
for user files and data persistency, eventually with interfaces for network cus-
tomization, firewall and other basic ICT resources. The first service of this kind
has been introduced by Amazon, with its Amazon Web Services (AWS). The
user has full control (as administrator) of its own servers (even if virtualized)
and he needs to install all the required software to run its application (operating
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systems, databases, application servers). On the contrary, the user does not have
control neither on the physical infrastructure nor onto the selection of the phys-
ical resources supporting the virtualized layer, including, in many instances, the
control onto applications for geo-localization

2. the second level, named PaaS (Platform as a Service), is a platform offering in
a native manner (both expanding a IaaS and/or as autonomous solution) func-
tionalities and resources needed for the implementation and execution of appli-
cations (such as no SQL databases or parallel computational models). Examples
of this type are MS-AzureTM and Google App Engine. Over this platform, with
heavy constraints on the syntax and on the behavior of the applications, the user-
developer can create, maintain and develop applications needed by the end user.
The developer does not concern about maintenance and evolution of the devel-
opment platform, rather been focused onto the applicative logic and onto the
interaction with the end user

3. the highest level is named SaaS (Software as a Service), and it provides (shared)
access to applications from the end user. Examples of this nature are GMailTM
or FacebookTM. The client does not own the application and therefore does not
need to install, maintain or update such applications, but he cannot also customize,
extend or evolve that application for its own specific needs. As matter of fact, the
client gets only the right to the use of the application, which will paid according
to its use or through some form of indirect remuneration (such as the possibility
to receive commercial messages in the mass-market version).

All the Cloud currently commercially available on the market undergo three main
limitations, which constitute barriers for their immediate adoption inside the PA con-
text: the so-called vendor lock-in, the compliance to PA laws and regulations and the
still present systems non-interoperability. The concept of vendor lock-in means the
risk deriving from the adoption of proprietary non-standard solutions, which binds
PA to a single provider, without the possibility to find easily on the market better
quality or more convenient solution as substitutes, unless spending high costs for
migration [7]. The term compliance makes reference to the problem of certification
or guarantee that certain services or functionalities required by PA are compliant
with laws and regulations which are into force in the various countries. This fact is
highly debated inside the European and global ICTmarket, essentially due to the fact
that each Member State or Nation has its own set of law and regulation constraints,
sometime in contradiction among themselves. In this context, the market reacted
with the identification and adoption of international certifications (e.g., PCI or ISO
27001/2), which should prove the adoption of attention and quality level in service
provision. Such certifications are, sometime, used by single PAs for the selection of
providers or in calls as proxy of regulation respect: such solution has the limitation
to leave to the PA the duty of requirements settings to be regulations-compliant. This
fact is easy to achieve for large institutions with properly qualified legal support, but
less useful for small entities not fully aware of the various implications as deriving
from the use of today technologies. In some European Union Member States (e.g.,
Germany [1]), the PA issued, through specific national organisms for this purpose,
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guidelines for ensuring conformity of ICT vendors to national or local regulations:
in such a way, single PAs are made free from the duty to decide the operational
modalities to respect the laws into force and, at the same time, a unique and homo-
geneous indication to enterprises is given on how to refer and to take into proper
account current regulations necessary to invest in solutions which can be adopted by
more than a single PA and, therefore, more economic. Finally, are considered non-
interoperable those technological choices on programming languages, Application
Programming Interfaces (API), application stack or non-standard data formats which
prevent the migration of a given application toward a new provider or the re-use of
the application or of its data from another PA. The kind of application which should
be developed, and which, obviously does not exist at commercial level, is based on
the implementation of intelligent and adaptive workflow able to use either already
available services or also new ones as support to the processing of workflow inside
a department of a given PA, or even between departments of different PAs. Various
technological gaps and races need to be tackled in order to implement such a system.
In fact, consolidated models and tools to design and manage adaptive workflow do
not exist. Furthermore, the most innovative identified strategy is the concept of a
workflow able to automatically compose the services available to the end user for
the achievement of his goal, even if this last one is going to be changed at run time.
For this reason, it is necessary to call for new knowledge production as the result
of original research activities important for both the theoretical and experimental
development of such models and tools, offering also the guarantee to have available
the various software components (fragments) needed as support.

References

1. Bsi Security Recommendations for Cloud Computing Providers. https://www.
bsi.bund.de/SharedDocs/Downloads/EN/BSI/Pubblications/Minimum_information/
SecurityRecommendationsCloudComputingProviders.html (2011)

2. Fox, A., Griffith, R., Joseph, A., Katz, R., Konwinski, A., Lee, G., Patterson, D., Rabkin, A.,
Stoica, I.: Above the clouds: A Berkeley view of cloud computing. Dept. Electrical Eng. and
Comput. Sciences, University of California, Berkeley, Rep. UCB/EECS 28 (2009)

3. Future Internet Public-Private Partnership. http://www.fi-ppp.eu/ (2011)
4. Gabriella Cattaneo Massimiliano Claps, S.C.M.B.: Clouds for science and public author-

ities SMART 2011/0055. Tech. rep., University of Zurich, Department of Infor-
matics (2012). https://custom.cvent.com/1E8AD1B771DA4B029B78FF1784749EF5/files/
fc4e90577a1243e5a22e6b0e713ea59c.pdf

5. Mell, P., Grance, T.: The nist definition of cloud computing (draft). NIST spec. publ. 800(145),
7 (2011)

6. Open data on cloud. http://opendatasalute.cloudapp.net/ (2011)
7. The data liberation front. http://www.dataliberation.org/

https://www.bsi.bund.de/SharedDocs/Downloads/EN/BSI/Pubblications/Minimum_information/SecurityRecommendationsCloudComputingProviders.html
https://www.bsi.bund.de/SharedDocs/Downloads/EN/BSI/Pubblications/Minimum_information/SecurityRecommendationsCloudComputingProviders.html
https://www.bsi.bund.de/SharedDocs/Downloads/EN/BSI/Pubblications/Minimum_information/SecurityRecommendationsCloudComputingProviders.html
http://www.fi-ppp.eu/
https://custom.cvent.com/1E8AD1B771DA4B029B78FF1784749EF5/files/fc4e90577a1243e5a22e6b0e713ea59c.pdf
https://custom.cvent.com/1E8AD1B771DA4B029B78FF1784749EF5/files/fc4e90577a1243e5a22e6b0e713ea59c.pdf
http://opendatasalute.cloudapp.net/
http://www.dataliberation.org/


Low-Effort Support to Efficient Urban Parking
in a Smart City Perspective

Alessio Bechini, Francesco Marcelloni and Armando Segatori

Abstract The Internet of Things (IoT) is today considered as one of the most
important enabling technologies for developing a wide variety of smart services
aimed at assisting the final user in the urban environment. In this chapter, we present
how IoT can be employed to develop a system for the effective and efficient man-
agement of urban parking, thus providing a small, yet relevant contribution to the
implementation of a real Smart City. Our system relies on the identification of each
single parking slot but, unlike other approaches proposed in the last years, it does not
require dedicated sensors and/or infrastructure, thus it can be regarded as a low-cost
and low-effort solution. Indeed, it collects parking data from a mobile application on
the drivers’ mobile devices and possibly identifies each slot by QR codes deployed
on the single parking spots. The amount of data collected by the system on parking
occupancy allows inferring valuable information that can be used by local govern-
ments. For instance, it will be possible to define appropriate pricing schemes so as to
promote parking areas not particularly occupied. The employment of an SOA design
guarantees the integration of the developed systemwith other existing serviceswithin
a Smart City.
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1 Introduction

The last decade has witnessed the growth of new ICT solutions to support both
pervasive monitoring and information access. Many different objects and entities
found in everyday life have the possibility to take part in broadly available software
applications, often involving a user interface on mobile devices. The concept of
“Internet of Things” (IoT) pushes further this vision [5], making uniquely identified
objects play an essential role in pervasive software applications, and not necessarily
relating a “thing” to a sensor or a computing unit.

The advantages brought by IoT have been recognized in several application fields
[7, 13]. In particular, the urban environment is a perfect target for IoT, and the conver-
gence of infrastructure technologies and new ways to conceive software applications
enables the development of assorted “smart” services to assist the final user in every-
day life, thus building up a Smart City.

Parking represents a crucial problem in urban life [3] and, in a Smart City
perspective, it can be efficiently addressed by dedicated applications, taking into con-
sideration the already available services, as well as the relations with other aspects of
urban living [1]. Often, good solutions fails to find widespread acceptance because
of the cost of in-place deployment and maintenance, and IoT makes no exception in
asking for a thoughtful economic assessment [4]. Consequently, a prime requirement
for any parking support system is to keep as low as possible the effort asked by these
activities.

It has been recognized that sustainability in city logistics involves parking issues
as well [22]. Nowadays in urban areas car parking is a time-consuming activity
that substantially impacts the everyday life of citizens. Often, finding out the proper
parking place asks for wandering around for an unpredictable period, wasting both
time and fuel, and moreover contributing to pollution and traffic jam. An interesting
survey [17], consisting of 1,400 questionnaires and proposed to citizens of Nicosia in
Cyprus and Chania in Greece, shows that about 37% of the drivers spend more than
10min searching for an available parking spot. Moreover, in 34% of the cases the
drivers behave “negatively” in case no available parking spot is found nearby: Some
park illegally causing traffic problems, whereas others leave the area cancelling their
activities.

In this setting an effective support to car parking can be given by the so-called
Parking Guidance and Information (PGI) systems, whose benefits are expected to
become essential to the overall sustainability of urban activities. The very first prob-
lem to solve is how to help users find the most convenient (and currently vacant, of
course) parking spot. To this aim, different strategies can be applied and, following
the work by Wang et al. [21], they can be categorized as follows:
Blind Search—is applied when there is no parking information. Drivers have to

wander around for a vacant parking spot until one of them becomes available.
Parking Information Sharing (PIS)—is the most popular strategy adopted by smart

parking systems. Drivers can check in real-time parking information for a certain
area, and choose the desired place according to their preferences. This approach
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raises themultiple-car-cashing-single-space problemwhen the demand of drivers
for vacant parking spots increases.

Buffered PIS—addresses themultiple-car-cashing-single-space problem,whichmay
cause severe traffic congestion. It intentionally reduces the number of available
parking spots shown to drivers through the published information.
Experimental results show that the blind search is the worst strategy, whereas

the other two are better in terms of average driving distance, especially during rush
hours.

Different types of parking areasmay pose different challenges in designing a smart
support software system. In particular, on-street and off-street parking should be told
apart. The term on-street parking typically refers to public open air, roadside spaces
that are usually managed by local authorities. On the contrary, off-street parking
involves large dedicated areas (lots) located at the street level, in the underground or
in specific buildings, typically with strict access control at their gates; parking lots
of this kind are managed by local authorities or private companies.

In this chapter, we address the flexibility and integration issues required for a
parking support system in the context of a Smart City, according to the typical IoT
approach. The proposed solution supports wide area parking services, from search up
to occupancy start/end, including also a booking service.Although it can even be used
independently of other Smart City services, the proposed parking system is designed
to be seamlessly integrated in an assorted suite of software components targeted at
dealing with other aspects of urban life. The IoT vision requires the identification
of the involved actors [5]: In this case, any single parking spot can be identified
by different means, e.g. in-place QR codes and/or GPS positioning. This choice is
driven by the need to keep low the deployment costs, developing at the same time a
quick, intuitive, and user-friendly procedure for the whole parking service, payment
included. In other words, the status of a parking spot is maintained and managed
by means of the information obtained from users, who operate both in place (as
the spot is occupied or leaved) and remotely (in searching and in booking). Parking
occupancy information is kept in the system repository and used during the search
phase and so crowdsourcing-based solutions [14] become unnecessary. The guidance
provided by a dedicated mobile application can lead to more effective and efficient
car parking, yielding fuel savings, with a positive impact on the quality of urban life.
Moreover, the availability of real-time data on specific parking occupancies can be
fruitfully exploited by other urban monitoring or data mining applications to better
plan and manage traffic and public city services.

The proposed solution is highly flexible, and can easily manage both on-street
and off-street parking. Moreover, different system instances can be integrated in an
overall Smart City framework, thus taking advantage at a global level of information
coming from each of them.

This chapter is organized as follows. Section2 reports a survey of the main smart
parking systems. Section3 is dedicated to spotting out requirements for advanced
smart parking solutions based on “Internet of Things” concepts. In Sect. 4 the under-
lying data model is developed, taking interoperability issues into particular account.
Section 5 presents structural details of our proposal. In Sect. 6, we discuss some
data-driven ancillary services. Final conclusions are drawn in Sect. 7.
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2 Related Works

In recent years, different works have been presented about applications to automate
and to improve the management of parking areas, and many of them address the
optimization of the parking occupancy [6, 10]. From surveying the different archi-
tectures recently proposed for smart parking applications, it becomes evident that,
according to Polycarpou et al. [17], interoperability is the prime concern in this
context, especially whenever the coverage of wide geographical areas is required.

A reasonable way to organize the software infrastructure is proposed by Sujith
et al. [16] who, explicitly addressing parking lots, adopt a conceptual view with
three distinct layers: (i) the Smart Parking Spot (SPS), to represent things such as
sensors, lights, and displays within a parking spot; (ii) the Parking Management
System (PMS), i.e. the Web-based application to store data gathered by sensors, and
(iii) the Smart Parking Client (SPC) to allow the driver/user directly interact with
the sensor node placed at the parking spot, by means of a mobile application on the
smartphone. Each SPS is connected to the network using the Wi-Fi available in the
parking lot. When a SPS is coupled with an SPC, the corresponding parking spot is
occupied and its status can be checked online.

Often the proposed smart parking solutions rely on sensors present at each parking
spot. In a paradigmatic case [10], ultrasonic sensors are organized in awireless sensor
network. All sensors in a specific area, such as a garage level, or one or more streets,
make up an XMesh wireless network, and data can be transmitted via a gateway.
Also in this case, a mobile application can help users reach the desired parking spot.
A similar infrastructure based on wireless sensor networks is proposed by Yang et al.
[23], with modules that notify the web-servers about the availability of each parking
spot. As usual, drivers can interact with the system through a mobile application.

Vehicle protection can be included as an additional important requirement, as
in the case of SPARK (Smart PARKing scheme) [15], a system to be deployed in
large parking lots. SPARK is based on Vehicle Ad Hoc Networks (VANETs) and
assists drivers with assorted parking services, such as real-time navigation, anti-theft
protection, and parking status information. The system model consists of On-Board
Units (OBUs, provided by a trusted authority), which communicate with other cars
as well as with Road-Side Units (RSUs, placed at fixed positions). When an OBU-
equipped vehicle reaches the parking lot, it first communicates with the RSU to get
the access authorization. Furthermore, before leaving the parking lot, drivers have to
switch the OBU from sleeping to activated mode by inserting a password, otherwise
the system will consider the vehicle as getting robbed, and an alert is raised.

Under some environmental conditions, sensors may be subject to interference,
leading to a misreading of the parking spot state. Furthermore, because of aging
effects, sensors can become inaccurate or in the worst case stop working due to
failures. To overcome problems of this kind, the number and variety of the deployed
sensors can be increased, and this has been done e.g. by adopting both light and
vibration sensors [21] to detect vehicles.
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The latest trends in the smart parking context account for the concepts of parking
reservation and dynamic pricing. The correct implementation of the former func-
tionality requires solving some particular problems. The system must guarantee that
the specific spot reserved by the driver will not be occupied by other vehicles.
For off-street parking, several solutions can be easily put in place. For example,
rollway post/barrier for each parking spot can be used to prevent unauthorized drivers
from occupying it [11]. In [21], each parking lot consists of an exact number of park-
ing spots and the current lot state is fully determined by howmany spots are occupied
and how many are reserved. When a driver performs a reservation via Internet, the
system updates the state of the parking lot, denying access to unauthorized vehicles
if no free space is available. Moreover, depending on the parking lot state and the
congestion level, the system determines the parking price according to a specific
schema, periodically notifying drivers.
For on-street parking, Geng et al. [10] underline the problem complexity: Movable
gates, barriers or obstacles at the parking spot to be remotely operated can be very
expensive and hard to install and maintain. They propose a different approach based
on lights placed in each parking spot. A green light at a parking spot indicates that it
is available, whereas a red light is used for the reserved ones. As a driver approaches
the parking spot, a yellow light informs him that he can proceed with the occupation,
while a blinking red light signals that another driver has already reserved that spot. In
case someone illegally occupies a spot, the system also notifies the driver who made
the reservation, possibly proposing an alternative location. If the original parking
spot becomes available again (because the car was towed away, or simply it left),
then that spot would still be kept reserved for the driver.

Recently, some different smart parking systems have been actually deployed and
tested around the world, and here we just recall some cases that exhibit typical fea-
tures. In Oakland, California, a system was installed in the Rockbridge Bay Area
Rapid Transit (BART) station [18], giving drivers real-time parking information via
Internet or Variable Message Signs (VMS). The experimentation ended up with
satisfactory results, but such an experience suggested that, to recover investments
and installation/maintenance costs, the system should be operated at a larger scale.
Moreover, according to a survey among the participants, about 45% of the respon-
dents were in favor of expanding the system to other BART stations, and about 70%
expressed interest in displaying other informational messages, e.g. on accidents or
traffic level.
Another solution is ExpressPark,1 deployed in Los Angeles. Among the provided
services, we find PGI, dynamic pricing, and reservations. Sensors in parking spots
check on the availability and send data to the parking management system. Pay
stations for multiple parking spaces or single-space meters accept different payment
methods, like debit/credit cards, coins, and cellular phone. The payed amount may
depend upon the parking demand, the time of the day, and the length of stay. Amobile
application helps drivers interact with the system, adding some useful services such
as search for free spaces and PGI.

1 http://www.laexpresspark.org

http://www.laexpresspark.org
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A similar smart parking system, SFPark,2 operates in San Francisco. The infrastruc-
ture consists of 14 garages and 8,200 wireless sensors, embedded in the pavement of
on-street spaces.Viawireless connections, sensors inform theSFPark datawarehouse
about parking availability. Similarly to ExpressPark, multi-space and single-space
parking meters accept different payment methods. The actual fee depends on the
time of the day, the length of stay and also on scheduled events. Meters are able
to display and apply the current pricing because they are automatically updated via
wireless messages.

3 Requirements Analysis

A smart parking system is expected to provide users with accurate information and
to implement helping services, i.e. for the driver who asks for a convenient parking
solution (hereafter, we will use the terms “end user” and “driver” interchangeably).
In a Smart City context, a wide assortment of services is available, and thus we want
to carry out a requirement analysis to understand what the core functionalities and
modules of the system should be, and what other external services or data sources
could be exploited, integrated, or even further supported. Trivially, real-time parking
information must be a prime objective, and this is the central issue in PGI systems,
because of its impact on the quality of life of citizens [3].

Apart the PGI services, the system must be able to manage the whole parking
process for each single parking place. Such a process is a transaction that involves the
driver and the supporting system. The parking transaction may encompass different
possible services and choices for the driver. In our discussion, according to what
has been pointed out also in recent related works, we consider both occupancy and
booking of a parking spot. Dealing with different parking spots, either concurrently
or at different times, means carrying out distinct parking transactions.

The definition of a parking transaction model is particularly important for the
requirements analysis of the whole system, because it includes the fundamental
actions to be supported and automatically coordinated, in concert with indications
from the user. The proposed model is shown in Fig. 1: Here only the regular flow
of actions is reported, whereas unexpected events or situations may determine a
premature transaction commit or abort.

In the proposed model, a driver can either book a parking spot, or go straight
to its occupation. In case a reservation is done, the user is expected to occupy the
spot at the beginning of the reserved period. At leaving, the user must proceed to
pay, and the parking spot is released. These operations do not necessarily have to be
serialized, especially for automatic, off-line payment methods. It is possible to issue
a reservation extension, both before and after the beginning of the spot occupancy,
provided that the initial corresponding reservation already exists in the transaction.

2 http://www.sfpark.org

http://www.sfpark.org
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Fig. 1 The parking transaction corresponds to the structuring of all the actions related to the
management of a single actual parking process

It is worth recalling that many setbacks may determine a deviation from the ordinary
transaction flow, and the system must be able to accommodate also these situations.

Upon aprecise definition of a parking transaction,we can try to sketch the basic use
cases, as shown in Fig. 2. The involved actors are the driver, the system administrator,
and possibly institutional users.

As users have to be assisted in spotting the most convenient place to park their
car, the Parking Search function has to deliver information on the available places.
In doing this, a target location must be somehow specified. For trips planned with
adequate advance, it makes sense considering a Parking Booking service. The driver
may ask for directions to reach the selected parking place. This service is indicated
as shadowed in Fig. 2, along with others, because it does not necessarily belong to
the system, but may be an external one to be integrated. Dedicated procedures must
be triggered at the notification of Parking Occupation as well as Parking Release.
The parking fee has to be charged via the Payment function, which can be directly
hosted by the system or be an external service.

Users must be able to check their personal transaction data anytime (the My
Transaction Info use case in the diagram), both for ongoing and past placements and
reservations. Regarding the user data and the access control, they can be internally
managed by the system but, in case of integration of the system in a broader “smart
city” software support, Login and Account Information will be handled at a super-
application level.Moreover, the data collected by the parking system can be analyzed
by a Statistical Service and summarized values can be offered to institutional users.



240 A. Bechini et al.

User

Parking 
Search

Parking
Booking

Parking
Occupation

Parking
Release

My Transaction
Info

Open
Transactions

Transactions
Log

<<Include>>

<<Extends>>

Administrator

Parking_Spot
Management

Parking 
Fee

Parking_Spot
Placement

<<Extends>><<Extends>>

Statistical
Service

Institutional
User

Account
Info

Directions

Login

Payment

Fig. 2 Use case diagram for the smart parking support system. Some functionalities can be inte-
grated from services already available in the Smart City

Finally, the system administrator must perform the Parking Spot Management
tasks, possibly updating placements and fees. In a Smart City environment, manage-
ment decisions can be influenced by real-time data on occupancy, traffic level, status
of the road network, and also by the occurrence of events like concerts, meetings, or
sport competitions nearby.

The requirements for our smart parking application do not only stem from a
rough functional analysis, but they also involve the general software architecture.
The required flexibility asks for a modular structure, with very loosely coupled com-
ponents. Other functionalities may be developed, tested and easily integrated with
the rest of the application at a later time. It must be possible to quickly (and as seam-
lessly as possible) integrate external services. Furthermore, some components must
be able to communicate with third-party modules as well, and take part in a broader
application, increasing and enhancing the functionalities and services offered to end
users in the Smart City.

An additional non-functional requirement calls for a robust yet not expensive
means to identify the parking spot on the field, so that the user would be able to
notify the system about what precise place he/she is going to use.

4 A Model for Parking Data

The back-end of the entire system is in charge of managing a large collection of
data, whose structuring influences the effectiveness and efficiency of the parking
supporting functions. Besides, an appropriate data schema can also simplify the
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Fig. 3 The parking data model is supported by a few DB tables. Each parking spot is characterized
by its own core attributes, and the corresponding information about location, booking/occupancy,
and pricing, is kept in dedicated tables

control flow of the data handling procedures, thus improving their maintainability.
We propose a simple yet general model for parking data, to be implemented with a
few core tables. Only the basic entities and attributes are taken into account here, and
ancillary data can be added aside. The model can be used along with other external
modules to setup better services, or to add new ones.

The main entity of the model is the Prk_Place, shown in the central position
in Fig. 3, and it aims at grouping up all the relevant aspects of every single parking
space. A parking place is characterized by its core attributes such as the id to uniquely
identify it, its geographical coordinates, and its type to discriminate the vehicles that
can park on it (car, bus, motorcycle, camper, and so on). Note that when the capacity
attribute holds the value 1, the parking place corresponds to a single spot, and when
it is greater than one it refers to a parking lot. Thus, the system can treat both on-
and off-street parking in a homogeneous way by making use of the same entity.

Aparkingplace keeps informationonhowmanyvacant spots are currently present.
Whenever a driver occupies a spot, the value of the num_available attribute must be
decremented by one. It is not possible to park in a place whose availability is 0. On
the other hand, when the driver notifies the system that he is releasing a spot, the
corresponding value must be incremented by one and so the parking place becomes
vacant again.
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Reservations are accepted only for a place with the booking flag set to true. With
this configuration, the software application is able to adapt to the different parking
systems of any city. Local governments can choose whether or not to take on the
reservation service, and possibly only for a subset of all the managed parking spots.
Other information about place, pricing and occupancy/booking is kept in separate
dedicated tables.

The information about the location of each parking spot (in terms of structured
address data) is stored in the two tables on the upper left corner of Fig. 3. By inte-
grating the system with other external cartographic modules, the application would
be able to know other information on the street, such as distance, speed limit, traffic
direction (one-way or two-way), number of road lanes, and so on. It is convenient
decoupling the handling of the parking place information from the used cartographic
layout, e.g. dealing with these two aspects in two separate system modules. Actu-
ally, this approach can make the overall system independent from the particular map
used by clients, and it gives the opportunity to exploit different cartographic service
implementations, both proprietary (Google Maps, Bing Maps, Apple Maps, etc) and
open-source ones (Open Street Maps, etc).

Pricing rules and parking periods are detailed via the three tables depicted at the
bottom of Fig. 3. The responsible bodies/companies can set the pricing rules, e.g.
deciding the hourly and minimum fee (or a charging function), the parking periods,
and the possibility to leave parking free during the weekend. These attributes are
handled on a per-area basis, giving the opportunity tomanage aggregations of parking
places.

It is essential to adequately support the parking transaction model at the database
level (see Sect. 3 for further details). Occupancy and booking data are associated to
two specific entities (in the right upper corner of Fig. 3). Both of them have a key
ID, and moreover a timestamp_in and a timestamp_out to indicate respectively start
and end of the referred periods. In the Booking entity, the timestamps come from the
indications given by the user to mark the reservation interval, whereas in Occupancy
they are automatically communicated by the mobile application (and this is typically
triggered by a QR code scan). The user who carried out the operation is identified by
the corresponding ID (id_user). The system can store different types of ID values,
e.g. the vehicle’s registration number, or the user ID assigned in another module that
manages the users’ master data, assuming that it has been properly integrated into
the system. The Booking entity keeps also the time instant the reservation has been
committed by the user (timestamp_booking) and an activate flag to indicate whether
the booking is valid or not. The extension of a reservation can be easily handled by
adding a new tuple. All the records belonging both to the original reservation and to
the (possiblymultiple) further extensions are chained bymeans of the id_ext_booking
and id_booking attributes values. The choice to keep trace of any extension let us
precisely record how the system is actually used. Consequently, it will be possible
to investigate the typical behavioral aspects of the user/system interaction, getting
hints to improve the quality of the service, e.g. exploiting the data mining module
described in Sect. 6.2.
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Fig. 4 Schematic view of the components of the smart parking system

5 Components for Smart Parking Support

The whole system devoted to provide the smart parking support must get together
components of different types that need to exchange proper information. Figure4
illustrates a schematic viewof themain systemcomponents and their interconnection.
In practice, considering the popularity of cellular/smart phones today, the interaction
with the driver must necessarily be handled by a mobile application (top left corner
of Fig. 4). The rest of the system can be structured taking into account the modularity
and flexibility requirements expressed in Sect. 3.

Before diving into the details of the different parts of the system, a crucial point
must be discussed. The whole system operation relies on the assumption that each
parking spot could be identified on the field. In practice, the user must be able to
drive to the chosen location, and communicate the exact parking spot identifier in
an extremely simple way. After devising a satisfactory solution to this problem, we
will be able to design the system components accordingly.

5.1 On-Field Identification of Parking Slots

The employment of sensors of different types or dedicated devices is a popular choice
for the IoT infrastructure [5, 10], and it is suitable also for the on-field identification of
parking slots. Beyond the evident benefits, problems may arise from using assorted
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devices that employ different communication standards. Considering the possible
operating environments, long-term power supply might be an issue, and sensors
placed in open air are exposed to vandalism and indeed may quickly deteriorate.
Finally, the solution cost relates not only to the appliances themselves, but also to
their deployment and maintenance. Another option is to capitalize on services and
functions already available to the user, e.g. GPS localization services and different
types of optical “readers” on mobile phones coupled with in-place identifying tags.
To make the procedure robust enough, we can adopt a multi-way approach, with
a concerted use of multiple identification means. Such an approach can indirectly
address also fault-tolerance and maintenance facets, making it react to unpredictable
malfunctions.

The location of each parking slot can be associated with a single point in a given
coordinate reference system (CRS), and thus it can be discovered and identified by
any GPS device (assuming a theoretically perfect positioning accuracy). Anyway,
in practice GPS information may be not available, reliable, or sufficiently accurate
for this specific purpose, and this frequently happens in our typical scenarios. To
overcome these problems, in past experiments, QR codes have been used to identify
locations, and specifically to guide the user through an unknown setting [12]. In
general, some form of tagging can be applied to the parking slot, provided that tag
reading would be easy, automatic, and within cost constraints.

In our proposed system, we opted for QR codes as the main tool for parking slot
identification, because of their cheap deployment. The maintenance of QR tags can
be ordinarily and easily carried out by ticket inspectors. A QR code is used to store
the unique ID of the parking slot, which can then be read through a mobile client
device and communicated to the system back-end whenever required throughout a
parking transaction.

QR codes placed in the open air may undergo fading, corruption, or scribbling.
In these cases, to alleviate the difficulties in detecting the tag contents, the specific
code type must be chosen by applying an adequate trade-off between redundancy,
compactness, and readability.

Unfortunately, the above two identification methods, taken individually, do not
guarantee a robust localization procedure. To cope with this shortcoming, in the
proposed system we integrated GPS and QR code information, leveraging also the
current parking state information in the target area. In particular, the Smart Park-
ing Core Service module primarily considers the QR code information and, if not
available, it passes to work on the GPS coordinates provided by the mobile phone.
Given the target geographical point and a “tolerance” radius that depends on the GPS
localization error, the module can retrieve a list possible parking slots placed around.
Considering also the availability status, usage logs, etc. it guesses what the most
likely slot is, and updates its status. This approach shows three useful features. First
of all, the system can keep working even with damaged QR tags. Secondly, when
the GPS procedure is applied, the system can notify the administrators that a QR
code is probably damaged. Third, this procedure does not require neither additional
information in the database, nor putting in place any sensor.
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Fig. 5 Automatic searching for an available parking place requires the selection of a destination

5.2 The Role of the Mobile Application

A mobile application has been developed to be hosted on end users’ devices. This
choice shows a lot of benefits with respect to other possible solutions. Nowadays,
smart phones and tablets are widely and ordinarily used by many citizens. Smart
phones contain various kinds of sensors, such as camera, accelerometer, NFC, etc,
allowing people to interact with the environment in several ways. Moreover, through
dedicated application stores, users can easily and quickly download and update their
software.

The Mobile Application, based on Android, provides drivers with a user-friendly
interface for the PGI service, and assists the execution of parking transactions. Infor-
mation is obtained from the Mobile End Point through Wi-Fi or a 3G/LTE cellular
network.

In the first place, the end user is required to sign up to the system. The authen-
tication is the first mandatory step for the user. Then, it is possible to search for a
convenient parking placewithin a specific area, to proceedwith its occupation, and/or
to book a parking spot. The overall procedure takes care of automatically charging
the due fare.

At any application access, some previously started transactions may still be
ongoing, so the system checks for possible pending reservations or current park-
ing occupancies, which can be dealt with by a user-friendly management console. To
initiate a new procedure, the driver must provide some information to look for a con-
venient parking place within a specified area, such as with the city name and possibly
address, and eventually a “tolerance” radius [3]. For example, in the left screenshot
in Fig. 5, no pending reservation is detected, and the driver is interested in checking
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Fig. 6 The QR tag of the parking spot can be read at the beginning/end of the occupancy

the availability of parking spots in Florence. As the “Ok” button is tapped, the cur-
rent parking information is retrieved (through a call to a web service) and displayed
on a map view. The current status of the whole area (see the central screenshot in
Fig. 5) is then graphically displayed by placing status “markers” that possibly show
aggregated information instead of per-slot indications, depending on the zoom level.
Each single marker can take four different colors: (i) green, for available parking
positions; (ii) blue, for available and bookable parking positions; (iii) yellow, for a
parking spot already booked by another user; (iv) red, no available place.

At present, the only implemented strategy is PIS, described in Sect. 1, but also
the buffered PIS may be reasonably employed. The driver can then decide to get
indications to reach the destination place. For this purpose, he/she can take advantage
of the satellite navigation system the smartphone is equipped with.

When the user reaches the place and parks the car on the target parking spot, he
must notify the system about the start of the occupancy period. A simple scan of the
corresponding QR tag is sufficient to perform this action (Fig. 6). Information on the
current transactions can be accessed via the management screen, which e.g. reports
the elapsedparking time and the amount to be paid so far.An explicit action is required
to signal the end of the parking period, and this can be done by a further reading
of the QR tag. Calculation and charging of the due fare is performed automatically,
improving application usability, and at the same time allowing the system to collect
extremely precise information on the occupation history of parking areas. In case
a QR code reader is not available on the end user’s mobile phone yet, the system
assists him/her in downloading it (right screenshot in Fig. 5).

The system also allows for the remote booking of specific, dedicated parking slots.
By tapping on a blue marker, a wizard appears to help the user make a reservation. A
parking period has to be specified, and the reservation is issued upon the confirmation
of the booking details (see the left screenshot in Fig. 7). As already described for the
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Fig. 7 Booking requires a few actions that can be conveniently carried out by interacting with the
mobile application

occupation procedure, the user can browse his own booking information on the
management screen (see the central screenshot of Fig. 7). A committed reservation
can also be either canceled or extended, according to the user needs. The user can
perform multiple bookings for different days and with different parking periods.
He can easily switch from one reservation to another through a simple list like a
drop-down menu, and perform the desired task, i.e. cancellation or extension (right
screenshot in Fig. 7).

5.3 Back-End Components

The core of the whole system is represented by back-end modules that are in charge
of managing the parking data repository. These modules, designed as services, pro-
vide the rest of the system with the basic functionalities. An overall service-oriented
organization leads to a loose coupling of the modules, and it directly addresses inte-
gration problems, both internal and towards external components eventually present
in a Smart City environment.

A natural choice for the implementation of the modules is represented by Web
Services. By using language independent XML technologies and HTTP as transport
layer, any module can easily communicate with any other. To send and retrieve
the necessary data, a client component requires only the WSDL definition of the
server counterpart, while themodule internals are completely hidden. Services can be
easily used by different clients on platforms like Android, iPhone/iPad, and desktop
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applications, requiring no change on the server side. Additionally,Web Services have
shown to be able to accommodate assorted data integration needs in very different
application fields [2, 9]. Most of the times expensive efforts to data integration can
be replaced by just asking the proper service for the required interface, according to
the exposed interface.

Although the communication between the users’ devices and the corresponding
end-point components may take place over ordinary web protocols, the internal com-
munication support among the back-end Web Services must be carefully chosen [8].
In fact, flexibility and interoperability needs have to be balanced against performance
constraints. The system modules have been designed to offer different types of inter-
faces, and thus we are free to employ at will a suitable system middleware (indicated
as “Communication Support” in Fig. 4), with no lack of flexibility. In our system, we
equipped the modules with standard SOAP interfaces, as well as with connectors to
an ESB (Enterprise Service Bus) that supports fully asynchronous communication.
Ultimately, the adoption of a Service Oriented Architecture (SOA) let us comply
with all the structural requirements indicated in Sect. 3.

5.4 Implementation Details

The mobile application has been developed in Java through the Android SDK and
tested on the Samsung Galaxy S3 with Android 4.2.2. The business logic layer has
been implemented as JEE application running on the JBoss Application Server 7.1.1
and integrated in the ESB JBoss Fuse 6.0 for the communication support. The data
repository consists in a PostgreSQL DBMS, whose spatial features rely on PostGIS,
which is ISO 19125 compliant.

6 Data-Driven Ancillary Services

The large amount of data collected on reservations and occupations is an invaluable
source of information on the drivers’ behaviors and on how the mobility flows in
the city. This information can be extracted from the data by appropriate data mining
techniques and used to develop ancillary, yet crucial services. In the following, we
will discuss some of these services just as examples of the potentialities inherent in
the data collected by the parking management system.

6.1 Dynamic Pricing

The concept of dynamic pricing, combined with parking reservation, is one of the
latest trends in the Smart City context. The demand of parking places may vary
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according to different areas, hours, and week days. For instance, at beach places the
request of parking spots is typically higher in week-ends than in working days, and
similarly it is more significant in summertime rather than in winter months. Thus,
an effective strategy could make the parking fee vary according to the demand, i.e.
the higher the demand, the higher the fee. The strategy should take into account not
only the different areas (e.g. downtown, residential, commercial, industrial) but also
the citizens’ needs. The local governments should take care of providing different
categories of people (e.g. shoppers, residents, employees) with sufficient parking
space, and prevent illegal parking at the same time. The general idea is to apply
different parking fees on different periods of the day, at different places, and to
different drivers.

The data model described in Sect. 4 can easily accommodate dynamic prices.
Fee information is handled on a per-area basis, giving the opportunity to manage
parking spots both individually and in aggregates. Furthermore, the system is able
to dynamically update the fee of specific parking spots according to the strategies
adopted by institutional users or private companies. Strategies should take different
parameters into account. For instance, Shoup [19] suggests that fees should be set
so that at least a couple of vacant parking slots at each block should be available,
whereasWang et al. [21] proposes a dynamic pricing system based on the occupancy
status and the congestion level, analyzing the status of parking spots across the entire
city.

Applying different prices according to the real-time parking vacancies may
accomplish multiple goals. First of all, institutional users or private companies can
maximize their revenue changing their fees. Secondly, the parking price can be used
to alleviate the traffic jam problems at real-time. Setting higher parking fees forces
the drivers to change their plans in favor of public transport or to re-schedule their
activities in a different time/place, reducing the traffic level [20]. Finally, it has been
supposed [20] that a uniformly distributed demand over time may let the drivers find
a vacant parking space more promptly.

6.2 Short-Term and Long-Term Urban Mobility Planning

The information inferred from data handled by the parking management system can
be used by local governments for short-term and long-term urban mobility planning.
As regards the short-term planning, the local governments can, for instance, decide
to increase the number of bookable parking slots for a limited time period in areas
where events are planned at a specific date. The identification of these events can be
carried out by exploiting smart services that monitor social networks with the aim of
discovering where and when an event (concert, exhibition, party) will take place [1].
Further, when all the parking spots are occupied in areas close to the event place, the
traffic ways can be temporally re-organized so as to route the vehicles towards areas
with vacant parking places.
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As regards long-term mobility planning, the analysis of the spatial and temporal
distributions of the parking slot occupations can allow local governments to highlight
mostly vacant parking areas close to others that instead are permanently occupied.
This different occupation levels often is determined by how the traffic ways are
organized to get to a certain point of interest. The local governments could therefore
decide to re-organize the ways to achieve a more uniform exploitation of the parking
areas. Upon the actual implementation of this long-term planning decision, its impact
can be monitored and validated by using the parking management system. Also, the
analysis of the parking slot reservations could suggest that the number of bookable
slots is too low with respect to the requests. Thus, the local government could decide
to increase the number of this type of slots. On the other hand, this analysis could
highlight that the number of reservations is quite low with respect to the number of
bookable slots, probably because making a reservation is considered too expensive.
The local government could therefore decide to reduce the fee for encouraging users
to reserve slots. Indeed, reservations represent a valuable help for local governments,
because this service allows to monitor the parking occupation state in advance and
therefore it permit to plan counteractions for possible congestion to come.

7 Conclusion

In this chapter, we have presented how the Internet of Things paradigm can enable
the efficient and low-effort management of urban parking, thus providing a small,
yet relevant contribution to the implementation of an effective Smart City. We have
described the design and the implementation of a system that allows identifying and
handling single parking spots, making their reservation, occupation, and dynamic
price management possible.

We have first determined the system requirements and discussed a model for
the parking data. Then, we have described the architecture of the system and its
components. In particular, we have analyzed in detail the on-field identification of
the parking slot and the client-side application on the mobile device, which enables
drivers to reserve, occupy, and release parking slots. Finally, we have discussed some
aspects of the back-end components.

The data collected by the platform allow inferring crucial information on the
occupation state of parking slots in specific areas at precise time intervals. This
information can be used by local governments for, e.g., defining appropriate pricing
schemes so as to promote parking areas not particularly occupied at specific hours or
re-arranging the ways of the road so as to force drivers to pass along mostly vacant
parking areas.

The application is going to be integrated into an ICT platform that will feature
tools and services for innovative and sustainable mobility. The platform has been
developed in the framework of the SMARTY (SMARt Transport for sustainable
citY) project funded by the Tuscany region (Italy).
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An Integrated System for Advanced Multi-risk
Management Based on Cloud for IoT

Maria Fazio, Antonio Celesti, Antonio Puliafito and Massimo Villari

Abstract This chapter presents theCloudcomputing technology as strategic solution
for the deployment of IoT application and solutions. Cloud computing is a new ICT
paradigm able to offer products and solutions as services. Thus, it allows the deliv-
ery of on-demand virtual resources (e.g., computational resources, storage systems,
applications, data centers,...) over the Internet on a pay-for-use basis. Also, the dis-
tributed nature of Cloud computing guarantees high availability of resources dynam-
ically adapting their allocation to specific requirements of the system. The research
community together with big business companies are focusing their efforts in the
adoption of Cloud for a massive interaction with the physical environment. To show
a such trend, we present an on-going project, called SIGMA, which exploits Cloud
technologies to acquire, integrate and compute heterogeneous data from several sen-
sor networks for controlling and monitoring both environmental and industrial pro-
duction systems. Specifically, we describe a new Cloud framework at the basis of
the whole SIGMA architecture, in order to show benefits in the adoption of a such
technology. The framework is compliant with the Sensor Web Enablement standard
specifications andmakes use of a plug-in platform to integrate heterogeneous sensing
infrastructures. It allows to build abstract objects for accessing sensing devices and
observations pandering to the Internet of Things needs.
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1 Introduction

According to a recent Gartner report [1], there will be 30 billion devices connected to
the Internet by 2020. In this way, we assume a reference scenario where a plethora of
heterogeneous devices and Sensor Networks (SNs) are interconnected and share data
and information. It is therefore natural to think about possible ways and solutions
to face an all-encompassing challenge, where such an ecosystem of geographically
distributed sensors and actuators may be discovered, selected according to the func-
tionalities they provide, interacted with, and may even cooperate for pursuing a
specific goal.

Cloud computing provides a very flexible technology, which is able to integrate
monitoring devices, storage devices, analytics tools, virtual infrastructures and client
delivery systems. It offers theoretically unlimited computing and storage capabilities,
and efficient communication services for transferring terabyte flows between data
centers. This means a hard support in the management of enormous amounts of data
generated for IoT purposes, which have to be stored, processed and presented in a
seamless, efficient and easily interpretable form.

Both the IoT and Cloud technologies address two important goals for distributed
system: high scalability and high availability. All these features make the Cloud
Computing a promising choice for supporting IoT services. IoT can appear as a
natural extension of Cloud Computing implementations, where the Cloud allows to
access IoT based resources and capabilities, to process andmanage IoT environments
and to deliver on-demand utility IoT services such as sensing/actuation as a service.

This chapter aims to show new opportunities arising from the exploitation of
Cloud computing for IoT purposes. Thanks to the high level of virtualization of
the Cloud, sensing devices equipped with communication technologies (e.g., RFID
reader, GPS receiver, weather stations, biosensors, cameras, smartphones, medical
devices, surface physics, motion sensors,...) can be virtualized as Cloud resources,
characterized by specific sensing properties and location. The virtualization of a
device or a set of devices organized in a Sensor Network (SN) allows to abstract each
sensing framework andprovide a common interface toward the physical environment.
Such abstract components become objects in the IoT, able to interact each other or
with other objects.

Sensed information is generally acquired by independent administrations deploy-
ing their ownmonitoring infrastructure and software architecture. Sharing such infor-
mation is strategic. The idea of such a massive scale data sharing is leading towards
the concept of system of systems, which aims to achieve task-oriented integration of
different ecosystems provided by independent public and private organizations into
a “federated Cloud”. In a Cloud Federation, several independent, heterogeneous,
private/hybrid Clouds collaborate each others for increasing their productivity and
efficiency. This approach guarantees an effective integration among services offered
by different sensing systems. Moreover, traditional Cloud services, such as storage
and computing, can improve efficiency and scalability in IoT application deployment,
since processing andmaking correlations on a lot of data can be very complex. There-
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fore, computing, storage and sensing become complementary aspects in a big picture,
and a comprehensive approach from the IoT perspective is needed to optimally coor-
dinate their interactions, thus creating a pervasive infrastructure interacting with the
surrounding environment.

This scenario has been envisaged frommany different perspectives, along several
research activities and projects, on which institutions and governments are spend-
ing many efforts. This is also in line with the technological trend that identifies
personal and mobile Clouds as the hottest Cloud topics of 2012. To discuss such a
trend, we present the SIGMA (sensor Integrated System in cloud environment for the
Advanced Multi-risk Management) project. SIGMA proposes a layered architecture
whose function is to acquire, integrate and compute heterogeneous data from sev-
eral sensor networks (weather, seismic, volcanic, water, rain, car and marine traffic,
environmental, etc.), in order to strengthen control and monitoring environmental
and industrial production systems. Collected data are useful for the prevention and
management of risk situations through services provided to citizens and businesses,
both public and private.

The Cloud framewerk designed in SIGMA is based onCLEVER, a flexible frame-
work for secure inter-Cloud communication and event notification developed at the
University of Messina [2]. CLEVER has been extended with three Cloud utilities:
(1) C-COMPUTING, which dynamically creates and executes Virtual Machines
(VMs) on CLEVER hosts; (2) C-STORAGE, which stores data within a database
deployed in a distributed fashion; (3) C-SENSOR, able to virtualize different types of
sensing infrastructures into the Cloud, adding new capabilities for data processing.

The remaining of the chapter is organized as follows. In Sect. 2, we present the
Cloud computing paradigm. An overview of the state of the art on the integration of
sensing technologies into the Cloud is discussed in Sect. 3. In Sect. 4 we give some
hints on risk evaluation issues, since it is the main target of the SIGMA project.
The SIGMA project and its reference architecture is introduced in Sect. 5. Then, in
Sect. 6, we describe the Cloud framework designed for the SIGMAproject tomonitor
energy consumption in industrial sites. Section7 concludes this work with lights to
future works.

2 Briefly on Clouds

Ian Foster [3] describes Cloud Computing as a large-scale distributed computing par-
adigm that is driven by economies of scale, in which a pool of abstracted, virtualized,
dynamically-scalable, managed computing power, storage, platforms, and services
are delivered on demand to external customers over the Internet. Until now, we
have assisted to the steady rising of hundreds of independent, heterogeneous Cloud
providersmanaged by private subjects yielding various services to their clients. There
is not limit to the possible scenarios that can adopt the Cloud computing paradigm.
For example, recently, ICT experts are looking at Cloud computing for improving
the efficiency of their systems and, also for reducing the power consumptions and
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CO2 emissions of their datacenters through virtual machine migration and software
consolidation techniques.

In order to provide a flexible use of resources, Cloud computing makes wide
use of virtualization techniques to treat traditional hardware resources like a pool of
virtual ones. In addition, virtualization enables resources migration, regardless of the
underlying physical infrastructure. Using virtualization and aggregation techniques,
Cloud computing offers its available resource as a Service rather than as physical
product. In particular, according to the NIST formalization [4], it provides services
at three different levels:

• Infrastructure as a Service (IaaS): it provides consumers with computation, stor-
age, networks data transfer and other computing resources. Consumers are able to
deploy and run arbitrary software, which can include operating systems and appli-
cations. For example, this type of service is offered by Amazon EC2, Rackspace,
Salesforce.

• Platform as a Service (PaaS): it makes consumers able to deploy their own appli-
cations onto the Cloud infrastructure using programming languages and tools
supported by PaaS Cloud providers. Typical examples of PaaS services are given
by Social platforms as well Facebook, Twitter, LinkedIn, Google Apps.

• Software as a Service (SaaS): it represents the capability given to consumers of
accessing provider’s applications running on a Cloud infrastructure. Many Cloud
services are already available at this level, such as Amazon Storage, DropBox
Storage, Google Map, Google Docs and Microsoft Office Online.

Cloud computing exploits whatever virtual technologies for making an abstraction
on data, processing, and storage [5]. Virtual Machines (VMs) represent the typical
example of how virtualization technology can be used in Cloud. Cloud costumers are
able to preconfigureVMs and to deploy themon theCloud infrastructure, without any
further configuration. VMs may collect data, execute their elaboration, migrate the
data if necessary, expose APIs to be used from other VMs being executed in different
Clouds and so on. To provide the effective integration of sensing technologies into the
Cloud, specific virtualization techniques for monitoring systems need to be exploited
[6]. In Sect. 3, we present current solutions in literature to integrate sensing resources
and Cloud computing.

3 Related Work and Background

The exploitation of Cloud technologies for providing a scalable management of
sensing data is a hot topic being investigated in literature. In this direction, in [7],
the authors describe a context-oriented data acquisition and integration platform for
Internet of Things over a Cloud computing environment. The work well discusses
the representation of information based on an XLM-oriented approach, but it is not
clear enough how they leverage the Cloud resources.
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As stated in [8], ubiquitous sensor networks may enable sensing data collection at
many points and places in real-time. Usually, collected data are saved on data storage
systems, such as PCs, database servers or Web servers. The authors proposed the
utilization of a free Cloud data service, such as Twitter, exploited to share observed
data. They introduced the concept of ambient sensor Cloud system by using both
Cloud computing and the Arduino-based Open Field Server platform. People may
benefit of these data accessing them by Twitter as Followers.

Another example of Cloud-based Social Platforms for sensing is reported in [9].
The initiative is aimed to investigate the mood of users. Here the authors extrapolate
mood information from social feeds (e.g., Twitter) and associate to them sensing
data (e.g., weather). The mathematical model applied to a mood space tries to char-
acterize users, their day-lives and tweets. Their assessment is conducted in off-line
computation mode, and doesn’t deal with massive computation constrains.

Authors in [10] have designed a Sensor-Cloud infrastructure enabling end-users
to dynamically create virtual sensor groups. The introduction of virtual items (e.g.,
sensors, sensor groups, servers, etc.) is interesting indeed, but how they impact on
the management of Cloud resources is not very clear. They use conventional SQL-
based database to collect data, but this choice may represents a bottleneck in the
architecture in terms of performance.

The Cloud data management service reported in [11] aims at massive sensing
data management in the Cloud and is based on the Hadoop framework. The authors
assert that traditional relational database management systems are a bottleneck in
scenarios dealingwith ultra-large-scale data sets. Thus, their Cloud data center adopts
the Hadoop FileSystem (HDFS) for organizing clusters aimed at the Cloud.

A new architecture in which Server Webs and Server Sensors interact each others
using a redirectable stream-oriented channels is described in [12].

4 Risk Evaluation

Risk is the potential that a chosen action or activity leads to a loss. This concept
implies that each choice has influence on the outcome. Almost any human intent
carries some risk, but some aremuchmore relevant than others.We face risks inmany
human activities characterized by an hazard as well economics investments, building
infrastructures and transport of people and/or goods.With the termofhazardwemean
every risky condition, which can potentially cause harm, like human injury or death,
damage to the environment, damage to physical assets and loss of production.

The Risk Investigation is a way for evaluating the hazard of an activity and Fig. 1
shows how it is possible to perform it. The first step is characterized by two inde-
pendent tasks:

(1)DataCollection, for gathering all the necessary information useful to character-
ize the context. The specific data types depend on the environment and/or activities.
For example, in an industrial production control, data types include air pollution, tem-
perature, power consumption, hydraulic charge pressure, air compression, motion,
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Fig. 1 Risk investigation activities

optical positioning, weight, acceleration, chemical composition, gases, liquid flow
and so on.

(2) Event Classification, for specifying which events cause loss and the impact
of the loss. In our scenario, damaging events include on-the-job injury, accidents,
explosions, environmental damages.

The second step of the Risk Evaluation aims to merge information on data and
events in order to clearly define the scenario where the activity will be carried out.
The formal description of the scenario allows to perform the evaluation of the risk.
Figure1 shows themain functionalities for Risk Investigation in any human activities
falling into the topic of this work.

In the Risk Evaluation assessment, it is possible to identify three typologies of
risk:

• Individual Risk (IR): as defined by AIChE/CCPS [13], it represents the probability
that an average unprotected person, permanently present at a certain location, is
killed in a period of one year due to an accident resulting from a hazardous activity.

• Societal Risk (SR): it is ameasure of risk for a group of people. It is most expressed
in terms of the frequency distribution of multiple casualty events (F/N curve,
described later).

• Environmental Risk (ER): it represents the potential threat of adverse effects on
living organisms and environment by effluents, emissions, wastes, resource deple-
tion, etc., arising out of an organization’s activities.
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Fig. 2 Cloud-based risk investigation

4.1 Risk Investigation in the Cloud

A leader organization responsible for risk investigation coordinates efforts over each
task in order to provide the risk calculation. The cooperation of different entities
involved in an industry for the monitoring of risks is based on a rigid hierarchical
organization, where higher elements are responsible for the lower. In a Cloud envi-
ronment, thanks to its distributed paradigm, the architectural organization of work
can be redesigned. All the sites, buildings and sectors involved in risk investigation
are organized in a federation. Each of them has a specific role and responsibilities and
gives its contribution to the federation, according to a flat organizationmodel of tasks.
This approach improves the flexibility of the whole system, where competences and
activities are independent from each other.

As shown in Fig. 2, Temperature, Water, Seismic and Meteorological Observa-
tion Systems are responsible to provide Data Collection through their monitoring
infrastructures to the Cloud. At the same time, other sites provide services for the
Scenario Definition. However, each entity specifies properties of the scenario accord-
ing to different parameters (geographical area, legislation, HS policies,...). Risk Cal-
culation is performed through the elaboration of risks models through Cloud virtual
resources. All these contributions are orchestrated within the Cloud in order to offer
seamless services.
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Fig. 3 Overall SIGMA architecture

5 The SIGMA Project

The objective of the SIGMA project is to manage the risk situation in both the
industrial production process and in the territory in order to provide support for
the preparation of response plans. For example in the industry field, analyzing data
coming from different ICT equipments and the surrounding environment may be
possible to control the production, instead considering the territory, analyzing data
coming from car traffic sensor network of a given area may be possible to provide
useful information to the population and relevant authorities in case of particular
traffic jam due to rare events such as a big social event or a natural disaster.

The project will also include the functionality to simulate emergency situations
in order to allow the training of personnel responsible for emergency management.
How depicted in Fig. 3, the layers that make up the architecture are six. At the lowest
layer there are different sensor networks. Some of them are already installed on ter-
ritory, as the SIAS network that consists of a series of weather stations to support the
agriculture industry, the water observatory that consists of a series of hydrometric
stations and rainfall to support the design of water projects and the INGV networks
for monitoring seismic and volcanic activities in Sicily, Italy. In addition to the exist-
ing sensor network, SIGMA also foresees the makeup of dense network in order to
integrate the existing networks, for multiparameter monitoring of sensitive areas and
increased hydrological, hydro geological, geological, seismic, volcanic land risk,
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and integration with other networks such as that for car and naval traffic monitoring
with GPS and GSM systems, in order to provide a more diverse and accurate data.
The architecture also provides for the use of new types of sensors called “smart sen-
sors”, capable of an initial high layer processing of collected information [14]. Many
industrial sites also have their own private network monitoring systems that can be
integrated for early identification of risk situations for employees and citizens in gen-
eral.At this layer different transmission networks of information are also placed, from
sensor networks to higher levels of architecture. Recent events have demonstrated,
in tactical scenarios and in areas affected by natural or anthropogenic disasters, the
need for robust integrated telecommunications systems in which are available high
speed voice, data and video connections [15]. In addition, the industrial production
has to be properly controlled in case of rare natural disaster. At upper level the sys-
tem is based on virtualized and distributed resources provided by a Cloud computing
framework. This layer is based on CLEVER, a flexible framework for inter-Cloud
communications and event notification [2]. It includes specific component for vir-
tual infrastructure set up and management, sensing environment integration and data
retrieval and storage. The advantages of the framework come from the fact that it
will provide computation and flexible storage capacity with enhanced performance,
thus facilitating the integration of unstructured networks that make available large
amounts of data to be stored and processed. The infrastructure is in fact able to
expand and downsize itself in a flexible and automatic way. At higher level is the
Middleware layer, an intermediate software layer that, through a series of interfaces,
gathers data from various heterogeneous networks, standardizing them andmaking it
available at Business Intelligence. The Business Intelligence level is responsible for
process data, implementing the actual business logic of the architecture. At this level,
through a series of algorithms, many complex problems are solved and the results
are supporting the industrial plant or territory monitoring andmanagement activities.
The highest level of architecture is finally represented by the Application layer that
takes care to create interfaces for user interaction with the system (e.g. Functional
Centers, Operating Rooms, etc ...). The architecture provides three types of high-
level interfaces: Desktop Application, Web Application and Web Services. The first
two are pure graphical interfaces, made respectively in Desktop and Web area, with
which users can interact with the system. The Web Service interface instead is con-
ceived as a means of communication for interaction with other independent systems.
Given the high importance of data that are processed by the system, security is a
fundamental requirement and needs special attention in the design phase. To ensure
a high degree of reliability, the layer that handles security is designed to embrace all
levels of architecture, so that making the system easy to administer in terms of safety,
and secure in its entirety. The project includes significant field-testing activities with
particular emphasis on integrated management of environmental and industrial risk
situations. The objective is to demonstrate, with the help of some use cases oriented to
territory multi-risk management, that the “systematization” of infrastructure that are
not interoperable today, produces add value both for those providing the resources
(e.g., sensors, data storage and processing) and for the users, making it possible
to offer services with high added value. In particular two areas of test bed will be
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identified, on which experiment the technology developed in the project. A first case
study refers to the integrated volcanic phenomena and territory management and will
use the data from the integrated sensor networks form INGV, SIAS and the water
observatory. The second case study will instead be a more industry specific and will
focus on critical sites such as industrial plant site of ST. The case studies will use the
potential of the integrated telecommunications network for transporting data from
remote sites (sensor network) to the centers of information processing. In particular,
we will use a test bed that uses innovative types of satellite terminals with antennas
with planar phased-array technology, that allows the connection of moving vehicles
with the sensor network (local connection), and with Network Control Center (a
satellite connection). This test bed allows the transmission of data collected locally,
even in the absence of communication infrastructures in emergency situations in
which is indispensable to ensure a secure and reliable connection between teams
called to intervene on the ground and decision-making and coordination centers.

6 The Cloud Framework in SIGMA

In this section we focus our attention on the Cloud framework designed to support
functionalities for monitoring and risk control in the SIGMA project. It is based
on CLoud-Enabled Virtual EnviRonment (CLEVER), that is a Cloud framework
developed at the University of Messina [2], which aims at the setup and management
of an overlay network for the interaction of many Clouds spread over the Internet. It
organizes nodes of the Cloud infrastructures according to a cluster-based approach,
as shown in Fig. 4.

CLEVER nodes contains a host level management module, called Host Manager
(HM). A single node may also include a cluster level management module, called
Cluster Manager (CM). The CM contains the intelligence for treating and analyzing
all incomingdata,whereas theHMhas lower level functionalities. Indeed it represents
the remote agent of the CM used for the execution of specific tasks. Thus, in the
cluster, we have the CM at a higher layer and, at a lower layer, many HMs depending
on it. At least one active CM has to be deployed on each cluster but, in order to ensure
higher fault tolerance, some redundant CMs remain in a listening state to detect if
the active CM turns off. A CM acts as an interface between Cloud clients (software
entities, which can exploit the Cloud) and the software running on the HMs.

The CM receives commands from the clients, gives instructions to the HMs,
elaborates information and finally sends results to the clients. It also performs the
management of resources (e.g., uploading, discovering, etc.) and the monitoring of
the overall state of the cluster (e.g., workload, availability, etc.). A HM perform
operative tasks for running Cloud utilities and it can be seen as a gateway towards
the physical infrastructure. For example, it instantiates VMs and run them on the
physical hosts, or gathers sensed data from the SNs forwarding them to the CM.

Both CMs and HMs are composed by several sub-components, called agents,
which are designed to perform specific tasks. To improve the readability of the
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Fig. 4 Cluster-based organization of CLEVER nodes

chapter, we name Cluster Agent (CA) an Agent in the CM and Host Agent (HA) an
Agent in the HM, but we emphasize that, from a technical point of view, there is not
any difference in the design of CAs and HAs.

To enable the interaction among the Cloud components, CLEVER supports three
types of communication: Internal Remote Method Invoker (IRMI), External Remote
Method Invoker (ERMI), Notification. The IRMI communication refers to the mes-
sage exchanging protocol among agents within the same manager (both in CMs and
HMs). ERMI communications allow a CA to exchange messages with HAs. In fact,
each CA has knowledge of the agents in the HMs that depend on the CM itself.
On the contrary, HAs do not have knowledge of the CAs at the upper-layer of the
hierarchy. Even though this design choice seems to limit the interoperability among
the agents, it allows to reduce the complexity of inter-module communications and
to increase the scalability, fault-tolerance and availability of the system. To allows
communications from an HM to the CM, CLEVER uses the Notifications, which are
sent from an HA to the CM without specifying the CA interested in the communi-
cation. For example, in the provisioning of sensed data, an HA gathers data from a
SN and forward them towards the cloud independently from the particular services
that will manipulate these pieces of information at the upper-layer.

To implement ERMI and Notifications, the XMPP protocol [16] has been used.
In fact, XMPP is able to offer:

1. decentralization (i.e., no central master server should exist: such capability in
native on theXMPP) in away similar to a p2p communication system for granting
fault-tolerance and scalability when new hosts are added in the infrastructure;

2. flexibility to maintain system interoperability;
3. native security features based on the use of channel encryption and/or XML

encryption.
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Thus, the CLEVER architecture needs the presence of an XMPP Server, which
guarantees a high fault tolerance level in communications and allows system status
recovery if a crash of a component occurs. The current implementation of CLEVER
is based on the employment of an Ejabberd XMPP server [17].

To support SIGMA requirements, three Cloud utilities have been developed into
the CLEVER framework. They are shortly presented in the following sections and
their functionalities support the whole project as shown in Fig. 5.

6.1 C-COMPUTING

The C-COMPUTING utility of CLEVER implements a Virtual Infrastructure Man-
ager (VIM) at the IaaS layer for the management of the physical resources of a
datacenter (i.e., a cluster of machines). The VIM acts as a dynamic orchestrator of
Virtual Machines (VMs). The main pupose of such an utility is to setup VMs (e.g.,
preparing disk images, setting up networking, executing VMs on the CLEVER hosts
according to theirworkload, data location andother parameters, and so on), regardless
of the underlying used Hypervisor (currently the C-COMPUTING utility supports
QEMU/KVM, Virtualbox, andWMware). The basic operations of C-COMPUTING
are:

• managing the VMs images, by means of images discovery, transfer and uploading;
• managing theVMs, providing functions to start, stop, suspend, shut-down, destroy,
and migrate VMs;

• monitoring the VMs behavior and performance, in terms of CPU, memory and
storage usage.

TheC-COMPUTINGutility allows toput in practice the elastic computingmechanism
typical of the Cloud computing paradigm bymeans of VMmigrationmechanisms. In
fact, the elastic computing allows to scale up/downCloud infrastructures according to
particular workloads. In simple works, the Cloud infrastructure can scale up instanti-
ating newVMswhen required, and it can scale down, e.g, suspending, shutting-down,
or destroying VMs. The Business Intelligence algorithms developed into the SIGMA
project will be executed on several VMs into the C-COMPUTE system and the num-
ber of necessaryVMswill be dynamically adapted to the requirements of theBusiness
Intelligence layer, through the middleware that works as interface between the Cloud
and the Business Intelligence layer, as shown in Fig. 5. The dynamic allocation of
VMs is a very important feature for informative systems that need variable compu-
tation capabilities, such as the SIGMA one, with peaks in the processing resources
demand in particular time period or at the occurrence of specific events.
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Fig. 5 CLEVER components in the SIGMA projects
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6.2 C-SENSOR

To meet the requirements of sensing environments, the C-SENSOR utility manages
the physical resources of sensors and SNs (i.e., sensors nodes, network communi-
cation equipment,...), offering their capabilities and observations at the PaaS layer.
It implements all the functionalities for the integration of heterogeneous sensing
infrastructures in the Cloud hiding underneath technologies and for the provisioning
of sensed data. Thus, C-SENSORhas to interact with a sensing environment to gather
data. Due to many available networking technologies for sensors and SNs, it is very
important to guarantee a great adaptability of C-SENSOR to different technologies.
To this aim, it implements a plug-in framework, where each plug-in implements spe-
cific calls of the APIs of the HM running the utility, in order to guarantee a seamless
interaction with the Cloud.

The abstraction of the sensing infrastructures is compliant with the Sensor Web
Enablement (SWE) standard defined by the OpenGeospatial Consortium. TheOGC-
SWE framework [18] has taken important early steps towards enabling theweb-based
discovery, exchanging and processing of sensor observations.Within this framework,
the development of a set of XML-based languages and Web service interface spec-
ifications, such as the Sensor Observation Service (SOS), facilitates the discovery,
access and search over the sensor data. Furthermore, languages for description of
the sensed data, such as the Sensor Model Language (SensorML) and Observations
and Measurements (O&M), provide a means to integrate data from heterogeneous
sources in a standard format accessible from cloud users. Despite the OGC-SWE
framework includes seven different standards, the C-SENSOR architecture refers
only to the following ones to implement its main functionalities:

• SensorML: models and XML schemas for describing sensors systems and
processes; it provides information needed for discovery of sensors, location of
sensor observations, processing of low-level sensor observations and listing of
taskable properties;

• O&M (Observation and Measurements): models and XML Schema for encoding
observations and measurements from a sensor network;

• SOS (Sensor Observation Service): interface for requesting, filtering, and retriev-
ing observations and sensor system information;

• SAS (Sensor Alert Service): interface for publishing and subscribing to alerts from
sensors.

The execution of the SOS Agent into a HM aims to carefully model sensors,
sensor systems, and observations in such a way that the model covers all varieties of
sensors and supports requirements of all users of sensor data.
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6.3 C-STORAGE

The set of data necessary to enable Cloud services is stored within a specific database
deployed in a distributed fashion and managed through the C-STORAGE utility.
C-STORAGE contains the overall set of information related to the framework (e.g.
the current state of theVMs, sensing data, state of the sensing infrastructure,...). Since
the database could represent a centralized point of failure, it has to be developed
according to a well structured approach, for enabling fault tolerance features. The
best way to achieve such features consists of using a Distributed Database. Also,
C-STORAGE has been designed according to plug-in approach, in order to leave
high flexibility in terms of storage requirements. The plug-in devised for sensed data
is able to interact with the Sedna native XML database [19]. In fact, Sedna natively
supports the XML data schema (as well as SWE standards). Even, it is opensource
and allows to create incremental hot backup copies of a database and supports ACID
transactions. Sedna dynamically generates the descriptive schema from any type of
data and maintains them by using an incremental approach. This solution makes the
storage of information on sensors and observations very flexible. Thanks to theXPath
and XQuery capabilities of Sedna, the system easily retrieves information from the
database formatting them according to the SWE specifications.

To support huge amount of data fot IoT application, a new plug-in for the Hadoop
file system (HDFS) can be developed. HDFS is highly fault-tolerant file system and
it is designed to be deployed on low-cost hardware. It provides high throughput
access to application data and is suitable for applications that have large data sets.
Moreover, the Map-Reduce functionality of HDFS can be employed for processing
scalable elaborations.

6.4 The Security Layer

How depicted in Fig. 3, the security layer transversely involves all the layers of
the SIGMA architecture. This is due to the fact that each layer presents different
security requirements that need to be properly addressed.With reference to the Cloud
framework, the communication system of CLEVER, that is based on the XMPP, has
to be secured in order to guarantee data confidentiality, integrity, and non-repudiation.
In order to achieve totally secure communications, each exchanged message has to
be signed and encrypted by each CLEVER component (i.e., CM or HM). Since
the XMPP does not not natively provides such a security features, in the SIGMA
project has been needed to extend the XMPP security mechanisms in order support
the following functionalities:

• Digital identity management. Each component during the in-band registration
(i.e., an automatic enrollment of a client on the XMPP server) with the XMPP
server requires a digital certificate to a trustedCertificationAuthority (CA) through
the Simple Certificate Enrollment Protocol (SCEP).
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• Signed message exchange. Each component should be able to sign a message
sent to another one.

• Encrypted message exchange. Each component should be able to perform a total
or partial encryption of a message.

• Private chat rooms. The communication system should allow the management
of private chat room with restricted access to authorized components.

• Encrypted chat rooms.The communication system should allow themanagement
of private and encrypted chat rooms. The key exchange between the communicat-
ing components should take place according to a PKI schema. The component that
play the role of “moderator” instantiate a new chat room associating a session key.
When a new component wants to join the communication, the “moderator” com-
ponent sends the session key encrypted with the public key of the new component
itself.

The XMPP security extension has been performed according to the XEP 0027 [20]
specification that describes the use of Jabber with the Open Pretty Good Privacy
(OpenPGP—RFC 4880—[21]). OpenPGP is an interoperable specification that pro-
vides cryptographic privacy and authentication for data communications. As high-
lighted by the internet draft, the XEP 0027 does not represent a standard, although
it could be in the future, but it describes a possible solution for authentication and
data encryption in end-to-end XMPP communication [22]. In addition, the access
to data coming from the different sensor networks has to be restricted to authorized
software component of the above layer.

7 Conclusions and Future Works

The main aim of this chapter is to motivate the adoption of Cloud technologies
for IoT purposes. Cloud offers several services as distributed, efficient, scalable
and federated solutions, which can support the abstraction, storage, management of
thighs. It guarantees the integration of heterogeneous physical devices and systems
spread across a world wide area able to capture environmental measurements. The
huge amount of data gathered from such sensing infrastructures are posted to the
Cloud and then abstracted, stored, analyzed, processed and manipulated according
to the IoT application requirements.

The chapter presents the on-going SIGMAproject, which is focused on risk detec-
tion in industrial production. In particular, we have explained how the Cloud frame-
work has been designed to support a high level abstraction of sensing infrastructures
and observations according to the SWE specifications. The framework aslo provides
storage and computing utilities for a complete support of IoT requirements.

We are currently working to optimize the sensor activity and in particular we are
testing aggregation algorithms able to reduce network traffic and increase the overall
efficiency of the network.
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Towards Internet Intelligent Services Based
on Cloud Computing and Multi-Agents

Domenico Talia

Abstract Cloud computing systems provide large-scale infrastructures and services
for Internet computing applications. They are “elastic” therefore are able to adapt to
user and application needs. Clouds are used through a service-oriented interface that
implements the *-as-a-service paradigm to offer Cloud services on demand. This
chapter discusses Cloud computing models and architectures, their use in distributed
applications, and examines analogies, differences and potential synergies between
Cloud computing and multi-agent systems. Since the combination of Clouds and
agents can benefit from semantics, we also discuss use of ontologies in this context.
Our analysis is lead having inmind the goal of implementing Internet-based complex
systems and intelligent applications by using of Cloud systems, software agents, and
ontologies. In particular, the convergence of interests between multi-agent systems
that need reliable distributed infrastructures and Cloud computing systems that need
intelligent software with dynamic, flexible, and autonomous behavior can result in
new systems and applications.

1 Introduction

European Commission Vice President Neelie Kroes, responsible for the European
Digital Agenda, recently presented a vision of what the Internet could look like in the
coming years. This vision is based on millions of active (intelligent) things talking
to other active things, and a greater degree of security and privacy for people online.
“Tomorrow’s Internet landscape could look very different”, she said. “New smart
systems, available on the go. New social media replacing the old. Cloud computing
that is scalable, flexible, everywhere. Enormous data sets, used to benefit science,
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healthcare, our economy, and our everyday lives. And a more secure and a more
private Internet”.

In this scenario, Cloud computing provide elastic services, high performance
and scalable data storage to a large and everyday increasing number of users [1].
Cloud computing enlarged the arena of distributed computing systems by providing
advanced Cloud computing enlarged the arena of distributed computing systems by
providing advanced Internet services that complement and complete functionalities
of distributed computing provided by the Web, Grid computing and peer-to-peer
networks. In fact, Cloud computing systems provide large-scale infrastructures for
high-performance computing that are dynamically adapt to user and application
needs.

Today Clouds aremainly used for handling highly intensive computingworkloads
and for providing very large data storage facilities. Both these goals are combined
with the third goal of potentially reducing management and use costs. At the same
time, multi-agent systems (MAS) represent a distributed computing paradigm based
on multiple interacting agents that are capable of intelligent behavior. Multi-agent
systems are often used to solve complex problems by using a decentralized approach
where several agents contribute to the solution by cooperating one each other. One
key feature of software agents is the intelligence that can be embodied into them
according to some collective artificial intelligence approach that needs cooperation
among several agents that can run on a parallel or distributed computer to achieve
the needed high performance for solving large complex problems keeping execution
time low.

Cloud computing and multi-agent systems can benefit from the use of seman-
tics technologies both in the implementation of basic levels and middleware and in
the development of large-scale applications that include software agents running on
Cloud platform. Ontologies can be exploited to improve the task of agents in annotat-
ing, searching, and classifying resources (things) and facilitating the task of Clouds
services in supporting scalable Internet of Things applications.

Although several differences exist betweenCloud computing andmulti-agent sys-
tems, they are twodistributed computingmodels, therefore several commonproblems
can be identified and several benefits can be obtained by the integrated use of Cloud
computing systems and multi-agents. The research activities in the area of Cloud
computing are mainly focused on the efficient use of the computing infrastructure,
service delivery, data storage, scalable virtualization techniques, and energy effi-
ciency. In summary, we can say that in Cloud computing the main focus of research
is on the efficient use of the infrastructure at reduced costs. On the contrary, research
activities in the area of agents aremore focused on the intelligent aspects of agents and
on their use for developing complex applications. Here the main problems are related
to issues such as complex system simulation, adaptive systems, software-intensive
applications, ontology management, distributed computational intelligence, and col-
lective learning.

Despite these differences, Cloud computing and multi-agent systems share sev-
eral common issues and research topics in both areas have several overlaps that need
to be investigated. In particular, Cloud computing can offer a very powerful, reliable,
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predictable and scalable computing infrastructure for the execution of multi-agent
systems implementing complex agent-based applications such when modeling and
simulation of complex systems must be provided. On the other side, software agents
can be used as basic components for implementing intelligence in Cloud computing
systems and, in the more general scenario of Future Internet, making systems and
applications more adaptive, flexible, and autonomic. Issues such as resource man-
agement, service provisioning, smart behavior can be efficiently supported by MAS
in designing and running large-scale Internet applications.

For these reasons and for others that we discuss later, this chapter investigates
research work in the two areas and point out potential synergies that deserve to be
analyzed. The chapter discusses Cloud computing models and architectures, their
use in parallel and distributed applications, and examines analogies, differences and
potential synergies between Cloud computing and multi-agent systems. Analysis is
led having in mind the goal of implementing high-performance complex systems
and intelligent applications by using both Cloud computing systems and software
agents. Section2 introduces Cloud computing concepts and reviews some research
activities. Section3 presents multi-agent systems and research topics that are related
to Cloud computing. Section4 presents some ideas on using intelligent software
agents to improve the performance and functionality of Clouds. Section5 illustrates
how Cloud computing platforms can be used for the efficient execution of MAS. As
a case study, in this section the use of semantic web techniques and ontologies is
discussed. Section6 concludes the chapter.

2 Cloud Concepts and Models

Since the Cloud computing paradigm has been conceived several definitions have
been given. Some of them focus on on-demand dynamic provisioning of process-
ing and storage resources, others emphasize the service-oriented interface and the
exploitation of virtualization techniques. The National Institute of Standards and
Technology (NIST) have given a complete reference definition [7]. NIST defined
Clouds as follows: “Cloud computing is a pay-per-use model for enabling available,
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, services) that can be rapidly
provisioned and released with minimal management effort or service provider inter-
action”. Moreover, according to NIST: “Cloud model promotes availability and is
comprised of five key characteristics, three delivery models, and four deployment
models”.

The key features of Clouds are: On-demand self-service, ubiquitous network
access, location independent resource pooling, rapid elasticity, and pay per use.
Figure1 summarizes the main characteristics of Cloud computing systems both from
the technical side and the business side [4].

The delivery models of Clouds are very important because they define three dif-
ferent types of Cloud computing systems:
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Fig. 1 Main characteristics of Clouds (from [4])

• Infrastructure as a Service (IaaS). The capability provided to the user is to rent
computing, storage, networks, and other computing resources where the user is
able to deploy and run software, which can include operating systems and/or appli-
cations. The user does not manage or control the hardware Cloud infrastructure but
has control over operating environments, storage, deployed applications, and pos-
sibly select networking components. Examples for commercial Cloud infrastruc-
tures are Amazon EC2 and Rackspace.

• Platform as a Service (PaaS). The functionality provided to the user is to deploy
onto the Cloud infrastructure consumer-created applications using programming
languages, compilers and toolkits supported by the provider (e.g., Java, .Net). The
consumer does notmanage or control the underlying cloud infrastructure, network,
servers, operating systems, or storage, but the consumer can control the deployed
applications and possibly the application hosting environment configurations.

• Software as a Service (SaaS). The capability provided to the consumer is to use
the provider’s applications running on a Cloud infrastructure and accessible from
various client devices through a thin client interface such as a Web browser (e.g.,
web-based email). The consumer does not manage or control the underlying cloud
infrastructure, network, servers, operating systems, storage, or even individual
application capabilities, with the possible exception of limited user-specific appli-
cation configuration settings.
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Fig. 2 Deployment models for Clouds

2.1 Cloud Deployment Models

About five years ago, when the first Cloud infrastructure has been deployed by Ama-
zon, the online bookseller company that took the decision to start a new business
selling computing resources to companies and private users, the only deployment
model was the Public Cloud one. It is a pay-per-use IaaS Cloud infrastructure that
is owned by an organization selling Cloud services to the general public or to enter-
prises. Thus, it is public because it can be rent by anyone for developing and/or
running any kind of applications. To use Amazon services, users must provide a
credit card account and can spend from few cents to thousands or millions of dollars
depending on the number of used resources and the usage time.

After this early Cloud version, other deployment models different from Public
Clouds have been designed and implemented (see Fig. 2):

• Private Cloud.TheCloud infrastructure is owned or leased by a single organization
and is operated only for that organization. No public access to it is permitted. This
model can be used in case of strict data privacy and/or security requirements.

• Community Cloud. The Cloud infrastructure is shared by a limited number of
organizations and supports a specific community that has shared concerns (e.g.,
goals, security requirements, policy, and compliance issues).

• Hybrid Cloud. This fourth class of Cloud infrastructure is a composition of two or
more Clouds (private, community, or public) that although they are unique entities,
are combined together by standardized or proprietary technology that enables data
and application portability (e.g., Cloud federation).

Cloud computing is the most recent result of the advancement of several com-
puter technologies both from the hardware side, such as virtualization andmulti-core
architectures, and from the software side like cluster computing, Grid computing,
Web services, service-oriented architectures, autonomic computing, and large-scale
data storage. Indeed, today Clouds extend the Internet panorama, by providing a new
computing paradigm that facilitates the use of Internet as a worldwide computing
platform.
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In particular, virtualization in Cloud computing is the key element that separates
system functionality and implementation from physical resources. By exploiting
virtualization techniques, a Cloud infrastructure can be partitioned in several par-
allel virtual machines, dynamically configured according to the user requirements
and devoted to run independent applications concurrently. Virtualization separates
applications from hardware and users from other users giving them the feeling that
a large-scale computing infrastructure is devoted to their applications by meeting
a given quality of service (QoS). Virtualization is also used to isolate applications
avoiding that if one fails that other can fail too. Finally, virtualization is a way to
improve security and privacy of concurrent applications running on the same Cloud.

2.2 Example of Cloud Systems

As we mentioned, the Cloud computing paradigm represents an advancement of
the existing computing services available over the Internet. In particular, Cloud
infrastructures adopted the Web services paradigm for delivering new capabilities
beyond the traditional Web capability.

Several companies set up large Cloud facilities and built programming environ-
ments where developers can program applications as Cloud software services. Just to
mention some example, Amazon on his EC2 and S3 Cloud platforms implemented
Elastic BeanStalk, Microsoft implemented .Net technology on Azure, Google pro-
vides the AppEngine, and VMware has Cloud Foundry.

On the other side, the research community developed open source software that
can be deployed and configured on servers, computer farms or data centers for imple-
menting private, public, community or hybridCloud infrastructures or for inter-Cloud
computing facilities. Examples of these systems are OpenNebula, Eucaliptus, Open-
QRM, Puppet, andOpenStack. These open source software projects are also working
to systems and services that allow Cloud-to-Cloud interoperability and federation.

3 Multi-Agent Systems

An agent is a computational entity that acts on behalf of another entity (or entities)
to perform a task or achieve a given goal. Agent systems are self-contained software
programs embodying domain knowledge and having ability to behave with a specific
degree of independence to carry out actions needed to achieve specified goals. They
are designed to operate in a dynamically changing environment.

Agents typically include a set of features. The main features of agents include the
following:

• Autonomy: the capacity to act autonomously to some degree on behalf of users or
other programs also by modifying the way in which they achieve their objectives.



Towards Internet Intelligent Services Based on Cloud Computing and Multi-Agents 277

• Pro-activity: the capacity to pursue their own individual set goals, including by
making decisions as result of internal decisions.

• Re-activity: the capacity to react to external events and stimuli and consequently
adapt their behavior and make decisions to carry out their tasks.

• Communication and Cooperation: the capacity to interact and communicate with
other agents (in multiple agent systems), to exchange information, receive instruc-
tions and give responses and cooperate to fulfill their own goals.

• Negotiation: the capability to carry out organized conversations to achieve a degree
of cooperation with other agents.

• Learning: the ability to improve performance and decisionmaking over timewhen
interacting with the external environment.

Although a single agent can act and run to perform a given task, the agent paradigm
was conceived as a distributed computing model where a set of agents interact one
another by exchanging information and cooperating to perform complex tasks where
interaction, intelligence, adaptation and dynamicity are key issues to be handled.

This means that even if we can define an agent in isolation, the agent paradigm can
find its complete exploitation if we consider agents as entities acting in a collection
of agents, therefore implementing the so called multi-agent system paradigm. In
fact, it is rather difficult to imagine that an agent will exist and operate only as a
stand-alone entity and will never interact with other agents (real or artificial) in its
environment.Also information agents, or personal agents,which aremainly supposed
to work as stand alone entities in solving problems, will certainly improve their
behavior and achieved results if cooperate with other agents to receive information,
to delegate task execution or to exchange knowledge that improve the agent role and
contribution. According to these considerations, the social dimension of agents is
one of its essential features.

As stated by Sycara [11], the characteristics of MASs are that

• each agent has incomplete information or capabilities for solving a problem and,
thus, has a limited viewpoint on the global task to be done;

• there is no system global control;
• data are decentralized; and
• computation is asynchronous.

These features are typical of decentralized computing paradigms. In fact, being a
distributed computing paradigm, multi-agent systems share several characteristics
with other distributed paradigms like actors (which we can consider as their progen-
itors), concurrent objects, peer-to-peer networks, Grid computing, sensor networks,
autonomic computing, and Cloud computing. At the same time, it is worth to notice
that agents possess some properties, as discussed before, that differentiate them from
other distributed computing models.

Commonalities and differences among these distributed computingmodels can be
exploited for the integrated use of someof the technologies that are based on them.For
example, decentralized applications based on multi-agent systems can be developed
onGrid systems or on peer-to-peer networks. At the same time, applications based on
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sensor networks can use distributed intelligence techniques bymeans of amulti-agent
system with learning and pro-activity features.

In the past years several agent programming environments supporting specific
agent architectures and providing libraries of interaction protocols like Jason, 3APL,
JACK, Claim, SyMPA, JADE, Cougaar, Jadex, and ZEUS have been developed.
Moreover, software engineering methodologies like Gaia, Tropos, and AUML have
been designed to analyze and design agent-based systems. Efforts have been done
to standardize some features or facilities of agent systems, such as has been done
with FIPA and KQML for inter-agent communication. These environments, toolkits
and methodologies are enabling technologies for implementing MAS applications
on traditional computing systems. However they can be more interesting if they
will be available of distributed computing infrastructures like Grid, Cloud or P2P
networks for supporting the development of large-scale MAS applications achieving
high performance and scalability.

However, despite the potential common space where agent technology and Cloud
computing infrastructures can be effectively used to produce innovative models,
techniques, systems and applications, till today only a few research activities that
make use of both these technologies are performed. In the literature a very limited
number of chapters can be found on agents and Cloud integration [2, 3, 5, 10].

In the next two sections, we discuss two main approaches for the integrated use of
agents and Cloud systems. The first one is based on the principle that agent flexibility,
intelligence, pro-activity, and autonomy can be used in Cloud computing platforms
to produce new advanced Cloud solutions and services that offer new functionalities
and intelligent services that todays are not yet available in current Cloud computing
infrastructures.

The second one is centered on the idea that Cloud infrastructures can offer an ideal
platform where run MAS-based systems, simulations and applications because of its
large amount of processing and storage resources that can be dynamically configured
to run large-scale MAS-based software at unprecedented scale. In this context, we
discuss the use of ontologies in resources search and classification.

4 Clouds Using Agents

Cloud computing is a novel technology that has been designed and implemented in
the past five years, mainly due to industry that was looking to a large-scale scalable
computing infrastructure for implementing and selling service-oriented commercial
solutions.

Whereas much of the current effort on Cloud computing was devoted to the
production of Cloud infrastructures and technologies for supporting virtualization
and data centers, little attention has been devoted to introduce innovative methods
for users and developers to discover, request, assemble and use Cloud computing
resources. Autonomous and flexible agents and MASs are suitable tools for negoti-
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ating user access, automating the resource and service discovery, and composition,
trading, and harnessing of Cloud resources.

A new discipline, called agent-based Cloud computing must be set for providing
agent-based solutions founded on the design and development of software agents
for improving Cloud resources and service management and discovery, SLA nego-
tiation, and service composition. Autonomous agents can make Clouds smarter in
the interaction with users and more efficient in allocating processing and storage to
applications.

In large-scale data centers, agents can search, filter, query and update the massive
volumes of data that are stored. We can envision a scenario where Cloud agents
working on our and operating systems behalf, to provide intelligent data access
services, monitoring services, processor-to-application assignment strategies, and
energy-efficient use of Cloud computing infrastructures.

Research activities must be carried out to implement effective agent-based solu-
tions for Cloud computing. This work should be done towards the three differ-
ent *-as-a-Service delivery classes. In IaaS infrastructures, agents can be used to
help the intelligent provisioning of basic resources to user applications, whereas in
Paas infrastructures, agent can play a role in the efficient deployment and execution
of programming environments that developers use for application implementation.
Finally, in SaaS Cloud infrastructures, agents can be programmed to optimize the
use of applications provided as services and the management of the underlying hard-
ware/software infrastructure taking care of its efficient utilization and, at the same
time, for maintaining the declared QoS.

In Clouds, there also is the need to design and implement techniques and
methodologies that adapt to thedynamicbehaviors ofCloudcomputing environments.
Autonomic techniques may help providers and users to reach this goal. Multi-agent
systems that are able to handle with changing configurations, heterogeneity, and
volatility, can provide a promising approach for addressing this requirement. Last
but not least, security and trust are two very critical issues in Cloud computing as data
and software are stored, accessed and run on machines that are not owned or directly
managed by owners of data and software. Agent-based models and algorithms for
trust and security in Cloud infrastructures could be very useful.

In summary, if agent-based solutions will be introduced in the software infrastruc-
ture of Clouds we will have:

• Intelligent and flexible Cloud services,
• Autonomous and pro-active services,
• Autonomic Clouds.

5 Agents Using Clouds

Complex agent-based applications or large-scale simulations based on MASs often
require high-performance computing systems and large data storage devices. There-
fore, Cloud infrastructures can offer an ideal platform where to run MAS-based
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systems simulations and applications because of its large amount of processing and
memory resources that can be dynamically configured for executing large agent-
based software at unprecedented scale.

Agent-based applications can rely on Cloud computing infrastructures to access
and use vast amounts of processors and data. So this approachwould allow offloading
the compute-intensive agents to the appropriate subsets of processes and storage
elements in a Cloud. The entire MAS application can run on a Cloud infrastructure
or only the most compute-intensive part of it can be hosted in the Cloud, whereas
the light part can run on a local server or simply on the client PC. In this way
agents can become more efficient and, at the same time, lighter and smarter. This can
be obtained because, by using powerful Cloud facilities, agents can improve their
intelligence and accurateness by running more sophisticated algorithms. In fact, the
amount of storage and processing power of a Cloud-enabled MAS is larger than in
other computing environments, making it more powerful.

Cloud-enabled agents can couple agents and large-scale dynamic distributed com-
puting platforms bringing big new opportunities to the agent computing area and
expanding agent’s knowledge beyond the possibilities offered by traditional com-
puting platforms.

Virtualization mechanisms offered by Cloud computing can be exploited for effi-
cient composition of parallelmachineswhere to execute large scale concurrent agents
with real-time constraints or needing high performance for achieving results in rea-
sonable time.

Agents implemented in Cloud systems can adapt to available virtual machines by
using the basic properties of agents such as autonomy, pro-activity, negotiation and
learning. Since Clouds are elastic, they can expand and shrink based on demand of
users or applications. This property is very useful for the scalable execution of MAS
applications and simulation that are able to adapt to the available resources.

In summary, agents can find in Cloud computing infrastructures the appropriate
platform where to run and access large data. This opportunity must be exploited for
implementing efficient MASs and, from a more general point of view, for advancing
the way to design and implement a new generation of large-scale software agents.

5.1 Semantic Search on Clouds

Crucial to the implementation of complex middleware and applications on Cloud
infrastructures is the automation of the management tasks, which can be imple-
mented as a set of software agents, which support the different phases of a resource
or a service life cycle, including publication and discovery. Existing solutions to dis-
tributed resources and service (in other words, Internet things) discovery mostly rely
on centralized architectures and perform only syntactic matching between service
requests and descriptions [6].

As resource and service discovery in distributed infrastructures is about finding
relevant services, the overall quality of a discovery service is determined not only
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by usual QoS measures such as performance, reliability and availability, but also by
its precision, which measures how many of the discovered objects are relevant, and
how relevant they are. Accurate service discovery should be able to find best approxi-
mate matches usable for the service requester. Service discovery supported by Cloud
infrastructures has to deal with a large number of services described using different
approaches and languages, and managed by distinct service providers. In such het-
erogeneous environments, syntactic keyword and taxonomy-based matching can be
insufficient to achieve high-precision service discovery [8]. Furthermore, centralized
architectures go against the view of Cloud infrastructures that are inherently decen-
tralized and are unlikely to go through the growing up rate of incoming requests.
Thus, solving the problems of both service publishing/discovering and centraliza-
tion is of great importance to enable effective information delivery in massive-scale
Cloud and distributed infrastructures.

A novel approach can be based on designing a highly-decentralized frame-
work providing semantic-based service publishing/discovery for automatic infor-
mation/service delivery in massive-scale Cloud infrastructures. This approach can
exploit Semantic Web technologies to provide Cloud services with meaningful and
machine-understandable descriptions that enable to semantically characterize ser-
vice definitions in order to improve the precision of discovery. From an architectural
point of view, a fully decentralized approach based on multi-agent systems could be
followed as they are more autonomous, reliable and scalable in a distributed setting
more than in centralized and hierarchical architectures. Furthermore, as compared
to centralized approaches, this approach fits better in solving the discovery prob-
lem as in Cloud and distributed infrastructures it is more realistic to think about a
set of autonomous service providers (i.e., agents), rather than a centralized service
repository.

Just to show how such an approach can be implemented, a realistic hypothesis
to implement semantic discovery in large computing infrastructures is to combine
structured networks (i.e., DHTs) with semantic overlay networks (SONs) [9]. The
principle behind SONs is that node connections are influenced by content, so that
nodes having a given resource are connected to nodes with similar resources (that is
belonging to the sameclass). Thus, “semantically” related nodes formaSON.Queries
are routed to the appropriate SONs, increasing the chances that matching resources
will be found quickly, and reducing the search load on nodes that have unrelated
content. DHTs and SONs can benefit from each other in the sense that a SON can
be constructed by exploiting the DHT mechanisms and hence the former can help to
light the way to the semantics-free content publishing and retrieval approach of the
latter. Since distributed infrastructures have to deal with a high level of heterogeneity,
this hypothesis needs to take into account the semantic interoperability problem. To
address the semantic interoperability issue techniques based on semantic mapping
or matching in decentralized systems can be exploited.

A practical implementation of this solution includes the use of ontologies and
SONs combined with a distributed software layer implemented by a large number
of distributed software agents runningmulti-Cloud infrastructures that realize the
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distributed backbone for a massive number of Internet intelligent things that fill find
in the semantic- and agent-enhanced Cloud infrastructure the needed support for
connection, communication, interaction and cooperation.

6 Final Remarks

The Internet of Things is as a dynamic global network infrastructure connecting
intelligent “things” with self-configuring capabilities based on standard and interop-
erable communication protocols. In this future scenario, physical and virtual “things”
have identities, physical attributes, and virtual personalities and use intelligent inter-
faces, and are seamlessly integrated into the information network. To implement this
infrastructure several technologies will be necessary. Here we presented a few of
them.

We discussed in the chapter how Clouds and multi-agent systems can be used for
implementing new intelligent Internet “things”, services and applications. Scientific
areas and issues involved in carrying out research work that will produce intelligent
Cloud services and high-performance multi-agent systems on Clouds are mentioned
and sketched [12]. We also discussed, by an example, the use of ontologies in this
context for resource search and classification.

Intelligent objects (“things”) can benefit from a virtual representation of them
implemented as a software agent. Such virtual “things” can embed every physical
characteristic of the object, but also improve it with intelligence, adaptive com-
munication, ambient awareness, negotiation capabilities, and pro-activeness. When
objects aremany, run complex algorithms, and need efficiency, they can find in Cloud
platforms the opportune storing and computing infrastructure.

The convergence of interests between multi-agent systems that need reliable dis-
tributed infrastructures and Cloud computing systems that need intelligent software
with dynamic, flexible, and autonomous behavior will result in new Internet sys-
tems, services, and applications. Both research communities must be aware of this
opportunity and should put in place the joint research activities needed to reach that
goal. In particular, the Internet of Things paradigm can benefit from those scientific
areas that can provide scalable hardware and software platforms united to intelligent,
mobile and semantic-aware software agents.
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Chatbots as Interface to Ontologies

Agnese Augello, Giovanni Pilato, Giorgio Vassallo and Salvatore Gaglio

Abstract Chatbots are simple conversational agents using “pattern matching rules”
to carry out the dialogue with the user and various expedients to improve their cred-
ibility. However, the rules on which they are based on are too restrictive and their
language understanding capability is very limited. Nevertheless chatbots are wide-
spread in several applications, especially to provide information to users in a new and
enjoyable way. In this chapter we describe different chatbot architectures, exploit-
ing the use of ontologies in order to create clever information suppliers overcoming
the main limits of chatbots: the knowledge base building and the rigidness of the
dialogue mechanism.

1 Introduction

Human computer interaction is a challenging research area having the aim of build-
ing more and more usable human-computer interfaces. The use of natural language
as an interface allows a fulfilling interaction and a greater accessibility by expert
and inexpert users to the system. For these reasons in last years there has been a
growing interest toward the use of conversational agents. Research on this kind of
systems involves natural language understanding and the analysis and management
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of conversational practices. However, natural language is characterized by many
ambiguities that adult human beings can resolve through their own cultural baggage
built with everyday experiences. These difficulties led to the development of simple
dialogue systems, called chatbot as an alternative to advanced dialogue systems. The
main limits of chatbot technology regard their knowledge representation as well as
their information retrieval and dialogue capabilities. Even if the simple technology
allows to easily implement a dialogue system, the obtained conversation is limited by
pattern matching rules on which chatbots are based. The traditional chatbot dialogue
capability is too rigid, it can answer to the user only if there is a patternwhichmatches
the question in its knowledge base. Chatbot are lacking in the intuitive capability of
human beings to see meaning, relationships and possibilities beyond the reach of
senses. Besides, the chatbot knowledge base is expensive and boring to create and,
as highlighted in [1], all possible user questions have to be considered at design
time. In our opinion chatbots can be improved by: (a) simplifying the knowledge
base design process, extending the chatbot knowledge base with other information
repositories, generalizing as much as possible the chatbot pattern-template modules
(as an example it could be possible to write generic question answers modules, which
the chatbot can adapt and properly complete exploiting other information reposito-
ries to answer to a specific user question), using unsupervised methodologies to train
automatically the chatbot knowledge base exploting information available in big
textual corpora, (b) enhancing and making more clever their answering mechanism
providing chatbots of inferential capabilities about the conversation topics and se-
mantic analysis capabilities in order to handle the different ways of user expression
analyzing similarity relations among words.

In last years we have proposed hybrid chatbot architectures combining symbolic
and sub-symbolic methodologies for knowledge representation and reasoning, sim-
ulating rational and intuitive capabilities of human brain involved in dialogue under-
standing. In particular the rational component of the chatbot brain is implemented by
means of ontologies. In the next sections, after a brief discussion on the state of the
art, the main modules of the proposed architectures are described and some related
applications will be discussed.

2 State of the Art

Chatbots are conversational agents using “pattern matching rules” to carry out a
simple conversation by means of the detection of rules and keywords into the user
sentences. During the conversation the chatbot looks for a lexical matching between
the user query and a set of question-answer modules stored in its knowledge base.
The answers are given using a set of predefined responses. They also use various
techniques to improve their credibility, for example they can store user information
and preferences, keep trace about the history and the current topic conversation.

A.L.I.C.E. (Artificial Linguistic Internet Computer Entity) is a chatbot devel-
oped in the Lehigh University (Pennsylvania) and distributed with GNU license.



Chatbots as Interface to Ontologies 287

The knowledge of Alice chatbot is composed of question-answer modules, called
categories and described by Aiml (Artificial Intelligence Mark-up Language) lan-
guage [2]. Aiml is a mark-up language in which specific tags are defined to properly
interpret the meaningful elements of the sentence written by the user. In particular
the tag aiml encloses the categories (question-answers modules) belonging to the
Aiml file, each category is described by the tag category, composed of a tag pattern
enclosing a sentence that will be compared to the user question, and a template tag
which encloses the rules to generate the chatbot answer. Other optional tags are also
present. The presence of the special symbols “_” and “*”, called “wildcards” in the
pattern allows the chat-bot to answer also when in its knowledge base there is not a
pattern exactly equal to the user question, the value associated to a wildcard can be
read using the star tag. The template can contain other Aiml tags; in this case the
answer is dynamically composed by properly analyzing them.

Special functions are carried out by the topic, that and srai tags. The first tag can be
used before a group of categories to set its subject, or can be used inside the template
to set or get the conversation topic. The second tag is located between the pattern and
template tags and allows the chatbot to remember its last answer and keep trace of the
conversation. The srai tag allows to recursively call other categories, activating again
the pattern matching algorithm which manages the dialogue with the user. Different
systems are aimed to the improving of the chatbots technology. In [3] the knowledge
base of a community of chatbots, each one expert in a specific topic is coded in
a semantic vector space allowing them to estimate their own competence about
questions asked by the user. In the CyN project [4] the pattern matching interpreter
of Alice, called ProgramN is linked to OpenCyc [5], the Open source version of Cyc,
the largest common sense knowledge base available today. This allows the chatbot to
exploit the great quantity of knowledge available in Cyc and to generalize the Aiml
categories using OpenCyc information. Reasoning and inferential mechanisms are
also included in chatbot systems proposed in [6–8]. In [9] it was proposed the creation
of a lexicon extended with thesaurus for simulate a sort of semantic analysis. The
implemented chatbot prototype can learnmany new lexemes and syntagma structures
during the interaction with the user. A deeper attention to conversational features is
given into iAiml system [10], where rules to treat intentional information have been
added toAimlKB, exploiting theConversationalAnalysis Theory (CAT) as linguistic
base for consider intentionality in adjacent pairs in dialogue.

3 Ontology Based Architectures for Conversational Information
Suppliers

In this section we discuss some architectures we have introduced in order to the
enhance both knowledge representation and dialogue capabilities of chatbots. In par-
ticular during our research activities we have integrated symbolic and sub-symbolic
knowledge representation approaches to provide chatbots of both rational and
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Fig. 1 Systems implemented to enhance chatbot dialogue and KB

intuitive dialogue capabilities. Three main systems are described: the first two im-
plementing the rational and the intuitive components of the chatbot KB respectively,
and the last the hybrid rational-intuitive KB architecture.

3.1 Integration of ProgramD and ResearchCyc: Cyd

The idea of extending the chatbot knowledge base with the information stored in
a wide common sense repository such as Cyc, has been developed at the Daxtron
Laboratories with the implementation of the CyN project [4]. The aim of the project
was to provide a natural language interface to the Cyc ontology, making its content
available to a wide number of users. in particular CyN is the integration of the Aiml
interpreter written in C++ Program N to OpenCyc.

The project is open and easily extensible; therefore we have considered adapting
it to the Aiml interpreter written in Java Program D. This choice allows for the
exploiting of several advantages deriving from the use of Java language and using
the Java API available to access the Cyc knowledge base. At present the technology,
called CyD (Cyc + ProgramD) for consistency with CyN, integrates the version of
Cyc available for research purpose ResearchCyc with ProgramD. The aim of CyD
is to enhance the chatbot KB with the information available in ResearchCyc and
provide these conversational systems with common sense reasoning and inferential
capabilities. To this end the Aiml language was enriched with new tags to allow the
chatbot to query the Cyc ontology directly from its KB rules. The chatbot template
can contain these new “ad hoc” AIML tags which transform it into a “meta-answer”
that must be processed by the OpenCyc inference engine to produce the chatbot
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answer most appropriate to the user question. The main tags for communication
with Cyc are illustrated in what follows [4]:

The Cyc responses are embedded in a natural language sentence according to the
rules of the template. As an example the following category that allows the chatbot
to verify if a concept belongs to a specific collection.

<category>
<pattern>IS * A *</pattern>
<template>

<cycsystem>
(cyc-query ’
(#$genls

<cycterm><star index="1"/></cycterm>
<cycterm><star index="2"/></cycterm>

)#$EverythingPSC)
</cycsystem>!!

</template>
</category>

A possible dialogue could be:

User: Is Palermo a City?
Chatbot: Yes!!

The integration with Cyc has several advantages among which being the benefit
of making categories writing easier; it is possible to think of different ways to express
general topics creating generic, default categories. The string matching the wildcard
symbol belonging to the category pattern will be searched into the Cyc KB; if a
corresponding Cyc constant is found, the chatbot can analyze all the information
associated to it exploiting the different Cyc predicates.

For example, it can extract a definition of the constant bymeans of the #$comment
predicate, verify if the constant is a collection or a collection instance and analyze
the other related concepts by means of the #$isa or #$genls predicates. Or in specific
contexts it can analyze “ad hoc” predicates.

Is possible to arrange all these information together, creating dynamically exhaus-
tive answers, not present in the traditional AIML knowledge base. The possibility
of exploiting a wide, common-sense ontology, like Cyc, makes the dialogue more
fluent and reduces the number of default answers needed in traditional chatbots to
fill up their “ cultural” gaps.

Additionally, the possibility of interacting with the Cyc knowledge base bymeans
of natural language allows inexpert users to create or extend ontologies with new
concepts, facts and relations, without having to learn CycL statements.

3.1.1 A Cyd Application to User Mobile Conversational Assistants: MAGA

The CyD technology has been used into a more complex system to implement mul-
timodal natural language user assistants. This project advanced with an analysis of
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Fig. 2 An architecture for mobile, conversational assistants

the potentialities offered by ubiquitous computing technology and by personal mo-
bile devices, equipped with third-generation wireless communication technologies,
which can be exploited with the aim of providing people with useful information
in relation to the environment. The aim is to offer an assistance service to users for
information retrieval, accessible frommobile devices like PDAs and smartphones, in
order to satisfy mobility needs of the user. We applied this architecture to the cultural
heritage field by proposing amultimodal guide created to provide information during
cultural heritage sites tours, and named it M.A.G.A. (Mobile Archaeological Guide
at Agrigento) [11].

An overview of the M.A.G.A. architecture, based on a client-server paradigm, is
shown in Fig. 2.

The main feature of the system is the integration of different technologies. In
fact, the application is accessible using a PDA equipped with an RFID-based, auto-
localization module, while the information retrieval service is provided by means of
a spoken, natural language interaction with a conversational agent, integrated with
reasoning capabilities based on CyD technology.

In particular, the RFID module allows the system to sense changes in user’s envi-
ronment, and to automatically adapt itself. The chatbot is provided with inferential
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capabilities thanks to the use of CyD technology. It is possible define an “ad hoc”
microtheory for the specific context, properly defining the collections of concepts
and facts regarding the analyzed domain. It is possible to exploit the information al-
ready present in Cyc, by hooking up the created microtheory to some of the existing
ones.

The dialogue between the chatbot and the user is verbally carried on,by using a
spoken, natural language in addition to traditional visual and keyboard (or stylus)-
based commands. To this aim we used XHTML+Voice [12], X+V for short, while
the multimodal interface has been developed with the IBMMultimodal Tools 4.1.2.2
[13] for WebSphere Studio V5.1.2. The speech recognition process is carried out
through an “ad-hoc” built-in speech grammar, including a set of rules which specifies
utterances that a user may say. The system is accessible through a web page in a
multimodal browser from the handheld device. The interaction occurs through the
loading of X+V pages, which can be triggered by user vocal and visual command
or RFID detection; in every page the user can have a vocal dialogue with the chatbot.
The chatbot searches for the best match rule in its knowledge base. The AIML rule
can directly produce an answer, or it might be necessary to query Cyc in order to
construct a more suitable answer to the user’s request. The chatbot answer could
also be the result of a query to standard search engines which will search for local or
remote documents related to the user query. The interaction between the application
running on the PDA and the system is also started by the detection of a RFID tag,
which is used to estimate the PDA position within the environment. According to
this feature, people can go on asking questions about the current object to the chatbot
with vocal queries, or they can discard the information and continue their tour.

The system is easily adaptable to application domain changes: the grammar is
easy-fitting and can be improved with minimal effort, the choice of using Cyc allows
the system developers to exploit the large amount of data already organized and
described in this ontology. Thismakes the systemmore adaptable to domain changes,
as it is not necessary to write the entire set of knowledge every time, but only the
most specific. For this reason the system was applied for other purposes: to provide
services in a university campus [14], to assist users in shopping activities [15].

3.2 Integration of a ChatBot and WordNet: ProgramW

The chatbot knowledge base has been also extended with the information available in
theWordNet lexical database. The idea has beenmade concrete with the setting up of
an open source project, called ProgramW, available at the sourceforge web site [16].
ProgramW is anAIML interpreterwritten in Java,which extends ProgramD technol-
ogy in order to enable the interaction between the chatbot andWordNet. In particular
we created new Aiml tags which allow chatbots to query WordNet directly from the
rules belonging to its knowledge base. Chatbots can exploit information about lex-
ical terms, for example their lemmas or the corresponding glosses (wordnetlemma
and wordnetgloss tags) and evaluate existing relations between words defined in
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Wordnet such as synonymy (wordnetsynset tag), antonymy (wordnetantonym tag)
hyponymy-hypernymy ( wordnethyponym and wordnethyperny tags), meronymy-
holonymy (wordnetmeronym and wordnetholonym tags). It is also possible to find
the relationship joining two words by means of wordnetrelation tag.

This integration can be used to improve the language analysis capability of the
chatbot agent.

3.2.1 An Application of ProgramW: EHeBby, the Humoristic Bot

In recent years there was an interest in enhancing the realness of interaction with
the conversational agents, providing these systems with the capability of change
their behaviour according to the conversation content like in conversation between
human beings. An important feature in social human interactions is represented by
the capability of generating and understanding humour, therefore it is auspicious
to reproduce this ability also in conversational agents [17]. Therefore a humoristic
chatbot was proposed; it is capable of generating humorous expressions, proposing
riddles to the user, telling jokes and ironically answering the user. Besides this, the
chatbot is capable of detecting, during the conversation with the user, the presence
of humorous expressions, listening and judging jokes, and reacting by changing the
visual expression of the avatar, according to the perceived level of humour. The
generation of humorous text is well suited for conversational agents. As a matter of
fact, it is possible to define inside the chatbot knowledge base, composed of question-
answer modules, the funniest answers most fitting to the user query. We focused our
attention to the recognition of humour rather than to the generation.

As a consequence we have analysed the literature techniques in computational
humour aimed to the recognition of humour in very short sentences (“one-liners”)
for the design of a humorous conversational agent. A humour recognition method-
ology has been implemented in a chatbot, through the research, inside the sentences
introduced by the user, of the main features that characterize the text as humoristic,
in particular the features which can be computationally detected, such as alliteration,
antinomy and adult slang, according to what was suggested by the authors of [18]
The core of the system consists of the chatbot knowledge base, composed of three
kinds of AIML categories:

• the set of standard Alice categories, which allow the chatbot to hold a general
conversation with the user;

• a set of categories aimed at the humorous sentences generation. These categories
allow the chatbot to answer the user in a humoristic way, by means of jokes.

• a set of categories which allow the chatbot to recognize an humoristic intent in
the user sentences. This feature is obtained by connecting the chatbot knowledge
base to external resources, such as the lexical dictionary WordNet and the CMU
pronouncing dictionary [19], in order to detect the presence of humorous linguistic
features in the sentence.
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Fig. 3 Humoristic Bot architecture

The humour recognition has been implemented by means of the recognition, into
the user sentences, of the peculiar humoristic texts features selected byMihalcea and
Strapparava [18].

3.3 Hybrid Architectures for Chatbots

3.3.1 Introduction of an “Intuitive” Component in the Chatbot’s Brain:
LSAbot

The aim of this system is to add some sort of intuitive reasoning ability to chatbots, at-
tempting to overcome the rigid patternmatching rules, proposing a sort of “semantic”
matching”.We believe that this intuitive-associative capability can be obtained using
the LSA (Latent Semantic Analysis) methodology [20]. The representation of infor-
mation in a LSA based semantic, “conceptual” space and a consequent sub-symbolic
geometric representation of the chatbot knowledge space, can help to better design a
human-like conversational interface provided with intuitive, associative capabilities.

The proposed approach involves the following steps:

• Chatbot creation and training;
• Generation of a semantic space where to code the chatbot competences;
• Choice of the dialogue management technique necessary to obtain the selection
of the best answer to deal with the current subject.
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The first step consists in the creation of the traditional AIMLKB and in the choice
of a natural languagemicro-documents corpus appropriate to extend the chatbot com-
petences. The knowledge base of the conversational agent is then sub-symbolically
coded in the conceptual space by means of the Latent Semantic Analysis method-
ology [20] The association capability is then obtained mapping the user question in
the same conceptual space of the chatbot and comparing the coded query with the
sub-symbolically coded knowledge elements of the chatbot using a suitable similar-
ity measure between the user query vector and each sentence vector, representative
of the answers present in the chatbot knowledge base. In particular each query of the
user is coded in the same conceptual space by means of the “folding-in” technique.
Let q be the user query and q its associated vector, let s be the one of the knowledge
base sentences and s its corresponding vector; the similarity between the query and
the sentence can be evaluated according to vector similarities measures, like, for
example, the cosine between the two vectors s and q.

The conversation between the user and the chatbot can take place after the choice
of the dialogue management technique, necessary to obtain the selection of the best
answer to deal with the current subject.

4 Integration of CyD and LSAbot: A Rational/Intuitive Chatbot
Architecture

In this architecture common sense and intuitive reasoning capabilities have been
integrated in a chatbot. The main idea is to allow the chatbot to exploit information
stored in both a common sense ontology and in a semantic space, but the peculiar
feature relates the interconnection of these two different knowledge bases. In fact we
propose the induction of a sub-symbolic layer in an ontology by means of a mapping
of the concepts into a semantic space. Given a specific Cyc microtheory its mapping
is performed building a LSA semantic space where the corpus training is composed
of the comments associated to the ontology concepts and other micro-documents,
each associated to a single concept. To each concept are associated one or more
documents, which are represented by vectors into the space. Therefore each concept
is projected in the space, and a layer of sub-symbolic, semantic relationships between
concepts, given by their mutual geometric distance in the space, is automatically
created. In this way the ontology concepts can be related to each other by means
of their sub-symbolic relationships as well as by means of the relationships defined
into the ontology. The conversational agents can exploit this sub-symbolic layer to
retrieve semantic relations between ontological concepts already stored in the KB
which are not easily reachable by means of the traditional ontology rules but that are
more easily reachable through associative sub-symbolic paths.

Therefore the chatbot brain is comprised of two different but interconnected areas
as shown in Fig. 4.
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Fig. 4 Rational/Intuitive chatbot architecture

The former is a rational area, made of the Cyc ontology and the standard AIML
knowledge base of the chatbot. The latter is an intuitive area, made of a semantic
space in which both Cyc concepts, AIML categories and user queries are mapped.

Each ontology concept is encoded as a point in the multi-dimensional semantic
space using itsCycdefinition and its related documents and is, as a result, identifiedby
a set of vectors. The geometric similarity measure, establishes a correlation between
the vectors and therefore a semantic sub-symbolic link among the concepts.

In particular given a concept ck , and its associated vector ck , the setC R of concepts
sub-symbolically conceptually related to the concept ck can be obtained determining
the n concepts associated to the set of vectors whose similarity measure with ck is
higher than an experimentally fixed threshold T :

CR = {ci , with i = 1, . . . , n | sim(ck, ci ) ≥ T } (1)

where sim(ck, ci ) is a properly defined geometric distance, related to the cosine
between the vectors ck and ci .

The chatbot can exploit the semantic layer through new specific Aiml tags intro-
duced for this interaction. In particular, the relatedConcept tag allows the chatbot to
retrieve the concepts conceptually related to a specific ontology concept, while sen-
tenceConcept tag allows the chatbot to retrieve the concepts related to a sentence. In
summary, the chatbot can dialogue with the user, exploiting its standard knowledge
base or properly query the ontology by means of “ad-hoc” defined Aiml tags, but it
can also exploit the intuitive, sub-symbolic layer through other Aiml tags, created for
trigger an intuitive behaviour of the chatbot. Furthermore, the chatbot can improve
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its knowledge base adding unknown concepts introduced by the user in the conver-
sation, by means of an “ontology targeting” mechanism. Every time an unknown
concept is introduced by the user in the conversation, the chatbot invites the user to
give him a definition of the concept. The process is similar to what happens in real
life when someone introduces a new term or concept, and we ask them for further
explanation. The description of the new concept provided by the user is then mapped
in the semantic space by means of the “folding-in” technique. The resulting vector is
then compared through the vector similarity measure according to formula 1 with the
concepts already stored into the microtheory. This procedure is obtained by means
of the aforementioned sentenceConcept tag. The new concept is then added by the
chatbot into the microtheory through the addConcept tag and then is linked to the
sub-symbolically conceptually related concepts through the cyc-assert tag by means
of a #$conceptuallyRelated predicate.

At the end of the dialogue, the conversation files can be analyzed by the ontology
expert which analyzes the concepts added by the chatbot together with their asso-
ciated values of closeness with the Cyc concepts to which they have been linked.
He then can establish whether to keep the new concepts in the ontology or to delete
it. The proposed architecture was evaluated in [21] mapping the concepts of two
different microtheories of Cyc in a semantic space, a smaller one in order to validate
the proposed technique on the entire set of microtheory concepts and a greater one in
order to carry out a test on one practical scene. The chosen application domains are
the american academic structure, described by AcademicOrganizationMt microthe-
ory, and the BiologyMt. The following dialogue is a small example of a possible
interaction with the chatbot.

User: I need information about departments related to the study of plants.
Chatbot: Do you want information about the BiologyDepartment?
User: Can you indicate me other related Departments?
Chatbot: I have found a relation with the Agriculture Department.
User: Can you give me information about it?
Chatbot: It is a specialization of AcademicDepartment, instances of which

conduct teaching and research in Agriculture.
User: Can you give me information about some Private University?
Chatbot: Sorry, I don’t have any information about it. Can you help me in

finding a definition of Private University?
User: The definition is a university that is run without the control of any

government entity.
Chatbot: Ok, I can add this information In my KB. It is right to relate this

concept to the University concept?
User: Yes, it is.

The following category allows the chatbot to understand the user information
requests about a generic argument matched in the pattern by the wildcard *. Its value
is recovered in the template through the star tag ,stored in the variable userSentence
and hidden to the user by means of the think tag.
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<category>
<pattern> I NEED INFORMATION ABOUT * </pattern>
<template>

<think>
<set name=’userSentence’></star>
</set>

</think>
<srai>RELATED CONCEPT</srai>

</template>
</category>

The following category is recursively called by the previous one, by means of
the srai tag. In its template the Cyc concept most related to the user request is
searched through the sentenceConcept tag. If a concept is detected, it is stored in the
cycConcept variable, and the chatbot asks to the user if the concept detected is that
for which he was querying.

<category>
<pattern> RELATED CONCEPT </pattern>
<template> Do you want information about

<set name=’cycConcept’>
</sentenceConcept >

</set>?
</template>

</category>

If the user asks for an information related to an unknown concept, the chatbot
asks him for a definition.

<category>
<pattern>

CAN YOU GIVE ME INFORMATION ABOUT *
</pattern>
<template>

<think><set name=’cycConcept’>
<cycterm></star></cycterm>

</set></think>
<condition>
<li name=’ cycConcept’ value=’NULL’>
Sorry, I don’t have any information about it.
Can you help me in finding a definition of </star>?
</li>
<li>... </li>

</condition>
</template>

</category>

The user gives to the chatbot the concept definition, and the chatbot searches for
conceptually related concepts to which the new one can be linked.

<category>
<pattern> THE DEFITION IS * </pattern>
<template>
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<think> <set name=’userSentence’></star></set>
</think>
Ok, I can add this information in my KB.
It is right to relate this concept to the
<set name=’conceptuallyRelated’>

</ sentenceConcept >
</set> concept?

</template>
</category>

5 Conclusion

In this chapter we summarizes several works proposed to design human like, con-
versational agents overcoming the limitations of traditional rule-based chatbots like
Alice. The first step was the formalization of a rational component in the chatbot KB
in order to provide chatbots of reasoning andnatural language processing capabilities.
Afterwards, an intuitive component has been added to the chatbot KB, exploiting the
associative properties deriving from natural language elements representation in a se-
mantic space model. Finally the two components have been integrated together with
the aim of simulating the main areas of the human brain. The proposed approaches
have been implemented and tested in several applications on specific domains. Fu-
ture works will regard the enhancement of the proposed framework introducing a
dynamic analysis of conversation in the semantic, “conceptual” space.
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Body Area Networks and Healthcare

Daniele Peri

Abstract Derived fromWireless Sensor Networks, Body Area Networks, comprise
a wide range of typologies with sensor nodes placed on, close to, or implanted in the
body thatmeasure physiological signs. The availability of compactmobile computing
devicesmakes it possible to integrate traditional healthcarewith newpowerfulmeans.
Newparadigms in public health are arising from these developments, such as e-health
andmHealth, and new converging applications can be envisioned. Physiological data
acquisition provided by BANs may give care providers a unobtrusive real-time view
on patient’s health. On the other hand, the patient may be informed, assisted and
even given the proper treatment by care providers. In this chapter, recent work on
BANs focused on healthcare and mHealth is surveyed.

1 Introduction

The synergistic advancement of mobile computing and wireless technology has vig-
orously extended the horizon of decades old research fields aimed at providing health-
care with technological aids. Conventional telemedicine applications already see
their scopes widened by the availability of more and more powerful and inexpen-
sive iterations of mobile computing concepts. As simple smartphones may in fact
provide a capillary access to electronic consultations in underserved areas, even in
underdeveloped regions, the deployment of more sophisticated application can be
easily envisioned. The important branch of Information Technology in healthcare
for which the “electronic-health” (eHealth) term had been previously coined, is thus
increasingly changing into “mobile-health” (mHealth) [17], denoting a paradigm
shift toward mobile computing devices that are versatile, ubiquitous and wirelessly
connected [18].Wireless Sensor Networks (WSNs), made possible by the integration
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of low-power microcontrollers, miniaturized radios, sensors and actuators, supplied
other converging approaches to mHealth [1]. In fact, since the early definition of
Body Sensor Networks [46] to the emerging and broader characterization as Body
Area Networks (BANs), networks with nodes placed or implanted in the human body
for healthcare applications have been the infrastructure of choice for a large corpus of
research in the field [31, 40]. A survey of recent work on BANs, related technologies,
and mHealth applications is provided in the following sections.

2 Body Area Networks

The definition of Body Area Networks (BANs) embraces a wide range of typologies
in which sensor nodes capable of wireless communication are placed on, close to, or
implanted in the body, and even fitted in textiles [7]. Nodes measure physiological
signs for a broad range of applications, not restricted to medical ones [31]. BANs
sharewithWireless SensorNetworks (WSNs)many challenges, beginningwith those
related to power consumption and wireless communication. However, the extent of
these challenges is inmanyways exacerbated by the strict requirements of healthcare.
For some of these applications, in fact, monitoring physiological parameter—such as
body temperature, blood pressure, heartbeat, glucose levels—at low sample ratesmay
be all that it is needed. Other healthcare applicationsmay instead request high sample
rates for prolonged time as in the case, for example, with electroencephalography
(EEG) and electrocardiography (ECG) [25].

2.1 Communication

As already stated, one of the primary concern with BANs, as it is with WSNs, is the
energy expenditure involved in communication. A consistent interest in literature
has been thus placed on both low level—at the physical or Media Access Control
layers (MAC)—and routing protocols in the communication stack, in order to reduce
power consumption, latency, jitter, and implement Quality of Service and emergency
signalling [40], in several cases provided with a critical review of the then ongoing
standardization processes [31, 39]. Energy consumption of the communication tasks
in WBANs built with conventional WSN-derived sensor nodes, may be reduced by
adopting cooperative techniques. In [19] a WBAN integrated with environmental
sensors exploiting multi-hop transmission through a cooperative MAC is proposed
alongwith a discussion of similar approaches.AMACprotocol that uses heartbeat for
synchronization instead of periodic beacon signals is described in [27]. A battery-
aware MAC protocol is proposed in [38]. Along with energy consumption, other
specific concerns arise in BANs. The proximity of nodes to the human body poses
different threats to reliable and safe radio communication. The interaction of the
electromagnetic waves on the body, besides hindering the quality of the radio link,
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must be prevented to become harmful by evaluating and minimizing the Specific Ab-
sorption Rate (SAR) [39].With the aim to overcome the issues with Radio Frequency
(RF) signals based BANs, Intra-body communication (IBC) propose using of the
human body as a communication channel, via capacitive of galvanic coupling [34].
Indeed, the recent WBAN IEEE 802.15.6 standard includes non-RF Human-body
communication along with RF Narrowband and Ultra Wideband physical layers. A
recent survey on IBC can be found in [36]. Other research addresses the issues with
radio wave based links by radically changing the transmission technology, for in-
stance resorting to ultrasonic transceivers [8, 13]. Communication links are not only
responsible for a great deal of the energy expenditure in BAN nodes, but their data
rates represent also limiting factors also for the design of applications.

2.2 Data Compression

Another strategy to limit energy consumption and, at the same time, increasing ef-
fective communication data rates, in BANs consists in data compression at either the
transmission or the sensing level. The latter may result in reduction of the data to
be sent through the radio channel, without the additional computational overhead of
data compression algorithms, and it is the path pursued, for instance by Compressed
Sensing (CS), methods [10]. ECG and EEG are natural targets for CS methods, as
their multichannel signals present relevant interdependence and would normally re-
quire high sampling rates [4]. In [48] a fetal electrocardiogram monitoring system
is introduced that combines CS algorithms with a Bayesian learning framework to
compress multichannel ECG. A similar approach is also applied to multichannel
EEG [49]. Distributed data compression schemes, instead, can reduce the communi-
cation load when sustained rates of redundant, highly spatial and temporal correlated
data, for instance collected by many closely placed sensors in body segment tracking
applications, are available [45].

3 BANs, Healthcare and the Internet of Things

The efforts that produced open and interoperable standards forWSNs and BANs and
the convergence with mobile computing, and the easy integration with Wide Area
Networks, are paving the way for a whole new range of possibilities in healthcare
applications. Compared with remote patient monitoring discussed in Sect. 2 that can
be considered evolutionary with respect to established Telemedicine practice, the
integration of BANs and “Mobile Health” (mHealth) systems poses as a revolution.
Besides ubiquitous health monitoring and early detection of abnormal conditions,
also active care and healthy lifestyle promotion can be supported by means of con-
venient, accessible and well accepted devices such as smartphones integrated with
implanted or wearable sensors. A great deal of physiological, activity and environ-
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mental data can be collected, processed, integrated, stored both locally and remotely,
and further processed by care providers. Physiological data includes body temper-
ature, blood glucose level, blood pressure, blood oxygen saturation and heart rate.
Physical activity data comprises body posture, level of physical activity and can be
easily obtained by motion sensors. Environmental data such as location, tempera-
ture, humidity, light, atmospheric pressure, concentrations of air polluting agents,
can be collected by either BANs or interconnected environmental monitoring sta-
tions. Given the significant processing power provided by mobile devices, anomaly
detection [11] and data fusion algorithms [9] can be run locally to extract sensible
information from such many heterogeneous sources. For the same reason, applica-
tions can depart from centralized paradigms and adopt more scalable and versatile
large-scale sharing of information, in the direction of the Internet of Things (IoT).
Research on Micro Electro-Mechanical Systems (MEMS) [30] may soon provide
implantable actuator nodes allowing BANs to integrate even more electronic and
biological systems. It is then possible to envision organs and subsystems of the
human body become connected sub-BANs, in turn part of the IoT. A number of de-
vices easily found in homes, such as weight scales, thermometers and blood pressure
monitors, could provide preventive medicine applications with physiological data
of healthy people for early diagnosis or suggest lifestyle changes. A lot of efforts
in designing high-level protocols and frameworks is still required to support this
vision. An infrastructure for decentralized development of mHealth applications is
proposed in [12]. A relatively recent discussion of BANs and mHealth integration
along with applications, challenges and trends can be found in [20]. In the remain-
der of the section, high-level tasks and issues involved in the design of BAN based
mHealth applications are discussed. A few recent examples of the trends in mHealth
applications are then presented in Sect. 4.

3.1 Physical Activity Recognition and Classification

Measure of physical activity level in everyday activitymayprovide additional insight-
ful data not only to monitor patients, but also to support follow-up and rehabilitation.
Additionally, healthy people could also benefit from fitness management and pre-
ventive healthcare applications monitoring their lifestyle and providing feedback in
case, for instance, of inadequate levels of physical activity, bad posture habits, or
prolonged exposure to unhealthy environments. A precondition for the development
of such mHealth applications is the availability of methods to recognize and classify
physical activity. Several approaches are described in literature ranging from tracking
of body and limb motion, activity classification and user profiling [3]. Indoor navi-
gation and motion capture methods with conversion from local, on-body, to global
coordinate systems, using difference of arrival time and strength of RF signals in
heterogeneous BANs are discussed in [16]. Classification of limb movements for ki-
nesiotherapy by means of support vector machines and K-nearest neighbor methods
applied to wireless sensors signal strength measures is described in [14]. In [22]
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a hierarchical architecture based on Artificial Neural Networks is used to classify
data from the tri-axial accelerometer of a wireless sensor placed on the chest into
states and activities. An incremental learning approach based on probabilistic neural
networks and fuzzy clustering for human activity recognition from data provided by
wearable sensors is proposed in [43]. In [2] an ear-worn activity recognition device
along with wireless ambient sensors is used to detect every-day activities by means
of a Bayesian classifier.

3.2 Security and Privacy

In medical applications security is a primary concern. Implantable medical devices
(IMDs) have been scrutinized and reverse-engineered leading to the discover ofmajor
security flaws as in the case with an implantable cardioverter defibrillator [15], or a
glucose monitor and insulin delivery system [26]. Connecting IMDs to BANs poses
new security issues. Privacy and safety of patients must be well guarded against
health or life threats coming from the connections BANs may sport outside their
network [47]. Besides ruling out the possibility of unintended connections, BANs
should guarantee that all sensor nodes are placed on the same body [6]. Security
measures may exploit properties of physiological signals such as ECG and photo-
plethysmogram (PPG), to generate identification codes or keys [33]. In [29] ECGdata
is compressed, then a part of it that is essential for ECG reconstruction is selectively
encrypted reducing energy cost without sacrificing too much the data transmission
quality. In [41] a symmetric key agreement scheme based on physiological signals
that guarantees authenticated communication is proposed for deployment of BAN
sensor nodes. Similarly to this approach, in [50] ECG time-variant features are used
to generate and share encryption keys. In [37] a framework for secure mHealth ap-
plication is presented.

3.3 Context and Service-Oriented Architectures

In BANs both users and nodes may move freely, making network topology dynamic,
and subject to context changes and connectivity interruptions. Moreover, providing
mobile users with services in highly variable environments prompts for the deploy-
ment of service discovery, distribution and mapping strategies, as well as context
monitoring. A two-layered service discovery and composition architecture based on
BAN node clustering by connectivity patterns is proposed in [5]. In [28] a service-
oriented framework for context recognitions able to adapt in real-time to both topo-
logical and contextual changes is introduced. A mobile monitoring framework for
detection of user contexts is presented in [21].
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4 Applications

Mobile Health is destined, sooner or later, to assume a central role in healthcare,
extending to many of the scopes of telemedicine and Electronic Health, and beyond.
A consistent part of the research work in the field is motivated by the underlying idea
to support healthcare with tools targeting major health threats but also the challenges
posed by population aging, possibly increasing disease prevention, as outlined in
Sect. 3. Another recurrent motivation for research in the field is to help reducing
healthcare costs bymoving asmany as possible treatments from hospital to homes. In
this section a few examples of research applications representative of the convergent
trend between BANs and mHealth are presented.

4.1 Cardiovascular Diseases

Cardiovascular diseases represent the principal cause of death in the more devel-
oped countries thus the development of new and better tools for prevention, early
diagnosis, treatment and follow-up is constantly sought. For instance, a system for
hearth failure prevention is proposed in [42]. The system measures daily heart rate,
respiration and activity by means of wireless sensors placed on garments, bed sheets
and pillows. A mobile device collects and processes data and encourages the user to
perform personalized daily routines, while keeping contact with a remote back-end
used by physicians to monitor and guide patients. An application for hypertension
management as home care is presented in [24]. A BAN is used to monitor heart
rate and blood pressure, while a mobile base unit processes data to asses medica-
tion response and detect adverse drug events. The base unit serves as a bidirectional
link to the doctor through a server placed in the hospital so that treatment can be
personalized in real-time.

4.2 Physical Therapy

Physical therapy is one of the best applicative targets for BANs. Many sensors are in
fact required to analyze body posture and movements thus justifying their use even
with current technology. In [23] a BAN is part of a gaming application to assist in
physical therapy. Body sensor measures are used in the game to perform adaptation
required by the patient health status. Real-time personalization of the treatment is
claimed to reduce recovery time. It is quite easy to imagine a growing trend of such
applications, given that workout video games are common off the shelf products
that use comparable technology and that games to support rehabilitation, even if
in very narrow scopes, have already been developed [35]. On the other hand, the
advancement of wearable sensor nodes may only widen the range of possibilities
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by reducing costs and easing deployment of BANs, as stated in Sect. 3.1. Tough the
main focus of the chapter is already been discussed in Sect. 2.2, in [45] extensive
body tracking is used to support physical rehabilitation through Pilates exercises.
Analysis of motion data is used to assess whether the patient has performed the
exercises correctly, and to provide a feedback and replay of the correct movements.
In [32] accelerometer data is classified by a support vector machine to assess severity
of symptoms and motor complication of Parkinson’s disease.

4.3 Eldery and Passive Care Assistance

Detection of abnormal activities is of great importance to reduce health risks. This is
another possible scenario for BAN integrated into the IoT, as recognizing hazardous
behaviors may require may different kind of sensors even in confined environments
like homes. As an example, in [44] a system based on a wrist-worn wireless sensor
node and a base unit to monitor the elderly is presented. The sensor node measures
body and ambient temperature, heart rate and accelerations and a classifier is used
for lifestyle analysis, and to detect abnormal behaviors potentially leading to health
threats. A voice based interface based on simple questions to be answered is adopted
for user interaction.

5 Conclusion

BodyArea Networks promise to bring connectivity to a new level, making the human
body part of the Internet of Things. Applications to improve health, assist during
treatments and follow-ups, and even prevent the insurgence of disease would be
madepossible, given that on-body,wearable and environmental sensor nodes couldbe
integrated by sharing communication and processing protocols. While the enormous
potential of BANs cannot be overlooked, they are still at the research stage and it
is still necessary that many pitfalls be avoided and issues overcome. However, their
deployment is hastened by the raising paradigms of e-Health and m-Health, in a
mutual supported development toward intelligent systems that are able to provide
healthcare with more accessible and effective means.
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Urban Air Quality Monitoring Using Vehicular
Sensor Networks

Giuseppe Lo Re, Daniele Peri and Salvatore Davide Vassallo

Abstract The quality of air is a major concern in modern cities as pollutants have
been demonstrated to have significant impact on human health. Networks of fixed
monitoring stations have been deployed in urban areas to provide authorities with
data to define and enforce dynamically policies to reduce pollutants, for instance by
issuing traffic regulation measures. However, fixed networks require careful place-
ment ofmonitoring stations to be effective.Moreover, changes in urban arrangement,
activities, or regulations may affect considerably the monitoring model, especially
when budget constraints prevent from relocating stations or adding new ones to the
network. In this chapter we discuss a different approach to environmental monitor-
ing through mobile monitoring devices implementing a Vehicular Sensor Network
(VSN) to be deployed on the public transport bus fleet of Palermo.

1 Introduction

In recent years, the concept of Vehicular Ad-hoc NETwork (VANET) was introduced
to refer to a wireless network in which nodes are represented by vehicles, which com-
municatewith each other andwith somefixedAccess Points [1]. The primary purpose
ofVANETs is the development of distributed and public road safety-oriented applica-
tions, in order to save lives, improve traffic conditions and reduce the environmental
impact [2]. Vehicular networks represent, in fact, the heart of the wider project of
Intelligent Transportation System (ITS), that is the set of efforts and technologies
that add the Information and Communications Technology to transport infrastructure
and vehicles [3].
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Taking advantage of the technological progress and results obtained in vehicular
networks, it is possible to build systems that detect, process and transmit some envi-
ronmental features to a central server through radio links or cellular networks. This
new network paradigm is called a Vehicular Sensor Network (VSN) [4]. It is a
combination of communication networks based on wireless transceivers installed on
vehicles and Wireless Sensor Networks (WSNs). WSNs are the sensing infrastruc-
ture of distributed systems for the control of environmental monitoring [5], habitat
monitoring [6], and ambient intelligence [7], which require the perception of some
physical quantities, such as temperature, humidity, ambient lighting, and so on.

A VSN has some properties [4] like:

• no energy constraints comparing to well known WSN applications, because vehi-
cles can provide continuous power;

• high computational capabilities because vehicles can be equipped with sufficient
computational resources;

• a vehicle could be equipped with a lot of sensors, so it can produce a large amounts
of sensed data;

• mobile and dynamic topology.

The most important advantage of vehicular sensor networks over common static
sensor networks is the possibility to carry on measurements on large areas using
a small number of sensor nodes [8]. In contrast with traditional wireless sensor
networks having their nodes placed in fixed locations, vehicular sensor networks are
characterized by dynamic changes in network topology. This attractive featuremakes
VSNs a potentially cost effective solution to provide monitoring services to a broad
class of applications. Vehicles may, for instance, recognize a plate and possibly may
send messages to neighboring vehicles enabling the police to track the movements
of a specified car [9, 10]. Another interesting application is road surface monitoring
[11, 12], or urban pollution detection.

It seems thus the right time to make car an intelligent entity able to reason and
cooperate with other vehicles or with environment surrounding it. To achieve this
goal, the use of some formalism providing a precise structure to domain knowledge
may be desirable. An ontology could fulfill this role as is an “explicit specification
of a conceptualization” according to [13], that is a particular abstraction of a set of
objects, concepts and relationships, that are to be represented formally for sharing
and reuse of such knowledge among entities.

In this chapter, we design the prototype of a mobile system able to collect environ-
mental data like urban air pollution. This vehicular sensor network can be considered
as composed by intelligent nodes that monitor and analyze the evolution of environ-
mental data, reporting on the occurrence of some critical issue to a supervisor entity.
In order to enable reuse of air quality domain knowledge and to share the structure of
such information among people or software agents, sensed data should be organized
and structured in an ontology.

The remainder of the chapter is organized as follows. In Sect. 2, motivations
about urban air quality and the use of vehicular sensor networks will be discussed.
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Section3 is dedicated to previous urban air quality-monitoring anddiagnosis systems.
In Sect. 4 we discuss our solution to the problem, describing the architecture and the
implementation of the sensor network. In Sect. 5, ontological approach to the problem
is described. We finally draw conclusions in Sect. 6.

2 Urban Air Quality Monitoring

In recent years researchers have begun to envision vehicular networks as systems
capable of monitoring certain physical features and transmit sensed data via radio
links to a server for further analysis. Observing certain environmental data, in dif-
ferent city spots, would in fact allow advanced support systems to detect potential
alarm scenarios and suggest appropriate countermeasures. By exploiting the inherent
network nodesmobility is possible, therefore, to implement a low cost environmental
monitoring system with high spatial coverage.

Among the possible environmental information collectiblewith a vehicular sensor
network, air quality plays no secondary role. This is indeed amajor concern inmodern
cities, because air pollutants have a significant impact on human health and on the
environment.

Air quality in urban areas is the result of three components: regional factors,
urban term, and hot spot terms [14]. In rural areas, pollution levels depend mainly on
the medium-to-long-range transport of pollutants traveling by air masses from other
areas. The resulting concentration levels, are generally significantly lower in those
areas. In urban areas, air pollution is linked to the set of human activities, such as
closed environments heating and lighting, public and private vehicular transporta-
tion, or construction activities. Urban pollution varies spatially, as it is reasonable to
expect, accordingly to human activities, topography, and local micrometeorology.

The importance of this issue is so high that is regulated by the European Com-
mission in the Directive 96/62/EC, that establishes the basic principles of a common
strategy to define and set objectives for ambient air quality in order to avoid, prevent
or reduce harmful effects on human health and the environment, assess ambient air
quality in the Member States, inform the public, and improve air quality where it is
unsatisfactory [15].

Air pollution is usually monitored by highly reliable networks of fixed stations. A
monitoring station can accurately measure a wide range of pollutants using conven-
tional analysis tools. However, permanent monitoring stations are frequently placed
so as to measure ambient background concentrations or at potential hotspot locations
and they are usually several kilometers apart. Moreover, the large cost of acquisition
and maintenance limits the number of such facilities, resulting in non-scalability of
the system and in an extremely limited spatial resolution of the pollution maps. In
fact, the effective range of spatial coverage of a static sensor is quite limited, thus it
would take a large number of detectors to monitor a wide area of interest. To over-
come these problems, we propose a cost-efficient and sustainable vehicular sensor
network. If effectively implemented, a VSN can offer a wider spatial coverage, and
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a finer granularity of detected characteristics. Rather than deploying static sensors,
these detectors can be installed on cars or vehicles of public transport services. Sen-
sors attached on moving vehicles periodically monitor the air quality and transmit
gathered information to a central storage system. However, there is a trade-off for
this gain in spatial coverage. Temporal coverage of sensed data in a particular posi-
tion will be lower compared to static sensors readings [8] as a characteristic will be
measured in the same position only when the vehicle will cross again that point. This
lack of temporal coverage can be handled by increasing network nodes density and
so mounting sensors on more vehicles, or distributing sensors on public buses, so
that environmental characteristics can be monitored continuously along their routes.
Another problem that should not be underestimated concerns corrupted measure-
ments within sensor networks. Sensor nodes may occasionally produce incorrect
measurements due to battery depletion, dust on sensors, tampering and other causes.
Among the several mathematical methods and algorithms in literature, suitable tools
to pre-process such gathered data are Bayesian Networks [16, 17].

In the next section we discuss some existing air pollution monitoring platforms
providing a brief overview of the state of the art.

3 Related Work

Monitoring air pollution using low-cost gas sensors has gained high interest in recent
years. Previous research has attempted to construct networked air quality-monitoring
and diagnosis systems.

CitySense [18], developed by Harvard University researchers in collaboration
with BBN Technologies, consists in an approximately 100 wireless devices installed
on buildings and streetlights in Cambridge. Similar to CitySense, SensorScope [19]
is an example of large-scale distributed wireless environmental monitoring system.

David Hasenfratz et al. propose GasMobile [20], an air pollution smartphone-
basedmonitoringplatform. Inparticular, a simple and scalable system for atmospheric
ozone concentration detection has been realized using a low-cost sensor connected
via USB to a smartphone. A similar project, developed jointly by UC Berkeley and
Intel, is called N-SMARTS [21] which shows the possibility to gather raw air pollu-
tion data by attaching sensors to GPS-enabled cell phones.

Several studies propose the use of vehicles to form an extensive air quality
monitoring system. For example, OpenSense project [22], proposes to install sensors
on buses to form an extensive network of mobile air quality data collection sites. A
VSN architecture to measure air quality for microclimate monitoring in city areas, is
proposed in [23]. These vehicular nodes roam inside the area of interest and periodi-
cally report, through short GSMmessages, CO2 concentration data to a central server
for further analysis or datamining. In [24], an air pollution sensing networkwas tested
on the public buses of Sharjah.MobileDiscoveryNet (MoDisNet) [25] is a distributed
infrastructure based on wireless sensors network and Grid computing technology for
air pollution monitoring and mining in London. This system uses a set of vehicles
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such as buses, trucks, taxis, and vehicles, in which mobile sensors are installed
forming a sensing network that cooperates with a grid of static sensors installed on
roadside. Mobile Air Quality Monitoring Network (MAQUMON) [26] is a system
composed by some car-mounted sensor nodes measuring several atmospheric pol-
lutants. Air pollution is tagged with absolute location and time data by means of an
on-board GPS. Periodically, the measurements are uploaded to a server, processed
and then published on a portal. In [27], twomobile platforms for fine-grained realtime
pollution measurement are presented: a mobile sensing box, deployable on public
transportation infrastructure and a personal sensing device (NODE) that can be used
to create a social pollution sensing.

In [28], a low power MEMS metal-oxide-sensor array is described in order to
detect odor events created within the car cabin. Sensing devices have to classify the
air quality level inside the car cabin with a multivariate approach closely related to
the perceived AQL by human panelists. As displayed by authors, this system could
be used, in combination with the the next generation of heating, ventilation, and air
conditioning (HVAC) systems, in order to improve air quality inside the vehicle.

Similarly to these studies, we designed a Vehicular Sensor Network architecture
for air quality monitoring to complement the fixed stations monitoring infrastructure
of the city of Palermo, Italy. A few vehicles of the public transport bus fleet will be
equipped with some wireless air pollution detection sensors and with the necessary
components for data transmission to fixed access point acting as gateways to a central
server. Vehicles, during their normal route, will sample data in a much more detailed
way than is currently possible with static monitoring stations. When vehicles move
close to a fixed access point installed on the roadside, for example in traffic light
proximity, they may automatically transmit gathered data.

4 The Proposed System

Currently, air quality in Palermo is monitored by a network of ten fixed stations,
located in some strategic spots (Fig. 1) spread on the city area. The network started
to work on 1st August 1996, and it had several technical adjustments over the years
in order to comply with European regulations, until March 2003, when network
management activities obtained the UNI EN ISO 9001:2000 certification. All the
stations are connected to a central data collection and processing facility via switched
telephone lines (ISDN). Each station is equipped with a personal computer that
processes data from the analysis equipment and transmits them to the central system.
The network also includes four access points to the remote data center and two points
for data dissemination to public.

To complement the fixed network, we designed a low-cost monitoring system
using a vehicular sensor network. The proposed system will collect, process and
distribute data from sensors located on vehicles belonging to the public transportation
bus fleet. In the initial stage, a few vehicles will be equipped with some sensors that
will measure, on their routes, the concentration of some gases like carbon monoxide,
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Fig. 1 Geographic positions of the fixed air quality monitoring stations in Palermo. Each station,
equipped with a personal computer that processes data from the analysis equipment, is connected
to a central data collection and processing facility via switched telephone lines

carbon dioxide, and ozone. Exploiting public buses mobility, even with few sensor
nodes, most of the city area can be covered and detailed urban air quality data
collected with fine granularity of detected characteristics. Furthermore, temporal
coverage problems can also handled and overcome as buses move on fixed and
established routes many times during the day.

Figure2 shows the proposedVehicular Sensor Network architecture for air quality
monitoring. The system is composed by some vehicular sensor nodes, a monitoring
server, and some access point installed on roads.

The main components are:

• In-Vechicle nodes, each provided with a microcontroller, communication devices
and sensors;

• Gateways, receive data from each node and forwards them to the central server;
• Central server, store gathered data, ensuring integrity, security and availability.

Each vehicular node consists of a central unit and a sensor board. Periodically, the
central unit collects the detected air pollution concentration from the sensor board
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Central
server

Fig. 2 Vehicular Sensor Network architecture for air quality monitoring. The system is composed
by some vehicular sensor nodes that measure different pollutants in the air, some access points
installed on the roads, and a monitoring server

and stores the data together with time and the current location given by the Global
Position System (GPS) module. This device is so responsible for the aggregation,
synchronization and transmission of sensed data to the central server for storage
and further processing. Communication is granted through a centralized Vehicle-
to-Infrastructure (V2I) architecture. Vehicle-to-Infrastructure concerns the connec-
tion between vehicles and fixed access points, also called Road Side Units (RSUs),
requiring the placement of such communication devices in external structures, or in
convenient places, such as intersections, traffic lights or buildings. A RSU acts as
buffer point for the exchange of information between vehicles, so its main task is to
extend the network by forwarding data coming from vehicles, to centralized servers
or, eventually, to other oncoming vehicles.

Thedesigned application is delay-tolerant and time-based, so itmakes no restrictive
obligation on sending real-time data to the portal. Instead, each vehicle obeys to a
store and forward dissemination policy. It collects sensor data, periodically at regular
intervals, and processes them locally before sending them to the central server using
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opportunistically encountered wireless access points in a delay-tolerant fashion. In
particular, every network node keeps data in his own memory waiting for a in-range
remote access point to transfer sensed data to a central server. In this way it is possible
to reduce the number of connections between RSUs and vehicles, while maintaining
high precision and quality monitoring. Taking advantage of the connectivity offered
by the access point, the node uploads sensed data on server, where the sensory infor-
mation can be structured by means of an ontology for further analysis, sharing or
reuse.

4.1 Implementation

In this section we analyze the hardware components necessary to implement the
system described. To realize a network node we chose to use an Arduino micro-
controller, connected to a GPS receiver for global position information, a wireless
module for the radio communication and a custom gas sensor board for air quality
measuring.

Arduino is an open-source electronics prototyping platform, based on flexible and
easy-to-use hardware and software [29]. Arduino is based on a modular architecture,
in fact the idea is to easy integrate only the modules needed in each device. The
development environment and the supplied libraries can be easily modified using the
C/C++ language. Among the different Arduino boards, we chose the ArduinoMega
2560 microcontroller for our prototype implementation. In particular the Arduino
Mega 2560 is based on the Atmel ATmega2560 microcontroller which offers 54
digital I/O pins, 16 analog inputs, 4 UART serial port, a 16 Mhz clock, a USB
connection, and an ICSP header. The large number of I/O pins facilitates the inclusion
of gas sensors and other communication components like the Xbee Pro shield for
data transmission.

The core of the monitoring system is the gas sensor board provided with sev-
eral semiconductor sensors. These sensors exploit the change of the conductivity
caused by the absorption of gaseous pollutants on a semiconducting surface [30].
Their innards comprise a support in various materials such as aluminum, silicon, and
ceramics, a heating resistor, and a sensing layer that is composed of a metal-oxide
material such as tin dioxide (SnO2) or zinc oxide (ZnO). At working temperature, a
set of electrochemical reactions between the atmospheric oxygen and oxide granules
are established. These reactions modulate and regulate the electronic flow between
the grains of the sensing element, changing its resistivity, and so giving information
about a precise gas concentration. These devices are particularly sensitive to temper-
ature changes, therefore it is necessary to control the air flow directed towards the
sensor head when mounted on a moving vehicle. The behavior of the sensor with
respect to temperature changes is not definable by a mathematical equation, and the
temperature drop of the heating element induces an error in gas concentration mea-
sures. This effect is negligible for low gas concentrations, but becomes significant
for higher levels of pollution rate.
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In order to validate the proposed design, in a preliminary phase, the VSN will
be deployed on a single vehicle belonging to the public transportation bus fleet of
Palermo and a few access points. This platform installed on the bus will monitor the
following parameters:

• Temperature
• Relative humidity
• Nitrogen dioxide (NO2)
• Carbon dioxide (CO2)
• Carbon monoxide (CO)
• Ozone (O3).

For data gathering, someXbee-basedAccessPointswill be installed on streets, and
will communicatewith a central server that canbe implementedon a lowconsumption
single-board computer like the Raspberry Pi board [31]. The Raspberry Pi, designed
to run Linux kernel-based operating systems, is based on an ARM1176JZF-S 700
MHz processor, and includes 512 MB of RAM, two USB ports, audio and video
output, and uses a Secure Digital card as boot and long-term storage. On the Pi board
Lighttpd, a lightweight web server application, allow the Pi to serve dynamic HTML
pages backed by a SQLite database, in which gathered information is organized in
such a way as to ensure integrity, security and availability.

In the next section we propose an ontological approach to structure the domain
knowledge concerning the air monitoring problem in our design.

5 Ontological Approach

Urban air pollution management requires advanced modeling and information
processing techniques. Artificial intelligence provides several techniques and tech-
nologies that can solve efficiently different environmental problems. AI techniques
present advantages over more traditional numeric modeling approaches, which
require heavy computational resources and need as input complex data, often not
easily available [32]. It is very important to make decisions in environmental pro-
tection management, so a multi-agent system (MAS) approach could be applied as a
valid and robust solution. A multi-agent system is a network of software agents that
interact to solve problems that are beyond the individual capacities or knowledge of
each problem solver [33]. An agent can be a physical or virtual entity that can act
autonomously and has skills to achieve its goals and tendencies. According to [34],
the technology of intelligent agents and multi-agent systems provides the software
infrastructure for the implementation of distributed environmental systems that can
monitor and control the environmental quality.

In our context, the vehicular sensor network can be modeled as a multi-agent
system composed by a set of intelligent entities. Each vehicle has some running soft-
ware agents, which monitor and analyze the evolution of environmental data like air
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quality, and report to a supervisor agent if some critical problem can occur. Accord-
ing to Chomsky theories, information data, gathered by sensors installed on vehicles,
have to be represented in a formal way so that intelligent decision agents can speak
and reason on it. A way to formalize information is the definition of a correct ontol-
ogy, that allow us to define messages with meaning and without ambiguity. One of
the more common goals in developing ontologies is sharing common understanding
of the structure of information among people or software agents [35]. The interac-
tion between agents depends mainly on the adoption of a conceptualization, that is,
a formal representation of the reality of a specific situation, so ontologic step is fun-
damental in our system, in order to define a common vocabulary for researchers who
need to share information in this domain, but also for knowledge-based programs
defining which queries and assertions are exchanged among agents.

The use of sensing devices and wireless sensor networks is raising, so an
increasing volume of heterogeneous data, data formats, and measurement proce-
dures is generated. The ontological model provides a way to manage the sensors and
the accompanying volume of generated data. It can also be used to validate sensor
readings and to sort out faulty sensor information as described in [36], in which
the W3C Semantic Sensor Network Incubator group (SSNXG) defined an OWL 2
ontology to describe the capabilities and properties of sensors, the act of sensing and
the resulting observations.

In order to formalize air quality concepts, an ontology may be used to structure
air pollution domain concepts. Because one of the most important ontology features
is its reusability, we considered to structure our knowledge domain according to
AIR_POLLUTION_Onto. This ontology is dedicated to air pollution analysis and
control, and has been actually used in MAS_AirPollution [37].

Urban air pollution structured data will be understandable and processable by
agents whose goal is to monitor andmitigate pollution effects through different types
of applications. For instance, combining 3D urban models, atmospheric factors and
air pollution information, it is possible to estimate the quality of air in some urban
areas [38]. Another interesting application could be road traffic management. Using
the information provided by environmental and street ontology, it would be possible
to develop some intelligent software agents that can set a recommended maximum
speed for a vehicle, or manipulate traffic lights in order to manage the number of
vehicles on the roads of a particular city area. This actions may contribute to disperse
atmospheric pollutants thus reducing their concentration in building bordered areas.

6 Conclusions

Urban atmospheric pollution is a crucial issue for many urban areas, making it
necessary to monitor and control gas pollutants concentration. Vehicular Sensor
Networks are one interesting recent development in wireless and mobile network-
ing. They are extremely multifunctional and may be useful for different applications,
such as environmental monitoring. In this chapter we proposed a VSN architecture
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for urban air quality monitoring. Themain advantage of our approach is the economy
and the simplicity of the system.Using just a few vehicles belonging to a public trans-
portation fleet, a fine-grained monitoring system able to cover all the city areas can
be deployed. Moreover we propose the use of ontology as the most suitable tool to
enable efficient machine-to-machine cooperation.
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Concentrated Solar Power: Ontologies for Solar
Radiation Modeling and Forecasting

Antonino Piazza and Giuseppe Faso

Abstract This chapter considers the possibility of formally representing implicit
and explicit knowledge of solar radiation modeling and forecasting by means of
ontologies, with particular reference to the implications of concentrated solar power.
The various applications discussed in the literature include various methods, such
as spectral, parametric and empirical models, artificial neural networks and fuzzy
logic approaches, as well as satellite and ground based imaging techniques. We want
to use the principles of semantic technologies and formal ontologies, to represent
knowledge in solar radiation models. The purpose is to capture the semantics of
information and realize a system for sharing and re-use of knowledge in this domain.

1 Introduction

The growing demand for electricity in recent years has prompted research into the
exploitation of renewable energy sources. Among the various technologies avail-
able, concentrated solar power (CSP) is probably the most promising for large-scale
systems [11]. Due to its dependence on the source, the availability of information
on solar beam radiation and solar radiation modeling and forecasting have become
critical (Sect. 4) [19]. Most of the studies carried out in this area have therefore fo-
cused on our understanding of processes related to solar radiation fluxes and their
interaction with the atmosphere. There has been a proliferation of various radiation
models that calculate and predict the irradiance variability on different spatial and
temporal scales [22]. The complexity and the increasing number of radiation models
therefore requires organization and integration of knowledge. Semantic technologies,

A. Piazza (B) · G. Faso
DICGIM, University of Palermo, Viale delle Scienze ed. 8, 90128 Palermo, Italy
e-mail: antoninopiazza@hotmail.it

G. Faso
e-mail: giuseppe.faso@unipa.it

S. Gaglio and G. Lo Re (eds.), Advances onto the Internet of Things, 325
Advances in Intelligent Systems and Computing 260, DOI: 10.1007/978-3-319-03992-3_23,
© Springer International Publishing Switzerland 2014



326 A. Piazza and G. Faso

such as ontologies, promise to considerably improve the representation and sharing
of a models’ knowledge, and thus support decision processes, given the automation
of design procedures [3, 15].

This chapter investigates how semantic ontologies can be used to represent in-
formation and knowledge about solar radiation modeling and forecasting. A for-
mal representation and informatic systems can reduce data uncertainty and improve
the model selection process as a function of the constraints imposed by different
situations.

To facilitate understanding, a brief overview of CSP plant technologies and solar
radiation concepts have been provided in Sects. 2 and 3. In Sect. 4, we explain the
importance of solar resources data in the various stages of development and man-
agement of a CSP plant. In Sect. 5, we discuss solar radiation models and issues
relating to model selection processes and data retrieval. Then, in Sect. 6, we describe
the reasons for an ontological conceptualization in the solar radiation modeling and
forecasting domain. The basic structure of a possible solar radiation modeling and
forecasting ontology is described in Sect. 7, and the major features of the ontologies
are examined. Finally, we conclude with general considerations on how these ontolo-
gies can be related to each other to create a more complete ontology that includes not
only solar radiation modeling and forecasting, but also other aspects of solar energy
systems.

2 CSP Plant Technologies

Concentrated Solar Power (CSP) systems use mirrors to reflect and concentrate
sunlight onto receivers to collect solar energy and raise the temperature of a working
fluid (carrier). This high-temperature fluid is used to support industrial processes
or generate electricity using conventional methods such as steam rankine cycles.
There are a variety of mirror shapes, sun-tracking methods and ways to collect and
concentrate sunlight [22].

The four main types of commercial CSP concentrating technologies, shown in
Fig. 1, are:

• parabolic dishes;
• central receivers (also called solar towers);
• parabolic troughs;
• linear fresnel systems.

A parabolic dish-shaped reflector concentrates sunlight onto a receiver located
at the focal point of the dish. The concentrated beam radiation is absorbed into a
receiver to heat a fluid or gas (air) used to generate electricity in a small piston or
Stirling engine, or a micro turbine, attached to the receiver [22].

A central receiver or solar tower consists of a series of large mirrors, called
heliostats, placed around a tower. Each of them has a separate trackingmotion system
whichmakes it possible to position themirrors so that the reflected sunlight is focused
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Fig. 1 Parabolic dish, solar tower, parabolic trough, Linear Fresnel Reflector. Image taken from [16]

onto a central receiver mounted at the top of a tower. A heat-transfer medium in this
central receiver absorbs the highly concentrated radiation reflected by the heliostats
and converts it into thermal energy [22].

Parabolic trough technology uses trough-shaped mirrors to concentrate sunlight
onto thermally efficient receiver tubes running the length of the trough, and placed
in the trough’s focal line. The trough is parabolic along one axis and linear in the
orthogonal axis, and is usually designed to track the sun along one axis. A thermal
transfer fluid runs through the receiver tubes to absorb the concentrated sunlight [22].

A linear Fresnel Reflector consists of a series of nearly-flat or slightly curved
reflectorswhich concentrate solar radiation onto absorber tubes placed severalmeters
above the mirrors. Each absorber tube is equipped with a secondary reflector, which
is open on its lower side, and whose purpose is to ensure that the totality of the
reflected rays is focused on the receiver, directly or after an internal reflection. This
system is line-concentrating, similar to a parabolic trough, with the advantages of
low costs for structural support and reflectors. Due to its design, the Fresnel collector



328 A. Piazza and G. Faso

Fig. 2 Solar radiation components resulting from interactions with the atmosphere

is also unsusceptible to damage from strong winds and requires only relatively little
space [22].

To offer firm capacity and usable power on demand, CSP systems can also be
integrated with storage or into hybrid operations with fossil fuels [22].

3 Overview of Solar Radiation Resource Concepts

Naturally, the fuel source for all concentrated solar power is the sun and in particular,
the electromagnetic energy emitted by the continuous nuclear reactions in its interior,
which propagates in space and comes to earth. As a result of its passage through the
atmosphere, the solar radiation is separated into the following components [18]:

• solar beam radiation, that part of solar radiation which directly reaches the earth’s
surface in parallel beams, undeviated by clouds, fumes or dust in the atmosphere;

• a diffuse component, generated by the scattering of the solar radiation in the
atmosphere;

• that part of solar radiation which is reflected by the ground and the atmosphere.

These components are shown in Fig. 2.
To measure these components, the following quantities are associated with solar

radiation [19]:

• Direct Normal Irradiance (DNI);
• Direct Horizontal Irradiance;
• Diffuse Horizontal Irradiance (DHI);
• Global Horizontal Irradiance (GHI).
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These quantities are used to assess the solar radiation resource and to characterize
a particular location. DNI is the amount of solar radiation received directly from the
sun, falling onto a plane perpendicular to the direction of the sun. Direct Horizontal
Irradiance differs from DNI in that it is measured on a flat horizontal plane. DHI
represents the energy flux density of the solar radiation incoming from the entire sky
dome on a horizontal surface, excluding the direct beam coming from the sun’s disk.
GHI is defined as the total energy from sunlight, both direct and diffuse, that reaches
the unit area horizontal to the surface of the earth [19].

Surface based measurements of DNI and GHI are best measured using well cali-
brated pyrheliometers and pyranometers, but such measurements can only be made
on a sparse network, given the operation and maintenance costs involved [19].

4 Why Solar Resource Data are of Importance to Concentrated
Solar Power

Concentrated solar power plants need solar beam radiation to operate. Since the
radiation is almost directly proportional to the amount of power generated by a power
plant, knowledge of the local area’s meteorological information and solar radiation
data is essential in developing and planning concentrated solar power plants [22].

The availability of high quality information on solar radiation makes a positive
impact on all of the steps in a CSP project [19]:

1. site selection
2. predicted plant output
3. temporal performance and operating strategy.

Site selection requires a large amount of solar data, such as annual and seasonal
average solar energy, and climate changes in the different locations. However, direct
measures of solar radiation are not always available, due to the limited spatial rep-
resentativeness of actinometric stations and their limited global distribution. Also,
data are often provided in a raw format, so additional processing is required. It is
therefore necessary to derive the information of interest on solar beam radiation using
appropriate models that process the data available [4, 8, 19].

After identifying areas favorable to the development of CSP technology, site
selection for the installation of a solar power plant proceeds with a more detailed
analysis and using more stringent exclusion criteria in narrowing down the area to be
investigated. In addition to the simple average annual solar radiation, it is necessary
at this stage to extrapolate more detailed information to predicted plant output and
conduct a feasibility study. Of course, the prospects of application must also take
account of other aspects unrelated to solar radiation, such as the commercial value
of the area, the conformation of the ground, its distance from urban centers (fine dust
and pollution can reduce the fraction of direct radiation reaching the ground) and
other technical, commercial and environmental constraints [19].
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After the realization and startup of the plant, measurements and estimates of solar
radiation continue to be needed, as they make it possible to check the performance
of the system and define the operating strategy. Verification is performed by com-
paring the value of the plant’s energy production with that calculated using solar
measurements and estimates. This allows us to characterize the models for the spe-
cific concentrated solar power plant and highlights design or accomplishment errors,
solar radiation or plant modeling errors, and also highlights possible malfunctions.
Then, the predicted solar radiation is indispensable for the evaluation of the power
fed into the grid, for the management of the plant and for the definition of energy
costs [17, 19].

This advance knowledge makes it possible, for example, to program maintenance
for days on which radiation is low, and to secure the plant components in case of
sudden changes in cloudiness, but above all, it enables system managers to com-
pensate for the variable nature of the solar source which causes discontinuities in
energy production, through appropriate management of thermal energy storage or
complementary fossil fuel production systems [19].

5 Solar Radiation Models

The solar radiation reaching the earth’s upper atmosphere is a quantity rather constant
in time. It is dependent on slight variations, over short and long periods, in the
radiation emitted by the sun and it is mostly dependent on the earth’s elliptical orbit.
For modeling purposes, the power radiated by the sun is set to a constant value,
the solar constant GSC = 1366.1 W/m2 and the variations in extraterrestrial solar
radiation (ETR) are determined only by the earth’s elliptical orbit. The earth’s orbital
eccentricity causes a variation in the earth-sun distance of±1.7%with a consequent
ETR variation of ±3.4% from GSC during the year. To compute extraterrestrial
solar irradiance on a horizontal surface, it is sufficient to apply the cosine law:
G0,ext = Gext cos θz , where Gext is the ETR and zenith angle θz may be expressed
as a function of geographical latitude, sun declination angle, and hour angle [2].

Crossing the atmosphere, solar radiation is partially scattered and absorbed at
different wavelengths by a number of factors, such as gases, clouds and dust (see
Fig. 2 in Sect. 3). Thus, the solar radiation at ground level is much more variable than
that observed at the top of the atmosphere. Obtaining reliable radiation data at ground
level therefore requires systematic measurement. However, in most countries, the
spatial density of solar radiation measuring stations is inadequate, due to high costs
and maintenance requirements [2]. Various models have therefore been explored
by many researchers to estimate, with reasonable accuracy, the solar radiation from
other available meteorological data.

Among thesemodels, there are those based exclusively on physical considerations
and others based on statistical approaches [2].
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The physical models, such as Leckner’s spectral model [9], study radiant energy
exchanges within the earth-atmosphere system. Parameters used as inputs in the
physical models include:

• astronomical factors (solar constant, earth-sun distance, solar declination and hour
angle);

• geographical factors (latitude, longitude and altitude);
• geometrical factors (surface azimuth, surface tilt angle, solar altitude,
solar azimuth);

• physical factors (albedo, scatteringof airmolecules,water vapor content, scattering
of dust and other atmospheric constituents);

• meteorological factors (atmospheric pressure, cloudiness, etc).

However, spectral models seem to be too difficult to use in engineering applications,
because they require accurate meteorological data and an exact knowledge of the
atmosphere composition. Using these, simpler parametricmodels for solar irradiance
were developed [12], such as Yang’s hybrid model [20, 21], Paulescu and Schlett’s
model [13], Gueymard’s Parametric Solar Irradiance Model (PSIM) [6], and so on.

On the other hand, the models based on statistical and empirical approaches [2]:

• describe the quantities of interest statistically;
• investigate the statistical relationships among the main solar radiation components
and the spatial correlation between simultaneous solar data at different places;

• seek a statistical interrelationship between themain components of solar irradiation
and other meteorological parameters which may be available, such as sunshine
duration, cloudiness, temperature, etc.

The models, derived from the Angström-Prescott Relation [14] for example, have
been widely applied to estimate global solar radiation from sunshine duration [12].
However these models, by relying on empirical relationships, are not spatially inde-
pendent, and their performance is only valid if the context of application is similar
to that of development.

More modern methods are able to provide solar radiation information derived
from satellite images. Satellites observe the earth-atmosphere system and provide
continuous information for very large areas at a temporal resolution of up to 15
minutes and a spatial resolution of up to 1 km. Several methods use this information
to transform the radiance (the physical magnitude actually measured by the satellite
sensor) into the cloud index, which is a relative measure of cloud cover. The solar
irradiation at the earth’s surface is then derived from the cloud index [12].

Furthermore, as explained in Sect. 4, the need for high accuracy forecasts on mul-
tiple time horizons is becoming increasingly important for the solar energy industry.
A large number of solar forecasting computation models have therefore been devel-
oped. The most popular forecasting methods used in the solar energy domain include
ARIMA, Markov chains, Bayesian inference, and several other approaches devel-
oped in the field of artificial intelligence, such as genetic algorithms, expert systems,
artificial neural networks, fuzzy systems and some hybrid systems that combine
multiple techniques [7].
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This proliferation of models implies a certain difficulty in model selection and
in the accuracy of the information obtained. The applicability of a model is also
influenced by the availability of measures and input data required. There are several
data repositories and services that provide measurements and estimates of various
quantities on continental and global scale, including:

• NASA SSE (an archive of over 200 satellite-derived meteorology and solar energy
parameters, globally available at a resolution of 1x1 degree);

• NREL/USA (the US dynamic solar atlas; on 40 km2 grid cells it provides monthly
averages of daily total solar resources available to flat plate photovoltaic modules
and concentrators);

• HelioClim-1 (Solar radiation calculated from Meteosat images by the Heliosat 2
method. Coverage: field of view of Meteosat satellite, Europe and north Africa);

• World Radiation Data Centre (Worldwide solar radiation database).

However, the various data repositories have different levels of precision and detail,
as well as covering different geographical areas. In addition, data representation is
not standardized, and the data are not always in agreement. Furthermore, the use
of different terminology often makes common understanding impossible, thereby
impeding automatic information processing.

A solution is therefore required which is capable of consolidating our knowledge
of solar radiation and the variousmodels thatmake it possible to obtain relevant infor-
mation about this domain (measuring instruments, repositories, estimation modeling
and forecasting).

6 Opportunities of an Ontology for Solar Radiation Modeling
and Forecasting

In recent years, ontologies—explicit formal specification of the terms in the domain
and relations among them [5]—have emerged in Artificial Intelligence as a way to
represent knowledge and integration of a particular domain. Ontologies were already
present in various other fields, even in the renewable energy domain, such as in [1],
in which an ontology for managing knowledge about photovoltaic systems, called
PV-TONS, was developed. It represents information and knowledge about renew-
able energy technologies, and facilitates system decision-making in recommending
appropriate choices for use in different situations.

The basic aspects that concerns all solar energy systems (photovoltaic, thermal and
CSP plants) are solar radiation data and the models that make it possible to estimate
and predict their values (Sect. 4 above). An ontology for solar radiation modeling
and forecasting can enable a semantic description of models, and more importantly,
facilitate exploration and reasoning in this domain. The possibility of operating on
an adequate collection of models, formally defined and opportunely classified, can
improve the model selection process as a function of the constraints imposed by
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provides as output

Fig. 3 Portion of ontology indicating model and data classes and their relations

particular applications and different situations. This increases the accuracy of the in-
formation produced, and it gives reasons for the uncertainty levels of the results using
the reasoning mechanisms of ontologies. The explanation highlights the weaknesses
of information processing, and then suggests where to intervene to obtain even more
reliable information. With regard, on the other hand, to the atmospheric data and
meteorological variables required in many solar radiation models, many repositories
already contain the necessary information, and the use of ontologies can facilitate
the retrieval of such information and multisource information extraction.

Finally, ontologies enable us to realize systems for sharing and re-use of knowl-
edge and, since this knowledge is formally represented and thus machine inter-
pretable, it can be communicated and shared between software agents.

7 An Ontology for Solar Radiation Modeling and Forecasting

In attempting to construct an ontology for solar radiation modeling and forecasting,
we have focused on the concept of the model. A model is clearly characterized by
the variable that it is capable of quantifying. Other important aspects consist of the
input parameters required, (see Fig. 3).

This general definition immediately clarifies the two main classes on which the
whole ontology is based, namely, the models and the data. Model and Data clearly
represent general concepts. From these two classes it is then possible to create hi-
erarchies of subclasses or additional relations. The hierarchies specify particular
aspects of general classes, whilst relations connect them with other concepts [10].
One or more reference methodologies can be associated, for example, to each solar
radiation model. Specifically, in this ontology, we considered numerical, stochastic,
probabilistic methodology, fuzzy logic, neural network approaches, as well as satel-
lite and ground based imaging techniques. The need to specify the sites or the types of
climates in which the models were evaluated, and in general the performance of the
models, also suggests the relationwith the concepts of geographical applicability and
uncertainty (see Fig. 4). Geographical applicability implies a variation in the level of
uncertainty inherent in the model, and has repercussions on the overall performance
of the model.
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Fig. 4 Portion of ontology indicating model relations with data, geographical performance and
methodology classes
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Fig. 5 Portion of ontology indicating model hierarchies

As for the specialization of the model class, the first distinction to consider is
definitely that between estimation models and forecasting models. The former are
able to calculate values using certain parameters, whilst the latter predict, with dif-
ferent time horizons, future quantities. Other types of specializations then divide the
models into categories, depending on the methodology used, the modeled values,
the input parameters, and so on. Next, we defined the class of physical and empirical
models, the ones based on satellite images, the ones that calculate solar radiation in
clear sky conditions only and in any sky conditions, the spectral models and others
(see Fig. 5).

As far as Data is concerned, it is important to collect not only the type and the
value, but attention should also be paid to the following key considerations, Fig. 6:

• Temporal resolution. Data can range from annually averaged to 1s samples.
• Spatial resolution. Ground-basedmeasurements, for example, are site-specific. On
the other hand, current satellite-remote sensing estimates can be representative of
10km × 10km or less or larger areas, such as 1◦ by 1◦ latitude-longitude grids.

• Spatial coverage. The area represented by the data can range from a single station,
a sample geographic region, or a global perspective.
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Fig. 6 Portion of ontology indicating data relations with temporal and spatial resolution, spatial
coverage, uncertainty and data source classes

• Sources of the data. As well as a model, data can be acquired by measuring
instruments, retrieved from a database or provided by different organizations.

• Estimated uncertainty. It is caused by limitations in the measuring instruments, as
well as the processes of acquisition and modeling.

This ontological scheme was further specified by inserting the most popular ra-
diation models used to calculate the values of solar radiation as a function of the
required spatial and temporal resolution. For the representation, we used OWL lan-
guage using the popular Protégé Desktop 4.3 (http://protege.stanford.edu/), but the
ontology could also be expressed in other ontology languages.

In the immediate future, wewill continue to test and develop our existing ontology
and extend it to include further elements. This ontology needs to be combined with
others to create a comprehensive ontology for the CSP domain in order to collect,
integrate and structure all knowledge on CSP systems (see Fig. 7).

Such ontology should:

• consolidate existing skills, such as studies, projects and specialized activities re-
lated to industrialization and the development of production processes;

• encourage the sharing and re-use of knowledge and research results reached be-
tween research, design and manufacturing centers;

• facilitate the design and management of plants;
• increase innovation, performance and, subsequently, the production of energy from
renewable sources.

http://protege.stanford.edu/
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8 Conclusions

For their development and management, concentrated solar power plants require
continuous monitoring and forecasting of the solar radiation that reaches the specific
local area. This issue has prompted the development of numerous models.

Our study aimed to explore the possibility of using ontologies to represent solar
radiation modeling and forecasting, and the solar radiation information, in order to
obtain a broad picture of the solar radiation resource in developing, planning and
managing CSP plants. To this end, we have developed an ontology that, although
very simple, affords sufficient expressiveness to create a complete knowledge base
in this domain. The ontological and structural organization of the knowledge enables
us to fully explore the solar radiation modeling and forecasting domain and can also
be used to select the models best able to calculate the values of solar radiation with
the required spatial and time resolution, as a function of the constraints imposed by
the various situations in question. It also improves the quality of the data obtained,
supports decision-making and optimizes design processes. Furthermore, it is a ma-
chine interpretable representation and facilitates sharing and re-use of the knowledge
between software agents.
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Designing Ontology-Driven Recommender
Systems for Tourism

Pierluca Ferraro and Giuseppe Lo Re

Abstract Nowadays, Internet users may experience some difficulty in finding the
information theyneed from thehugemultitude of existingwebpages.Apossible solu-
tion to this problem might lie in delegating some of the search tasks to machines, or
in other words, in building a Semantic Web in which information could be processed
automatically by intelligent software agents. Given the constantly increasing growth
of the tourism industry, it might be particularly helpful to develop virtual assistants
capable of planning trips on the basis of a user’s interests. If so, adopting Seman-
tic Web technologies would make it possible to provide a more customized service
to each user and thus satisfy their requests better. Hypothesizing such a scenario,
this chapter describes an adaptive recommender system which adopts a semantic
approach to assist the user both in the travel planning phase and, on-site, during the
trip. Finally, the software system provides a module that infers the user’s interests
and preferences using data mining techniques aimed at improving the quality of the
suggestions made by the system.

1 Introduction

Given the volume of documents and data present on theweb, Internet users nowadays
tend to be overwhelmed by the huge amounts of information found online. This prob-
lem, known as information overload, compels Internet users to rely on the results
provided by search engines [2]. Unfortunately, most of the data on the web is in the
form of unstructured text, which may be easy for a human being to understand, but is
very difficult for a computerized system to analyze. This severely limits the indexing
capability of search engines, which are based on keyword retrieval, thus leaving the
task of creating intelligent queries to their users [8]. Furthermore, today, most web

P. Ferraro · G. Lo Re (B)

DICGIM, University of Palermo, Viale delle Scienze ed. 6, 90128 Palermo, Italy
e-mail: giuseppe.lore@unipa.it

S. Gaglio and G. Lo Re (eds.), Advances onto the Internet of Things, 339
Advances in Intelligent Systems and Computing 260, DOI: 10.1007/978-3-319-03992-3_24,
© Springer International Publishing Switzerland 2014



340 P. Ferraro and G. Lo Re

pages are dynamically generated by querying databases that are not accessible to
search engines, so a considerable amount of data (the so-called Deep Web) is com-
pletely ignored. The web can therefore be seen as the largest of document archives,
but one requiring continuous effort by human beings to be explored, since only a
small portion of the data can be analyzed automatically.

In an attempt to overcome these limitations,many researchers have highlighted the
need to structure information in order to simplify data comprehension by computers
and to improve interoperability between different systems. For instance, intelligent
search engines may adopt a semantic approach, analyzing documents by considering
the concepts they contain, instead of relying exclusively on a keyword analysis [25].

The first step towards aweb consisting of data connected by semantic relationships
implies the creation of well-structured documents enriched with meta-data facilitat-
ing definition of the terms used in HTML pages and the relationships between related
concepts, and thus allowing them to be interpreted automatically by intelligent soft-
ware agents.

In the field of the tourism industry, which is rapidly evolving, the advent of the
Semantic Web could provoke a serious revolution. Increasingly people prefer to act
autonomously, planning their own trips personally without the help of a travel agent,
using currentweb resources to learn about the best opportunities available to them [6].

However, most of the data in current travel portals (if we exclude those for flights
and hotels) are not in a structured form. They don’t therefore lend themselves to
automatic processing by a software agent designed to support a user’s choices using
customized suggestions. The adoption of semantic technologies may enable con-
version of all the data into a form appropriate for machine-processing and thus for
analysis by intelligent software agents, designed to allow users to plan an entire trip
in just a few clicks.

The remainder of this chapter is organized as follows. Section2 analyzes the key
technologies of the Semantic Web and its layered architecture. Section3 highlights
the benefits that may arise from the adoption of recommender systems in the field
of tourism. Section4 outlines the general architecture of the system proposed here,
and finally, Sect. 5 reports some conclusions.

2 The Semantic Web

The SemanticWeb has been defined by its creators, TimBerners-Lee, James Hendler
and Ora Lassila, as “an extension of the current one, in which information is given
well-defined meaning, better enabling computers and people to work in coopera-
tion” [3]. The goal is to build a communication infrastructure in which the meaning
of data is not only accessible to human users, but also to computers that are able to
analyze and understand them, making them available for further processing.

One of the most ambitious goals of the Semantic Web is the exchange of
information between different agents acting independently or in collaboration with
other software systems [11]. These agents could then exploit the semantic knowledge



Designing Ontology-Driven Recommender Systems for Tourism 341

Fig. 1 Semantic Web architecture. Image taken from http://www.w3.org/2001/sw/

contained in the meta-data to provide new services to users. To do this, they should
have a high enough level of autonomy to understand users’ goals and then plan a
sequence of actions to meet those objectives, working with other agents wherever
necessary [10].

To achieve this purpose, it makes sense to exploit all the research work carried
out in Artificial Intelligence, especially in the field of Knowledge Representation.
However,manyof the techniques developedover the years use a centralized approach,
which requires everyone to share the same definitions of common concepts, which
is not feasible in the World Wide Web, given its open and dynamic nature [1]. The
attention of researchers has therefore shifted more and more towards decentralized
systems able to handle the existence ofmultiple ontologies.Unfortunately, the chance
of running into missing and contradictory information is a price one has to pay for
the versatility needed to adapt to a changing world [3].

2.1 Semantic Web Technologies

The architecture initially proposed by the creators of the Semantic Web has been
modified over the years, although the main elements, which are shown in Fig. 1,
remain unaltered.

http://www.w3.org/2001/sw/
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XML (eXtensible Markup Language) represents a fundamental step from the
conception of the web as a repository of unstructured documents to the one where
the emphasis is on data which is analyzable automatically [20]. That is, using such
a language, it is possible to annotate simple text with meta-data, thus removing the
ambiguity typical of unstructured documents.

The use of descriptive names for tags allows human beings to understand their
function, but it does not add any semantic content for software applications trying to
analyze them automatically. The adoption of a further language is thus necessary in
order to give meaning to the data described.

RDF (Resource Description Framework) is a W3C Recommendation for the
representation both of resources and the relationships between them. A basic state-
ment, called triple, contains a subject, a predicate and an object, and binds together
two entities with a binary relation. This provides the capability to state that certain
resources, such as people or web pages, possess specific properties with their cor-
responding values. According to Berners-Lee et al., “this structure turns out to be a
natural way to describe the vast majority of the data processed by machines” [3].

Each field of a triple is identified globally by aURI (UniformResource Identifier),
which can represent both tangible and abstract resources. Using RDF, it is possible
to represent data distributed across multiple servers in a simple and structured way,
but this would be useless if there were no efficient way to retrieve these data and use
them for further processing [21].

SPARQL (SPARQL Protocol and RDF Query Language) is the standard query
language for RDF. It has been aW3CRecommendation since 2008 and is considered
a key technology for the Semantic Web [1]. SPARQL has a syntax similar to SQL
and, in addition to being a query language, is also a protocol that provides access to
RDF knowledge bases by means of appropriate endpoints.

The adoption of RDF to encode meta-data is only the first step in the realization
of the Semantic Web. It may be necessary, for example, to compare the information
contained in two databases that use different identifiers to denote the same concept.

The solution to this problem is represented by ontologies, which are documents
that formally define the relationships among a set of terms belonging to a specific
domain. The most common ontologies on the web are vocabularies according to
which all the resources should be described, and take the formof taxonomies enriched
by a set of inference rules [22].

RDFS (RDF Schema) is a simple ontology language based on RDF that provides
the capability to express relationships between generic terms, unlikeRDF,which only
describes relationships between individuals [24]. RDFS introduces the concepts of
classes and subclasses, through which one can make simple inferences based on
hierarchies of types and properties as well as their domains and ranges.

The inference capabilities provided by RDFS are limited, but they are still of
significant utility in a Semantic Web application, if it becomes necessary to merge
information from multiple data sources.

OWL (Web Ontology Language) is used to describe in more detail the entities
represented and the relationships between the resources of a particular domain.
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The most interesting feature of OWL is the ability to create new classes from
concepts already defined in the model, using the operators of union, intersection and
complement, and the option of specifying properties with special features, such as
symmetry or transitivity [9]. In addition, the automated reasoners available for the
language can check the satisfiability of the ontological description, ensuring that
anything new added to the model is not in conflict with what has already been stated,
since this would make the ontology inconsistent [19]. Moreover, OWL allows devel-
opers to express equivalence relations between classes, properties and individuals,
in order to connect equivalent concepts that use different identifiers.

The greater expressiveness of OWL as compared to RDFS, however, also has
negative aspects, since it involves an increase in computational complexity associated
with each operation of automated reasoning [9].

Although theSemanticWeb ismainlydirected towardsKnowledgeRepresentation
systems, focusing onDescription Logics, it is common to use rule-oriented languages
to overcome modeling problems that are difficult to solve with RDFS and OWL
alone [7].

RIF (Rule Interchange Format) is based on the observation that there are already
too many rule-based languages, and it would be useless to develop a new one. RIF,
however, is designed to merge existing formalisms, from Horn clause logics up to
higher-order logics and production systems [24].

The upper layers of the architecture shown in Fig. 1, namely Unifying Logic,
Proof and Trust, have never been implemented in a comprehensive manner. At the
moment, therefore, the application layer is directly connected to the lower layers
(OWL, RDFS, SPARQL and RDF).

Finally, the Encryption layer plays a particularly important role on the web, since
all semantic agents should always verify the authenticity and integrity of data used
to answer user queries, in order to prevent forgery and tampering [23].

2.2 Semantic Web Application Architecture

In order to better illustrate the structure of a Semantic Web application, it might be
useful to analyze its main components, which are shown in Fig. 2.

Many of these components are available both as commercial products offered
by software producers specialized in semantic technologies, and also as open source
software developedbyuser communities [1]. Themain elements of a typical Semantic
Web application are:

• a parser that reads the text in one of the standard RDF formats, such as N-Triples,
Turtle or RDF/XML, and interprets it as a set of triples in the data model;

• an RDF store, a database optimized for storing and retrieving data in the form of
triples, with the ability to merge information from multiple sources;

• an RDF query engine to retrieve information from an RDF store, performing the
desired queries in an efficient manner;
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Fig. 2 Semantic Web application architecture

• an application written in a general-purpose programming language that processes
the results of the queries and presents them to the user;

• a serializer that plays a dual role with respect to the parser, creating new files to
represent the triples of the model in one of the standard RDF formats.

3 Travel Recommender Systems

Planning a trip down to the last detail, taking into account all the large number of
variables involved, is a complex task that requires a lot of time andgreat attention [15].
Today, if a web user needs to plan a tour, he is highly likely to have to visit several
websites to make all the necessary reservations, typing in his personal data each time
andwaiting for confirmation (for instance, e-mails fromhotel and airline companies).
Moreover, such an user will be required to make multiple payments, providing the
number of his credit card to all the companies involved, thus exposing himself to
multiple security threats [4]. Users are often discouraged by such obstacles andwould
prefer to use a single system to achieve their goals in a centralized way, preferring
to acquire whole travel packages instead of collecting single parts manually [12].
Furthermore, additional software layers are necessary to ensure the quality of the
services that will be provided to users [5].

For this reason, one of the most promising fields in the tourism industry is that
involving recommender systems, capable of playing an important role in delivering
correct and accurate information, and in addressing the choice of products, services,
events and places to visit, in line with users’ interests. The suggestions offered by
such systems are based on user profiles, which are built by observing and analyzing
their previous choices by exploiting data mining techniques, as discussed in Sect. 4
below. Such systems are particularly suited to the tourism sector, since they allow
companies to offer solutions, services and packages tailored to the needs of users,
thus increasing sales figures and overall customer satisfaction.



Designing Ontology-Driven Recommender Systems for Tourism 345

The quality of the suggestions made, however, is closely related to the precision
with which resources and user habits are described [6]. It is thus necessary to include
meta-data and semantic information inside web pages, in order to describe the rela-
tionships between the concepts belonging to the domain in question, that of tourism
in this case. To this end, it is helpful to adopt ontologies which make it possible
to link different models, thereby overcoming the unavoidable heterogeneity in the
terminology adopted by different companies [17].

In the literature, there are several examples of tourism recommender systems that
successfully exploit semantic technologies to offer customized services to users. For
example, a very interesting project for planning trips is CulTuRek [6], which stores
structured descriptions of resources as meta-data, and relies on the reviews submitted
by tourists to infer the semantic relations that will be used during travel planning.
CulTuRek exploits the semantic relationships between the resources to improve the
list of suggestions returned.Theprocess follows threemainphases, namely,Retrieval,
Ranking andSemanticEnrichment. Themost characteristic aspect of the system is the
latter step, which identifies the resources that do not fully complywith the parameters
set by the user in the search query, but which are semantically related to the results
of the first two phases, and which are included in the final list of suggestions for this
reason. A thorough analysis of the system, with particular emphasis on the Semantic
Enrichment phase, is presented by Di Bitonto et al. in [6].

Another interesting recommender system is mITR (Mobile Intelligent Travel
Recommender), developed by Nguyen et al. to help users to create the queries that
will be used to generate lists of suggestions [16]. The recommendation process used
by this system evolves in cycles, and is designed to assist tourists during their trips.
For this reason, the main objective of the project was to simplify the user’s inter-
actions, taking into consideration the specific conditions in which the application
might be used.

4 The Proposed Architecture

An intelligent information system for tourism should satisfy the customers’ require-
ments by providing them with the best possible recommendations for museums,
exhibitions, guided tours, restaurants, nightlife, shopping, or any other field of inter-
est. Such a system should be, above all, “context sensitive”, since it should adapt
its behavior to the environment and exploit all of the tools available to help tourists,
without being too intrusive. For this reason, a complete solution should include at
least the following three components:

• a pre-travel virtual assistant capable of planning trips and driving users through
all the steps prior to departure;

• an on-site recommender system to help tourists during their journey, making the
most appropriate suggestions for the particular circumstances, depending on the
context, so as to manage unexpected events or sudden changes in travel plans;
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Fig. 3 The proposed architecture

• a semantic data mining module to keep track of users’ activities and infer their
interests and preferences by analyzing the way they behave when interacting with
websites.

In the following section, we describe the general architecture of an integrated
adaptive system that exploits Semantic Web technologies to perform such tasks
effectively. The combined use of all three such components, as shown in Fig. 3,
makes it possible to offer personalized services to users, assisting them in all the
operations they have to perform and trying to satisfy their requests.

4.1 Pre-travel Virtual Assistant

If all the information contained in the websites of airlines, hotels and travel agencies
were enriched with semantic meta-data, users could exploit them as a basis for
planning journeys and tours, as well as choosing places to visit and events to attend,
thereby creating custom packages that satisfy their particular requirements, using so-
called Dynamic Packaging Systems. According to Cardoso [4], “dynamic packaging
can be defined as the combining of different travel components, bundled and priced
in real time, in response to the request of the consumer or booking agent”. They are
thus ideal to enable users to plan entire journeys in a centralized way.

The architectures of such systems, however, can be very complex and challenging,
because, as mentioned in the previous sections above, most of the data on the web
nowadays are not structured properly, and the information conversion process often
requires the collaboration of several software agents and sub-systems. For this reason,
our architecture employs wrapper modules to process information in a simple way,
starting from web pages with unstructured data up to the creation of complete travel
packages, as suggested by Knoblock et al. [14].

After the data have been converted and imported into the knowledge base of the
virtual assistant, user interaction is managed by establishing a dialogue with the
tourists: in order to plan a trip, users are required to answer a set of questions about
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personal interests and to provide detailed information regarding their requirements,
such as time or budget constraints, and quality criteria in general.

This information will be taken into account to provide customized recommenda-
tions or to propose choices made in the past by tourists with analogous interests.

If the query does not produce any results, the user is required to relax some
constraints, whereas, if the selection criteria are too general and the query produces
too many results, additional questions are posed to the user in order to narrow the
search, as in [16]. The semantic relationships between the resources, defined in the
ontology used by the system, are then used to improve the list of suggestions.

Unlike many other similar projects, such as CulTuRek, which is a single system,
our virtual assistant can be seen as a component of a more complex architecture. In
this way, all the modules that constitute the system are able to communicate with
each other in order to share user preferences, thus realizing a virtuous cycle: the more
users use the system, the more accurate the suggestions will be.

4.2 On-site Recommender System

Thewidespread use ofmobile applications for smart devices is of fundamental impor-
tance for complete recommender systems, because users need continuous assistance
on-site during their journeys, since planned itineraries are subject to sudden changes
related to unforeseen circumstances or unexpected changes in theweather conditions.

In such cases, it would make sense to adopt an application specifically designed
for smartphones or tablets that takes into account the particular conditions in which it
will operate, namely, small screens, a touch interface, and slow and unstable Internet
connections.

Such an application should provide satisfactory answers quickly and should not
require users to enter large amounts of data, given the discomfort involved in using
a touch screen keyboard. Finally, the recommendations provided should be “context
sensitive”, using a GPS device to determine the user’s location, and should take into
account temporal information, in addition to the user’s past choices.

For all these reasons, an application with complex user interaction is not suitable
for mobile use. In order to assist tourists during their trips, it is therefore advisable to
take a different approach, involving proposing an initial list of suggestions that can
be modified according to the feedback from users, which will be used to improve the
search query.

In our architecture, users simply specify the kind of resource they want to search
for, such as, for instance, “restaurants”. In response, the system constructs an initial
query and proposes a list of suggestions, based on the context and on what the system
knows about the user’s preferences, using an approach similar to [16].

If the results satisfy the users, they may proceed with one of the proposed
resources, ending the search. Otherwise, users should further specify features, which
should then bemodified. For instance, the user might specify the type of restaurant he
is looking for. The system then updates the query, and the whole process is repeated
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cyclically, gradually trying to improve the list of suggestions. Unlike [16], which
does not explicitly use Semantic Web technologies, our system takes advantage of
the languages described in Sect. 2 above, with considerable benefits of various kinds.
Many of the existing systems adopt feature vectors or other ad hoc data structures to
represent resources.

A restaurant, for example, could be described by name, type, geographical loca-
tion, average cost per person, weekly opening days and ratings assigned by other
users. All such data structures can be easily converted into a set of RDF triples. In
this way, for instance, a hypothetical pizza restaurant is represented in Turtle notation
as:

tr:Vesuvio tr:name ‘Vesuvio’ ;
rdf:type tr:Pizzeria ;
tr:location geo:Rome ;
tr:price 15 ;
tr:openingDays (1,3,5,6,7) ;
tr:rating 4 .

where the namespace tr is an abbreviation for travel. Such a representation offers
several advantages over an ad hoc data structure: RDF triples represent the standard
adopted by an increasing number of companies operating in the field of tourism, and
their use ensures complete interoperability with other systems.

The use of RDF also enables companies to take full advantage of all the other
Semantic Web technologies, which have been widely discussed in previous sections.
SPARQL, in an especial way, can be used to perform complex queries on distributed
datasets and makes it possible to use ontologies to define semantic relations between
resources in order to infer new triples from the initial ones, and thus to offer a
customized service to users.

This query language also provides the ability to specify complex conditions,which
cannot be expressed in a system that uses simple pattern matching techniques, such
as the ones described in [16].

For instance, the following SPARQL query identifies restaurants with an average
cost per person of less than e15 and an evaluation of more than 4 stars, sorted by
ratings:

SELECT *
WHERE { ?restaurant tr:name ?name ;

tr:price ?price ;
tr:rating ?rating .

FILTER ( ?price < 15 && ?rating > 4 ) }
ORDER BY DESC ( ?rating )

A query of this kind is unlikely to be realized by those systems that are based
only on exact keywords matches and which do not use Boolean conditions with
comparison operations.

The use of semantic technologies therefore provides the capability of returning
improved suggestions to users and promotes interoperability between different rec-
ommender systems able to communicate with each other and work together with the
aim of providing innovative services to users.
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4.3 Semantic Data Mining

In order to improve the quality of the suggestions returned, to create targeted offers,
and to provide custom travel packages, it is essential that a recommender system
constantly keeps track of the user’s behavior while browsing the web application.
Data mining techniques try to analyze the behavior of users, starting from the web
pages they visit and the way they react to particular offers.

Using Artificial Intelligence techniques, such as neural networks, genetic algo-
rithms, Bayesian networks, and other machine learning algorithms, along with sta-
tistical analysis [18], it is possible to infer the interests and preferences of users on
the basis of the patterns that characterize the way they use the web application.

That is, each request received by a web server is automatically stored in databases
and log files, and all the data collected are used for further processing and analysis.
Given the large amount of information stored in log files, it is essential to filter
the collected data in order to avoid excessive information overload, and to perform
accurate analyses on resource categories or groups of users. The semantic relations
defined in the ontology adopted by the system contribute to focalize the data analysis
process. By exploiting such relations, it is possible to consider only certain user
groups, or particular categories of resources, such as itineraries or complete packages,
which can be grouped, in turn, based on geographical location, price range or the
time of year when the offer was published. Users, on the other hand, can be grouped
on the basis of static information such as their personal data (age, sex, nationality,
etc.) or according to their behavior (and thus, indirectly, their supposed interests),
exploiting meta-data and semantic annotations with the aim of testing the reaction
of certain categories of users to special offers.

According to Kanellopoulos et al. [13], the main feature that a data mining com-
ponent should monitor is the number of visits to web pages that advertise particular
resources, such as events, hotels, restaurants, shows and attractions. It is therefore
necessary to define a variable Ci j = {0, 1} to indicate whether the i th user visited
the web page corresponding to the jth resource. Since Ci j assumes Boolean values,
only a user’s first visit to a particular web page will be considered. In this way, the
sum

n∑

i=1

Ci j (1)

represents the popularity of the j th resource, as the number of distinct users who
viewed the web page of that particular resource. Analogously, the sum

m∑

j=1

Ci j (2)



350 P. Ferraro and G. Lo Re

represents the number of pages that were viewed by the i th user, and is thus an
indirect measure of the interest shown by that individual user in the entire catalog
offered by the company.

Furthermore, in our system, we define a variable Ri j = {0, 1} to take into account
the actual bookings made by tourists. The relationship between the two variables
thus allows the system to perform more complex analyses. For instance, if the value
of the ratio

n∑

i=1
Ri j

n∑

i=1
Ci j

(3)

is too low, this means that the actual bookings are scarce in relation to the resource
pages visited. This could mean that the offer appears interesting at first glance, but
some details (for instance, a high price) discourage users from making a reservation.

All the data collected can be analyzed in order to be used in various ways, for
instance to ascertain the quality and popularity of a particular travel package.

The offers that turn out to be unattractive can thus be eliminated or modified, for
example, by providing discounts or other incentives aimed at meeting the needs of
users. On the other hand, the most attractive resources could be highlighted on the
home page of the website. The same data can also be used to propose travel packages
tailored for individual users, based on their individual interests.

It would therefore seem obvious that data mining techniques, when combined
with semantic meta-data and used to group similar users and resources, constitute the
fundamental pillars on which to build modern web applications capable of offering
cutting-edge services, and of facing the challenges posed by the current tourism
market.

5 Conclusions

Given that the tourism industry is constantly evolving, the development of virtual
assistants able to plan trips based on an individual user’s interests is noteworthy,
and the use of semantic technologies helps in providing customized services to each
tourist to better satisfy his or her demands. In this chapter, we have analyzed the
main technologies of the Semantic Web, and highlighted the benefits produced by
the adoption of such an approach in the tourism industry. That is, the decision to
use semantic technologies for the implementation of virtual assistants and recom-
mender systems guarantees full interoperability with all the companies operating in
the tourism field that have adopted the same approach, and enables companies to
provide services and custom packages to all their potential clients and satisfy their
demands.
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As a proposal for an intelligent virtual assistant, we described the general archi-
tecture of an adaptive recommender system that uses a semantic approach to assist
users both in the pre-travel stage and during their trip. The proposed architecture
includes a capability designed to infer users’ interests and preferences using data
mining techniques with the aim of improving the quality of the suggestions made to
users.
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