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RWA: Novel Heuristic Algorithm
for Optical Networks with Dynamic Traffic

Arturo Rodriguez, Washington Fernández and Leonardo Ramírez

Abstract This article proposes the snake-one heuristic for the solution of the
problem of routing and wavelength assignment in WDM optical networks with
dynamic traffic. This heuristic is simulated in the NSFNET network with 3 other
heuristics such as simulated annealing, genetic algorithms and tabu search. The
results show that this new heuristic improves the blocking probability indicator, until
140 Erlangs. However, the network utilization indicator aggravated by any load.
This heuristic allows the emergence of a new generation of algorithms where the
objective is focused on improving network utilization indicator. The research team is
already working in two variations of this heuristic, called snake-two and snake-three.
It is expected that both algorithms, improve indicators of way simultaneously.

Keywords Tabu search � Simulated annealing � Genetic algorithm � Wavelength

1 Introduction

Since data transmission through IPv4, the transport of information has grown at a
substantial rate, mainly due to service generation, increasing data demand. The net-
work was not ready for these services, so it had to evolve to IPv6, and so did the
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number and quality of services. On the other hand, wireless networks grew to the same
or greater extent due to the generation of services in mobile telephony, which evolved
from 1G to 4G, with a very large amount of services. Meanwhile, the transport
networks supported the increased load and routing generatedmuch delay compared to
switching, and this made the transport networks evolve until the appearance of fiber
optics, and this technology in turn to WDM (Wavelength Division Multiplexing)
networks. AON (All Optical Network) requires OXC (Optical Cross Connect)
commuters and it can commute different wavelengths, and each wavelength develops
up to 2.5 Gbps. These networks require establishing ligthpaths, which are sets of links
in the network where the data travel along different wavelengths [1, 2].

When the networks use different wavelengths along the route, they are called
Wavelength Conversion Networks, which have the advantage of developing a good
use of the network, but with the disadvantage of increased delay in establishing the
connection and higher network implementation cost.

Constraint Continuity Wavelength (CCW) is established. On the other hand,
finding a route and its wavelength with CCW to solve this problem is called RWA
(Routing Wavelength Assignement), and the state of the art shows different opti-
mization strategies, algorithms and criteria. In general, first we find the route and then
we assign a wavelength, generating two algorithmic processes. There are other pro-
posals, called integral solution strategies, that allow finding the route and the wave-
length in the same algorithmic process. Moreover, the characteristics of the demand
required from these networks varied from static to dynamic, where the former is a
demand scenario that can be optimized, while the latter is a scenario where the
problem becomes NP-Complete. Therefore, different algorithmic processes were
established, with heuristic algorithms prevailing over conventional ones, basically
because the conventional ones only find a route, while the heuristic are capable of
finding several routes more readily and they only look for good routes, while the
conventional ones look for the optimum.Themost extensively reviewed algorithms in
the state of the art are Genetic [3–7], Particle Swarm Optimization [7], Artificial Bee
Colony [7], Ant Colony [8], Simulated Annealing [5, 9, 10, 11, 12, 13], Tabu Search
[5, 8, 9, 11, 14, 15] and very innovative combinations [9, 10, 11, 15, 16, 17, 18] using
different criteria and optimization methods [19–23]. The TIGUM and GINT research
groups in Colombia and Chile propose new algorithmic processes called Snake One
and Snake Two which will be tested in dynamic demand scenarios with an integral
strategy, simulating them in the NSFNET Network (National Science Foundation
NETwork) [7]. The present paper will show the results of the Snake One algorithm.

2 Simulation Scenario

Optical networks have evolved to what is called WDM (Wavelength Division
Multiplexing) networks, which allow different wavelength traffic on the same fiber,
which is commonly of the monomode low dispersion type so that it allows mul-
tiplexing without the appearance of nonlinear phenomena. Some of the most
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important WDM networks are NSFNET (National Science Foundation NETwork)
[24], ARPANET (Advanced Research Project Agency NETwork) [2], EON
(European Optical Network), UKNET (United Kingdom NETwork), and others.
WDM networks can be with or without wavelength conversion. Networks with
wavelength conversion allow more efficient use of the network’s resources than
networks without wavelength conversion, but the former have greater delay than
the latter. Figure 1 shows the network used in this research (NSFNET), with 14
nodes and 8 wavelengths, without wavelength conversion [16, 17].

The parameters used were similar to those presented in [24], and comparisons
were made of the relevant indicators, such as the probability of blocking and using
the network, varying the load in the [0,180] interval with increments of 5 erlangs.

The number of connections made during the simulation in each and every one of
the scenarios, either Simulated Annealing (SA), Genetic Algorithms (AG), Tabu
Search, or Snake One (SNK1), was 108 connection requests. The nonheuristic
algorithm used as reference is the one shown in [24], which made 104 requests and
loads up to 160 erlangs.

3 New SNAKE ONE Algorithm

The heuristic that will be shown simulates the movement of a snake in the cost
matrix of the network, with horizontal and vertical movements within a matrix,
building the path until it reaches its destination. For that purpose it is established
that requests arrive (with Poisson distribution) to the border nodes (Edge OXC)
bringing with them three parameters that must be satisfied, otherwise the request
must be blocked (Eq. 1):

dSi ¼ rO; rD; nC; tCð Þ ð1Þ

where dSi is the vector that represents the ith request that gets to the sth border node,
rO is the identification number of the node of origin of the input demand, rD is the

Fig. 1 National Science
Foundation NETwork
(NSFNET)
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identification number of the node of destination of the input demand, nC is the
number of requested connections, and tC is the requested connection time for the
ðrO; rDÞ pair. If N is the number of nodes in the network, nCX is the maximum
number of connections at each link, and nW is the number of wavelengths at each
link (assumed to be equal in all the network’s links).

Five matrices have been established: the links matrix and the cost matrix (E, C,
Eq. 1), the Lambda matrix and the time matrix (λ, T, Eq. 2), and the Snake matrix
(S, Eq. 3). Matrix E will retain the network topology, in this case the NSFNET,
however, any network that it is desired to simulate can be configured. The defi-
nitions of the matrices are given below. Two more columns were introduced in
matrix S with the purpose of saving partial calculations like total cost of the rows
and the node’s label.

E ¼
eij=eij ¼ 0 8 i ¼ j;^ eij ¼ G ^ i 6¼ j NEE
^eij ¼ 1 ^ i 6¼ j SEE ^ G � nC
^i; j 2 0;N � 1½ �

8
<

:

9
=

;
ð2Þ

C ¼ cijk=cijk ¼ nCX � eij ^ i; j 2 0;N � 1½ �
^k 2 0; nW � 1½ �

� �

ð3Þ

SEE ¼ There is a Link NEE ¼ There is no Link

k ¼
kijk= kijk ¼ 0 LA _ NEE

� �_
kijk ¼ kþ 1 ^ LD
� �8i; j 2 0;N � 1½ �
^k 2 0; nw � 1½ �

8
<

:

9
=

;
ð4Þ

T ¼ tijk= tijk ¼ �tc LA ^ tijk ¼ 0NEE
� �_

tijk ¼ 1 LD
� �8i; j 2 0;N � 1½ � ^ k 2 0; nw � 1½ �

� �

ð5Þ

LA ¼ Lambda Activated LD ¼ Lambda Deactivated

Figure 2, shows the procedures that are carried out to get the LP in a single
algorithmic process. For example, let the seventh request of the demand at node 1
be denoted by d17 ¼ ð 1; 4; 1; 500Þ in a network of 8 nodes (N = 8) and 3 wave-
lengths, i.e., it has node 6 as destination and it requests one connection for a time of
500 ms. Then the Snake matrix is established as a function of the cost matrix,
adding two columns, the first one for the labels of the nodes and the other one for
the sum of the cost (Eq. 6), where the required LP will be resolved.

S ¼
Si0k ¼ i 8 i 2 ½0;N � 1� ^ k 2 ½0; nw � 1�
Sijk=Sijk ¼ cijk � tijk 8 i 2 ½0;N � 1� ^ j 2 ½1;N� ^ k 2 ½0; nw � 1�
SiðN þ 1Þk ¼

PN
j¼1 Sijk 8 i 2 ½0;N � 1� ^ j 2 ½1;N� ^ k 2 ½0; nw � 1�

8
<

:

9
=

;

ð6Þ
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The Snake-One algorithm will be applied to the matrix of Fig. 3 and a route will
be sought; if it is not found, a route will be sought in the next wavelength (FF), and
if a route is not found in the available wavelengths, the request is blocked. It is
supposed that the matrix of times determines the total availability, that is tijk = 1.

Fig. 2 Flow chart of the SNAKE-One algorithm

Fig. 3 Snake matrix for wavelength 0

RWA: Novel Heuristic Algorithm for Optical Networks … 5



Let the request be d17 ¼ ð 1; 4; 1; 500Þ, so Matrix S is arranged in decreasing
order according to the cost column. Looking at column 0 of matrix S (Nodes), we
locate the row corresponding to the Node of Origin 1 (0,0), as seen in Fig. 4, then
we move along horizontally until we locate the first cost greater than nC and less
than 1000, (Value that allow differentiate a link does not existing) which is located
at node 0 (0,1).

Since node 0 does not correspond to the destination, we move vertically until we
find a cost greater than 0 and less than 1000, which is located at node 7 (5,1). Since
node 7 does not correspond to the destination, we move horizontally again, locating
node 3 (5,4), and then we move vertically locating destination node 4 (2,4), ending
the algorithm (Fig. 4), because it is the destination proposed in the input request.
Therefore, the displacement in matrix S is:

0; 0ð Þ ! 0; 1ð Þ ! 5; 1ð Þ ! 5; 4ð Þ ! 2; 4ð Þ

which corresponds to the lightpath 1-0-7-3-4, with wavelength 0, as seen in Fig. 5.

Fig. 4 Vertical displacement for wavelength 0

Fig. 5 Solution for the
example network of 3
wavelengths λ0, λ1, λ2
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4 Comparison of Results

The simulation was made under dynamic traffic conditions, and the heuristic
algorithms were subjected to a load variation of 0–180 erlangs. It should be stressed
that the referential work found in [25] only made the simulation up to 160 erlangs,
but this does not prevent the comparison. The performance of the proposed Snake
One algorithm is important from the standpoint of the blocking probability.

Table presents the heuristics and the mean values of the blocking probability
using as nonheuristic referential (RF) element the work shown in [24]. The mean
value of the Snake One algorithm is 0.32, which is the smallest of all. However,
when looking at the use of the network, the algorithm cannot decrease it, and it
increases to a mean value of 68.22 %, which is the largest of all the heuristics, as
seen in Figs. 6 and 7 (Table 1).

When the performance of the blocking probability in the load distribution is
examined (Fig. 8), the Snake algorithm achieves better performance up to 130 er-
langs with respect to the reference and up to 140 erlangs with respect to the other
heuristics. However, when we look at the network use (Fig. 9), it shows no
improvement at any load interval, and it appears as the heuristic that makes the
largest use of the network’s resources.

Fig. 6 Comparison of the
mean value blocking
probability

Fig. 7 Comparison of the
mean value network
utilization
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Table 1 Comparison of
mean values

AG SA RF TS SNK1

Blocking
probability

0.42 0.45 0.32 0.36 0.32

Use of the
network (%)

42.17 45.30 32.17 55.17 68.22

Fig. 8 The blocking probability

Fig. 9 The network utilization
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5 Conclusions

The SNK1 algorithm achieves good performance in satisfying the demand, but its
performance in network use is not acceptable, mainly because its search is made
only from the standpoint of the cost matrix, without taking into account the traffic,
and the next step will be to improve the performance by modifying the algorithm so
that it will concentrate the traffic in specific sectors (SNK2). On the other hand, the
algorithm responds well up to 130 erlangs, allowing it to be recommended in cases
of dynamic high load traffic. It is important to keep on doing research on new
algorithms and strategies that allow better performance of the indicators.
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A Multiple Path-Metrics Based Multi-path
Routing Protocol for Providing
Differentiated QoS to Various Data Traffic

Md Shohel Ahmed, Duc Van Le and Seokhoon Yoon

Abstract In this paper, we propose a novel multiple path-metrics based multi-path
(MPMP) routing protocol, which can find the most suitable route that satisfies the
requirements of various data traffic in mobile ad hoc networks (MANETs). In order
to provide differentiated QoS to various traffic, we propose a weighted cost function
based on multiple path metrics, and D-ETX (Data-driven ETX) and available
bandwidth estimation methods. To our best knowledge, this work is the first attempt
to consider the multiple metrics-based multi-path selections for providing differ-
entiated QoS to various traffic in MANETs. Simulation results demonstrate that the
proposed protocol can achieve a significant improvement in terms of packet
delivery ratio and end-to-end delay over existing protocols.

1 Introduction

In this paper, we consider an MANET that carries multimedia traffic including
streamed video and audio, which require differentiated QoS (Quality of Service).
Multimedia streaming in MANET brings a lot of challenges [1, 2]. For example,
multipath fading and shadowing effect may increase the variability of the link
capacity and the transmission error rate.

In such a network, it is highly desired to find an appropriate route for ensuring
the quality of multimedia streaming. However, most existing mobile ad hoc routing
protocols focus on finding the minimum hop-count path [3]. Fewer works tried to
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find the best quality path in the presence of lossy links or congested paths. Even
such studies have not paid attention for providing sufficient and differentiated QoS.

For example, single metric-based protocols treat all data traffic equally and focus
on providing QoS with respect to throughput and delay [4, 5]. Therefore, single
metric-based protocols may not satisfy the various requirements of different mul-
timedia traffic.

A limited number of approaches considered multiple metrics [6, 7] as well as
multiple paths [8, 9]. However, they do not offer various quality routes for dif-
ferentiated services for different applications. In addition, most of those protocols
considered route expiration time and energy consumption as key metrics for route
selection. Those metrics may not reflect the QoS requirements of multimedia traffic.

In order to address the limitations of existing routing protocols and provide
differentiated services for various applications, we propose a multiple path-metrics
based multi-path (MPMP) routing protocol that uses a weighted cost function to
select the most appropriate route according to the need of applications. We also
propose D-ETX and available bandwidth estimation methods, which are incorpo-
rated with the weighted cost function to provide differentiated QoS.

In MPMP, the routing decision is made based on the traffic requirements since
different applications require various types of QoS. For example, the data genera-
tion rate of video streams may be higher than best effort and voice traffic. Also,
video transmissions need the minimum bandwidth to achieve a desired satisfactory
level. On the other hand, voice streaming requires a more stringent deadline for
delivery. Therefore, voice traffic demands the shortest reliable path. In addition,
critical data needs higher reliability.

Our proposed protocol may choose the largest available bandwidth path for
video traffic. For voice traffic, it may select the shortest reliable path. Highest
reliable path is chosen for critical data by selecting a path with the lowest D-ETX.
In other words, multiple paths based on different demands can provide an appro-
priate route to each of the data traffic i.e., the same source and destination pair may
have multiple different paths for each data traffic.

Extensive simulations have been performed, and the results show that our pro-
posed protocol can outperform existing ad hoc routing protocols in terms of packet
delivery ratio and average packet delay.

The rest of this paper is organized as follows. In Sect. 2, we present MPMP
routing protocol design in detail. Section 3 presents the performance study.
Section 4 concludes the paper.

2 MPMP Routing Protocol

In our protocol architecture, the cost of a path is estimated by considering multiple
path-metrics. A weighted cost function is used to determine the multiple routes
from the source to the destination node according to data traffic requirements.

12 M.S. Ahmed et al.



2.1 Cost Function Design Based on Multiple Path-Metrics

This sub-section describes the design of the weighted cost function. The objective
of the function is to estimate the cost for each path using various path-metrics. In
this paper, we consider three important metrics which are bottleneck bandwidth, the
data-driven expected transmission count (D-ETX) and the end-to-end path length.

First, the cost for each metric is estimated independently. Then, the overall cost
of a path is obtained by using those individual costs for different metrics.
Consideration of multiple metrics for a single route gives the opportunity of mul-
tiple quality paths. Since different data traffic may demand various kinds of service,
multiple quality paths may provide an appropriate route to each of the data traffic.
The overall cost of a path combines the different cost functions (or metrics) as a
weighted sum. The overall cost of a route is calculated as follows:

Ci ¼ af xið Þþ bg yið Þþ ch zið Þ ð1Þ

where Ci represents the overall cost of path i, and aþ bþ c ¼ 1; 0� a; b; c� 1.
Also, N is the set of available paths between the same source and destination pair.

Functions f ðxÞ, gðyÞ and hðzÞ are the individual cost function for different
metrics. Also, a, b and c are weights of those functions, respectively. The cost
functions are defined as follows:

f xð Þ ¼ xmax � x
xmax

; 0� x� xmax ð2Þ

g yð Þ ¼ y� ymin

ymax � ymin
; ymin � y� ymax ð3Þ

h zð Þ ¼ z� zmin

zmax � zmin
; zmin � z� zmax ð4Þ

where x, y and z represent the bottleneck bandwidth, hop count and D-ETX of
end-to-end path, respectively.

The values of a, b and c are selected based on the data traffic requirements.
Therefore, the same source and destination pair may have multiple different paths
for each data traffic i.e., multiple paths can be used to carry data from the source
node to the destination node.

The function f(x) in (2) computes the cost of the path in terms of available
bandwidth, whereas xmax represents the maximum channel bandwidth. Note in (2)
that, as the available bandwidth, x, increases, the bandwidth cost decreases i.e.,
higher the available bandwidth, lower the cost of the path.

Similarly, g(y) in (3) estimates the cost using the end-to-end path length, y. The
maximum length of a path, ymax, is estimated based on our analytical observation,
which is presented in Sect. 3. Note that (3) indicates that a shorter path length leads
to a lower cost i.e., a better path. Similarly, function h(z) calculates the cost of the
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path using D-ETX. In this case, a lower D-ETX represents a lower cost of the path.
Also note that all cost functions have the same scalar domain, which is [0, 1].

We introduce a weight for each function in order to put a priority on particular
metrics. The weight values are varied according to the traffic requirements. For
example, the video data requires a high bandwidth. Therefore, it is desired that a
path with a high bandwidth is chosen for video traffic. In other words, the weight
value of a needs to be higher than b and c when calculating the path cost using (1).

Similarly, the weight of b may need to be higher than a and c for voice data. This
is because the voice traffic needs a short and reliable path. Likewise, for critical
data, c may need to be higher than a and b. A high weight value of c reduces the
path cost in terms of D-ETX and increases the possibility of selecting a more
reliable path.

2.2 D-ETX (Data-Driven ETX) Design

First, in order to observe the distribution of link loss ratio of an ad hoc network, we
perform experiments to estimate the link loss ratio in terms of pair-wise packet
delivery ratio. We use 802.11b in physical layer and CBR as data traffic in appli-
cation layer.

Figure 1 shows the pair-wise packet delivery ratio of each link which has par-
ticipated in data transmission. The distribution of link loss ratio shown in Fig. 1
gives us two important observations. First, a large number of links have a high loss
ratio. These links might not be able to deliver data packet. Another observation is
Hello packet and ACK packet can obtain a higher delivery ratio than data packets.

Fig. 1 Packet delivery ratio of Data, Hello and ACK packet
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This indicates that Hello and ACK packet may not accurately reflect the real status
of the link.

ETX represents the number of transmissions including retransmissions that is
expected to deliver a packet. The original ETX [10] uses the forward and reverse
delivery ratio which are calculated using the dedicated broadcast probe packets for
each link. ETX of a routing path is the summation of ETX of each link of the route.

However, according to our observations discussed, the delivery ratio of probe
packets may not correctly reflect the expected number of transmission or retrans-
mission of a link since the broadcast probe packets are small in size comparing to
multimedia data packet. Packet dropping probability of probe packet is very low.
As a result, delivery ratio of probe packet can be high, even though the link is lossy.

Therefore, in our protocol, we propose the D-ETX calculation process for more
accurate estimation. We consider the delivery ratio of actual data packet to estimate
the D-ETX. We use the probe packets only when there is no data traffic over the
link. Every node monitors the data traffic in the network and calculates the packet
delivery ratio (ddata) of each link periodically.

ddata tð Þ ¼ Nack t � T ; tð Þ
Ndata t � T ; tð Þ ð5Þ

where Ndata(t − T, t) and Nack(t − T, t) are the number of transmitted data packets
and received acknowledgement packets at the node for last time window T,
respectively.

Only when there is no data traffic of a link for a particular time, D-ETX is
estimated based on the probe packet. In our protocol, we use Hello message as
probe packet. Each host broadcasts a series of Hello packets during a fixed time
window T and counted the number of packets sent and received. Suppose that every
node broadcasts Hello packets of fixed size at every s seconds. Then, the delivery
ratio (dhello) at time t becomes

dhello tð Þ ¼ Nhello t � T ; tð Þ
T
s

ð6Þ

where Nhello(t − T, t) is the number of Hello packets received for last T seconds and
T/s is the number of probe packet it should receive.

Then, the data-driven expected number of transmission is calculated as

D� ETX ¼ 1
d

ð7Þ

where d is the forward delivery ratio of the link based on type of packets i.e., d is set
to ddata(t) and dhello(t) of the forward link in cases of using data packets and Hello
packets, respectively.
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2.3 Available Bandwidth Estimation

In order to provide sufficient QoS for different traffic, a routing protocol needs to
estimate the available bandwidth accurately. However, estimating the available
bandwidth precisely using IEEE 802.11 MAC is a challenging task, since indi-
vidual node has no knowledge about the status of neighboring nodes on carrying
data traffic. Because the bandwidth is shared among the neighboring nodes under
IEEE 802.11 DCF mode, estimating the consumed bandwidth of all nodes within
the carrier sense range is necessary.

Therefore, we estimate the consumed bandwidth within the carrier sense range.
Every node broadcasts its consumed bandwidth periodically using Hello messages
i.e., the bandwidth usage of a host is piggybacked onto the Hello messages. We
modify the AODV Hello message structure to include the consumed bandwidth
information. Each node observes the total amount of data it fed into the network
within a specific time window (e.g., 5 s).

The node can obtain the neighboring consumed bandwidth information through
$Hello$ messages. However, node also needs to estimate the consumed bandwidth
in its carrier sense range. Note that the interference range can be twice of the
transmission range. Therefore, in this paper, we enhance the two-hop bandwidth
estimation process [4] by taking into consideration the physical layer preamble and
backoff time.

First, let BWav, BWch and BWcn denote the available bandwidth, channel band-
width, and total consumed bandwidth, respectively. Then,

BWav ¼ BWch � BWcn

w
ð8Þ

where w is the weight factor and w ¼ Toverhead þ pð Þ=p where p is packet size and
Toverhead is the overhead taken by routing protocol and MAC operations.

Toverhead ¼ TPHY þ TMAC þ TUDP þ TIP þDIFSþ SIFSþ TACK þ TBCK ð9Þ

where TPHY, TMAC, TUDP, TIP and TBCK are physical layer preamble, MAC header,
UDP header, IP header and average backoff time, respectively.

In order to more closely estimate the consumed bandwidth, the physical layer
preamble and backoff time are also added for the weight factor. In this work, TBCK
is approximated by

TBCK ¼ CWmin

2

� �

Tslot ð10Þ

where CWmin represents the minimum contention window and Tslot is time slot. The
available bandwidths of all hosts are estimated.
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2.4 Best Route Selection Procedure

In MPMP, a modified route discovery mechanism of AODV is used to discover
multiple paths between source and destination node. More specifically, when the
source node has a packet to transmit and has no route to the destination, it initiates
the route discovery by flooding route request (RREQ) messages. When an inter-
mediate node receives an RREQ, it first updates the available bandwidth, D-ETX
and the hop count in the RREQ header. When the destination node receives an
RREQ, it first checks whether it is QoS traffic (e.g., video, voice and critical data).
If the traffic requires QoS, the destination node stores the route in a temporary list
and waits for the waiting period, which is the half of the route request time-out
period. If the traffic does not require QoS, it just sends an RREP immediately to the
source as in AODV.

After the waiting period, the destination node estimates the cost of each path
using (1) and selects the lowest cost path according to the type of QoS traffic.
Finally, destination node sends RREP to the source.

3 Performance Study

The proposed protocol (MPMP) is evaluated through simulation using NS2. We
evaluate the performance of the protocol for video, voice and data traffic that
require QoS. We assume a multi-hop wireless network of 50 nodes randomly
distributed in 1000 × 1000 m area. IEEE 802.11 MAC protocol with RTS/CTS
disabled is used. Note that RTS and CTS are used to alleviate the hidden terminal
problem. However, for multimedia data transmissions it is recommended to disable
RTS/CTS [11].

In our simulation, we consider 802.11b for physical layer which has the maxi-
mum channel data rate xmax of 11 Mbps. In this work, the H.264/MPEG-4 is used
for video encoding, which supports a high video quality at a relatively low data rate
due to a high compression ratio. We consider 25 frames per second where frame
size of 480 × 360 with average background motion. By encoding the raw video
data, the node load of video traffic becomes about 0.6048 Mbps.

For the best quality voice traffic, we use the G.711 encoding, which requires the
data rate of 64 Kbps. From our observation, we notice that in a network of size
1000 × 1000 m with transmission range 250 m, the maximum number of hops
(ymax) is about 5 on average. The maximum D-ETX of a link is about 2. Therefore,
considering the worst case, the maximum D-ETX (zmax) of a path is set to
5 × 2 = 10 in this work.

In order to emulate the transmission of video, voice, and data, constant bit rate
(CBR) traffic with data packets of 1500, 160, and 460 bytes is used on top of UDP,
respectively.

Performance of the protocol is measured for different scenarios and topologies. In
this paper, we present two sets (i.e., static and mobile network) of simulation results.
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We use various number of QoS traffic connections over the static network and use
various movement speeds over the mobile network. We compare MPMP with
AODV, DSR, AODV with ETX, and Bandwidth Estimation-based QoS Routing
Protocol (BEQRP) [5]. In the simulation scenario, we use video, voice, and critical
data connections with node loads of 0.6048, 0.064 and 0.032 Mbps, respectively.

For simulations, different weight values for different traffic are considered. More
specifically, for video, values of (a; b; c) are set to (0.5, 0.3, 0.2), respectively. Also,
value sets of (0.2, 0.5, 0.3) and (0.2, 0.3, 0.5) are used for voice and data,
respectively.

3.1 Network with Stationary Nodes

We notice for video traffic that, initially the packet delivery ratio (PDR) of MPMP
and AODV is close as shown in Fig. 2a. The reason is that initially network is not
very loaded, and, as a result, all protocols show sufficient performance. As the
number of connections increases, network load increases and PDR decreases for all
protocols. MPMP shows a higher PDR in all the cases than AODV, DSR,
ETX-AODV and BEQRP. This is because MPMP selects the highest bandwidth
path with reliability which allows for avoiding the poor quality links and congested
paths i.e., the highest bandwidth path can provide the required bandwidth and
reduce the packet dropping probability.

MPMP also achieves PDR improvement for voice and data traffic comparing to
other protocols as shown Fig. 2b, c. Note that, real-time characteristics of voice
traffic make it delay sensitive, which requires to meet the deadline. By considering
the requirements of voice traffic, MPMP selects the shortest path with reliability and
bandwidth. Since MPMP can avoid the lossy and congested path by using D-ETX
metric for data traffic, a low number of route breaks occurred compared to other
protocols.

In terms of delay, as shown in Fig. 3a, MPMP shows a better performance than
AODV, ETX-AODV and BEQRP which is essential for real-time video traffic.
Note that AODV, DSR, and ETX-AODV determine a route without considering the

Fig. 2 Effects of variable traffic connection on packet delivery ratio. a Video traffic. b Voice
traffic. c Data traffic
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bottleneck bandwidth and congestion in the network. When the route is highly
congested, packet needs to wait for a long time in the queue in AODV, and
ETX-AODV. Note that DSR achieves the lowest delay for video and voice traffic,
as shown in Fig. 3a, b at a cost of a very low throughput shown in Fig. 2a, b, which
may make it impractical.

As shown in Fig. 3c, MPMP shows the lowest delay for data traffic, even though
the protocol puts a priority on reliability. This is because a reliable path can also
have a lower delay due to less packet retransmissions and re-discovery of routes.

3.2 Network with Mobile Nodes

We use the random waypoint model (RWP) to simulate the movements of nodes.
The node speed is randomly chosen in (0, vmax), where vmax is maximum node
speed. We collect performance results of protocols over variation of the node speed
while keeping the same number of data connections. Specifically, we use 2, 5, and 5
connections for video, voice and data traffic, respectively.

As shown in Fig. 4, MPMP gains a high PDR compared to other protocols.
Figure 4b shows the PDR of voice traffic. In this case, MPMP obtains the highest
performance in all cases. Note that MPMP selects a path that has the shortest path

Fig. 3 Effects of variable traffic connection on end-to-end delay. a. Video traffic. b. Voice traffic.
c. Data traffic

Fig. 4 Effects of variable node speed on packet delivery ratio. a Video traffic. b Voice traffic. c.
Data traffic
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length and reliability. AODV, ETX-AODV and BEQRP show similar trends in all
cases. The PDR values of data are shown in Fig. 4c. The PDR decreases while the
node speed increases. However, MPMP protocol shows a better performance. This
is because a lower number of route break occurred in MPMP.

In terms of delay, as shown in Fig. 5a, the frequent route break due to node
mobility causes extra delay for each protocol. MPMP gains a low delay comparing
to AODV, ETX-AODV and BEQRP. As shown in Fig. 5b, MPMP can achieve a
low delay comparing to others protocols. AODV and BEQRP show the highest
delay. For data traffic, as shown in Fig. 5c, the delay of AODV, ETX-AODV and
BEQRP is high comparing to MPMP. This is because route break in AODV,
BEQRP and also in ETX-AODV is more frequent.

4 Concluding Remarks

In this paper, we have proposed a novel multiple path-metrics based multi-path
(MPMP) routing protocol for providing the best suitable route according to QoS
requirements of applications. A new weighted cost function has been designed to
determine the cost of a routing path based on enhanced bandwidth estimation,
D-ETX and end-to-end length of the path. Simulation results show that the pro-
posed protocol can outperform existing routing protocols in terms of packet
delivery ratio and end-to-end delay.
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Real-Valued Negative Selection
Algorithms: Ensuring Data Integrity
Through Anomaly Detection

Rihab Salah Khairy, Rozaida Ghazali and Ayodele Lasisi

Abstract The Real-Valued Negative Selection algorithms which are the focal
point of this work generate their detector set based on the points of self data. Self
data is regarded as the normal behavioural pattern of the monitored system. An
anomaly in data alters the confidentiality and integrity of its content thereby causing
a defect for making useful and accurate decisions. Therefore, to correctly detect
such an anomaly, this study applies the real-valued negative selection with;
fixed-sized detectors (RNSA) and variable-sized detectors (V-Detector) for classi-
fication and detection of anomalies. Classifier algorithms of Support Vector
Machine (SVM) and K-Nearest Neighbour (KNN) are used for benchmarking the
performances of the real-valued negative selection algorithms. Experimental results
illustrate that RNSA and V-Detector algorithms are suitable for the detection of
anomalies, with the SVM and KNN producing significant efficiency rates. It was
also gathered that V-Detector yielded superior performances with relation to the
other algorithms.

Keywords Artificial immune system � Real-valued negative selection algorithm �
Variable detector � Anomaly detection

R.S. Khairy � R. Ghazali � A. Lasisi (&)
Faculty of Computer Science and Information Technology,
Universiti Tun Hussein Onn Malaysia, 86400 Parit Raja,
Batu Pahat, Johor, Malaysia
e-mail: lasisiayodele@yahoo.com

R.S. Khairy
e-mail: rehabsalah08@gmail.com

R. Ghazali
e-mail: rozaida@uthm.edu.my

© Springer International Publishing Switzerland 2016
H.A. Sulaiman et al. (eds.), Advanced Computer and Communication
Engineering Technology, Lecture Notes in Electrical Engineering 362,
DOI 10.1007/978-3-319-24584-3_3

23



1 Introduction

In modern day life, anomaly is one of the major cause of great losses. A number of
anomaly detection techniques are proposed in handling issues related with pro-
tecting the integrity of data. These techniques are adequately applied to fault tol-
erance, robotic control, network intrusion detection, bioinformatics. In general, the
problem of anomaly detection can be seen as a two or more class classification
problem. Given an element from a given problem space, the system should classify
it as normal or abnormal [1, 2]. However, this is a very general characterization
since it can correspond to different problems depending on the specific context
where it is interpreted. Therefore, from a statistical point of view, the problem can
be seen as that of outlier detection which is referred to as an observation deviating
from other observations and triggering uncertainty as to how it was generated [3].

Many modern techniques exist in literature that are based on Artificial
Intelligence, Neural Network, Bayesian Network, Fuzzy logic, K-nearest Neighbour
algorithm, Support Vector Machine, Decision Tree, Fuzzy Logic Based System,
Sequence Alignment, Genetic Programming etc., and has evolved in detecting
various anomalies [4].

The field of Artificial Immune Systems which began in the early 1990s serve as
alternative and efficient algorithms for detecting anomalies to the already existing
methods. They were inspired by the Biological Immune System (BIS) which is
robust, decentralized, error tolerant, and adaptive in nature. The immune system is
highly complicated and appears to be precisely tuned to the problem of detecting
and eliminating infections [5]. There are a number of AIS models used in pattern
recognition, fault detection, computer security, and a variety of other applications in
the field of science and engineering. These AIS models tend to mimic the biological
processes of negative selection, immune network, clonal selection, and dendritic
cell/danger theory. These models emphasize on designing and applying computa-
tional algorithms and techniques using simplified models of various immunological
processes and functionalities [6]. The negative selection algorithms which utilizes
real-valued representations namely RNSA and V-Detector, as surveyed in [7] shall
be applied for anomaly detection.

Hence, in this study, a performance analysis resting on the proficiency of
real-valued negative selections; RNSA and V-Detector algorithms for anomaly
detection are explored and examined. The structure of the paper is highlighted as
follows: Sect. 2 describes the artificial immune system, its inspiration and some of
its models. Negative Selection Algorithm and insight into the real-valued negative
selection algorithms are discussed in Sect. 3. Experimental simulations, results and
analysis are reflected in Sect. 4. The contribution of the study concludes with
Sect. 5.
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2 Artificial Immune System

The concept and theory of Artificial Immune System will be incomplete without the
mention of the source of inspiration in bringing its algorithms into being, referred to
the Biological Immune System (BIS). The body has different mechanisms to protect
itself (self cells) from harmful foreign materials. One of these mechanisms is the
natural immune system and its main purpose is to detect and destroy any unwanted
foreign cells (non-self cells) that could be harmful to the body. These non-self cells
are known as antigens and the natural immune system produces antibodies to bind
to these antigens.

The Biological Immune System mainly consists of lymphoid organs that create
lymphocytes. The two most familiar lymphocytes are the T-cell and B-cell formed
in the bone marrow. Both T-cell and B-cell have receptors on their surfaces to bind
with the antigen [8]. The immune system is a natural resistance to diseases using
sophisticated adaptive mechanisms intended either to destroy the invaders or to
neutralize their effects. The BIS can be classified according to functionality into two
different layers of defence which are innate and adaptive. The innate immunity is
the first line of defense and its non-specific. It is categorized as non-specific because
does not concentrate on a particular type of pathogen. When an invasion bypass the
innate immunity, the adaptive immunity line of defense is called into action.
Adaptive immunity is specific as it targets, matches a particular pathogen, and
stores in memory the structure of that pathogen for faster detection and elimination
if encountered again [9].

Meanwhile, the artificial immune systems, techniques new to the scene of bio-
logical inspired computation and artificial intelligence, are based on metaphor and
abstraction from theoretical and empirical knowledge of the mammalian immune
system. Brownlee [10] stated that “a robust biological process is critical to com-
bating of disease in the body. Furthermore, the immune system is known to be
distributed in terms of control, parallel in terms of operation, and adaptive in terms
of function, all of which are features desirable for solving complex or intractable
problems faced in the field of artificial intelligence”.

There are a number of AIS models used in pattern recognition, fault detection,
computer security, and a variety of other applications in the field of science and
engineering [6]. Most of these models emphasize on designing and applying
computational algorithms and techniques using simplified models of various
immunological processes and functionalities [11, 12]. Also, AIS has gained
increasing interest among researchers in the development of immune-based models
and techniques to solve diverse complex computational or engineering problems
[13]. Researchers have explored the main features of the AIS mechanisms and
exploited them in many application areas. Based on their aspects, some AIS
techniques have been found to be more suitable for certain application areas
compared to other AIS approaches. It has been found that negative selection models
and algorithms are widely used in fault detection and computer security applica-
tions utilizing the self/non-self-recognition aspect. Alternatively, the artificial
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immune network approaches are used in clustering, classification, data analysis and
data mining applications. The clonal selection models are used mostly for opti-
mization problems [14]. The Danger Theory Project/Dendritic Cell Algorithm
concludes the major AIS approaches that exist in literature, and they are targeted at
anomaly detection and computer security applications based on the identification of
danger rather than differentiating between self/non-self as highlighted by negative
selection algorithm [15].

3 Negative Selection Algorithm

To guard the self cells and also eradicate unknown antigens (non-self cells), the
Negative Selection Algorithm (NSA) inspired by the biological negative selection is
equipped with the self-non-self discrimination process [16]. The T-cells are
involved in the negative selection process, and starts from within the thymus at an
immature state. For the T-cells to acquire maturation, they undergo a
pseudo-random genetic rearrangement and are exposed to the self cells in the host.
The T-cells that react to the self cells are eliminated via a process called apoptosis
while those without reaction are granted permission to leave the thymus and cir-
culate all around the body to detect and destroy non-self antigens. The result of such
a mechanism is that while on the one hand the (released) matured T-cells kill the
non-self antigens; they are, on the other hand, non-reactive to the self (body) cells.
Thus, Negative Selection Algorithm (NSA) may be viewed as a mechanism to
discriminate the self from non-self [17]. There exist two types of NSA based on the
data representation, which are the string (or binary) negative selection algorithm,
and the real-valued negative selection algorithm.

In illumination of the concept of NSA, the research group lead by Stephanie
Forrest proposed the immune negative selection algorithm [18]. This first imple-
mentation initially used a binary representation for the elements in the self/non-self
space. The main idea of the algorithm is to generate a set of detectors which do not
harm self and distinguish the non-self (unauthorized user, virus, etc.) from self
(authorized users, protected data files, etc.). This algorithm consists of two pro-
cesses: censoring and monitoring. The censoring phase caters for the generation of
mature detectors. Subsequently, the system being protected is monitored for changes
by the detectors generated in the censoring stage. The real-valued negative selection
algorithms, the focus of this study, are discussed in the subordinate sections.

3.1 Real-Valued Negative Selection with Fixed Detectors

The Negative Selection Algorithm proposition [18] suffers greatly from time
complexity as it is exponential to the size of the matching window (the number of
bits used to compare two binary strings). In order to tackle these problems,
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Gonzalez et al. [19] proposed a negative selection algorithm that uses real-valued
representation of the self/non-self space. This algorithm, called Real-Valued
Negative Selection Algorithm (RNSA) tries to alleviate the scaling issues of binary
negative selection algorithms, while it uses various schemes to speed up the
detector generation process.

The real-valued negative selection algorithm using fixed sized detectors is based
on a pre-specified number of detectors [19]. This is not the best approach, and
obviously provides no guarantee that the non-self space is completely covered.
However, by selecting a large enough value for the number of detectors, the
algorithm is expected to provide adequate results. The input to the algorithm is a set
of self samples represented by n-dimensional points (vectors). The algorithm tries
to evolve a complement set of points called antibodies or detectors that cover the
non-self space. This is accomplished by an iterative process that updates the
position of the detector driven by two goals: (1) Move the detector away from the
self points, and (2) Keep the detectors separated in order to maximize the covering
of the non-self space.

3.2 V-Detector Negative Selection Algorithm

The first implementation of the real-valued negative selection algorithm [19] gen-
erated detectors in which the distance threshold (or radius) was constant throughout
the entire detector set. However, the detector features can reasonably be extended to
overcome this limitation. Ji and Dasgupta [20] proposed a new scheme of detector
generation and matching mechanisms for negative selection algorithms which
introduced detectors with variable properties. The algorithm includes a new variable
parameter, which is the radius of each detector. The threshold used by the distance
matching rule defines the radius of the detectors; the choice of variability becomes
paramount as the non-self hemisphere to be covered by detectors exhibit an option
to be changeable with respect to its size.

The V-Detector and the RNSA share similar characteristics when the detection
phase is concerned. The significant difference is with the detector threshold utilized
for the unknown data detection. This is made possible as each detector is now
assigned radius which differs from the RNSA having a constant radius for all the
detectors. An unknown data is classified as non-self if the minimum distance to any
detector is less than the detector variable radius, and else, it is classified as self.

4 Experimental Results and Analysis

Experiments are performed to provide empirical evidence on the comparative study
of the real-valued negative selection algorithms; RNSA and V-Detector for
anomaly detection problems, with two different anomaly detection techniques;
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SVM and KNN. The MATrix LABoratory (MATLAB) is used for the imple-
mentation of the algorithms. Datasets have been retrieved from the UCI Machine
Learning Repository and Knowledge Extraction based on Evolutionary Learning
(KEEL), and they are: Iris plant data, Balance-Scale data, Lenses data, and
Hayes-Roth dataset. The data partition for RNSA and V-Detector is based on the
class distributions in the datasets. In order to pass the datasets as input for execution
in MATLAB, for a two class dataset, the normal class is employed as the training
data (100 %) and considered as self while the other class as non-self. In the case of
datasets with three classes as registered in Iris, Balance-Scale, Lenses, and
Hayes-Roth datasets, one of the classes is selected as the self and the remaining
classes as non-self. This procedure is repeated for all the classes, which simply
means that each of the class is employed as self for training, with others as non-self.
For testing, all the data elements are used in classifying either as self or non-self. In
all the experiments, 100 % of the training data is used and have an execution of 20
runs each, with the average values recorded. The Euclidean distance in (1) is used to
measure the affinities between the detectors and real-valued coordinates. The
parameters for RNSA are: detection radius rd = 0.1, adaptation rate ηo = 0.005, age
of the detector t = 15, and decay rate τ = 15. Also, for V-Detector, the parameters
are: self radius rs = 0.1, estimated coverage c0 = 99.98 % and Maximum Number of
Detectors Tmax = 1000.

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

di � xið Þ2
s

ð1Þ

where d = {d1, d2, …, dn} are the detectors, x = {x1, x2, …, xn} are the real-valued
coordinates, and D is the distance.

4.1 Performance Evaluation

The target outcome of the simulations is to know the ability of algorithms that can
perform best with two evaluations performance in consideration. They are the
Detection Rate (DR) and False Alarm Rate (FAR) depicted in (2) and (3). If the
algorithms perform well and meet the targets, it can then be applied to new data to
detect anomalies in the future.

DR ¼ TP
TPþFN

ð2Þ

FAR ¼ FP
FPþ TN

ð3Þ
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where TP represent the number of non-self elements identified as non-self; TN
represent the number of self elements identified as self; FP translate to the number
of self elements identified as non-self; FN translate to the number of non-self
elements identified as self.

4.2 Simulation Results

The simulation experiments are carried out using MATLAB (R2011b) on Petium4
Core i5 CPU. Results after series of experiments are tabulated, graphed and
discussed.

The results shown in Table 1 illustrate the effectiveness of the anomaly detection
techniques on Iris and Balance-Scale datasets. The RNSA and V-Detector gener-
ated detection rates of 93.93 % and 98.73 % respectively for the Iris data, with
97.38 % and 100 % for the Balance-Scale data. Their false alarm rates are at lowest
minimum with RNSA accounting for a higher rate at 2.09 %. The high accuracy
rates reveal that the RNSA and V-Detector are equipped with the capabilities of
detecting anomalies. The SVM and KNN generated good detection rates with both
reaching their highest rates at 97.30 % and 96.70 % for Iris data, and for
Balance-Scale data, rates of 91.70 % and 80 % are produced. Higher false alarm
rates are attributed to SVM and KNN at 2.20 % and 11.60 % respectively. With
respect to all the algorithms, V-Detector proved to be superior and the graph
representation translated in Fig. 1.

The results obtained for the detection rate based on Hayes-Roth dataset varied
proportionally to real-valued negative selection algorithms, SVM and KNN algo-
rithms as shown in Table 2 and diagrammatically displayed in Fig. 2. The SVM
gained superiority over the V-Detector with detection rate of 86.90 % as against
85.12 % for V-Detector. Same could not be reported for the false alarm rate as the
table turned against SVM by yielding a higher positive rate at 8.90 %. A 4.11 %
false positive rate is attributed to V-Detector, which coincidentally is the rate for
RNSA. For RNSA and KNN, detection rates of 82.65 % and 81.30 % are generated
respectively. KNN gave the highest positive rate of 11.90 %.

Table 1 Performances analysis for iris and balance-scale

Algorithms Iris Balance-scale

Detection rate
(%)

False alarm rate
(%)

Detection rate
(%)

False alarm rate
(%)

RNSA 93.93 0.90 97.38 2.09

V-detector 98.73 0.00 100 0.00

SVM 97.30 1.30 91.70 2.20

KNN 96.70 1.70 80.00 11.60
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Consequently, the performance results for the Lenses data reached the climax of
100 % with V-Detector, followed by RNSA with 99.92 %, SVM with 83.30 %, and
lastly KNN yielding 66.70 %. False alarm rates of 0.00 %, 5.61 %, 18.60 % and
32.50 % are recorded by RNSA, V-Detector, SVM and KNN respectively. Overall,
the V-Detector surpassed all other algorithms performance wise.

Fig. 1 The detection rates on
iris and balance-scale

Table 2 Performances analysis for Lenses and Hayes-Roth

Algorithms Lenses Hayes-Roth

Detection rate (%) False alarm rate (%) Detection rate (%) False alarm rate (%)

RNSA 99.92 0.00 82.65 4.11

V-detector 100 5.61 85.12 4.11

SVM 83.30 18.60 86.90 8.90

KNN 66.70 32.50 81.30 11.90

Fig. 2 The detection rates on
lenses and Hayes-Roth
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5 Conclusion

The need for ensuring integrity and confidentiality in data has prompted computer
scientists and researchers in proffering ways and avenues to adequately secure
information. This stem from anomalies or abnormality, and therefore detection
improvement requires continuous efforts in many fields, including Artificial
Immune System (AIS). For several data, AIS classifiers have proven their ability in
classifying successfully those data by revealing the abnormalities therein. As such,
this research focuses on using Real-Valued Negative Selection algorithms with
focus on fixed detector (RNSA) and variable detector (V-Detector) in classifying
different datasets. Two benchmarked algorithms; SVM and KNN are used for
comparison and simulated on datasets acquired from standard databases. Their
performances are validated with two measuring criteria: detection rate, and false
alarm rate, then a comparison carried out based on their performances on the
datasets.

Overall, RNSA and V-Detector performed well on the datasets, and with com-
patible results from the benchmarking algorithms. Meanwhile, V-Detector was the
best in terms of detection rate and false alarm rate. Consequently, it can be inferred
that the V-Detector yielded more accurate results, provided that the choice of
parameters are properly determined and thus affirm the real-valued negative
selection algorithms suitability for detecting abnormalities.
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An Effective Distributed Service Model
for Image Based Combustion Quality
Monitoring and Estimation in Power
Station Boilers

K. Sujatha, K. Senthil Kumar, T. Godhavari, R.S. Ponmagal
and N.P.G. Bhavani

Abstract This research work deals with monitoring of combustion quality in power
station Boilers using Service Oriented Architecture which is used to minimize the
flue gas emissions at the exit. A model of distributed industrial boilers and integrate
it with the Internet through Service Oriented Architectural paradigm is designed.
This strategy can be applied to monitor and control the industrial boiler process
parameters such as Flame Temperature and Flame intensity. It is proposed to con-
sider the use of service oriented architecture to program and deploy the boiler
process parameters. The cost effective technique to develop an intelligent combus-
tion monitoring system is discussed in this paper. A combination of image pro-
cessing algorithm with Bayesian Classifier is used. The feature extraction was done
using Image J and feature reduction was done using Support Vector Machine
(SVM). The classification of the flame images based on the features was done using
the Bayesian approach whose results are also validated. The combination of the two
techniques proved to be beneficial so as to monitor the combustion quality at the
furnace level is made possible. Moreover the flue gas emissions are minimized
which reduces air pollution. The Service Oriented Architecture is designed to access
boiler combustion parameter such as flame intensity as a service and implemented in
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such a way that for every specific requirement of the monitor/control center, the
services of the boilers are invoked through a registry and the specific changes in the
combustion parameters are also notified. Different boilers of a power plant can be
networked together to monitor different combustion process parameters, and they
have been integrated with Internet by registering them as services; hence a complete
distributed integration environment is exploited. The aim of this paper is to construct
a model of distributed industrial sensors and integrate it with the Internet through
Service Oriented Architectural paradigm. This strategy can be applied to monitor
and control the industrial process parameters such as Temperature, Pressure, the
level of CO, CO2, NOx, and Combustion Quality. It is proposed to consider the use
of service oriented architecture to program and deploy the sensed process and
pollution parameters. The Service Oriented Architecture for sensor network has been
extended to Cloud, to access sensor as a service and implemented in such a way that
for every specific requirement of the monitor/control center, the assimilation regu-
lator invoke the services of the sensors through a registry and the specific changes in
the sensed parameters are also notified as auditable event using push interaction
pattern of SOA. The sensed parameters and the combustion quality level can be
viewed through mobile, using appropriate authentication.

Keywords Combustion quality � Support vector machine � Bayes net classifier �
Naives bayes classifier � Image processing � Euclidean distance � Service oriented
architecture � Sensor cloud

1 Introduction

This research work deals with monitoring of combustion quality so as to minimize
the flue gas emissions at the exit. The boilers play a major role in the thermal power
plants. For reheating furnaces, the steel industry is constantly pursuing more effi-
cient and economical control systems to comply with increasingly stringent envi-
ronmental regulations without compromising product quality. Degradation of the
natural environment as a result of the emission of pollutants demands a better
means of process control particularly in energy intensive industries. The reheating
of steel and gas turbine power plants are such sectors that consume massive
amounts of energy due to the combustion of gaseous fuels such as natural gas [1].
A multi-zone furnace is widely used in the steel reheating industry to ensure effi-
cient and even heat transfer to the load. The furnace is normally monitored and
optimised for the desirable overall excess air by monitoring the oxygen in the
common stack and individual zone temperature profiles. However, this level of
information is not sufficient to detect local imbalances in, for example, the air/fuel
ratio of individual burners, which can result in poor combustion efficiency and
elevated NOx and CO emissions. NOx is one of the pollutants which are emitted
from the combustion units of industrial boilers. Strict environmental rules regarding
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air pollution are being implemented in different parts of the world [9]. These rules
require combustion processes to limit NOx emission to certain regulatory limits.
Boiler operators and control systems require on-line NOx measurements to operate
the boilers at the best efficiency while maintaining the emission level within the
regulatory limits [11]. The literature survey states that the CO emissions and the
combustion quality are measured from the captured flame images using K-means
clustering algorithm. The ON-OFF condition of the furnace flame was alone
identified using Back Propagation Algorithm (BPA) [4, 5, 8]. Moreover the com-
bustion quality was alone classified using Hidden Markov Model (HMM) [6, 10].
The 2D visualization technique is based on segmentation of the flame images with a
threshold value so as to detect the edges of the flame [12]. But here, in this paper an
attempt has been made to identify the flame temperature, emission of various flue
gases using SVM based feature reduction and Bayes classifier.

The paper discusses about the Service Oriented Architecture for Combustion
quality Estimation of Power station Boilers in Sect. 2. Section 3 explains about the
Materials and Methods used for the combustion quality estimation. Section 4 dis-
cusses the results and Sect. 5 concludes the proposed paper. As a part of the future
work incorporation of flue gas sensors can be carried out.

2 A Cloud Based Framework for Integration
of Industrial Sensor

2.1 Service Oriented Architecture for Combustion
Quality Estimation

Large process industry systems are a complex (potentially very large) set of (fre-
quently) multi-disciplinary, connected, heterogeneous systems that function as a
complex system. Such systems should be based on process control algorithms,
architectures and platforms that are scalable and modular (plug and play) and area
applicable across several sectors, going far beyond what current Supervisory Data
Acquisition and Control (SCADA), and Distributed Control Systems (DCS) and
devices can deliver today. A first fast analysis of current implemented SCADA and
DCS systems detects a set of major hinders for not completely fulfilling some of all
those criteria: the big number of incompatibilities among the systems, hard code
data, different view on how systems should be configured and used, co-existence of
technologies from a very long period of time (more than 20 years), use of reactive
process automation components and systems instead of having them working in a
proactive manner. If we began hooking all these hinders, we would soon have an
unmanageable mess of wiring, and custom software, and little or no optimal
communication. To date, this has been the usual result, where “point solutions”
have been implemented without an overall plan to integrate these devices into a
meaningful “Information Architecture”.
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To address the above issue, in this paper, an efficient Service Oriented
Architectural model is proposed for a large process industry such as NLC which has
many existing Thermal Power stations and many more to come. These TPS have
many Boilers. This paper offers the solution of integrating these boilers to monitor
the combustion quality at control centre. Here, it is described how the boiler
combustion parameters are converted into web service and how they have been
deployed. Web services are application components that are designed to support
interoperable machine-to-machine interaction over a network. This interoperability
is gained through a set of XML-based open standards, such as the Web Services
Description Language (WSDL), the Simple Object Access Protocol (SOAP), and
Universal Description, Discovery, and Integration (UDDI). These standards provide
a common and interoperable approach for defining, publishing, and using web
services. J2EE 1.4 SunAppserver is used as service provider. The J2EE 1.4 platform
provides comprehensive support for web services through the JAX-RPC 1.1 API,
which can be used to develop service endpoints based on SOAP as in Fig. 1a.

The interface and implementation files for the combustion parameters such as
flame intensity and flame temperature, which are estimated as per the technology
used in Sect. 3 are written. Configuration files are written to specify the XML
namespace and target namespace. These file are compiled to generate WSDL
(contains possible inputs and server’s address) for client reference and mapping file
(port number and service endpoint location) for server reference. With deployment
tool war files are generated for the services written and deployed into the server.
The lists of services are discovered and invoked by the boiler applications (client),
i.e. monitor station, using SOAP messages. Through the above process many
Boilers of a power plant can be efficiently integrated and monitored.

The architecture shown in Fig. 1b enables us to couple the services provided by
remote industrial sensor networks over the Internet. Fig depicts the SOA Model for
distributed networked industrial sensors. The sensor services are deployed into the
application server as service description which has the location information and
provides a service end point, a target namespace and a transport name. This
component makes use of message exchanges in the xml data format. Since pro-
gramming sensor networks remains too complex with existing programming lan-
guages and techniques, using XML messages in sensor networks will optimize the
way of getting information from the network. To facilitate orchestration and
aggregation of services into processes and applications, an eb-xml-registry-
repository (register agent) is used. The registry-repository provides a single view
of all services. The sensor services are published into the eb-xml registry using
wsdl. The lists of services are discovered and invoked by the sensor applications
(client), using XML-RPC and SOAP messages. The client communications are
passed through the assimilation regulator (AR). The AR also takes care of the
authentication of the users and delivering the required parameters using push
interaction pattern. This pattern can be triggered by multitude of events, here an
auditable event, trigger (when the process parameters exceeds some threshold) the
message sent to the client.
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(a)

(b)

Fig. 1 a Service oriented architecture for combustion quality estimation of power station boilers.
b Flame image analysis application on cloud
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Data storage and sharing is difficult for these sensors due to the data inflation and
the natural limitations, such as the limited storage space and the limited computing
capability. Since the emerging cloud storage solutions can provide reliable and
unlimited storage, they satisfy to the requirement of pervasive computing very well.
The assimilation regulator is used to Integrate Sensor Networks with Cloud. The
cloud provides scalable processing power and several kinds of connectable services.
This distributed architecture has many similarities. With a typical wireless sensor
network, where a lot of motes, which are responsible for sensing and local pre-
processing, are interconnected with wireless connections. Since wireless sensor
networks are limited in their processing power, battery life and communication
speed, cloud computing usually offers the opposite, which makes it attractive for
long term observations, analysis. The deployment of temperature sensor is done in
IBM Bluemix cloud.

2.2 Methodology for Industrial Application on Cloud

Due to the massive number of programming languages and image processing
toolkits, simple sharing of resources as plug and play functionality is difficult.
While the proposed cloud computing framework in Fig. 1 allows a platform to have
an independent access to remote computing services, its web services allow
end-users to fully interact with data, information requests as well as applications
with a low level of user interaction. In this proposal, I am going to study different
components of this framework and develop them using existing software solutions,
imaging toolkits and Microsoft technologies. For instance, Visual Studio can be
utilized as the development environment, SQL server as the database manager, and
Microsoft Workflow foundation as the workflow engine [12, 13]. A number of
work packages have to be studied/developed for this framework:

• Evaluate existing software environment solutions.
• Design standard datasets, metadata and web services.
• Design workflow orchestration and enactment, for example by Windows

Workflow Foundation.
• Incorporate existing imaging and visualization toolkits
• Design mechanisms and tools to enhance software usability for clinicians

A number of challenges have to be addressed. The adaptation of existing soft-
ware will require an analysis and may require significant time. Also, merging
toolkits with different languages (such as Matlab, Java and C++ as shown in
Fig. 1b) and their communication will need a deep study. The design and devel-
opment of suitable user interfaces for clinicians is another challenge. The idea is to
use multi-touch technology to improve the interaction with image analysis
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applications as well as the learning experience. Finally, contributions not only
should meet the quality but also facilitate the way researchers do it. The design of
mechanisms to provide such facility must be analyzed and evaluated.

3 Materials and Methods

3.1 Existing Set up at Neyveli Lignite Corporation Ltd

The Neyveli Lignite Corporation (NLC), Neyveli, Tamil Nadu, India is one the
major thermal power plants in India with highly modernized technology. The
Thermal Power Station (TPS-Exp I) is the most recently renovated power station.
The firing system is called as the tangential firing system as shown in Fig. 1. The
flame monitoring system used here indicates only the presence or absence of the
flame inside the furnace. The major idea to determine the ON-OFF status was to
prevent the explosion of boiler. The repeated addition of coal without monitoring
the status of the flame will collapse the entire set up [1]. It is also possible to
estimate the temperature and flue gas emissions by monitoring the flame colour
[7, 8]. To avoid this situation the above said flame monitoring system is used. As a
part of the existing setup the temperature measurement is done using JK type of
thermocouple and the measurement of flue gases done using gas analyzers (very
expensive and prone to cold end corrosion) (Fig. 2).

Fig. 2 Tangential firing system (Courtesy Neyveli Lignite Corporation)
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3.2 Proposed Method for Flame Monitoring in Boilers
Using Image Processing

The flame images are obtained from the flame video. The intensity of the flame
varies with respect to temperature and flue gas emissions [1]. The features are
extracted and then reduced using SVM. The reduced feature set is used as an input
to the Bayesian classifier and finally the classification performance is validated with
certain performance measures. Figure 3 shows the schematic representation of the
flame monitoring system.

3.3 Procedure for Data Collection

The flame images corresponding to three different combustion conditions were
collected by varying the air/fuel ratio and taking the corresponding readings of
flame temperature, NOx, SOx, CO and CO2 emissions [2, 3]. The sample images
corresponding to the above said three categories with their respective parameters
are tabulated in Table 1. The measurements for flue gas emissions are obtained from
the gas analyzers placed at the exit of the chimney. The temperature measurement is
made using thermocouple as mentioned earlier.

3.4 Preprocessing

Preprocessing is done to remove noise. The frame size acquired was 320 × 240. It is
sufficient that we take 30 × 30 portion of the image for further analysis. The
extracted flame images if corrupted with noise, then filtering need to be done. The
various filters include Unsharp mask filter, Maximum filter, Minimum filter,
Variance filter, Mean filter and Median filter. The filtered images using the above
said filters are displayed in Fig. 4 shown below. It is inferred that the performance
of median filter on noise removal was good when compared with the other filters.
The mean filter also performs filtering to a certain extent but the clarity of the
filtered image is slightly low when compared with the median filter. The other filter
types are not suitable because the basic information present in the original image is
lost. Hence it is better to use a median filter for noise removal pertaining to this

Fig. 3 Proposed set up at NLC
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situation. The simulation for addition and removal of noise was done using
Image J. The performance evaluation for noise removal is done using Mean
Squared Error (MSE) and Peak Signal to Noise Ratio (PSNR) in decibel (dB) and
the results are tabulated in the Table 2. The MSE is minimum and PSNR value is
maximum in case of the median filtering. Hence it is inferred that median filter is
effective in case of removing the salt and pepper noise. The M × N is the size of the
image, O(m, n) denotes the original image and R(m, n) denotes the retrieved image.
The expressions for MSE and PSNR are given by Eqs. 1 and 2 respectively.

PSNR ¼ 10 � log10 255ð Þ2=MSE
h i

ð1Þ

MSE ¼
X
m;n

p
O m; nð Þ � R m; nð Þ½ �=ðM� NÞ ð2Þ

Fig. 4 Effect of different filtering techniques on the corrupted flame image. a.Original flame
image. b Flame image corrupted with noise. c Effect of minimum filter. d Effect of variance filter.
e Effect of unsharp mask filter. f Effect of maximum filter. g Effect of mean filter. h Effect of
median filter

Table 2 Performance evaluation for noise removal by various filters

S.No Name of the
Filter

MSE PSNR
(dB)

S.No Name of the
Filter

MSE PSNR
(dB)

1. Minimum filter 1.145 47.54 4. Maximum filter 0.83 48.94

2. Variance filter 2.228 44.65 5. Mean filter 0.146 56.49

3. Unsharp mask
filter

4.327 41.77 6. Median filter 0.0038 62.33
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3.5 Feature Extraction

The features are the basic pattern present in the image that gets repeated in various
directions. Features like area of the flame, mean intensity, maximum intensity,
minimum intensity, kurtosis, centroid, mode, perimeter, standard deviation and
median for all the groups of flame images are extracted using Image J.

3.6 SVM Based Feature Reduction

The features are reduced using SVM technique. Support vector machines (SVMs)
are a set of related supervised learning methods used for classification. Intuitively,
an SVM model is a representation of the points in space, mapped so that the
features of the separate categories are divided by a clear gap that is as wide as
possible. New features are then mapped into that same space and predicted to
belong to a category based on which side of the gap they fall on. Support vector
machine constructs a hyper plane or set of hyper planes in a high or infinite
dimensional space, which can be used for classification tasks. Here the attributes are
ranked by the SVM technique [7]. The results obtained (screen shots) by SVM
feature reduction with the variation of features in Fig. 5 along with the ranking of
features by SVM in Table 3.

3.7 Training and Testing by Bayes Classification
and Euclidean Distance Classifier

A Bayes classifier is a simple probabilistic classifier based on applying Bayes
theorem (from Bayesian statistics) with strong (naive) independence assumptions.
A more descriptive term for the underlying probability model would be “inde-
pendent feature model”. In simple terms, a naive Bayes classifier assumes that the
presence (or absence) of a particular feature of a class is unrelated to the presence
(or absence) of any other feature. Depending on the precise nature of the probability
model, naive Bayes classifiers can be trained very efficiently in a supervised
learning setting. In many practical applications, parameter estimation for naive
Bayes models uses the method of maximum likelihood [13].

The Euclidean distance classifier is a conventional classifier and it is based on
the simple two point formula. The calculation of Euclidean distance is based on the
L2 norm.
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4 Results and Discussion

4.1 Output for Euclidean Distance Classifier

The outputs for Euclidean Distance Classifier are shown in the Fig. 6. The number
of images classified correctly for class 1, class 2 and class 3 are 11, 8 and 12
respectively.

4.2 Training by Bayes Net Classifier

Bayes net is a powerful tool for knowledge representation and inference under
conditions of uncertainty [11].The classification is done with the feature set ranking

Fig. 5 Variation of features from SVM feature evaluator

Table 3 Ranking of Features by SVM

Ranking Features Ranking Features Ranking Features

1 Perimeter 5 Centroid about Y 9 Mode

2 Area 6 Centroid about X 10 Standard deviation

3 Minimum Intensity 7 Maximum Intensity 11 Mean

4 Median 8 Kurtosis – –
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1, 2, 3, 4 and 1, 2, 3, 4, 5, 6. The classification was 18, 21 and 12 corresponding to
the three categories. Since in both the cases all the 51 instances were classified it is
chosen that the features 1, 3, 5, 7 can be considered for training. Tables 4 and 5
shows the various parameters during training of the classifier with two different
feature set. The results for training by Bayes net classifier are shown in Table 5 with
feature set 1, 2, 3, 4 and 1, 2, 3, 4, 5, 6 respectively.
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Fig. 6 Distribution of patterns for all the three classes using Euclidean classifier

Table 4 Estimation parameters with features ranking 1, 2, 3, 4 and 1, 2, 3, 4, 5, 6

Parameters Value for Bayes net Value for Naive Bayes

Total no. of instances 51 51 51 46

Instances classified
correctly (%)

100 100 90 90.16

Kappa statistic 1 1 0.8485 0.8496

Mean absolute error 0.0359 0.029 0.077 0.0785

Root mean squared error 0.0391 0.0377 0.1946 0.2183

Relative absolute error 0.0826 0.067 0.1737 0.1807

Root relative squared error 0.08233 0.0877 0.4177 0.4688

Table 5 Evaluation parameters of training for Bayes net classifier

Feature set TP rate FP rate Precision Recall F-measure

Features ranking
1, 2, 3, 4 and
1, 2, 3, 4, 5, 6

1 0.778 0 0.03 1 0.993 1 0.778 1 0.646

1 0.952 0 0.153 1 0.833 1 0.952 1 0.889

1 1 0 0 1 1 1 1 1 1
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4.3 Training by Navies Bayes Classifier

A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes
theorem with strong (naive) independence assumptions [10]. The classification was
done with the feature set 1, 2, 3, 4 and 1, 2, 3, 4, 5, 6. The classification is 18, 21
and 12 corresponding to the three categories with the feature set ranked 1, 2, 3, and
4. Similarly the classification was 15, 19 and 12 corresponding to the three cate-
gories with the feature set 1, 2, 3, 4, 5, and 6. The number of instances classified
correctly is less in number as compared to the Bayes net classifier. Hence the Bayes
net and Naives Bayes classifier are used for testing. The results for training by
Navies Bayes is shown in Table 6 with feature set 1, 2, 3, 4 and 1, 2, 3, 4, 5, 6
respectively.

4.4 Testing by Bayes Net and Naives Bayes Classifier

Testing the Bayes net classifier is done with 27 images (9 images from class 1, 9
images from class 2 and 9 images from class 3 respectively). The results for testing
the Bayes net classifier is shown below with the feature set 1, 2, 3 and 4 and
similarly the testing of Naives Bayes classifier is also done with the same set of 27
images. The results for testing the Bayes net and Naives Bayes classifier with the
feature set 1, 2, 3 and 4 for the Bayes net and Naives Bayes classifier yields
maximum number of flame images to be correctly classified. The testing was done
by cross validation to evaluate the performance of the classifier. The performance
metrics in Table 7 shows that the values of FP rate and various types of Bayes
classifiers are within tolerance.

Table 6 Evaluation parameters for training with Naives Bayes classifier

Feature set TP rate FP rate Precision Recall F-measure

Features ranking
1, 2, 3, 4

1 0.833 0 0.03 1 0.993 1 0.778 1 0.646

1 0.905 0 0.1 1 0.864 1 0.906 1 0.889

1 1 0 0.26 1 0.923 1 1 1 0.96

Table 7 Evaluation parameters during testing with features 1, 2, 3, 4 for Bayes net and Naives
Bayes

Lassifier type Category TP rate FP rate Precision Recall F-measure

Bayes net and
Naives Bayes
classifier

Class 1 0.889 1 0.167 0 0.727 1 0.889 1 0.8 1

Class 2 0.778 1 0.056 0 0.889 1 0.889 1 0.889 1

Class 3 1 1 0 0 1 1 0.778 1 0.875 1
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4.5 Deployment of Industrial Sensor for Monitoring Process
Parameters

Since the process parameters and combustion quality are monitored and controlled
through cloud, the proposed system offers pollution free environment in industries,
as there is no necessity of maintaining very large servers, which leads to Green
Computing. Different types of sensors are networked together to monitor different
parameters, and they have been integrated with Internet by registering them as
services, hence a complete distributed, and integration environment is exploited.
The results using Bluemix are shown in Figs. 7, 8 and 9 respectively.

Fig. 7 Industrial sensor system registry deployed in the cloud

Fig. 8 Industrial sensor for temperature measurement deployed in the cloud
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5 Conclusion

The flame images were collected from the control room through the Service
Oriented Architecture for a boiler in the power station. Thirty nine correct images
were identified. The images were preprocessed and features are extracted. The
extracted features are reduced using SVM. Training is done with 51 images taken
from class 1, class 2 and class 3 images. Testing results indicate that various types
of Bayesian classifier give maximum classification performance. It is evident from
the analysis that the SVM with various types of Bayesian classifier yields optimal
values for recall and precision. Classification performance can be improved by
further preprocessing the acquired images and also increasing the number of images
in the database. The proposed solution of SOA for combustion quality estimation of
boilers meets out the operational independence of the constituent systems, man-
agerial independence of the constituent systems, geographical distribution of the
constituent systems, evolutionary development and emergent behavior.

Thus an intelligent architectural system to analyze the process parameters with
converging technologies such as Cloud computing is implemented and the result is
investigated. The combination of wireless sensor networks, with their huge amount of
gathered sensor data, with a cloud computing infrastructure makes it attractive in terms
of integration of sensor network platforms for monitoring different process parameters,
scalability of data storage, scalability of processing power for different kinds of
analysis, worldwide access to the processing and storage, and be able to share the
results more easily. Flawless incorporation of wireless sensors with web service
architectures, support the ubiquitous provisioning of high quality industrial services in
a distributed service provisioning environment, allow for real time implementation of
the industrial conditions of remote parameters, independent of their location.

Fig. 9 Industrial sensor for temperature measurement deployed in the cloud
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Implementation of P2P File Sharing Using
Bi-directional Chord Protocol Algorithm

Vasanthi Vatsavai, Sriram Suravarapu and Nader F. Mir

Abstract One of the key components of achieving efficiency when looking up on
resources is the success of peer-to-peer (P2P) applications. As the structured P2P is
an efficient way to locate resources, our study performs two improvements in a
structured P2P resource lookup protocol of Chord-based algorithms which is widely
accepted. The proposed improvements in detail are presented using two methods. In
the first method, the routing information for accurate search of resource is low. In
this method, only clockwise direction of resource lookup can be implemented and a
unique algorithm is designed for enhancing the finger table in a Chord.
A counter-clockwise finger table is also included for generating resource queries in
two direction clock wise and anticlockwise increasing the density of neighboring
fingers. The proposed model also employs a new functionality of eliminating excess
fingers generated by the inclusion of fingers by the suggested model. The results of
simulation on effectiveness of the search in the proposed model against the average
lookup hops and average lookup delay are presented. The model of algorithm
context is extended as finger table resulting in forwarding-storm of routing main-
tenance messages.

Keywords Peer-to-peer networks � P2P � Distributed content sharing � Distributed
systems � Internet file sharing

1 Introduction

A peer-to-peer (P2P) network is utilized to form a procedure in between two peers
to share or substitute data [1–4]. Usually in a peer-to-peer network, each and every
peer can similarly engage in the network or action as client as well as server as
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equally source and a beneficiary [1, 5–7]. Presently, the peer-to-peer technology is
extensively used in various programs using the Internet wherein users can instantly
connect or use an average server [8–10]. A P2P network is an interconnected
network of peers, where the information is stored in a allocated manner in all peers
reducing the require for a focused server and a peer can consult data from any more
peer more than a point of time [11]. There are two models of peer-to-peer networks:

1. Structured peer-to-peer networks that communicate models possess fixed
associations overlay exactly where a distributed hash table dependent indexing
is utilized commonly. Structured P2P uses DHT categorization similar as in the
Chord system.

2. Unstructured peer-to-peer networks require association or search engine opti-
mization of network associations lacking any algorithm [1]. Generally, there are
three models of unstructured P2P what have become described as of currently:

(a) Pure peer-to-peer techniques in which the complete network includes only
peers with identical potential. So there is simply one routing layer here are no
specialized or significant priority peers with any specialized infrastructure
perform.

(b) Hybrid peer-to-peer systems that include peers consisting of specialized or
significant priority infrastructure peers with exclusive infrastructure function
described as super peers.

(c) Centralized peer-to-peer systems that utilize a central server for categoriza-
tion applications and to load and determine the entire system of unstructured
peers.

Napster frequently utilized for network file sharing is a focused system of P2P
network example. Gnutella and Freenet incorporate the decentralized model while
Kazaa accepts the hybrid model. In [12], structured P2P networks are recom-
mended. A structured P2P model approach depends on the fact that a peer can
browse all the remaining peers in search of a necessary file.

1.1 Distributed Hash Table (DHT)

A distributed hash table (DHT) is a “structured” P2P network and operates as a
database that contains (object name, address of object) pairs. An object name can
be a music title, video clip name, or a book title, and an address of object can be an
address of a peer that holds the object such as an IP address of a peer. Clearly, a
database held by a peer can store multiple (object name, address of object) pairs and
an object may be stored by multiple peers.

The challenge in such a P2P networking is how to build a “distributed” database
of (object name, address of object) pairs where each peer can store only a subset of
all pairs. In such an environment, a peer must query a significantly large distributed
database using a particular key. The DHT must then be able to locate those peers
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who have the (object name, address of object) pairs where the targeted key in this
pair is contained, and then return the (key, value) pairs to the requesting peer. This
type of distributed database is referred to as a distributed hash table (DHT).

In order to build such a distributed database of objects for P2P applications, a
hash function is used. The details of hash functions are presented in [1]. Briefly, a
hash function indicated by h is utilized to expose deliberate corruption of a message
when any message is mapped to data of a fixed size called a hash, or a message
digest. A hash function that operates in a computer network allows a host to easily
verify that some input data is authenticated. Hash functions are typically used in
hash tables, to agilely find a data record by mapping a search key to an index. The
index in a hash table provides the location in the hash table where the corre-
sponding record is stored.

1.2 Models for Chord Protocol

The chord protocol has been designed to manage a major problems associated with
the P2P software i.e. inefficiency in distinguishing a peer holding a particular data
item. Essentially an allotted lookup protocol generally maps a designated key to a
peer. The Chord protocol offers a quick estimation of hash perform of keys mapped to
peers utilizing regular hashing. Whenever a new peer is manufactured in the system
its connected keys are consistently dispersed to all the peers. A chord peer obtains the
hash advantages of its nearby peers and stores the data in a dispensed manner ensuing
in effectively building a well stabilized load and subsequently it is a scalable protocol
also. Frequent hashing is utilized to particularly name individual peer. It analyzes a
peer along with its IP address and key hashed towards an m-bit identifier utilizing a
hash function. The endeavor organizes all the identifiers in an identifier circle
modulo. The peers are then designated keys evaluating the identifier of a key using
the identifier of a peer as well as if identifier’s value is additional than regarding of the
key, the key gets allotted to a specific peer. The chosen peer is defined as the
substitute of the appointed key denoted as successor (k), indicating successor of key
k. The identifiers if illustrated in a circle of quantities starting from, then successor
(k) is given the first peer when traversed in a clockwise location from k.

1.3 Chord Lookup Algorithm

Figure 1 demonstrates a Chord ring using m = 6 [13]. The Chord ring has 10 peers
and stores five keys. The substitute of identifier 10 is peer 14, therefore key 10
might be situated at peer 14. Likewise, keys 24 and 30 might be situated at peer 32,
key 38 at peer 38, and key 54 at peer 56″ [11]. In the procedure of determining the
peer with the desired file and minimizing the time factor is a significant factor of the
experiment. In the strategy of lookup, chord protocol affords each peer to search its
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substitute for the significant key. As each and every peer has an accessibility of its
substitute the lookup traverses the chord ring additionally and again in lookup for
the key which is a time using process. To manage this issue, the chord protocol
maintains a finger table to reduce the time factor of the lookup for the key.

If the total number of bits in an identifier is supposed to be m, most peers
managed by a routing table possess an optimum of m entries. This table is rec-
ognized as the finger table and is continued by every peer. The ith entry of the table
maps the peer’s first successor of f succeeding peers by at least 2t � 1 on the
identifier circle i.e. f ¼ successorðnþ 2t�1Þ and this peer f is called as peer n and is
denoted as n � finger[i]. The finger table might be fully understood from Fig. 2.

Fig. 1 An identifier circle
(ring) consisting of 10 peers
storing five keys [13]

Fig. 2 Finger table entries for
each peer in chord ring
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The ring has two basic posts, one for the identifier and another for the IP Address of
a specific peer.

Figure 2 demonstrates the finger table for peer N8. The first finger of peer 8
points to its descendant which is peer 14, because peer 14 is the first successor
which succeeds ð8þ 20Þ mod 26 ¼ 9. Likewise, the last finger of peer 8 points to
peer 42, as peer 42 is the first peer which is the descendant of
ð8þ 25Þ mod 26 ¼ 4000. It is apparent from the figure that the first finger for every
peer is its first successor.

In the Chord protocol model, a new peer getting into the system demands
another peer to notice a successor for it and while the successor is discovered it is
identified its successor. The successor is conscious that the new peer is its prede-
cessor though the preceding predecessor of the new peer’s successor is unmindful
of the new peer launched in the system. To enhance the system of arrangement
changes, every peer is rejuvenated in intervals of time and each and every peer
requests its successor and predecessor for modifications. Thus if a peer is included
or deleted from the present system, the predecessor peer of the peer to be deleted
will consider all successor nodes of the deleted peer as it’s successors. Each peer
stores entries of its successive one and the past n peers in a table structure to
maintain the order. Progressive messages are transmitted to some other peers in the
table and responses are received from peer outcomes in the peer to store the
obtained keys and label.

2 Proposed Model

Our study presents techniques with conquering the challenges affiliated with the
primary Chord algorithm. We thrive to acquire a capable and fast lookup for peers
incorporating keys by adjusting the algorithm. As the authentic Chord algorithm
runs lookups for a particular key in clockwise position resulting in enhanced search
time and quantity of routing messages in the P2P network, we recommend the
bidirectional lookup. The performance of the bidirectional query in the ring is based
on the fact that the search for the key is accomplished in the peers predecessor being
different to the original version where the general Chord ring requires to be tra-
versed. Thus, it necessitates fewer hops and is quicker.

The prevailing finger table stores the successors additionally their mapped keys
for a particular peer even though the anti finger table retailers the list of predecessor
peer. Opposite to a finger table that affiliate links to peers in clockwise location, the
anti finger table links the peers in anti-clockwise location. If we choose two peers A
and B with a prevailing link in finger table of a Chord from express peer A to peer
B, an anti finger table links in opposite from peer B to peer A in anticlockwise
direction.. Thus, a superior Chord protocol is made of three elements: Finger Table,
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Successor List, and Anti finger Table. In this customized protocol, the first two
factors are similar as the unique Chord protocol.

2.1 Lookup Algorithm

The opposite finger tables require the revision of the unique algorithm for obtaining
the keys. The authentic protocol key-data mappings are managed in the application
of the customized algorithm. The increased algorithm executes the lookup portion
in the anti finger table if the peers appreciate is greater compared to the key, and it
retrieves the data rather of looking the completely ring. Also, if a key benefit is not
found in the anti finger table subsequently, lookup is carried out in the finger table.
The anti-clock is a practical search comparable to the clock wise search that benefits
in the key’s to be noticed quickly.

Also each program is built-in within the additional presentation evaluation
features to calculate the routine algorithm. The guidelines process requires model of
Chord algorithm utilizing Open Chord platform; for improvement we used My
Eclipse 8.0; the source code produced to a.bat file; the control line is used to check
the adjustments in the source code. The finger table continues the same thus is not
necessitating any customizations to the table or the affirmation of the finger table
description. The optimum number of items in the finger table is considered as m and
the finger table size is OðlogNÞ where N denotes the total number of peers in the
network. Each and every peer also has an anti-finger table with m ingress and its
size is OðlogNÞ. The BiChord lookup algorithm executes the lookup in iterations.
The iterative look up of the required key is performed with a peer transmitting a
search message and if there are no entries nearer than itself equally in finger and
opposite finger table, the peer is identified as predecessor or substitute of the key. In
other words, the algorithm will certainly search the fingers as well as anti-fingers of
the routing table and ahead the lookup content to the next hop that is better than the
current peer till it detects the peer past or making it the necessary key.

The result of the copied Chord algorithm finds exactly where the simulator is
constructed on Java Virtual Machine. As the level of simulator peers is relatively
small (generally less than 50 peers), it transfers up the lookup process by using the
chord circle moderately. To examine the performance of lookup process, a timer
demonstrates the better results that can be acquired is a millisecond. The timer
though fails in giving appropriate results when the endeavor is executed numerous
times in determining the cost. Consequently, we use the hop counter to compute the
lookup procedure steps exactly where the hops counter is insensible by the hard-
ware arrangement and gives appropriate results of the algorithm. The bi-directional
lookup algorithms pseudo code is as below:
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( )Peer findPredecessor key,n {

Peer pred n= .getPredecessor();
if ( pred null== ) 

return n; //n is the current peer 

( )else if (key.isInInterval pred.ID,  n.ID  / /check if thekey is between the pred and current peerreturn n;

( )

( )

else {Peer n ' getClosestPrecedingPeer key  / /if not,

track the closest preceding peer and lookup again

return findPredecessor key,n '  / /  recursively

find the predecessor of peer n '

}

}

=

( )

( )

Peer findSuccessor key, n {

Peer succ n.getSuccessor();

if succ null

return n;  / /n is the current peer

=
==

else if (key.isInInterval(n.ID, succ.ID) //check if the 

key is between the current peer and successor's peer 

return n; 

else {

Peer n'=getClosestPrecedingPeer(key) //if not,

track the closest preceding peer and lookup again 

return findSuccessor(key,n') // recursively find 

the predecessor of peer n' 

}

}

( )Set Serializable  retrieve _ R key {< >

_ 0hops R = ; //initialized the hops counter in anti-finger table direction

whild(!retrieved){
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Peer responsible _ R=null; 

responsible _ R= findPredecessor(id);

_hops R +=1; //while not retrieve the desired key,

add the hop counter by 1 

try{

_results R= responsiblePeer_R.retrieveEntries(id);  

// get the responsiblePeer to fetch the entry

retrieved = true; //if successfully get the value,

set retrieved state to true

}catch(Exception e){}

continue; 

}

}

if( _results R !=null) values1.add(entry.getValue()); 

//add the lookup result to the valueset 

_final hopsR _hops R= ; //get the hop counter for the current lookup operation 

return values1; 

}

Set<Serializable> retrieve(key){

hops=0; //initialized the hops counter in finger table 

direction

whild(!retrieved){

Peer responsiblePeer=null;

responsiblePeer = findSuccessor(id); 

hops+=1; //while not retrieve the desired key, add 

the hop counter by 1 

try{
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     result = responsiblePeer.retrieveEntries(id); 

//get the responsiblePeer to fetch the entry

retrieved = true; //if successfully get the value,

set retrieved state to true

}catch(Exception e){}

continue; 

}

}

if(result !=null) values.add(entry.getValue()); 

// add the lookup result to the valueset

_final hops =hops; //get the hop counter for the current lookup operation 

return values; 

}

In our Chord variant, the pseudo code sets a hop counter for lookup operation in
both clockwise direction and inverse-clockwise direction. While retrieving a key
the system returns a hop value in either search routine.

3 Simulation Results

Our P2P file sharing strategy was developed to conduct a thorough performance
analysis. Consequently, an experimental model that consists of a desired number of
peers and the connection between these peers established under the proposed Chord
strategy. The given input file to a specific peer is partitioned into chunks. These
chunks are stored in the connected eligible peers. In regards to the use of this file by
the parent peer, one can track the peers and collects the chunks. This process of
collecting chunks is done through the DDF-Chord. The screen casts of the devised
simulation model are shown in Figs. 3 and 4.

Within the testing phase of the protocol, we simulated communities with 10, 20,
30,…80, 90 and 100 nodes respectively. In each community dimension, we report
the number of nodes, a fair number of entries in hand table, a fair variety of records
of reverse directional finger table, the lookup hops in every single direction as well
as the total variety of entries. The performance of the DDF-Chord towards lookup
ratio and time taken for lookups is explored in given graphs, which is compared
with Chord protocol as shown in Figs. 5 and 6. In particular, Fig. 5 exhibits less
look-up time is required for DDF-Chord compared with Chord.
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Fig. 3 The dialog that appears upon clicking the button with option ‘R’ that represents the
removal of a file from source peer

Fig. 4 The dialog opened against to the button ‘P’ clicked, which allows play the selected music
file
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4 Conclusion

This article proposed a Dual Directional Finger Table Search based Chord Protocol
for Peer-2-Peer file sharing. In the design of the algorithm, we constructed a Dual
Direction finger table. From the experimental results, we learned that the lookup
performance is significantly improved. We also presented some analysis to show
the improvement of the lookup efficiency.
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An Overview of Retinal Blood Vessels
Segmentation

Fatimatufaridah Jusoh, Habibollah Haron, Roliana Ibrahim
and Mohd Zulfaezal Che Azemin

Abstract In the recent past, the application of image processing in the fields of
medicine and ophthalmology was widely used. Retina blood vessels are the only
part of the human body that can be directly visualized non-invasively in vivo.
Retina segmentation is important to help ophthalmologists detect various eyes
diseases such as diabetic retinopathy, glaucoma, and age macular degeneration.
Consequently, vessel segmentation is an important step in image analysis used to
assess retinal abnormality. Vessel segmentation must be completed accurately to
obtain good results for further image analysis. This paper reviews the algorithms
used in previous studies on retinal vessel segmentation and discusses the problems
associated with retina analysis.

1 Introduction

Medical imaging rose to prominence due to the advancement of computer and
image technology [1, 2]. In early the 1960s, optical imaging played a significant
role in clinical medicine. Developing technology in optical imaging was crucial to
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advances in optics, data acquisition, and image processing [3]. In 1891, German
ophthalmologist, Gerloff was the first to discover photographic retina images that
showed blood vessels. The fundus camera was first developed by Gullstrand in
1910 [4].

Herbert and Michael [5] stated that the development of optical imaging and
increasing research in retinal image analysis might be due to the needs of clinical
practice to find better and cheaper ways of identifying, managing, and treating
retinal disease. Interest and developments in this field may be the result of a desire
on the part of clinical practitioners and the research community for a better
understanding of the causes of retinal disease and disease progression that require
detailed analysis.

Image segmentation of the morphological features of retinal blood vessel can be
used in diagnosis, screening and for treatment purposes. The extracted features of
blood vessel such as width, tortuosity, and bifurcation are used in image analysis to
detect various eye diseases that may cause blindness [6–8]. Image analysis of retina
vessels such as changes in diameter is used to diagnose hypertension, whereas,
bifurcation angles, and tortuosity can assist in the detection of cardiovascular dis-
eases and diabetic retinopathy [6, 7, 9]. Accurate detection of retinal vascular is
crucial and can be a valuable aid for diagnosing ophthalmologic diseases [8, 10, 11].
In addition, retinal vascular has a unique structure for each person and blood vessel
can be visualize non-invasive directly in vivo [6–8, 10, 12, 13]. Thus, the extracted
retinal blood vessel is not only useful for diagnosis purposes, but also in the reg-
istration of retinal images and for biometrics applications [8, 9, 14].

Vascular networks are traditionally mapped by hand, which is a time-consuming
process that requires both training and skill [13, 15]. The variety of vascular net-
works that have been recorded in retinal images and the irregularity of the image
acquisition process makes retinal blood vessel segmentation a challenging task [16].
The segmentation of blood vessels is an important preprocessing step for the early
detection of retinal diseases [13, 15]. According to [10], the measurements of blood
vessel features are open to user-bias as they are obtained using semi-automated
methods. Automated vessel segmentation algorithms have been introduced by
researchers. These algorithms are categorized as being supervised or unsupervised
methods [17]. Figure 1 provides an example of retinal images before and after the
blood vessels was segmented.

This paper will use information from publicly available datasets for retina
images (Sect. 2) and previous studies that examined blood vessel segmentation
algorithms (Sect. 3). Further discussion is provided in Sect. 4 and the conclusion is
covered in Sect. 5.
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2 Retinal Image Dataset

Most of the retinal vessel segmentation methodologies were evaluated using two
public databases known as DRIVE and STARE. Using the same retinal image
dataset make it easier to compare results with the results of other studies. However,
there are several others public database that contain retinal image such as the
MESSIDOR database.

The photographs in the DRIVE database [18] were obtained from a diabetic
retinopathy screening program in the Netherlands. Each image is a compressed
JPEG. The DRIVE database was established to enable comparative studies on
segmentation of blood vessels in retinal images. The retinal images were captured
using 8 bits per color plane at 768 by 584 pixels and collected using a Canon CR5
non-mydriatic 3CCD camera with a 45 degree field of view (FOV). The FOV of
each image is circular with a diameter of approximately 540 pixels. Retinal images
in the database have been cropped around the FOV. For each image, a mask image
was provided that delineated the FOV.

The STARE database [19] contains 20 images for blood vessel segmentation; ten
of these images contain pathology. The images were acquired using a TopCon
TRV-50 fundus camera with a 35 degree field of view and the images captured
were 8 bits per color plane by 605 × 700 pixels. The images were manually
segmented by two observers. The first observer segmented 10.4 % of the pixels as
vessels and the second observer segmented 14.9 % of the pixels as vessels. This
indicates that the second observer may have segmented more of the thinner vessels.

The MESSIDOR database [20] is the largest database and it contains 1200 retinal
images acquired by three ophthalmologic departments using a color video 3CCD
camera on a Topcon TRC NW6 non-mydriatic retinograph with a 45 degree field of
view. The images were captured using 8 bits per color plane at 1440 × 960,
2240 × 1488, or 2304 × 1536 pixels. Eight hundred images were acquired with pupil
dilation (one drop of Tropicamide at 0.5 %) and 400 without dilation.

Fig. 1 Retinal image: before and after vessel segmentation
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3 Previous Studies on Retinal Segmentation Algorithm

Many different approaches for automated vessel segmentation have been proposed.
Vessel tracking, matched filter responses, and morphological processing are
categorized as unsupervised methods. Whereas, segmentation based on pixel
classification is categorized as a supervised method. Supervised methods require a
feature vector for each pixel and manually labelled images to train the algorithm
[10, 14, 17, 21]. According to Patton et al. [7], four techniques that are commonly
used in vascular segmentation are matched filter, vessel tracking, morphological
processing, and neural networks.

Matched filter involves filtering the image using kernel and Gaussian functions
to extract the linear segment of retinal blood vessels [7, 10, 13, 22]. Many
improvements have been made on matched filtering approaches, including using
global or local thresholding strategies [19, 23, 24]. The vessel tracking method is
based on the continuity property of blood vessels that tracks each vessel from the
initial point. According to [25], the vessel tracking approach can identify each
vessel and provide more significant vessel structures than the pixel-based methods.
Morphological methods have two main processes, namely dilation and erosion. In
image processing, morphological methods are appropriate for analyzing shapes in
images that use a priori feature of the vascular shape such as linear continuity.
When segmenting blood vessels, the algorithms that extract linear shapes are useful
[7]. Kee [26] stated that statistical parameters for each pattern class are estimated
using a sample pattern in the neural network method. Neural networks consist of
layers and units. Units are also known as neurons, which take an input and pass the
output to the next layer. Neural networks are commonly designed to be fed-forward,
in which a unit gives the output to all the units in the next layer, and the previous
layer does not receive any feedback from next layer [27].

Based on previous studies on retinal blood vessel segmentation (Table 1), various
techniques have been introduced for the efficient detection of retinal vessel that lead
to highly accuracy results. These proposed algorithms were tested using the public
retinal datasets DRIVE and STARE. Manoj et al. [27] also used the MESSIDOR
dataset in addition to DRIVE and STARE.

Fraz et al. [28] proposed a supervised method for segmenting blood vessels
using an ensemble classifier of bagged decision tree that used nine dimensional
feature vectors based on gradient orientation analysis, morphological linear trans-
formation, line strength measure, and Gabor filter response. The approach proposed
by Fraz was fast and required fewer samples in the training phase.

A method proposed by Yin et al. [29] was an automatic tracking method based
statistical Bayesian. The tracking process started with seed points and detected
vessel edge points iteratively using the proposed Bayesian method.

Asad et al. [15] proposed an approach for retinal vessel segmentation using a
stand-alone bio-inspired algorithm, Ant Colony System (ACS) without coalition with
others method. Eight features were used in this study; however, the results of Asad’s
proposed method did not reveal the best segmentation approach. The performance of
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the proposed approach was also considered as it depended on simple and fast com-
puted features.

An automatic unsupervised method was introduced by Lupaşcu and Tegolo [14]
and it was based on Self-Organizing Maps (SOM) and K-means clustering. SOM
was trained using images that were divided equally between the training and testing
phases. The map units were divided into two classes by K-means clustering. Similar
to the most accurate supervised methods, the proposed unsupervised method did not
have any a priori knowledge in pixel labels because it relied on knowledge of vessel
network morphology. Compared to supervised methods, which are computationally
more expensive, the proposed method is computationally fast.

Franklin and Rajan [30] used a back propagation algorithm in the neural network
for vessel segmentation. Back propagation is a systematic method for training
multi-layer artificial neural networks. This method could assure efficiency in the
classification phase and resulted in excellent performance, even though it needed a
training phase.

A supervised method proposed by Manoj et al. [27] employed nine dimensional
feature vector based on the orientation analysis of a gradient vector field, mor-
phological transformation, line strength measures, and Gabor filter responses. The
pixels were classified using three neural network classifier techniques, which were a
Feed Forward Back propagation Neural Network (FFBNN), Radial Basis Function
(RBF) and Multi-Layer Perceptron (MLP). The effectiveness and its speed of
classification made the method proposed by Manoj et al. appropriate for retina
image analysis.

The approach proposed by Odstrcilik et al. [31] utilized Matched Filtering and
minimum error thresholding technique to extract a binary blood vessel tree. The
method was improved to segment blood vessel with variations of vessel diameter.

Table 1 Previous studies on retinal blood vessel segmentation

Technique Accuracy result

Ensemble classifier (decision tree and bootstrap) [28] DRIVE: 0.9480; STARE: 0.9534

Tracking method based statistical Bayesian method [29] STARE: 0.9290

Ant colony system [15] DRIVE: 0.9028

Self-organizing map, K-means clustering [14] DRIVE: 0.9459

Neural network [30] DRIVE: 0.9503

Neural network [27]: DRIVE: STARE: MESSIDOR:

(a) Feed forward back propagation neural network
(FFBNN)

0.9623 0.9583 0.9541

(b) Radial basis function (RBF) 0.8995 0.8929 0.9061

(c) Multi-layer perceptron (MLP) 0.9007 0.8485 0.8276

Matched filtering [31] DRIVE: 0.9340; STARE: 0.9341

Matched filtering [32] DRIVE: 0.9461; STARE: 0.9521

Multi-scale line-tracking [33] DRIVE: 0.9285

2-D gabor wavelet and sharpening filters [34] STARE: 0.9439
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By considering five width classes of retinal vessels, five different kernels were
designed according to regular blood vessel cross-sectional profiles.

Wang et al. [32] proposed a novel vessel enhancement technique based on a
matched filter with multiwavelet kernels. This method generated very competitive
results and did not require a training phase. No thresholds were manually adjusted
as the system depended on adaptive thresholding.

An algorithm based on a novel seeded multi-scale line-tracking procedure and
morphological post-processing was proposed by Vlachos and Dermatas [33]. The
tracking process started with an estimation of the confidence matrix obtained from a
group of seeds that were extracted from an image’s histogram. This tracking pro-
cess terminated when a specific condition of cross sectional profile became invalid.

Thin and less visible vessel patterns were enhanced using 2-D Gabor wavelets in
a study conducted by Akram et al. [34]. Blood vessels were sharpened using a
sharpening filter before the vessel was extracted. Vessels edges were detected in
sharpened images and the vessels segmentation binary mask was created by
assigning a value of one to the pixels that belong to blood vessels and a value of
zero for non-vessels pixels. Lastly, morphological dilation was applied to refine the
vessel segmentation mask.

4 Discussion

Vessel tracking is efficient as it analyses a smaller number of pixels than the image
dimension [35]. Patton et al. [7] stated that vessel tracking can provide very
accurate measurements of vessel widths and tortuosity, but it may be confuse by the
vessel crossings and bifurcations. When the contrast between the vessels and
background is weak, tracking may be terminated. Human intervention is needed
when the automatic detection for initial points is unavailable [25]. Morphological
processing methods that use a priori features of the vasculature shape have the
advantage of speed and noise resistance [28]. Neural network methods are efficient
but their accuracy depends on the quality of the image [26]. However, with the
accuracy for predictive inference, neural network methods have a potential to
support clinical decision-making [27].

Supervised schemes result in better segmentation, however, they require a
training procedure that depends on hand-labeled vessel segmentation, which is very
time consuming. By contrast, unsupervised methods do not require a training set
and they are usually faster and better suited to automatic vessel segmentation
[10, 25]. Nonetheless, Bankhead et al. [10] stated that unsupervised methods
require slight modifications according to image properties such as quality, type, and
size, before they can be used. Unsupervised methods require these modifications
because they often use a filter and operations that are only suitable for particular
types of images. However, perfect segmentation is impossible if the quality of the
image is poor or images with pathologies are analyzed, regardless all the algorithms
[16, 35].
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5 Conclusion

This paper provides a review on retinal vessel segmentation. Vessel segmentation is
completed before further image analysis to detect any retinal abnormalities.
Therefore, developing an efficient and fast algorithm that can achieve a high level of
accuracy is important. The DRIVE and STARE datasets were used to evaluate the
proposed algorithm. Retinal blood vessel segmentation can be completed using
either a supervised or unsupervised method. Supervised method required training
images that need difficult manual segmentation but they provide better segmenta-
tion results. By contrast, unsupervised methods are faster and do not require a
training image. Future work should focus on improving the literature review
regarding the details of the methods used in vessel segmentation and further
analysis of retina vessels, such as changes in diameter, bifurcation angles, and
tortuosity, should be included.
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Proposed Approach for Targeted Attacks
Detection

Ibrahim Ghafir and Vaclav Prenosil

Abstract For years governments, organizations and companies have made great
efforts to keep hackers, malware, cyber attacks at bay with different degrees of
success. On the other hand, cyber criminals and miscreants produced more
advanced techniques to compromise Internet infrastructure. Targeted attack or
advanced persistent threat (APT) attack is a new challenge and aims to accomplish
a specific goal, most often espionage. APTs are presently the biggest threat to
governments and organizations. This paper states research questions and propose a
novel approach to intrusion detection system processes network traffic and able to
detect potential APT attack. This detection of APT attack is based on the correlation
between the events which we get as outputs of our detection methods. Each
detection method aims to detect one technique used in one of APT attack steps.

Keywords Cyber attacks � Targeted attacks � Advanced persistent threat �
Malware � Intrusion detection system

1 Introduction

Nowadays the cost of cyber attacks, malicious activities on Internet infrastructures,
is estimated to somewhere between 100 billion and 1 trillion US dollars annually
around the world [1]. Targeted attack or advanced persistent threat (APT) attack is a
new challenge and aims to accomplish a specific goal, most often espionage. APTs
are presently the biggest threat to governments and organizations [2]. These APTs
create a problem for existent detection methods because the current techniques are
based on known signatures of attacks and APTs often use new security holes for
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attacks. The financial losses due to a successful APT attack can be very high as it is
confirmed through many previous research findings on APTs [3–5]. The expected
economic effect of attacks is the major influence on investments in security mea-
sures [6].

In this paper we state our research questions and present our proposed approach
for APT detection. In this research we are aiming to contribute to intrusion
detection systems, particularly to APT attack detection. The goal of this work is to
research a novel approach of intrusion detection processes network traffic and able
to detect APT attack. The detection of APT attack is based on the correlation
between the events which we get as outputs of our detection methods. We believe
that the opportunity for using this approach in APTs detection is big and, to the best
of our knowledge, still unexplored.

The remainder of this paper is organized as follows. State of the art is described
in Sect. 2. We state our research questions in Sect. 3. Section 4 presents our
proposed approach for APT attack detection and Sect. 5 concludes the paper.

2 State of the Art

In January 2011, Google published the first report about APT. Known as Operation
Aurora [3]; the attack has begun in the second half of 2009. It was considerably
large-scale and is mentioned to have targeted 34 companies, including Dow
Chemical, Morgan Stanley, Northrop Grumman, Symantec, Northrop Grumman
and Yahoo, as well as Google itself. Later on, other research findings on APT attack
are reported in [4, 5, 7].

Some researches have been done on analyzing already identified of APTs. In [8],
the authors showed how to detect the N most likely infected hosts of the attack;
their approach is based on the knowledge of previous APT attacks. By improving
the performance in terms of false positives and detection rate, they developed a
search engine for APT investigators to quickly reveal the possible infected hosts
based on the features of a known APT infected host. They made use of N-gram
based mechanisms.

During the year 2011, many targeted attacks were identified by Symantec. This
large corpus of APTs was analyzed in-depth by the authors in [9]. Based on
advanced TRIAGE data analytics, they were able to attribute many of advanced
persistent threats to attack campaigns quite likely accomplished by the same indi-
viduals. They analyzed the dynamics and features of those attacks and presented
new ideas into the modus operandi of attackers engaged in those campaigns.

By using an undirected graph in [10], the authors showed that APTs against the
same target could be correlated. In addition, it is possible to identify clusters and
create a map of APT activity that may uncover the activities of single group of
malware writers.

With regards to detect potential targeted attack, in [11] they proposed a novel
system to detect possible APT attack based on the information gathered on the
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host’s side. The system depends on clustering techniques to classify groups of hosts
that have a similar behavior with respect to the suspicious resources they request
(e.g., C&C servers, drive-by downloads or exploit kits). The system was called
SPuNge and implemented in a working prototype. SPuNge correlates the sites and
industry data in which those hosts run (e.g., government or gas and oil) to detect
interesting attack activities.

An abridged version of initial Duqu analysis was presented in [12]. A European
corporation was targeted by a new malware, Duqu, and valuable information was
stolen. The authors described the Duqu detector toolkit, a set of heuristic tools that
they developed to detect Duqu and its variants.

Given the related works presented above, most of the above works focus on
analyzing already identified campaigns, while the scope of our work is to present a
new approach that detect possible APT attacks, none of the related works address
explicitly the problem of detecting potential APT attacks by means of monitoring
network traffic and correlation between detection methods of possible techniques
used in APT attack life cycle.

3 Research Questions

To achieve the goal of this work we should answer the following research
questions:

Research question 1: What are the detection methods can be used for detecting
possible techniques used through APT attack life cycle? To answer this question we
have proposed 8 detection methods presented in Sect. 4. We will try to implement
these methods in the first phase of our research. These proposed methods are not
fixed; we can remove or suggest a new method based on the research progress.

Research question 2: How can we make the detection system resulting from our
approach extensible and flexible? The attackers always try to find new techniques
to perform APT attack, therefore each detection method should be independent
from the other methods, so at any time we can add new method (for detecting new
technique used in APT attack life cycle) to the system and correlate it with the other
methods in the correlation framework. To achieve the flexibility, in the correlation
framework it should be easy to remove or add a new rule for raising an alert on APT
attack detection.

Research question 3: Is this approach able to handle the network traffic in the
real-time? The detection system should support the real-time detection because if
an attack, or an attempted attack, is detected quickly, then it can be much easier to
trace back the attacker, minimize the damage and prevent further break-ins. To
answer this question, in our approach and in the first phase, the detection methods
should not depend on storing data and then analyzing it for detection. They should
be able to process the network traffic in the real-time and submit their events to the
next phase for correlation.
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Research question 4: Is this approach effective? The effectiveness of the
approach, which is its ability to detect APT attacks, should be high. This should be
combined with a high accuracy resulting into a low number of false warnings. We
expect that the chance at a false positive is lower when there is a direct link to other
steps or correlation between the events. In order to achieve efficiency for our
approach we should identify suitable rules for correlation between the events and
this will depend on the evaluation of each detection method and will be done in the
last phase of our research.

4 Proposed Approach

In this research we are aiming to contribute to intrusion detection systems, par-
ticularly to APT attack detection. The goal of this work is to research a novel
approach of intrusion detection processes network traffic and able to detect APT
attack. The detection of APT attack is based on the correlation between the events
which we get as outputs of our detection methods. We believe that the opportunity
for using this approach in APTs detection is big and, to the best of our knowledge,
still unexplored.

We will implement our proposed approach on top of Bro intrusion detection
system [13, 14]. Bro is a passive, open-source network traffic analyzer. It is pri-
marily a security monitor that inspects all traffic on a link in depth for signs of
suspicious activity. The most immediate benefit that we gain from deploying Bro is
an extensive set of log files that record a network’s activity in high-level terms.
These logs include not only a comprehensive record of every connection seen on
the wire, but also application-layer transcripts such as, e.g., all HTTP sessions with
their requested URIs, key headers, MIME types, and server responses; DNS
requests with replies; and much more.

Our proposed approach, as it is shown in Fig. 1, consists of two main phases:
In the first phase, we process the network traffic to detect possible techniques

used in APT attack life cycle. To this end we have our detection methods; each

Fig. 1 Architecture of our
proposed approach
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detection method aims to detect one technique used in one of APT attack steps.
Each detection method is independent from the other methods and should be
evaluated before it is adopted. The outputs of these detection methods should be
submitted to the second phase where correlated to raise an alert on APT attack.

In the second phase, we have the correlation framework, this framework takes
the events (the outputs of our detection methods) as an input and correlates them
according to rules specified by the user (we can specify those rules based on the
evaluation of each method) to raise an alert on APT attack detection. The corre-
lation method is based on voting between the detection methods to raise an alert on
APT attack and the detection can be based on one, two or three events. We believe
that this correlation will reduce the false positive rate of our detection system.

A key question in our research is: What are the detection methods can be used
for detecting possible techniques used through APT attack life cycle. To answer this
question taking into consideration the life cycle of APT attack, which is shown in
Fig. 2 [15], we have 8 detection methods should be implemented in the first phase
of our research:

1. Intelligence gathering: This initial phase aims to get information about the
target, like its organizational structure, IT environment and even about people
who are working for that target. For this purpose, the attacker can use public
sources (LinkedIn, Facebook, etc.) and prepare a customized attack.

2. Initial compromise (Point of entry): Performed by use of social engineering and
spear phishing, over email, using zero-day exploits. Another popular infection
method was planting malware on a website that the victim employees will be
likely to visit. The most common technique used for this step is spear phishing
emails, which may contain link to malicious website, malicious attachment or
link to malicious file.

Fig. 2 Typical steps of APT
attack
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Method 1, from previous findings on APTs, we have a list of exploited domain
names (FQDNS) used in APT attack [5], we can analyze the traffic of possible
protocols used in sending and retrieving emails and if there is a link to one of
exploited FQDNS, we can detect spear phishing attack.
Method 2, detection of any connection to a malicious domains based on a
blacklist of malicious domains [16–21].
In case of malicious attachment, executable files supposed to end in.exe are
made to appear as simple document files (pdf, doc, ppt, excel).
Method 3, detecting if the content of the file is exe while the extension is
not exe.
Method 4, for each new file, we can calculate MD5, SHA1 and SHA256 hash,
and compare with a blacklist of file hashes (from previous findings on APTs)
[5], if a match is found, we detect an attack.

3. Command and control (C&C) communication: After an organization’s perimeter
has been breached, continuous communication between the infected host and the
C&C server should be preserved to instruct and guide the compromised
machine. These communications are usually protected by Secure Sockets Layer
(SSL) encryption, making it difficult to identify if the traffic directed to sites is
malicious.
Method 5, we have a blacklist of SSL certificates (from previous reports)
[22, 23], so we can monitor SSL certificates and match with the blacklist, if a
match is found, we detect an attack.
Method 6, we have a blacklist of C&C servers [24–27], any connection to one of
those servers is an attack.
Another technique can be used in this step is domain flux technique [28]; an
exploited host may try to connect to a large number of domain names which are
expected to be C&C servers. The goal of this technique is to make it difficult or
even impossible to shut down all of these domain names. This technique leads to
many of DNS query failures because not all of these domains are registered.
Method 7, domain flux detection based on DNS query failure.

4. Lateral movement: Once getting an access to the target’s network, the attacker
laterally moves throughout the target’s network searching for new hosts to
infect. Some techniques used: Brute force and pass the hash attacks.

5. Asset/Data discovery: This step aims to identify and isolate the noteworthy
assets within the target’s network for future data exfiltration.
Since the traffic of the steps 4 and 5 are inside the compromised network, we
cannot see it.

6. Data exfiltration: Data of interest is transmitted into external servers which are
controlled by the attacker. There are some techniques used for data exfiltration
like built-in file transfer, via FTP or HTTP and via the Tor anonymity network.
Method 8, Tor connection detection based on Tor server list [29].

The blacklists of blacklist-based detection methods should be automatically updated
each day and the detection by all methods should be in the real time.
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5 Conclusion

In this paper we proposed a novel approach for detecting potential APT attack and
presented the research questions which we should answer to achieve this goal. The
detection of APT attack is based on the correlation between the detection methods
of possible techniques used in APT attack life cycle. We believe that the oppor-
tunity for using this approach in APTs detection is big and, to the best of our
knowledge, still unexplored.
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Accelerating Turbo Similarity Searching
on Multi-cores and Many-cores Platforms

Marwah Haitham Al-laila, Mohd Norhadri Hilmi
and Nurul Hashimah Ahamed Hassain Malim

Abstract Turbo Similarity Searching (TSS) is a two phases searching procedure
that has been proven by previous works as one of the best searching method on
chemical databases. TSS however consumes lots of computation time due to the
number of searches and fusion carried out in the second phase of its procedure.
Hence, TSS would not be able to cater the increase in the chemical database size
due to this limitation. With the emergence of the parallel technology, this research
looks into accelerating TSS on the widely-used many-cores i.e. the Graphics
Processing Unit (GPU) and multi-cores platform. This would not only solve the
computational time issue but also the cost as GPUs can be obtained at a lower cost.
Hence, the implementation of TSS will help the medicinal chemist to execute the
virtual screening in an accurate and fast manner. This study investigates the best
possible method to parallelize TSS via experimentation of three parallel designs;
two designs were implemented on GPU platform using the Compute Unified
Device Architecture (CUDA) API namely CUDA 1 and CUDA 2 whilst one design
was implemented on multi-core platform using OpenMP API. The CUDA 1 design
had shown tremendous speedup and low GPU-memory utilization as compared to
CUDA 2 design. In general observation, the parallel CUDA 1 was 131 times faster
than sequential and 51 times faster than parallel OpenMP. This leads to the con-
clusion that CUDA 1 design as the best parallel design for TSS.
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1 Introduction

Chemoinformatics is a transdisciplinary science that joins the chemistry aspect to
computational and informational methods. The ultimate aim of this field as
described by [1] is to solve chemical problems. Most of Chemoinformatics appli-
cations have been widely used in the pharmaceutical industry to predict interaction
between chemical entities, to seek through in house databases for similar com-
pounds as alternative drugs etc. One of the main applications in Chemoinformatics
is Virtual Screening (VS) which is an alternative approach to the traditional and
costly high-throughput screening used by pharmaceutical industries to find candi-
dates for drugs discovery [2]. VS is further divided into few approaches one of
which is Similarity Searching (SS). SS is the simplest method and the most widely
used to find similar compounds for a target drug. SS produced a list of most similar
structure in the database to the target being sought based on their similarity scoring.
This is based the concept of Similar Property Principle that states compounds with
similar structure tends to exhibit similar property [3]. Hence, the higher the
resemblance between compounds the likelihood of the exhibiting similar
bio-activity also increases. This would allow the new structure found to be used as
an alternative to the target structure. The effectiveness of SS has encouraged
researches to look deeper into enhancing and improving it by incorporating more
compounds as target [3–9]. This concept called multi-target searching uses multiple
targets structure as input instead of using a solo target [5]. This approach is also
known as multiple reference similarity searching.

There are two main approaches that are currently used to implement the concept
of multi-target searching namely Group Fusion (GF) and Turbo Similarity
Searching. GF simply combines ranked result produced by several similarity
searches (usually ten) into a final ranking which determines the degree of resem-
blance between targets and database compounds. According to recent studies by [6,
7], the effectiveness of searching was significantly improved when multiple targets
compounds were used in GF, currently only 10 targets compounds are used.
However, group fusion is not effective when only a few targets are known. All this
led the introduction of an alternative multiple targets similarity searching concept
known as Turbo Similarity Searching (TSS) [3, 5]. SS and TSS had been discussed
in detail by [3]. TSS had been proven to be effective at finding drug leads. However
the computation of TSS is time consuming. The advancement of current technol-
ogy, such as multi-core processors and Graphic Processing Unit (GPU), can be used
to reduce the computation time of TSS.

Multi-core processors are shared-memory systems that could be programmed for
parallelism using OpenMP as API. OpenMP as described by [10] is a set of
compiler directives and callable runtime library routines to express shared-memory
parallelism. OpenMP is looked as the alternative for the message passing
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programming model and a replacement of Pthreads on shared-memory system in
high performance computing space [10]. GPUs have been proven as pervasive
scientific parallel architectures [11]. They accommodates high-throughput for
floating point operations (up to 1.03 TFLOP/s), which is a desirable advantage for
any scientific computing applications. GPU consists of large numbers of simple
processing cores (up to 512 in a single chip) which enables it to executes parallel
workload entity steadily [11].

With the increasing number of chemical compound databases, the requirement
of high-performance structure similarity search algorithm is growing rapidly for
large scale database search, compound library clustering, virtual screening, and
other Chemoinformatics applications. It is believed that parallel implementation of
the TSS algorithm on different parallel platforms can provide acceptable
speedup. The idea of implementing TSS calculations onto a GPU is completely
new, but implementing SS calculations onto a GPU is not new. The evaluation of
Tanimoto coefficient of binary fingerprints on three different architectures (a
quad-core Intel architecture, a Cell architecture and a GPU architecture) by [12]
show that that a single CPU thread run three times faster than a GPU for calculating
a large number of floating point Tanimoto coefficients. This finding looks unusual
and it is being caused by the proposed GPU implementation is not fairly optimized,
making the entire results biased toward the quad-core and the Cell architectures.

A novel GPU accelerated algorithm for all-VS-all Tanimoto matrix calculation
and nearest neighbor search was introduced by [13]. The algorithm is up to 39 times
superior to the existing commercial software that runs on CPUs. Because of the
utilization of intrinsic GPU instructions, this approach is nearly 10 times faster than
existing GPU-accelerated sparse vector algorithm, when Unity fingerprints are used
for Tanimoto calculation. Another GPU accelerated structure similarity algorithm in
both GPU and CPU versions has been tested by [14] on seven NCI 60-cell lines
HTS datasets using virtual progressive screening protocol for performance and
generality. The results have shown that the algorithm is two orders of magnitude
faster than the CPU version on a PC machine with one Tesla GPU card more than
120-times faster. However, the GPU acceleration is not significant for the similarity
search on smaller (few thousands) datasets because the algorithm requires to pay the
additional costs of communication between GPU and CPU. This algorithm is
particularly good for virtual screening on large datasets (i.e. multimillion
compounds).

A detailed analysis of the advantages of using many-core architectures for cal-
culating five different commonly used similarity coefficients (Tanimoto, Dice,
Cosine, Euclidean and Hamming/Manhattan) had been presented by [15].
Considering both binary fingerprints and floating point descriptors as molecule
representation, they found that the proposed algorithm on different experimental
setups, obtaining up to a 206-fold speed-up for fingerprints and up to a 328-fold
speed-up for descriptors. Previous works implemented SS onto GPU but none of
them indicates any existing TSS implementation on GPU or multi-core processor.
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Hence in our study we intend to look into the possibility of parallelizing TSS which
held better accuracy but more time consuming than SS on multicore processor and
GPUs. Therefore, this paper presents the parallel design of TSS and their perfor-
mance evaluation to find the best design that yields fastest execution time without
jeopardizing the accuracy.

2 Background

Components of TSS comprises of the chemical database and descriptors used to
represent the data, similarity coefficient, fusion rule and Nearest Neighbor. The
chemical database that is widely used is MDDR (MDL Drug Data Report).
The MDDR version used holds nearly 102, 540 biologically relevant compounds
[16]. Compounds in this database are represented by the binary fingerprints. Binary
fingerprints encode the presence and absence of chemical compounds by denoting
the former as ‘1’ and the latter as ‘0’. Hence a representation of a chemical com-
pound would be in the form of bit-strings with only 0 and 1 s as shown in [3].

Similarity coefficient is defined as an equation that used to know the percentage
of similarity between the compounds. Similarity coefficient is depending on three
terms. For example Let A and B represent the compounds that will be compared by
binary bits. The first term is to calculate the bits “on” in A denotes by a. The second
term is by calculating bits “on” in B denotes by b. The third term is to calculate the
bits “on” in both A and B denotes by c. The Tanimoto Coefficient (Tc) is widely
used, and it is usually executed with 2 fingerprints and the its value ranges from 0 to
1 where 0 denotes dissimilarity whilst 1 denotes perfect similarity (i.e. identical).
The similarity between A and B using Tc is calculated using the following equation
where S is the similarity value [5]:

SA;B ¼ c= aþ b� cð Þ ð1Þ

According to [3, 5] TSS procedure (as shown in Fig. 1) involves two main
phases. In the first phase is the initial SS of given target compound is conducted and
the result produced is ranked decreasing based on the Tc value calculated between
the target ane each compound in the database. In this case, 102,540 compounds.
The upper compounds of the ranking list are those that are most similar to the
target. These are called Nearest Neighbour (NN). In the second phase the top 200
compound of this list are used as target compounds in separates SS (hence a total of
200 SS are being executed). Results (i.e. Ranking List) of each of the searched are
then combined into one final list by selected the highest (MAX) Tc value of each
compound recorded by any of the searches. The combination (also called fusion) is
done gradually starting with 5, 10, 15, 30, 40, 50, 100, and 200 list. The final rank is
then sorted decreasingly to get the most similar structure. A detailed description on
TSS can be found in [3]. We present here only essential information on TSS to help
reader gauge the concept of TSS.
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3 Parallelizing the Turbo Similarity Searching Algorithm

3.1 Parallelising TSS Using CUDA

Two designs have been implemented for parallelizing TSS on CUDA. The first
design named CUDA 1 isolates the compounds (i.e. data) through the cores of
GPU. The 1st phase of TSS requires a read from text file (prep-processing) and the

Fig. 1 High-level architecture for TSS where R is defined as target compound used to search a
database DB with size N where N = 102,540 and A = 200
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execution of the initial SS. Hence, the preprocessing is done on the CPU (Host)
declared by the __host__ qualifier whilst the SS is executed on GPU (Device) and
declared by the __global__ qualifier. The 2nd phase of TSS (SS for 200 NN and the
gradual fusion of ranked list from 5 to 200 NN), are all executed on GPU hence
being declared by the __global__ qualifier. The CUDA kernel provides variables
that are dependent on the size of launching grid and blocks. All these parameters are
set by CUDA automatically, based on the kernel launch parameters (the block and
grid dimensions). In CUDA 1 design, the number of parallelism is expressed by the
size of database compounds thus make the properties of threads and blocks in
CUDA being defined as shown in Fig. 2. Whilst the high level architecture diagram
that shows data movement between host and device is presented in Fig. 3.

int n =  102540 //number of compounds in the dataset
int block_size = 1024;                  // number of threads per block 
int num_blocks = n/block_size + (n%block_size == 0 ? 0:1); 

//Number of blocks Per Grid here it is equal 101

Fig. 2 CUDA Kernel parameters for TSS

Fig. 3 High level architecture diagram for CUDA 1 design
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Unlike in CUDA 1 design whose data storages are arrays of n size. CUDA 2
design took advantage of a method called Row-major Order Indexing. This method
is a popular method for describing and storing multi-dimensional arrays in linear
memory [17]. For this method to work, the current data storage that is used in
CUDA 1 design is changed to a monolithic (1D) array. The proposed data storage is
based on row-major order with matrix form of multi-dimensional arrays as shown
in Fig. 4.

One of the advantages of newly proposed data storage is the existence of a
generic data type. In the old data storage, one compound structure is defined as one
structural element while in the new proposed data storage, the aspects of compound
structures (id and score) are separately allocated as a linear array as a basic type
(which is int and float). Therefore, the new data storage (matrix storage) is much
more lightweight and suitable for use with lightweight task operation (or

Fig. 4 The new data storage proposed in CUDA 2 design
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computation) and scalable towards either multiple reference compounds or
expandable database compounds. This storage has allowed the GPU to hold and
sort the initial SS list (List_d) instead of copying it back to the host for sorting and
top 200 NN selection.

3.2 Parallelising TSS Using OpenMP

Parallelising TSS using OpenMP is much simpler. OpenMP has a loop-based
work-sharing construct that implicitly parallelized for loop after the compiler
directives #pragma omp parallel for is put before any for loop in the implementation
code. Since our TSS implementation contains two main and independent for loops,
this work-sharing constructs fits nicely to enforce parallel execution of TSS. Hence,
the main loop of the algorithm is identified and we inserted the construct that forces
the segment of algorithm to be executed in parallel.

4 Experimental and Results

The parallel implementations of TSS algorithms are executed on the Biruni Server
(biruni.cs.usm.my) which is located in the Parallel and Distributed Laboratory,
School of Computer Sciences, Universiti Sains Malaysia. The features of the CPU
and the GPU of the Biruni server is displayed in Table 1.

The parallel implementations of TSS are evaluated by comparing the time taken
to completely execute TSS on the sequential and parallel platforms. These timings
did not include the preprocessing step in the implementation. Therefore the
sequential runtime can be considered as the time measure from the beginning to the

Table 1 The CPU and the GPU features

CPU specifications GPU specifications

Model: AMD PhenomTM II X4 810, Number
of Cores: 4, Clock Speed: 2.6 GHz, Memory
Size: 4 GB

Model: NVIDIA Tesla C2050, total amount
of global memory: 2687 Mbytes, number of
multiprocessors: 14, number of cores per
multiprocessor: 32, warp size: 32, maximum
sizes of each dimension of a grid:
65,535 × 65,535 × 65,535, maximum sizes of
each dimension of a block: 1024 × 1024 × 64,
maximum number of threads per block: 1024,
CUDA capability major/minor version
number: 2.0, total amount of shared memory
per block: 49,152 bytes (*50 Kb)
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end of 1st phase and 2nd phase on the sequential platform. The parallel runtime
measures the time for transferring the data from the CPU to the GPU, time for
performing the searching process on the parallel platform, and finally time to
transfer data from the GPU to the CPU. In order to harness the advantage of GPU,
each cores of the GPU needs to get at least one block to execute. Therefore, the
kernel parameters for the number of blocks per grid are set to 101, to keep all the
cores on the GPU as busy as possible. Since there is a limit to the number of threads
per block, all threads of a block are expected to reside on the same core and share
the limited memory resources of that core. Biruni’s block contains 1024 threads.
Hence, the maximum number of threads per block is set to 1024 to reduce the cost
of communication between threads.

4.1 Performance Comparison Between Sequential
and Parallel Implementation of TSS

Table 2 illustrated the comparison of the execution time between the sequential,
parallel OpenMP, parallel CUDA1 and parallel CUDA2 for phases involved in
TSS.

The execution time of the parallel CUDA 1, CUDA 2 and parallel OpenMP of the
1st phase for TSS algorithm is not so much lower than the execution time of the
sequential version of the same algorithm. This is because due to the small size of
data being handled in SS which led to a less complex processing that did not take
full advantage of the GPU and CUDA. The parallel CUDA programs executed with
102,540 (the number of database structures) threads together with only one target as
compared to the 2nd phase in which involved SS execution on 200NN as targets to
each of the 102,540 database compounds. This is an embarrassingly parallel problem
which would really benefit from the coupling of GPU and CUDA. Hence, the
execution time of the parallel CUDA 1 and CUDA 2 design of the 2nd phase of TSS
is observed to be extremely lower compared to the execution time of the sequential
version and parallel OpenMP version. Such performance is also conceivable due to
the availability of a huge number of cores in Biruni (448 cores as we tested) and by
using to the parallel reduction approach used for the fusion of the SS results.

Table 2 Overall execution time performance for TSS algorithm

TSS design implementation Execution time (s)

1st phase (initial SS) 2nd phase (SS with fusion- after 200NN)

Sequential 1.1060 191.432

Parallel OpenMP 0.3366 75.283

Parallel CUDA 1 0.33078 1.464

Parallel CUDA 2 0.3308 1.392
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The performance superiority of CUDA 2 seems to surpass CUDA 1 consistently
even when we look deeper into the gradual fusion procedures with a nine set of
NNs. Table 3 shows the execution time in milliseconds for each fusion procedure.
When the speedup (i.e. sequential runtime divided by parallel runtime) for each
design being calculated across all procedures, we perceive that the speedup for TSS
using OpenMP is in the range of 1.49X to 2.55X (faster) than the sequential TSS.
Whereas, CUDA1 TSS and CUDA2 TSS recorded speedup in the range of 1.32X to
1.99X and 1.38X to 209X, respectively. However, we notice that the increasing
trend of speedup on the OpenMP TSS as more NN’s lists are fused did not hold in
both CUDA designs. Instead, the speedup decreases as the number of NN’s list
fused increases. Most of contribution to the better performance of parallel CUDA is
coming from the optimization in both CUDA kernel functions of SS and fusion
procedures. The underlying lightweight tasks had affected directly the computation
while the threads were not overly used in order to reduce idle threads during
execution. The decrease in speedup for both CUDA1 and CUDA2 is due to the
execution of multiple branch (IF) statements for the purpose of fusion which added
more complexity to the procedure. This scenario is the most feared by GPU pro-
grammers and its best to be avoided [18].

4.2 Comparing the Two Different CUDA Designs

The difference of general performance between CUDA 1 and CUDA 2 is very
minimal (approximately 0.072 s). This is often considered insignificant difference in
parallel platforms performance comparison. However, we perform another com-
parison in terms of GPU memory usage for both designs to find a design that not
only has best speedup but also less GPU memory consumptions.

In the 1st phase, both designs used the same size of memory, but in the 2nd phase
the total memory used by parallel TSS implementation of CUDA 2 seems to double

Table 3 Timings for fusion procedures based on sequential and parallel implementation

Numbers of NN’s SS results being
fused

Execution time (ms)

Sequential OpenMP CUDA1 CUDA2

5 6346 4287.6 31.894 30.341

10 11,822 7363.8 66.792 63.385

15 17,260 10,888.8 98.846 93.320

20 22,602 14,083.4 131.548 124.234

30 32,656 19,314.8 199.846 189.193

40 42,732 24,291.4 267.704 253.419

50 52,592 29,010.4 339.664 322.185

100 99,314 45,289.8 703.630 671.054

200 192,064 75,285.4 1460 1392.35
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the size used by CUDA 1. This is being portrayed in Table 4 where it is observed
that CUDA 1 memory usage ranges from 444 to 450 MB; an increase of only 6 MB
when more NNs are fused. CUDA 2, on the other hand, occupied memory in the
range of 809 MB to 881 MB; an increase of 72 MB when more NNs are fused.
Hence, in terms of GPU memory utilization, CUDA 1 is the better design.

5 Conclusion

This paper proposed three parallel designs for TSS. Two of which are based on the
many-cores (GPU-CUDA) platforms whilst another is based on the multi-core
platforms. These parallel designs focused on parallelizing the SS procedures on the
1st and 2nd phase of TSS as well as the fusion procedure in the 2nd phase of TSS.
The performance of each design were benchmark against the sequential imple-
mentation where CUDA 2 design was found to be the best parallel implementation
of TSS with 209X speedup. This is due to the embarrassingly parallel nature of the
2nd phase of TSS and the use of parallel reduction approach. The parallel design
using OpenMP failed to perform due to the limited number of cores to cater due to
the low usages of cores and the dependency of data in reduction operation (depicted
shared memory issues). Adding to the presence of large computational needs (i.e. to
perform screening with more than 100 thousands compounds) and the dependency
of data in reduction operation (typical shared memory issues). In terms of memory
utilization, the proposed data storage in CUDA 2 design seems to be taking a lot of
memory space as compared to the array-based data storage used in CUDA 1.
Hence, CUDA 1 is the best design as the parallel version of TSS considering the
high speed and minimal space consumption. We are currently implementing the
CUDA 1 design on a larger database and the result shall be reported in another
publication. Overall, we noticed from the results obtained that the parallel version
of TSS implemented on the GPU performs better than its sequential version and
OpenMP version on the same data type. Thus, we may conclude that TSS can be

Table 4 Overall GPU memory used of parallel CUDA1 and CUDA2 according to 2nd phase

Numbers of NN’s SS results
being fused

GPU memory used for
CUDA 1 (MB)

GPU memory used for
CUDA 2 (MB)

5 444.20 805.39

10 444.98 807.35

15 445.76 809.30

20 446.54 811.26

30 447.32 815.17

40 448.11 819.08

50 448.89 822.99

100 449.67 842.55

200 450.45 881.67

Accelerating Turbo Similarity Searching on Multi-cores … 91



accelerated by implementing and executing it on GPU. However in order to harness
the GPU to its maximum, we have to use less flow control instructions as possible
in the device code so that any thread which may has major effect on the execution
of the program could be skipped.
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Correlated Topology Control Algorithm
for Survival Network in MANETS
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Abstract This paper proposed a new correlated topology control (CTC) algorithm
to achieve optimal survival networks topology under correlated node behavior.
CTC algorithm enable every node to selects its own neighbors with highly corre-
lated cooperative node dynamically. To select neighbors, measurement scheme of
correlated node cooperativity is proposed to determine misbehave node and critical
node. The scheme will check on correlated degree of neighboring nodes for any
misbehave node and at the same time will check if the removal of node cause
network to partition. In the case if nodes removal will partition the network, a new
reconstruction scheme LNL is proposed to reconnect the broken link. The simu-
lation results show that CTC algorithm can prolong node lifetime and maintain
generated survival network topology. Besides that, the algorithm successfully
prevented correlated event from misbehave node and network partitioning from
isolated node. Further, it is also shown that as energy consumption decreased,
network performance especially packet forwarding can be significantly improved
and network survivability is optimally achieved.
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1 Introduction

Topology control is one of the most important techniques used in MANETs and
sensor networks for reducing energy consumption and radio interference [1].
Usually, topology control can be determined by node behavior status. The main
idea of topology control is that, instead of transmitting with the maximal power,
nodes are collaboratively determined their neighboring node by forming the proper
neighborhood relation under certain criteria, with the purpose of maintaining
connectivity [2]. In this paper, topology control is proposed based on cooperative
node selection and discard node that is highly potential of performing misbehave
node referring to malicious, selfish and fail node. The nodes in the topology are
maintained with high correlated cooperative degree to increase survivability. As
nodes are mutually cooperative, a good node will affect other nodes’ behaviors
positively, while misbehavior node will jeopardize its neighbors. Misbehave node
will be discarded because they caused extra energy consumption to neighboring
node with their suspicious activity [3]. The paper is organized as follows: Sect. 2
discuss related work of topology algorithm, then, this paper proposed correlated
topology control algorithm by measuring correlated node cooperativity and topol-
ogy reconstruction in Sect. 3. Next, the performance of proposed algorithm is
evaluated in extensive simulation experiments in Sect. 4 and followed by a con-
clusion in Sect. 5.

2 Related Works

Many topology control algorithms have been design for ad hoc networks. Most
works are design to prolong network lifetime by minimizing per node energy con-
sumption to increase network survivability. Such example includes clustering [4],
adjusting nodes transmission power [5] and balancing energy consumption [6].
Clustering in MANETs divided nodes into different virtual groups based on some
rules for different behavior of nodes to be included or excluded from the cluster [7].
Xu et al. [8], Wattenhofer and Li [9] are among the first to have proposed the used of
clustering algorithm in topology control to reduce nodes’ energy consumption.
Work by Swaroop et al. [10], El-Hajj and Kountanis [11], Yu and Chong [12]
proposed an adaptive clustering, deal with overlapping cluster structure and pro-
posed non-overlapping cluster architecture without clusterheads to reduce network
bottlenecks. Recent work by Sahin et al. [13] take advantage of bio inspired tech-
nique to design genetic algorithm for VANETs. Another techniques used are based
on mobility [14] and movement control algorithm [15] to support mobile node.

Topology control in previous works deals with single node information to create
a selection rules in topology formation. However, little works on neighborhood
node information has been explored in topology control algorithm for the purpose
of network survivability. In this paper, topology control is done in collaborative
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manner in which it can help to increase network survivability. The node selection is
based on correlated degree between neighboring nodes to form a correlated set of
cooperative network topology. As a result, the correlated cooperative neighborhood
sets will generate a survival network topology against correlated node behavior in
MANETs.

3 Correlated Topology Control (CTC) Algorithm

3.1 Overview

Correlated Topology Control (CTC) is a distributed and localized protocol in which
every node can select cooperative adjacent nodes as its neighbors and excludes
misbehave node from the network. The basic idea of CTC is to enhance the network
survivability against correlated node behavior by connecting cooperative nodes
dynamically via message exchanges with mutual neighbors. More specifically,
every node selects its adjacent node with the highest cooperative correlated degree
into neighborhood set and discard misbehave node that has a high potential to
perform correlated event.

This research involves two phases of topology control process which are
topology neighborhood discovery/selection and neighborhood topology updates.
Phase 1 involves node initialization to obtain local information from neighboring
nodes. This information is required to measure correlated cooperativity scheme. In
Phase 2, topology update is needed to check on neighborhood list of any misbehave
node which is potential to create correlated event. If node removal will cause
network to partition, a new topology reconstruction must be performed to maintain
connectivity from node removal.

3.2 Phase 1: Neighborhood Discovery

Neighborhood discovery is the process through which a node selects a set of neighbor
node list from its one-hop neighborhood. This set of selected neighbor nodes is called
its correlated cooperative set. To perform a neighborhood selection, each node
broadcasts a “Hello” message which contains node id, residual energy information
and packet forwarding ratio [16]. This local information is needed to measure node
cooperativity to inquire new node to be added to its correlated cooperative set. Let
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δ(u) denote node u cooperativity, nfwdðuÞ and ndropðuÞ denote the number of packets
should be forwarded and drop, respectively. Then dðuÞ can define as:

dðuvÞ ¼ nfwdðuÞ
ndropðuÞ ð1Þ

Equation (1) has been defined in [17] to calculate probability of forwarding and also
in Watchdog [18] to detect node misbehavior. However, an extension not mention
in previous works is to let nodes measure correlated node cooperativity of node
u and node v as a correlated node behavior. Based on the measurement of both
nodes cooperativity, correlated node cooperativity can be calculated as:

xuvðtÞ ¼ du � dv ð2Þ

Equation (2) also refers to link connectivity of node u and node v. Let G be the
weighted undirected graph of the topology G = (V, W), where V is the set of
adjacent nodes, v1; v2; v3; . . .vNf g and W is the set of links. The adjacent matrix of
weighted graph G denote the N × N adjacency node matrix at time t:

WðtÞ ¼
x11ðtÞ x12ðtÞ . . . x1NðtÞ
x21ðtÞ x22ðtÞ . . . x2NðtÞ
..
. ..

. . .
. ..

.

xN1ðtÞ xN2ðtÞ . . . xNNðtÞ

2

6
6
6
4

3

7
7
7
5

ð3Þ

where

xuvðtÞ ¼ xðu; vÞ if node u and v ¼ d
b; otherwise

�

ð4Þ

d refers to the correlated node cooperativity of node u and node v which comply all
routing rules and forwarding all the data packets at its best, while b denotes either
node is in misbehave state. Nodes in misbehave state may drop its packets to save
energy or launch malicious attacks will be disconnected to prevent correlated event.

In CTC, each node calculates correlated node cooperativity to decide if it
accepts a request as its neighbors. When node u receives a neighbor Ngbr-Req from
adjacent node v, it compares xuv with its cooperative threshold value denote it by
x�

uv If xuv is within cooperative threshold value, node u will send Ngbr-Rep and
adds node v into neighbor set WcSet(u); otherwise node u discards this request.
Node u will continue inquiries until at least d neighbors. Algorithm 1 summarizes
the procedure of processing neighbors’ discovery procedure (Table 1).

By correlated cooperative neighborhood status selection, nodes with high cor-
related node cooperativity are organized together and form a survival network
topology without misbehaves nodes.
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3.2.1 Phase 2: Network Topology Update

To maintain survival network topology, an update of the neighborhood set is
needed if there is a change in node behavior status and link connectivity. Node in
MANETs is subject to change its behavior following state transition discusses in
[19]. Node behavior status will reflect the changes in correlated node cooperativity
value which is the value of link connectivity. The changes also may cause network
to performed correlated event and also cause network to partition especially with
misbehave nodes. To avoid that to happen, topology update is done periodically to
check on misbehave node in the network. Whenever node is performing its routing
update, it will check its neighborhood list of any misbehave node. Misbehave node
is identified if correlated node cooperativity fall below threshold level. For
topology update, the threshold value is set higher than node discovery threshold to
allow reconstruction of new topology. Apart from misbehave node detection, the
topology update also needed to identify node isolation which may cause network to
partition. The node topology update algorithm can be performed periodically. The
procedure for node topology update is repeated every time the node performs its
routing update.

When misbehave node is identified, the topology update algorithm will check
again if the removal of node will cause network to partition. Node is considered
isolated if no other alternative path exists to establish a connection. If an alternative
path exists, then the node is not critical because its removal will not disconnect the
network. Thus, a topology modification scheme is needed to reconstruct a new
connection so that network partition can be avoided. This work extend modification
scheme Least Number of Link (LNL) proposed by Kim et al. [20] where the scheme
randomly choose unconnected neighbor node to add additional connectivity when
the critical node is removed (Table 2).

Table 1 Algorithm for neighbors’ discovery procedure

Algorithm 1: Neighbors’ Discovery Procedure 

Input: d, node u, and  
Output:

1. Initiate  
Create a temp set  
Created a counter  

2. , Measure , 
3. While AND

    do
4.      send Ngbr-Req to v
5.

6. if (Received Ngbr-Req ) from 

7.         then if AND
then

8.              Send Ngbr-Rep to u
9.
10.
11. else 
12.               Discard Ngbr-Req
13.           end if 
14. end if 
15.   end while
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4 Results and Analysis

In this section, CTC algorithm is examined based on the network performance
improvement in energy consumption, load distribution and packets forwarding
ratio. The performance of survival network topology is evaluated using NS-2
(v2.35) simulation and MATLAB (7.10a). Simulations are performed for a
1000 m × 1000 m2 are consisting of 100 mobile nodes, distributed randomly over
the network within 200 m communication radius. Initial energy was set to 100 W
with mobility speed range between 2 and 4 m/s. The random ad hoc network
topology is created 50 times and the results are averaged. Each node becomes
misbehave according to 0.1, 0.3 and 0.5 value which means at about 10, 30 and
50 % of the nodes misbehave in the network.

4.1 Energy Consumption

The simulation experiments are designed to compute energy consumption using the
proposed algorithm and validated by comparing them with standard AODV.
Figure 1 shows average energy consumption of nodes in t time. At time t = 3000 s,
energy consumption of nodes is up to 40 % when CTC algorithm is used compared
to standard AODV where the energy level almost consumed 100 %.

The reduction in energy consumption is due to limited number of node degree
specified by CTC algorithm. By keeping node degree low, the energy consumption
will reduce since the routing activity has been disseminated to other nodes as well.
Besides, the removal of misbehave node especially malicious node has helped the
network reduced excessive energy consumption due to suspicious activity.

Table 2 Algorithm for network topology update procedure

Algorithm 2: Neighbors’ Topology Update 
Procedure 

Algorithm 3: Modification Scheme (LNL) 

Input:  node u, and  
Output:

1. , Measure , 
2. if Received Ngbr-Req from  

then
3.      if AND

then
4.         Compute   of  
5.              If   then remove
6.              Recalculate  
7.                else 
8.                   Go to Algorithm 3
9. end if 
10.      end if 
11.    Repeat Step 1 
12. end if

Input:  node u, and  
Output:
1. select  
2.     if  then
3.           Compute   of  
4. If    then 
5.
6. else
7. Repeat step to 1
8. end if
9.    end if
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Furthermore, reconstruction of node topology prevents node from correlated event
and network partitioning which gives a tremendous affect to network survivability.
The effect of reduction in energy consumption directly increases the number of
cooperative nodes. The numbers of cooperative nodes shown in Fig. 2 are much
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greater in CTC algorithm due to balance energy consumption among nodes which
effectively prolong network lifetime.

4.2 Packets Forwarding Ratio

The probability of forwarding plays a decisive role in performance improvement as
the node selection is dependent on it. Figure 3 illustrated packets forwarding ratio
against misbehave node. It can be seen that packet forwarding ratio using standard
AODV decrease drastically whenever misbehave rate is more than 0.2 or 20 %
which also means higher drop ratio.

On the contrary, packets forwarding ratio are much better in topologies gener-
ated by CTC algorithm where it is still higher as infection rate is reaching 20 %.
This observation indicates that when packets drop is less, node will behave
cooperatively and the impact of network performance is tremendously improved.
However, as infection rate is reaching to 60 %, both networks could not survive,
even LNL scheme could no longer improve the performance. This observation is
consistent with critical condition describe in [17] where at 60 % infection rate,
misbehave node becomes an epidemic.
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5 Conclusion

This paper has proposed a new CTC algorithm to achieve optimal survival networks
topology under correlated node behavior. CTC algorithm enables every node to
dynamically select its own neighbors with highly correlated cooperative node and
check on correlated degree of neighboring nodes for any misbehave node. In the case
where nodes removal will partition the network, a new reconstruction scheme LNL is
proposed to reconnect the link. The simulation results confirmed that CTC algorithm
could prolong node lifetime and maintain generated survival network topology.
Besides that, the algorithm has successfully prevented correlated events from mis-
behave node and network partitioning from isolated node. For future work, the depth
application of CTC algorithm needs to be investigated to other protocols and
domains such as secure routing protocol (SRP) and SAODV. It is also proven that
network topology without CTC algorithm consumes more energy than that with
CTC algorithm. Thus, in the future, pilot test can be improved by applying a pro-
posed design that tackles correlated node behavior problem effectively and increases
the chances of survivability as proven in the simulation studies.
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A New System Call Classification
for Android Mobile Malware Surveillance
Exploitation via SMS Message
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Abstract Nowadays, Android has become the most widely used platform for
smartphones. Due to the active used of smartphones, the floodgates of mobile
malware threats are open every single day. Mobile malware harms users by illegally
disable a mobile device, allowing malicious user to remotely control the device and
steal personal information stored on the device. One of the surveillance features that
attackers could abuse to gain those benefits is by exploiting the SMS message.
Therefore, this paper introduces a new system call classification for SMS
exploitation using a covering algorithm. The new system call classification can be
used as a guidance to defend against mobile malware attacks. 1260 malware
samples related to SMS exploitation from the Android Malware Genome Project
have been analysed. The experiment was conducted using the dynamic analysis and
open source tools in a controlled lab environment.
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1 Introduction

As the popularity of smartphone increased, it grew up together with lots of new
functions [1]. Nowadays, smartphone is use to surf social networking sites and for
online banking transaction. Users tend to keep their confidential information such
as contacts, password, bank account number, credit card number and other valuable
information in their smartphone. Unfortunately, as the usage of smartphone is
increasing, so does the exposure to mobile malware infection. Therefore, smart-
phone becomes the main target for the attackers to steal confidential information. In
2013, 804 new families or variants were accounted from Android platform 50 %
increase from previous year and the remaining 23 new threats were targeted against
Symbian [2]. From Fig. 1, it can be concluded that mobile threats in Android and
Symbian platforms are increasing. AndroidOS_Smszombie.A is an example where
Android malware exploits china mobile via SMS payment. It exploits smartphone
by camouflage itself as a wallpaper application [2].

Android currently is evolving as one of the most prominent open source platforms
for mobile devices like smartphones, notebooks and tablets. It is not just an operating
system but also a complete software stack that includes application framework,
libraries and some key applications. Android architecture is made up of different
components and layers, which consists of application, libraries, Android runtime and
linux kernel. The objectives of this research paper are to examine and evaluate how
mobile malware uses system call which is an interface showing request from kernel in
exploiting SMS messages and to produce a system call classification that consist of a
compilation of mobile surveillance exploitation using system call for SMS message.

This paper is organised as follows. Section 2 presents the related works with
mobile malware detection techniques. Section 3 explains the methodology used in
this research paper which consists of dynamic analysis, how the system call analysis
was conducted and the lab architecture. Section 4 presents the research findings
which consists the results of the proposed system call classification. Section 5
concludes and summarises the future work of this research paper.

Fig. 1 Mobile threats by platform, historical versus 2013
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2 Related Works

Malware is generally known as a malicious code and is able to do anything in other
programs such as writing messages, modifying file, stopping a running program and
other functions [3]. Mobile malware is known as malicious software that is
specifically built to attack mobile phone or smartphone systems in order to damage
or disrupt the device. To infiltrate and spread out the mobile malware, attackers
used certain techniques to infect users’ smartphones. Papers by [4–6] highlighted
some of the techniques which are commonly used by attackers to install the mobile
malware which are the repackaging technique, update attack technique and drive by
download technique. Repackaging is a technique where attackers disassemble
benign or popular applications, insert malicious code into these applications and
reassemble them back. Then these malicious applications will be uploaded in
Google Play (Android) or other third party applications market. Update attack
technique is quite similar with the repackaging technique, except that when the
update attack technique only includes an update component in its package, which is
relying on the Internet connection. Once the Internet connection is available, users
will manually or automatically fetch or download malicious payload at runtime and
avoid the anti-virus static scanning. In contrast with drive by download attack
technique, it persuades users to download these applications via spams or adver-
tising. User will download the malicious application once they visit the site.
Therefore, based on these mobile malwares infection techniques, a few techniques
have been developed to detect these threats.

Previously, several approaches for mobile malware detection techniques that are
related and similar to this research paper have been done by [7–9]. In these papers,
they had highlighted some of the common techniques used for mobile malware
detection as summarised in Table 1. According to Tchakounte and Dayang [6],
system call is a native code calls used to directly invoke native functionalities of the
Kernel. There are thousand of system call per application, but this research paper is
focusing on system call that generates bad activities in the background.

Blasing et al.’s technique in detection is good as the measurement is diverse and
is not dependent on parameters but only on proof of concept level [8] while
Burguera and Zurutuza implemented dynamic analysis and manage to detect and
differentiate genuine application compared to malicious application [7]. However,
the solution is prone to false-positive detection if the application make used of less
system call.

Surveillance can be defined as close observation by a suspected criminal or spy.
In this situation, victims are being watched in every action taken [10]. Android
smartphone is one of the devices where attackers could exploit its surveillance
features. There are five surveillance features of smartphone that attackers can be
exploited which are; audio, camera, call logs, location and SMS messages. Audio
and camera features can be exploited when malicious applications are launched in
Android smartphone. It may turn on the microphones and camera without users
realizing it [11]. Meanwhile, call logs feature is being exploited when the
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smartphone can make calls without users’ even trigger it. On the other hand, SMS
messages are being exploited when messages are sent without user’s consent. As
for location, it can be exploited when attackers could trace user location based on
Global Positioning System (GPS) location.

For this research paper, it has some similarities with [7], which used dynamic
analysis to analyse the behaviour of Android applications and overcome the chal-
lenges for work done by Blasing et al. [8] and Wu et al. [9]. Furthermore, this
research is focusing on the system call used in exploitation of SMS messages only.

3 Methodology

In order to produce a new system call classification for SMS exploitation, the
researchers has conducted few experiments and researches. A controlled laboratory
environment is created to conduct the experiment as illustrated in Fig. 2 and almost
80 % of the software used in this testing is an open source or available on a free
basis as summarised in Table 2. By using Strace tool, system call is generated from
Android samples and is examined to outline system call that may exploit SMS
message features. It allows learning application behaviour effectively through
system call on Android as it is based on Linux [12]. All of the system call generated
from the dataset is collected and tabulated. Malicious dataset is installed in the
Android emulator. The dataset is downloaded from Android Malware Genome
Project [1] which consists of different types of mobile malwares. The dataset

Table 1 Related works of malware detection on android

Related work Detection
analysis

Key
feature

Detection
technique

Challenges
for
improvement

Application/classification
created

Blasing et al.
[8]

Static and
dynamic
analyses

System
call

Monitors system
call that logs the
return value of
each system call
independently to
the parameters

Low
detection
accuracy

AASandbox

Burguera and
Zurutuza [7]

Dynamic
analysis

System
call

Obtain traces of
application’s
behaviour

Small dataset
for training

CrowDroid

Wu et al. [9] Static
analysis

Manifest
file and
API calls

Detects malware
through the
manifest file and
trace the API calls

Limited to
certain
android
malwares

DroidMat

This research
paper

Dynamic
analysis

System
call

Based on 5 main
system call used
for surveillance
and rule induction
using covering
algorithm

Focusing on
SMS
messages

New classification for
system call for SMS
exploitation prior
application formation
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consists of 1260 Android malware samples that come from 49 different malware
families.

The process of analysis is built on the following steps:

• Start the Android Virtual Device from the SDK.
• Install the binaries (adb install xxxxx.apk).
• Use of Android Debug Bridge (ADB) to emulate the device (adb shell).
• Identify and retrieve the parent process of the application installed (ps).
• Entry point to trace system call of the process (strace—p pid).

The result of occurrence for each system call is tabulated and labelled as 1 and 0.
1 indicate the presence of the system call in the application sample while 0 indicates
that the system call is absent in the application sample. The result obtained earlier is
calculated and the percentage of occurrence of each system call is recorded to

Fig. 2 Controlled laboratory architecture

Table 2 Software used in the lab

Software Function

Notepad++
Android SDK
Winzip
Strace
Eclipse Juno 4.2 Apktool
Smali/Baksmali

To conduct the dynamic analysis
To conduct the dynamic analysis
To unzip compressed file
To learn application behaviour effectively through systems call
To conduct the dynamic analysis
To decompile apk resource file into a folder
To disassemble the dex files
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compare their existence in each application sample. It is easier to summarize the
data because their patterns can be seen and analysed easily.

To collect the system call from the dataset, Covering Algorithm has been used as
the basis. Covering Algorithm operates by adding tests into the rules that is under
construction to create a rule with maximum accuracy [13]. It involves finding an
attribute to split on but the criterion for the best attribute is an attribute-value pair to
maximize the probability of the desired classification.

Referring to Fig. 3, the space containing all the instances, a partially constructed
rule, and the same rule after a new term has been added. The new term restricts the
coverage of the rule: The idea is to include as many instances of the desired class as
possible and exclude as many instances of other classes as possible [13]. For this
research, the specific to general rule is used and summarized as the following.

• The instances are being picked up and generalised by repeatedly dropping
condition.

• Let R be a new rule, if all instances covered by R then removed it and continue
until all instances are covered.

In this research paper, the covering algorithm is used to develop a new classification
of the system call for the SMS exploitation.

4 Findings

Based on the testing conducted, thousands of system call has been retrieved. It is
not feasible to enumerate all of the system call but the focus is on the system call
that generates bad activities in the background. There are 68 system calls that have
been captured from the execution as summarized in Fig. 4.

By examining the list of the system call generated, there are several system call
which could be used by the attackers to exploit the SMS messages. From this
exploitation, attackers can gain money as victim might send SMS message without
noticing it. The victim would be subscribed to the premium-rate SMS message
which could lead to loss of money. By reviewing each function of the system call
(Linux documentation), two system call are used to send message from a socket

Fig. 3 The instance space
during operation of a covering
algorithm
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which are sendto() and sendmsg(). However, sendto() system call has percentage of
occurrence 98.3 % which is almost 100 %. This means sendto() system call exists in
every malware samples examined.

Besides, this system call will be generated when user interacts with an application
at most of the time. Therefore, this system call is not intended to exploit SMS
message. However, sendmsg() system call has only 1.2 % of occurrence, which is
hardly to be found in the malware samples. This system call is the most likely system
call that attackers could use in exploiting SMS message. From the 1260 malware
samples executed, there are only 15 samples contained this system call.

For evaluation, further inspection on those samples are conducted to prove that
sendmsg() system call is used in exploiting SMS message. Based on Fig. 5, there

Fig. 4 Percentage occurrence of system call from android malware sample

Fig. 5 System call generated from iMatch application
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are several system call generated to exploit SMS messages from the iMatch
application. The system call generated are clock_gettime(), socket(), setsockopt(),
bind(), getsockname(), fcntl64(), gettimeofday(), connect(), sendmsg(), and
recvfrom(). It can be concluded that these system call are used to exploit the SMS
messages because these system call are executed at one time within system call
close(21) and close(22). As stated earlier, close() system call is use to close a file
descriptor. Therefore, system call executed within close() system call frame is one
complete process of an application. The process of exploiting SMS message starts
at first by creating an endpoint of communication at socket 21 followed by binding
a name to socket 21 and getting socket 21 name. After that, it initiates a connection
to socket 22 and send message from that socket and by right, the message is
received from socket 22. This is the flow on how the exploitation of SMS message
features in iMatch application occurred.

While from Battery Saver application, system call generated to exploit SMS
message are clock_gettime(), socket(), bind(), getsockname(), connect(), sendmsg(),
and recvfrom() only, as illustrated in Fig. 6. The process of exploiting SMS mes-
sage starts by creating an endpoint of communication at socket 29 followed by
binding a name to socket 29 and getting socket 29 name. After that, it initiates a
connection to socket 30 and send message from that socket and then the message is
received from socket 30. This is the flow on how the exploitation of SMS message
features in Battery Saver application occurred.

Based on the analysis obtained from the two applications earlier, two patterns of
system call list are identified as shown in Fig. 7. From the two patterns identified, a
main list of bad system call attackers used in exploiting SMS messages is devel-
oped. This main list is generated by eliminating the same system call found in all
classifications and in the normal system call where the percentages of occurrence is

Fig. 6 System call generated from battery saver application
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more than 50 % in the malicious sample. Therefore, the main list is the system call
that attackers would invoke in any kind of application in order to exploit SMS
message features.

The above classification is based on concept of the covering algorithm (specific
rule induction) as explained in Sect. 3. Therefore, in order to determine whether an
application is being exploited its SMS message, it should have either one of these
combinations of system call to prove them.

(1) socket(), bind(), getsockname(), connect(), sendmsg(). or
(2) [socket(), bind(), getsockname(), connect(), sendmsg()] + clock_gettime(),

setsockopt(), fcntl64(), gettimeofday(), and recvfrom(). or
(3) [socket(), bind(), getsockname(), connect(), sendmsg()] + clock_gettime() and

recvfrom().

5 Conclusion

As a conclusion, this research has managed to produce a new system call classi-
fication for SMS exploitation. The result can be used as a reference and comparison
by other researchers with the same interests. For future work, the dataset will be
transformed into nominal data for further analysis using different machine learning
algorithms. This paper is part of a larger project to build up an automated mobile
malware detection model. Ongoing research will include other mobile malware
system call classification and the development of software to automate the mobile
malware detection.
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A Systematic Review Analysis of Root
Exploitation for Mobile Botnet Detection

Hasan Al-Banna Hashim, Madihah Mohd Saudi and Nurlida Basir

Abstract Nowadays, mobile botnet has become as one of the most dangerous
threats for smartphone. It has the capabilities of committing many criminal activ-
ities, such as remote access, Denial of Service (DoS), phishing, spreading
malwares, stealing information and building mobile devices for illegitimate
exchange of information and it is crucial to have an efficient mobile botnet detection
mechanism. Therefore, this research paper presents a systematic review analysis of
root exploitation for mobile botnet detection and a proof of concept how the mobile
botnet attacks. This proof of concept includes analysis of mobile botnet sample
using reverse engineering technique and static analysis.

Keywords Mobile botnet � Root exploitation � Reverse engineering � Android

1 Introduction

The communication device has undergone rapid development in telecommunication
industry, from basic cellular phone to advance device called smartphone.
Smartphones are able to store some users’ confidential information from various
services like gaming, social networking, internet browsing and online banking.
Therefore, hackers have taken this opportunity to gain and exploit users’ infor-
mation whereby security issues are taken less seriously by the owner of the devices.
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There are many types of malware that attack and threaten smartphone users such
as viruses, Trojans, worms and botnet [1]. Botnet is known as the most dangerous
malware as they pose serious threats to smartphones and networks [2, 3]. The term
bot refers to an infected device, while botnet is a group of infected bots. Command
and Control (C&C) server is usually used for the communication between botnet
and bot-master. The main difference between botnet and other threats lies in the fact
that they are dynamically controlled by a sophisticated bot-master [4]. Figure 1
shows the mobile botnet architecture.

According to the F-Secure survey, the mobile malware threat families have risen
up to 26 % in year 2013. The survey also stated that for every five malwares threats,
there is one mobile botnet threat. Relatively, mobile botnet is a new research
domain which constitutes a number of problems [5].

Recently, a number of mobile botnets have evolved and capable of exploiting
root privilege of Android based device. DroidDream is a botnet that masquerade as
legitimate applications which exploit root privilege [6], while RootSmart botnet
evade the detection by using the same Android default setting application icon
before it exploit root privilege [7]. Similarly, GingerMaster is repackaged into

Fig. 1 Mobile botnet architecture
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popular legitimate applications which contains root exploit to attract user down-
loads [8].

In year 2014, billions of Android devices from previous to KitKat version are
vulnerable to privilege escalation attacks. The security vulnerability (CVE-2014-
7911) allows attacker to bypass the Address Space Layout Randomization (ASLR)
defence and execute arbitrary code of their choice on a target under certain cir-
cumstances [9]. Another disclosed vulnerability (CVE-2014-3153) which also
present in most versions of Android could give attackers the ability to acquire root
access on affected devices [10]. This vulnerability exists in Android 4.4 and earlier.
The objective of this research paper is to study mobile botnet mechanism in
exploiting root privilege and send the information to the C&C server.

This paper is organised as follows. Section 2 presents the related works with
Android security mechanism, root privilege exploitation, mobile botnet detection
and apoptosis. Section 3 explains the methodology used in this research paper
which consists of controlled laboratory architecture, tools and dataset used in
research. Section 4 presents the research finding which consists of proof of concept
of mobile botnet implication. Section 5 concludes and summarises the challenges
and future work of this research paper.

2 Previous Works

Android operating system is a Linux-based system where programs and systems are
executed within their own processes. Various functions provided by Android such
as user and group control, efficient memory management, and pre-emptive multi-
tasking. Furthermore, Android application privilege mechanism prevents Java
application from abusing the system and resources. Developers are forced to sign
their application programs to distribute them [11].

Android prevents users from using root privilege directly to protect the system
against reckless user activities. The protection mechanism implemented in Android
is based on standard Linux protection mechanism. This mechanism includes
assigning user-ID (UID) or group-ID (GID) to the application. Further protection is
implemented via permission framework that restricts specific operation of pro-
cesses. During application development, the permissions are specified in
AndroidManifest.xml file. Once the development is done, these permissions cannot
be changed. Users will be informed regarding these permissions during installation
process. If users agree then the application is installed and works [12].

However, recent attacks show that Android security framework is not sufficient
for transitive policy enforcement, allowing privilege escalation attacks [13]. One of
the techniques for acquiring privilege is through rooting. Rooting is defined as
unlocking the operating system that allows user to install any unofficial application,
modify the operating system, replace firmware and overclock the processor [14].
According to Vidas et al. [15] rooting is a method of exploiting the vulnerability of
Android platform to gain administrative privilege over the system. It includes
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attacks on Linux kernel, daemons and services. Normal user can obtain root
privilege once the device is rooted. The security mechanisms in Android become
useless after the root exploitation is done.

Previously, several studies on mobile botnet detection have been conducted by
other researchers [16–18]. In these papers, they had highlighted several common
techniques used for mobile botnet detection as summarised in Table 1.

In this research, apoptosis mechanism will be implemented for the detection
process. Apoptosis is a process of common self-destruction mechanism where the
cells have the ability to conduct self-destruction in biological systems [19]. Other
researchers have investigated the Apoptotic Computing model and Apoptosis
concept in computing system. Mohd Saudi et al. [20] have developed a system that
employed apoptosis which control and isolate a computer attacked by worm called
STAKCERT. The STAKCERT framework operates in two phases; phase one
utilises a set of algorithms to detect and identify a worm, whilst phase two utilises
apoptosis to separate the computer from the network to prevent the worms from
spreading. Thus, the system follows the apoptosis metaphor of self-destruct process.
In Jones master’s dissertation, the researcher has implemented apoptotic
self-destruct and stay-alive signalling specifically investigating memory require-
ments of inheritance vs an abstract oriented approach (AOP) [21]. Besides that, a
research by Lv et al. [19] has proposed a self-destruction model which inspired by
apoptosis. The model is described by Markov Regeneration Stochastic Petri Net
(MRSPN) to provide an approach of quantification analysis.

Several studies have been done previously by other researchers which implement
biological mechanism [22–24]. Table 2 summarised the comparison between
apoptosis and other algorithms (Table 3).

Table 1 Related works for mobile malware detection

Related work Detection analysis Key feature Detection technique Challenges for
improvement

Bläsing et al.
[16]

Static and
dynamic analysis

System calls Monitors system calls
that logs that return
value of each system
call independently to the
parameters

Low detection
accuracy

Wu et al.
[17]

Dynamic analysis Manifest file
and API Calls

Detects malware through
API calls and manifest
file

Cannot detect
malware that use
update attack
technique

Feizollah
et al. [18]

Dynamic analysis Network
anomaly

Obtain the network
traffic of mobile botnet.

Small dataset for
training

This research
paper

Static and
dynamic analysis

Manifest file,
API calls and
system calls

Based on the parameters
in key feature and rule
induction using apoptosis

Focusing on root
exploitation
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In this research paper, the mobile botnet sample was reverse engineered and
followed by static analysis, prior the formation of new mobile malware detection
model. Furthermore, this research is focusing on the root exploitation.

3 Methodology

Lab architecture with an isolated environment (no outgoing connection) was set up
for reverse engineering process. Figure 2 shows the controlled lab environment. In
this lab environment, open source applications were used as displayed in Table 3.
The training dataset in this research consists of different types of mobile malware
and was downloaded from Android Malware Genome Project [25, 26] while for the
testing and evaluation, this experiment used dataset from Drebin [27]. The static
analysis was conducted in this lab environment where, the files and its content
associated with the mobile botnet were inspected without running the application.
In this research paper, MisoSMS sample is used for the proof of concept as a
preliminary study. Static analysis was conducted on the sample to examine the files
and its content associated with botnet activities.

Table 2 Comparison between apoptosis with other algorithms

Related work Algorithm used Strength Weakness

Yusof and Jantan
[22]

Genetic
algorithm

The detection
accuracy increased
using AMS classifier

The class that authors chose for
classification is overlapped
which caused bottleneck in
memory usage

Zhou et al. [23] Artificial
immune system

High detection rate Implemented in custom
modified android only

Zhou et al. [24] Support vector
machine (SVM)

High detection rate
with low false
negative rate

High battery consumption

This research
paper

Apoptosis High detection
accuracy rate and
low battery
consumption

–

Table 3 Software used in the lab

Software Function

VMWare
ApkTool
Dex2Jar
JD-GUI
Leafpad
Android SDK

To build up virtual operating systems in a computer
To decompile the APK file
To convert DEX file to Jar file
To view the application code
To conduct the static analysis
To run Android simulation
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4 Preliminary Study

A case study using MisoSMS sample was carried out to study the way mobile
botnet exploit Android root privilege and SMS (Short Message Service) service.
Reverse engineering process and static analysis were applied to analyse the code
using the same architecture in methodology. Reverse engineering is a process where
technological principles of system or device are discovered by analysing its
structure, function and operation. The advantages of reverse engineering are the
ability to understand the function of program and learn the files that target the
program access. Thus, the reverse engineering is beneficial to analyse malware
characteristics and behaviours.

Based on the experiment conducted, the finding shows that this mobile botnet
has the ability to steal SMS messages and send it to the C&C server. The appli-
cation is disguised as a legitimate Google setting application but slightly different in
its name “google Vx”. A popup will appear that ask user for administrative per-
mission when the user click on the application as shown in Fig. 3. Once user click
“Activate” button, the application will get the root privilege without user consent.
The author of this malware uses social engineering technique to obtain the root
privilege.

Further analysis revealed that this mobile botnet request many sensitive per-
missions in AndroidManifest.xml as shown in Fig. 4. The main activity of this
malicious application is to record all SMSs’ in user device and send it to the C&C
server. Normally, the attacker would use SMS forwarding as a mechanism to send
the messages. However, MisoSMS uses different technique to send messages to the
attacker which using webmail account through SMTP connection. Figure 5 shows
the source code how this application send recorded SMS to the C&C.

Fig. 2 Mobile malware
controlled lab architecture
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Based on the experiment outcome, the mobile botnet activities were identified
using reverse engineering and static analysis. Therefore, more samples are needed
to be investigated to form a new mobile botnet classification before developing a
mobile botnet detection mechanism.

Fig. 3 Administrative permission request

Fig. 4 Sensitive permissions requested by application
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5 Conclusions and Future Work

The popularity and functionality of mobile devices not only attract user but also
attacker. Mobile devices such as smartphones can be infected by malware and turn
this devices into botnet which can be manipulated for cyber-criminal activities. The
current solutions for mobile botnet detection are still lacking in term of detection
accuracy and continual improvement is needed. Therefore, it is important to con-
duct more research on mobile botnet classification and detection mechanism. The
motivation to pursue research in this area is to provide high accuracy and efficient
mobile botnet detection model. This paper presented how root privilege being
exploited by mobile botnet and is part of larger project to confront mobile botnet
attacks. Ongoing research includes mobile botnet classification and the develop-
ment of software base detection for mobile botnet attacks.
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Fig. 5 Reverse engineered of MisoSMS code
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Automatic Test Case Generation
from UML State Chart Diagram:
A Survey

Yasir Dawood Salman and Nor Laily Hashim

Abstract The need for developing high-quality systems and applications with the
minimum faults and error in them has been increased recently. In addition, a
question of time and expenses that should be as low as possible always is con-
cerned. Thus, it needs to be updated with the testing techniques that are more
structured and automated which are used during the analysis and design phase. The
significant role of automated testing techniques is that it helps speeding up the
delivery of services of the products to the market with little chances of loss, and
increases the software value. If the purpose were to decrease the expenses and
getting closer to technology, then testing automation would be a crucial choice. The
aim of this survey is to improve the understanding of UML diagram based testing
techniques. Test case generation from state chart has been have focused on. Also,
classify the various research approaches to their methods. The issues of test cov-
erage associated with these methods have been discussed also.

1 Introduction

Testing is considered an essential part of the today’s software development and has
proven to be a useful tool to enhance the programming coding quality. Testing can
help to detect the software bugs which compilers are not usually able to detect [1].
However, whether a program is correct or not, its correctness can be guaranteed
through using the testing in order to enhance the quality of its code. The task of
testing in software is so complicated, that it includes the software evaluation to
show whether it meets the needs. Theoretically or practically, this is usually a
difficult task.
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Come as no surprise that for the past decade a great amount of research work has
been conducted over automatic test case generation [2–8]. Therefore, a great
amount of different techniques to generate the test case has been explored inten-
sively and propelled. In contrast, software systems have gotten to be progressively
complex, for instance, with components developed by diverse vendors, utilizing
distinctive techniques within diverse programming languages and actually running
on diverse platforms.

State chart diagrams in UML can be used to construct the dynamic aspects of a
system. This diagram consists of transitions, states, actions, and events [9] and by
emphasizing the flow of control from state to state as it shows a state machine. State
chart is comprehensive Finite State Machine (FSM) with concurrency, hierarchy,
and communication, and these extensions allow small diagrams to express complex
behavior in a modular method [10].

The purpose of generating test case using UML state chart diagram is to verify
the relations between the behavior, state transition, state, action, and event. This
technique is used to determine if one can fulfil the system specifications through the
state based motion of the system. In the state based system, there are three reasons
for the fault. The first is when the state diagram cannot accurately transfer the
system function specification. Secondly is when the state chart diagram configu-
ration is wrongly or unreliable. The final is when converting form a state chart
diagram to programmable code [11]. Several of surveys and reviews study have
been conducted on test case generation [12–18], where they cover in general the
generation of test cases a variety of inputs. This paper on the other hand focuses on
varies methods of test case generation from UML state chart diagram, where the
commonalties and trends in the methods used are explored. The following section
presents test case generation approaches using state chart diagram.

The paper is structured as follows. Section 2 a review related work of automatic
test case generation using UML state chart diagram. Section 3 presents the trends
and gaps identified from the survey. Finally, Sect. 4 outlines conclusion and future
research work.

2 Test Generation Approaches Using UML State
Chart Diagram

Researchers such as [19, 20] have paid considerable attentions to automatic test case
generation from UML diagrams. At the same time, there were more researchers who
work on generating test cases from UML state chart diagrams [21–23].

Kansomkeat and Rivepiboon [20] develop a transformation method from state
chart diagrams into intermediate diagrams that are used to generate test sequences.
The test cases are generated automatically from state chart diagrams created by the
Rational Rose tool. The testing coverage criterion is used to guide the generation of
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test cases and to produce the intermediate model Testing Flow Graph (TFG) from
the all-state coverage and all transition coverage. Based on their fault detection
abilities, their test cases measured the effectiveness of test case generation. From the
generated test cases, results of simple test experiments revealed high effectiveness
in the test case generation. However, usually more than one object often participates
in the execution of a use case. Therefore, it will be difficult to test using this
approach with the chance of such behavior occurred. In addition, it does not gen-
erate multi test data due to the lack of coverage choices.

Offutt et al. [24] developed a method to automatically generate the test cases
from state chart diagrams, by changing events for Boolean class attributes. The
developments of many useful coverage criteria that were centered on the state chart
diagrams were effective. Class-level testing is the aim of their approach. This
method attains transition-pair coverage, transition coverage, and full predicate
coverage.

Gnesi et al. [19] offered a formal test case generation by providing a mathe-
matical basis for conformance testing and automatic test case generation for state
chart diagrams that was established on an operational semantic. With transitions
labelled by input/output pairs, they proposed a formal conformance testing relation
for input enabled transition systems. In order to succeed in the specified require-
ments, testing software is identified as conformance testing. Considering the formal
specification, a conformance relation defines the accuracy criterion of the imple-
mentation. However, in order to practice this technology proper test selection
strategies are needed to use the test generation algorithm practically.

Briand et al. [25] focused on creating a methodology using state chart diagram to
define the system state required for each event or transition, where parts of the
paths, input values for the parameter for all actions and events associated with
transitions have to be defined. Their work generates a test case specification
involving a possible sequence of transitions. A requested sequence tree is con-
structed and then it will be used to develop the test restraints for the transition
sequences to test it, to get the interactions among state dependent objects in their
work.

Li and Lam [26] presented an approach to generate test sequences from state
chart diagrams using ant colony optimization. A UML state chart diagram is
transformed into intermediate model called a directed graph. By exploring the
directed graph by a group of ants cooperatively, the test sequences are generated.
From this generation they achieve the all-state coverage in the coverage criteria.

Santiago et al. [27] presented a method to automate test case generation from
UML state chart diagrams using a software specification model. This method
converts the UML state chart diagrams model into an XML-based language table,
and by using the Perform Charts tool, and generates intermediate model from state
based on control flow. Their indication is to determine that by using a higher-level
technique, such as UML state chart diagrams; there will be possibility to repre-
sented complex software with clarity and rich details. UML state chart diagrams can
enable to model a complex system more realistically and provide hierarchy and
parallelism for it. Although these conditions are not enough in order to guarantee
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that a test case generation approach is successful, but still they show an improve-
ment when they have been compared with the use of the Condado as an uncon-
nected tool with a FSM specification. In addition, the Condado implements the
switch cover method for the control part. A switch is a transition-to-transition pair,
and their method generates test cases to cover all pairs of transitions in the model in
the coverage criteria.

Murthy et al. [28] suggested a new foundation for generating test cases using the
UML state chart diagram as a base model of behavior. They also defined a test
ready state chart diagram, which indicates that the model is ready with data for a
test generator to generate test scripts automatically from it. To generate the paths,
they start from the start node with a state transition and reconnoitering each next
node subsequent of its state transitions, if any along a state transition is satisfied, it
provides guard condition. They solve the problem of generating test case from
UML state chart diagram by defining all the sentential forms derivable from an
equivalent extended context free grammar model. Additionally, coverage criteria
that were achieved are path coverage and basic path coverage.

Ali et al. [21] have projected a method for state-based integration testing. Their
work forms an intermediate test model named State Collaboration Test Model
(SCOTEM) from the corresponding state chart diagrams and UML collaboration
diagrams. SCOTEM copies all possible paths for object state changes that message
sequences may cause. Then SCOTEM produces test paths centered on several
coverage criteria. For them revealing the state-dependent interaction errors is the
goal behind the generated test cases. Their work reflects the analysis of all possible
states of cooperating levels in an interface.

Santiago et al. [29] presented an environment name automated Generated Test
case based on State Charts (GTSC) which allows a test designer to generate test
cases based on state charts test criteria and FSM methods. This interesting char-
acteristic allows test sequence generation from both state chart and FSM techniques
based on the same FSM. However, other comparisons needs to be made namely
all-paths-k-C0-onfiguration of the state chart Coverage Criteria Family (SCCF) as
well as the round-trip route testing offered by Binder [30] and all-paths-k-
configurations. Similarly, there can be more comparisons between the latest
FSM-based methods, such as state counting, and some SCCF criteria. Such an
analysis will be enabled with the help of mutation testing by GTSC in applying
these test criteria methods.

Kosindrdecha and Daengdej [22] proposed a new method to generate and pre-
pare both test data and test case based on state chart diagram, called “TGfMMD”
method. This method has been developed to verify the state chart diagram before
generation of both test cases, and test data from extended state chart diagram.
However, this method has not yet been tested with a complex state chart diagram.

Swain et al. [31] proposed a novel technique to generate test cases automatically
from UML state chart diagram and activity diagram. They construct it based on the
model an intermediate representation, that they named it state-activity diagram
(SAD). They generate the test case from the use of SAD generation, Depth First
Search (DFS) and mutation analysis. In addition, in order to detect harmonization of
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state chart diagram as well as activity diagram faults within a use case of the system
exercise, an activity synchronization in the context of multiple state combinations
has been used. They also achieves transition coverage and state/activity path cov-
erage. For the testing, they have implemented a prototype tool based on their
approach. However, in their work the tester should select the test data for each test
case manually.

Shirole et al. [32] have also worked on the automatic generation of test case
using UML state chart diagram. They used the Genetic Algorithm (GA) as medium
for their tool by combining information from state chart diagram in it. They propose
a search-based approach to handle infeasible paths and test data generation. They
use the following steps to generate the test cases. First is to transform the UML
Specifications into Extended Finite State Machine (EFSM), secondly to transform
the EFSM into Extended Control Flow Graph, third is to generate test sequences
using GA and DFS, and finally, select the test cases using data-flow techniques. In
the coverage criteria, they focused on state cover, transition cover, all-definition
cover, and all du-path. However, the state chart diagrams that they considered are
very simple, what will lead to less coverage when dealing with scenarios that are
more complex. Also because of using DFS and fitness function, all path coverage is
not fully obtained.

Li et al. [33] presented a test case generation approach, which takes UML state
chart diagrams as inputs. They first construct the state chart diagram conforming to
system requirement. Then, analyze the .mdl file of state chart diagram, extract the
main information of the state chart diagram and convert it to a directed graph.
Finally, they designed an algorithm to construct the Euler circuit based on a directed
graph and generate test cases automatically by Euler circuit algorithm. Their
specified test coverage criteria are the state coverage and the transition coverage of
state chart diagram, also to minimize the number of test cases.

In an earlier study Swain et al. [23] proposed an approach to generate test cases
from UML state chart diagram. They have named their approach, Automatically
Generating Test cases from State Chart Diagram (AGeTeSC). First, they have
constructed the state chart diagram for a given object. Then the state chart diagram
is traversed, conditional predicates are selected and these conditional predicates are
transformed into source code. Then, the test cases are generated and stored by using
function minimization technique. From the state chart diagram, they perform a DFS
to select the associated predicates. After selecting the predicates, they guess an
initial dataset. They have generated test predicate conditions from a state chart
diagram, which are used to generate test cases. Their technique accomplishes little
coverage in test case like transition pair coverage, state coverage, action coverage,
and transition coverage. It also achieves fully predicate coverage by generating a
test data for each conditional clause. Besides that, it can handle transitions with
guards and achieves transition path coverage. Here the quantity of test cases is
minimized and they reach transition path coverage in testing the limitations decided
by simple predicates, but the test case needs to be optimized.

Additionally Swain et al. [34] proposed an approach for test cases generation
named, Test Generation and Minimization for O-O software with State Charts

Automatic Test Case Generation from … 127



(TeGeMiOOSc). It starts by analyzing the system, which is going to be tested and
accepted by user, then build the state chart diagram. After that, they convert the
given UML state chart diagram into an intermediate model, that they named it a
state transition graph. DFS is used to form test sequences and generating all the
possible paths. Then obtain all the valid sequences of the application until final edge
is reached. Finally, they minimize a set of test cases by calculating node coverage
for each test sequence. In the same year a work of Swain et al. [35] has performed a
similar experiment to generate test case from UML state chart diagram and they
have named it, Generation and Minimization of test cases from State Charts
(GeMiTefSc). Their approach at first build a state chart diagram model for SUT,
next, they conjugated state transition graph from state chart diagram. Then, by
using the graph, all the required information is extracted. Then, by applying Wang’s
algorithm [36] they generated the test cases. Finally, they minimized the set of test
cases by calculating node coverage for each test case and this help them to deter-
mine which test case are covered by other test cases. However in their works, after
creating the intermediate graph they rely on the DFS to generate the paths, what
will lead to less in coverage when the state chart diagram have loops and feedbacks
in it. Also by using minimization, they minimize a set of test cases what will cause
to overlap or ignoring some of the important data therefore will have less coverage.

Chimisliu and Wotawa [37] in their earlier work have proposed a method for
generating test cases automatically aiming at achieving transition coverage and state
coverage of the model. Their proposed approach presents an automatically trans-
formation of the system composed of communicating state charts diagram into a
Language of Temporal Ordering Specification (LOTOS). They also showed how to
generate test cases in semi-automatically way by making use of an input from the
user as explanations on the UML diagram. In their work, generated test cases
coverage criteria did not contain any reject transitions. Thus, the generation process
was not as efficient as in the case when the user provides explanations that can be
used as refuse transitions in the test purpose.

In their more recent work, Chimisliu and Wotawa [38] and Chimisliu and
Wotawa [39] proposed an improved tool for test case generating from UML state
chart diagram by using control, data and communication dependencies. They
generated the test cases by using the Test Generation with Verification
(TGV) technology [40], a test case generator from the analysis and the construction
of distributed processes toolbox. For the coverage criteria, their generation tech-
nique aimed at achieving transition coverage only. Therefore, the lack of coverage
will indicate to the need to enhance this method or obtaining a novel one.

3 Findings from the Survey

The following section presents the trends, gaps and commonalities found from the
21 studies that conducted test cases generation from UML start Chart diagram.
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Table 1 reviews the past decade researchers and their studies. The input model
column shows that the current researchers use state chart diagram or combinations
of other diagrams and also the method they used to generate the test cases.
Furthermore, the intermediate models that are generated as intermediary between

Table 1 Test case generated methods using UML state chart diagram

Author(s) Input model Method Intermediate
model

Coverage criteria

Kansomkeat
and
Rivepiboon
[20]

State chart Parsing TFG,
mutation analysis

Testing flow
graph (TFG)

State and transition

Offutt
et al. [24]

State chart Spec test Specification
graph

Transition coverage
Full predicate
coverage
Transition-pair
coverage
Complete sequence

Gnesi
et al. [19]

State chart Input/output label
transition systems
(IOLTSs), random
test selection

– –

Briand
et al. [25]

State chart Normalization and
analysis of
operation contracts
and transition
guards

Invocation
sequence tree
(IST)

All transitions, all
transition pairs, full
predicate, and all
round-trip paths

Li and
Lam [26]

State chart Ant colony
optimization

Directed graph All states

Santiago
et al. [27]

State chart Perform charts and
Condado

FSM All pairs of
transitions

Murthy
et al. [28]

State chart Extended UML
state chart model

Context free
grammar
model

Path coverage,
Basic path coverage

Ali et al. [21] Collaboration
diagrams and
state chart

State collaboration
test model
(SCOTEM)

Testing flow
graph (TFG)

Single-path
coverage
All-transition
coverage,
N-path coverage
All-path coverage

(continued)
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Table 1 (continued)

Author(s) Input model Method Intermediate
model

Coverage criteria

Santiago et al.
[29]

Finite state
Machines and
state
Charts

Switch cover,
distinguishing
Sequence and
unique
Input/output
methods

FSM All transitions

Kosindrdecha
and Daengdej
[22]

State chart TGfMMD method Sketch
diagram-based
technique

All nodes

Swain
et al. [31]

State chart
and activity
chart

SAD generation,
DFS, mutation
analysis

State activity
diagram (SAD)

Transition coverage
and activity path
coverage

Shirole
et al. [32]

State chart Genetic algorithm Extended
control flow
graph

State cover,
Transition cover,
All-definition
cover, and
All du-path

Li et al. [33] State chart Euler circuit
algorithm

Directed graph State coverage
criteria,
Transition coverage
criteria

Swain
et al. [23]

State chart Depth first search
(DFS),
Model J unit

State chart
graph

State coverage,
Transition
coverage,
Transition pair
coverage

Swain
et al. [34]

State chart Test generation and
Minimization for
O-O software with
state charts
(TeGeMiOOSc)

State graph State coverage,
Action coverage,
Transition
coverage,
Transition path
coverage,
Condition coverage

Swain
et al. [35]

State chart Generation and
minimization of test
cases from State
Charts
(GeMiTefSc)

State graph State coverage,
Action coverage,
Transition
coverage,
Ppath coverage,
Condition coverage

Chimisliu and
Wotawa [37]

State chart Test purpose Transition
coverage,
State coverage

(continued)
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the input model and the generated paths, and coverage criteria are also clarified in
this table.

These studies illustrate the importance of integrating of UML state chart diagram
with other intermediate model to generate the test cases. The conclusion from these
studies describe that most of them need to translate UML state chart diagram into
another description, such as a graph or a table (intermediate model), which will be
used to derive the test cases. Furthermore, many studies worked on DFS algorithm
[23] to generate the test paths. However, this algorithm will lead to loss of paths,
especially for the loops [31]. Therefore, there is a need to redefine the path coverage
criterion through loop path coverage and generate an enhanced DFS algorithm or
other algorithm to generate the paths [8].

In generating test case using UML state chart diagrams very few studies reveal
their proposed algorithms or their testing implementation conducted during the
testing. Among the studies are [20, 22, 27, 29, 41]. This scenario will lead to
difficulties in updating their work or do enhancement on them. Furthermore, it is
hard to implement it in a larger scale or produce it to generate test case in a fully
automated way.

In rationalizing the generation of test case, the quality or the adequacy of test
cases is often described with coverage criteria. From these studies, the most
common coverage criteria are path coverage, transition coverage, and state cover-
age, what will be necessary to cover in future studies.

There are many approaches, like GA, model checking, or graph search algo-
rithms, that are used to cover such coverage criteria for graph based models.
However, there are few problems with the existing UML state chart diagrams test
generation approaches. One of them is selecting the right input graph that has
enough complexity to generate the accurate coverage percentage. Studies from [23,
34, 35] used very simple state chart diagrams. In addition, there are approaches by
[37–39] that selected very few coverage criteria, where they just cover the trans-
action coverage or unnecessary one.

Many of the test case tools were not integrated. The one that have been used for
test case generation, they demand several effort from the software testers since all
the testing steps require manual interference in order to make appropriate adjust-
ments on the output of a tool to be used as input to another tool [29].

Table 1 (continued)

Author(s) Input model Method Intermediate
model

Coverage criteria

Chimisliu and
Wotawa [38]

State chart Test generation with
Verification
technology (TGV)

Test purpose Transition coverage

Chimisliu and
Wotawa [39]

State chart Test purpose Transition coverage
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4 Conclusion and Future Work

UML recently become a focused model in the field of software testing. New
techniques and methods for the generation of test case from these UML diagrams
needs to be identified. To identify them in this paper, a literature survey on gen-
erating test cases from UML state chart diagram has been conducted.

From this survey, it shows that existing methods on state chart test case gen-
eration methods mostly concentrate on the DFS algorithm, in which some do not
work for maximum test coverage, while some methods prepare and generate a
significant number of tests with less test coverage. In the future, we have planned to
develop a test case generation method that minimizes the size of tests, time and
cost, while preserving maximum test coverage using Modified Condition/Decision
Coverage criterion. In addition, this method will prove that this technique is more
capable of detecting more number of faults than compared to current existing
techniques.

References

1. Patwa, S., Malviya, A.K.: Impact of coding phase on object oriented software testing.
Covenant J. Inform. Commun. Technol. (CJICT) 2, 57–67 (2014)

2. Cartaxo, E.G., Neto, F.G.O., Machado, P.D: Test Case Generation by Means of UML
Sequence Diagrams and Labeled Transition Systems. In SMC, pp. 1292–1297 (2007)

3. Mingsong, C., Qiu, X., Xu, W., Wang, L., Zhao, J., Li, X.: UML activity diagram-based
automatic test case generation for Java programs. Comput. J. 52, 545–556 (2009)

4. Javed, A.Z., Strooper, P.A., Watson, G.: Automated generation of test cases using
model-driven architecture. In: Automation of Software Test, AST’07. Second International
Workshop on, pp. 3–3 (2007)

5. Kim, H., Kang, S., Baik, J., Ko, I.: Test Cases Generation from UML Activity Diagrams. In:
Eighth ACIS International Conference on Software Engineering, Artificial Intelligence,
Networking, and Parallel/Distributed Computing, SNPD, pp. 556–561 (2007)

6. Kundu, D., Samanta, D.: A novel approach to generate test cases from UML activity diagrams.
J. Object Technol. 8, 65–83 (2009)

7. Lilly, R., Uma, U.G.: Reliable Mining of Automatically Generated Test Cases from Software
Requirements Specification. IJCSI, pp. 87–91 (2010)

8. Mingsong, C., Xiaokang, Q., Xuandong, L.: Automatic test case generation for UML activity
diagrams. In: Proceedings of the 2006 International Workshop on Automation of Software
Test, pp. 2–8 (2006)

9. Rumbaugh, J., Jacobson, I., Booch, G.: Unified Modeling Language Reference Manual.
Pearson Higher Education, New York (2004)

10. Utting, M., Legeard, B.: Practical Model-Based Testing: A Tools Approach. Morgan
Kaufmann, US (2010)

11. Kim, W.Y., Son, H.S., Kim, R.Y.C.: A study on test case generation based on state diagram in
modeling and simulation environment. In: Advanced Communication and Networking.
Springer, Berlin, pp. 298–305 (2011)

12. Karambir, Kuldeep, K.: Survey of software test case generation techniques. Int. J. Adv. Res.
Comput. Sci. Softw. Eng., pp. 937–942 (2013)

132 Y.D. Salman and N.L. Hashim



13. Anand, S., Burke, E.K., Chen, T.Y., Clark, J., Cohen, M.B., Grieskamp, W., et al.: An
orchestrated survey of methodologies for automated software test case generation. J. Syst.
Softw. 86, 1978–2001 (2013)

14. Shirole, M., Kumar, R.: UML behavioral model based test case generation: A survey.
ACM SIGSOFT Softw. Eng. Notes 38, 1–13 (2013)

15. Rafi, D.M, Moses, K.R.K., Petersen, K., Mäntylä, M.V.: Benefits and limitations of automated
software testing: Systematic literature review and practitioner survey. In: Proceedings of the
7th International Workshop on Automation of Software Test, pp. 36–42 (2012)

16. Prasanna, M., Sivanandam, S., Venkatesan, R., Sundarrajan, R.: A survey on automatic test
case generation. Acad. Open Internet J. 7:1–6(2005)

17. Pahwa, N., Solanki, K.: UML based test case generation methods: A review. Int. J. Comput.
Appl. 95, 1–6 (2014)

18. Shamsoddin-Motlagh, E.: A review of automatic test cases generation. Int. J. Comput. Appl.
57 (2012)

19. Gnesi, S., Latella, D., Massink, M.: Formal test case generation for UML statecharts. In:
Proceedings of Ninth IEEE International Conference on Engineering Complex Computer
Systems, pp. 75–84 (2004)

20. Kansomkeat, S., Rivepiboon, W.: Automated generating test case using UML statechart
diagrams. In: Proceedings of the 2003 Annual Research Conference of the South African
Institute of Computer Scientists and Information Technologists on Enablement Through
Technology, pp. 296–300 (2003)

21. Ali, S., Briand, L.C., Rehman, M.J.-U., Asghar, H., Iqbal, M.Z.Z., Nadeem, A.: A state-based
approach to integration testing based on UML models. Inf. Softw. Technol. 49, 1087–1106
(2007)

22. Kosindrdecha, N., Daengdej, J.: A test generation method based on state diagram. JATIT
pp. 28–44 (2010)

23. Swain, R.K., Panthi, V., Behera, P., Mohapatra, D.: Automatic test case generation from UML
state chart diagram. Int. J. Comput. Appl. pp. 26–36 (2012)

24. Offutt, J., Liu, S., Abdurazik, A., Ammann, P.: Generating test data from state-based
specifications. Softw. Test. Verification Reliab. 13, 25–53 (2003)

25. Briand, L.C., Labiche, Y., Cui, J.: Automated support for deriving test requirements from
UML statecharts. Softw. Syst. Model. 4, 399–423 (2005)

26. Li, H., Lam, C.P.: An ant colony optimization approach to test sequence generation for
state-based software testing. In: Fifth International Conference on Quality Software, (QSIC
2005), pp. 255–262 (2005)

27. Santiago, V., do Amaral, A.S.M, Vijaykumar, N., Mattiello-Francisco, M.F., Martins, E.,
Lopes, O.C.: A practical approach for automated test case generation using statecharts. In:
30th Annual International Computer Software and Applications Conference, 2006
(COMPSAC’06), pp. 183–188 (2006)

28. Murthy, P., Anitha, P., Mahesh, M., Subramanyan, R.: Test ready UML statechart models. In:
Proceedings of the 2006 International Workshop on Scenarios and State Machines: Models,
Algorithms, and Tools, pp. 75–81 (2006)

29. Santiago, V., Vijaykumar, N.L., Guimarães, D., Amaral, A.S., Ferreira, É.: An environment
for automated test case generation from statechart-based and finite state machine-based
behavioral models. In IEEE International Conference on Software Testing Verification and
Validation Workshop, 2008 (ICSTW’08), pp. 63–72 (2008)

30. Binder, R.V.: Testing Object-Oriented Systems: Models, Patterns, and Tools. Addison-Wesley
Professional, Boston (2000)

31. Swain, S.K., Mohapatra, D.P., Mall, R.: Test case generation based on state and activity
models. J. Object Technol. 9, 1–27 (2010)

32. Shirole, M., Suthar, A., Kumar, R.: Generation of improved test cases from UML state
diagram using genetic algorithm. In: Proceedings of the 4th India Software Engineering
Conference, pp. 125–134 (2011)

Automatic Test Case Generation from … 133



33. Li, L., He, T., Wu, J.: Automatic test generation from UML statechart diagram based on euler
circuit. Int. J. Digit. Content Technol. Appl. 6 (2012)

34. Swain, R.K., Behera, P.K., Mohapatra, D.P.: Minimal Test Case Generation for
Object-Oriented Software with State Charts. arXiv preprint arXiv:1208.2265 (2012)

35. Swain, R.K., Behera, P.K., Mohapatra, D.P.: Generation and Optimization of Test cases for
Object-Oriented Software Using State Chart Diagram. arXiv preprint arXiv:1206.0373 (2012)

36. Linzhang, W., Jiesong, Y., Xiaofeng, Y., Jun, H., Xuandong, L., Guoliang, Z.: Generating test
cases from UML activity diagram based on gray-box method. 11th Asia-Pacific Presented at
the Software Engineering Conference (2004)

37. Chimisliu, V., Wotawa, F.: Model based test case generation for distributed embedded
systems. In: IEEE International Conference on Industrial Technology (ICIT), pp. 656–661
(2012)

38. Chimisliu, V., Wotawa, F.: Improving test case generation from UML statecharts by using
control, data and communication dependencies. In: 13th International Conference on Quality
Software (QSIC), pp. 125–134 (2013)

39. Chimisliu, V., Wotawa, F.: Using dependency relations to improve test case generation from
UML statecharts. In: IEEE 37th Annual Computer Software and Applications Conference
Workshops (COMPSACW), pp. 71–76 (2013)

40. Claude, J., Thierry, J.: TGV: Theory, principles and algorithms: A tool for the automatic
synthesis of conformance test cases for non-deterministic reactive systems. Softw. Tools
Technol. Transf. 7, 297–315 (2002)

41. Hartmann, J., Imoberdorf, C., Meisinger, M.: UML-based integration testing. In:
ACM SIGSOFT Software Engineering Notes, pp. 60–70 (2000)

134 Y.D. Salman and N.L. Hashim



Performance Analysis of Multilevel
Inverter Topologies for a Standalone
Photovoltaic System

M. Lakshmi and S. Hemamalini

Abstract The selection of inverter topology is the major constraint for the
grid-connected system to meet the power quality issues. In this paper, performance
analysis of multilevel inverter topologies for a standalone Photovoltaic (PV) system
is presented. Comparison of the Voltage Source Inverter (VSI), Cascaded H-bridge
multilevel inverter (CHB-MLI) and Multilevel DC link inverter (MLDCLI) is done
based on harmonic contents, switch count and the filter selection. The variation in
real power, reactive power and power factor of the system is also analyzed for
changes in temperature, irradiation and load conditions. In this work, the load is an
induction motor whose performance is analyzed for different inverter topologies.
The system is simulated using MATLAB/Simulink.

Keywords Photovoltaic (PV) array � DC-DC boost converter � MLI � Filter and
induction motor

1 Introduction

In recent years, most of the industrial and residential loads are connected to the
power line through cost effective power converters, which enhance the overall
system efficiency, performance and reliability [1]. Traditionally, two level and three
level inverters are used to convert the DC voltage to AC voltage for ease of
conversion with less number of switches. The disadvantage is the high switching
frequency for the switches in the inverters to reduce total harmonic distortion
(THD) which results in high switching losses and higher electromagnetic inter-
ference (EMI).
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Multilevel inverters such as CHB-MLI and MLDCLI are used in standalone PV
application due to the advantages of low EMI, low switching frequency and low
THD. The output filter size also reduces due to lower THD. Thereby, MLI is
cheaper, lighter and more compact [2, 3]. For high power and high voltage
applications, MLI topologies are usually used. Renewable energy sources such as
solar, wind and fuel cells are used as an input DC voltage source for MLI
topologies. These energy sources are environment friendly and inexhaustible in
nature [4–6]. PV is one of the most important DC voltage sources that have no
pollution, no fuel cost, no noise and less maintenance compared with other alter-
native sources [7]. These DC voltage sources can be controlled individually, which
improves reliability even in case of failure of any one of the DC sources [8–11].
Furthermore, an increase in the number of levels ‘L’ in MLI topology reduces the
voltage stress on the switching device. Thereby, low rated DC link capacitors are
chosen which reduces the cost of capacitors [12–15].

In this paper, performance analysis of three level VSI, seven level CHB-MLI and
seven level MLDCLI for standalone PV system is done. In the PV array, the
variation in irradiation generates variable output voltage, which is regulated by the
Maximum power point tracking (MPPT) controller. A three-phase standalone PV
system with various inverter topologies is simulated using MATLAB/Simulink.
The output results are obtained under different irradiation conditions of PV array
and for variable load conditions. For the above-mentioned inverter topologies, the
THD content and the selection of filters are analyzed. The power and power factor
variation of the induction motor drive system is also studied and a suitable inverter
topology for the induction motor drive system is suggested.

2 System Description

Figure 1 shows the overall configuration of a standalone PV system with different
inverter topologies. The rating of the solar array is so chosen as to provide the
required power to drive the motor under different irradiation and temperature
conditions. The DC-DC boost converter is designed to regulate the voltage from the
PV array using MPPT control. In addition, independent voltage control is possible

Fig. 1 Block diagram of overall system configuration
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in MLI owing to separate DC links. Thus, power generated from PV systems can be
maximized through individual MPPT control in each level [16]. A study of mul-
tilevel inverter topology is carried out with a second order filter in order to reduce
the THD below 5 % as per IEEE 519 standard. The performance of the induction
motor under variable loading conditions is also analyzed.

2.1 PV Array

PV array is a combination of multiple PV modules connected in series and parallel.
The equivalent circuit of a PV cell is represented as a DC current source (IL) with
anti-parallel diode, shunt resistance (Rp) and series resistance (RS) as shown in
Fig. 2. The photo current depends on the ambient temperature (T) and solar irra-
diation (S) [17].

The output current of a PV cell is as given in Eq. (1).

I ¼ npIph � npIrs e
q

KTA�V
nsð Þ � 1

h i
ð1Þ

where ns and np are the number of series and parallel cells, Iph is the photo current,
Irs is the reverse saturation current Eq. (3), V is the cell voltage, K is the Boltzmann
constant, q is the charge of an electron and A is the diode ideality factor.

Iph ¼ Iscr þ k T� Trð Þ½ � * S
1000

ð2Þ

where Iscr is the short circuit current at the reference temperature and irradiation, λ is
the temperature coefficient and Tr is the reference temperature.

Irs ¼ Irr *
T
Tr

� �3

* e
qEG
KA � 1

Tr
�1

T½ �ð Þ � 1
h i

ð3Þ

where Irr is the reverse saturation current at reference temperature and EG is the
energy band-gap given in Eq. (4).

Fig. 2 Equivalent circuit for PV cell
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EG ¼ EGð0Þ � aT2

Tþ b
ð4Þ

where EGð0Þ is the initial energy band-gap, α and β are the current and voltage
temperature coefficients.

The PV array V-I characteristics is dependent on temperature and irradiation
[18]. The MPPT is used to extract maximum power from the PV array to the load.
The MPPT controller operates the solar PV array near MPP to improve the system
efficiency [19]. The parameters and description of solar PV panel are shown in
Table 1.

2.2 DC-DC Boost Converter

The output voltage of the PV array is generally low. Thereby, a DC-DC boost
converter shown in Fig. 3 is required to step up the voltage for practical utilization.
The converter acts as an interface between the PV array and the inverter. The input
to the boost converter from a PV array is an unregulated DC voltage due to
variation in irradiation and temperature. By adjusting the duty cycle (D), the output
voltage of the converter is regulated.

The voltage gain offered by the converter is given in Eq. (5).

Vout

Vin
¼ 1

1� D
ð5Þ

Table 1 Parameters of PV
module SPSM250 at STC

Peak power (Pmax) 250 Wp

Open circuit voltage (Voc) 43.21 V

Short circuit current (Isc) 7.63 A

Voltage at max. power (Vmp) 35.5 V

Current at max. power (Imp) 7.04 A

No. of cells (ns) 72

Fig. 3 DC-DC boost
converter
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where Vin is the input DC voltage, Vout is the output DC voltage and D is the duty
cycle.

The value of critical inductance and capacitance [20, 21] are calculated using
Eqs. (6) and (7).

L ¼ D 1� Dð Þ2R
2f

ð6Þ

C ¼ DVout

f VrR
ð7Þ

where f is the switching frequency, Vr is voltage ripple factor and R is the load
resistor. The number of levels in an inverter decides the regulated DC voltage
source requirement.

2.3 Multilevel Inverter

In general, three level VSIs are used for medium power applications. The emerging
trend in renewable energy system employs MLI topology for high power appli-
cations. Several MLI topologies are developed, among which the CHB-MLI and
MLDCLI are quite popular [22].

2.3.1 Three Level Voltage Source Inverter

Three-phase VSIs are used in medium to high power applications that provide a
controlled voltage and frequency at the output using sinusoidal pulse width mod-
ulation (SPWM) technique. The number of switches required in a three phase three
level VSI is obtained from the expression given in Table 2. For the conventional
three-phase VSI shown in Fig. 4, the number of switches used is six. The switches
in the same leg of the inverter cannot be switched on at the same instant, as it
creates short circuit at the DC link voltage source [23].

Table 2 Comparison of
different inverter topologies

Components Converter type

VSI CHB-MLI MLDCLI

Main switching device 2 × L (L − 1) × 2 L + 3

Main diode 2 × L (L − 1) × 2 (L + 3)

Clamping diode 0 0 0

DC bus capacitors (L − 1)/2 (L − 1)/2 (L − 1)/2

Balancing capacitor 0 0 0
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The inverter has eight switching states; where in two state produces zero line
voltage at the output. Under this condition, the line currents circulate through either
the upper or lower switching elements. The continuing states produce non-zero
output line voltages. The changes in the switching states generate a required voltage
waveform. Hence the resultant discrete values of voltages like −Vdc, 0, and +Vdc

are obtained as AC output line voltages.

2.3.2 Seven Level Cascaded H Bridge—Multi Level Inverter

In three phase CHB-MLI shown in Fig. 5, each phase consists of ‘n’ series con-
nected H-Bridge converters and every H-Bridge DC link is fed by a PV array. The
three output voltage levels in each H-bridge modules are −Vdc, 0 and Vdc. The
cascaded MLI with ‘n’ input sources provides (2n + 1) levels to synthesis AC
output waveform [24]. The number of DC sources in each phase is considered as
three. In the three phase seven level inverter topology, 36 switches are used and are
calculated using the expression in Table 2.

Fig. 4 Three phase three level voltage source inverter

Fig. 5 Three phase seven level cascaded H-bridge inverter
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2.3.3 Seven Level Multilevel DC Link Inverter

To overcome the problems with Cascaded H-bridge multilevel inverter MLDCLI is
used. Figure 6 shows a schematic diagram of the MLDCLI topology, which con-
sists of a multiple DC source and a single-phase full-bridge (SPFB) inverter. This
topology requires (L + 3) active switches for a given number of voltage level ‘L’.
The DC source is designed by connecting several half-bridge cells in series. Each
cell is having a voltage source, controlled through two switches. The switches in the
cells operate at double the fundamental frequency of the output voltage. In the
SPFB inverter, the four switches S1 and S4, S2 and S3 always work in pairs at the
fundamental frequency of the output voltage. The MLDCL delivers staircase DC
bus voltage that approximates the rectified waveform of the reference sinusoidal
voltage. The SPFB inverter changes the voltage polarity to produce an AC voltage
of a staircase shape [14].

The MLDCLI topology significantly reduces the switch count by increasing the
number of levels ‘L’ above five as compared with the CHB-MLI. Due to the
reduction in switch count, the cost is minimized and results in smaller size and
volume [15]. As the number of level increases, the number of component
requirement reduces.

2.3.4 Inverter Control Strategy

The inverter control strategy is used to regulate the output voltage of the inverter as
well as speed of the induction motor. The PI controller is used to minimise the error
between the induction motor speed and the reference speed. The three phase ref-
erence waveform is generated from the output of the PI controller with appropriate
phase delay. The pulses are generated by comparing reference waveform with the
carrier waveform to control the inverter output.

Fig. 6 Three phase seven level multilevel DC link inverter
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2.4 Filter Design

A first order filter is generally used to suppress the current harmonics. These filters
require higher damping, as it is designed for line frequency. The second order filter
replaces the first order filter because of its poor dynamic response. In this paper, a
second order filter is designed for a suitable damping factor (ξ) and the natural
frequency (ωn) to eliminate the higher magnitude lower order harmonic contents
[25].

In general, the transfer function of a second order system is given by

Vo

Vin
¼ x2

n

S2 þ 21xnSþx2
n

ð8Þ

where

n ¼ R
2

ffiffiffiffi
C
L

r

ð9Þ

The transfer function of a second order LCR filter is given in Eq. (10).

Vo

Vin
¼ 1=LC

S2 þR=LSþ 1=LC
ð10Þ

where R is the damping resistor, L and C are the filter inductance and capacitance.
The filter size of the three phase three level VSI increases due to higher voltage
magnitude and lower order harmonic contents present at the output. Owing to this
drawback, MLI is used to eliminate lower order harmonics by increasing the
number of levels.

2.5 Induction Motor Drive

Over the past decades, DC machines are employed in the drive system because of
its variable speed applications. Due to the major drawback of the existence of
mechanical commutator and brush assembly, DC drives have become outdated in
industrial applications. The toughness, low cost, better performance and easy
maintenance makes the asynchronous motor advantageous in many industrial or
general applications [26]. Squirrel cage induction motors (SCIMs) are widely used
and are cheaper in cost as compared to slip ring induction motors.
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3 Results and Discussion

The MATLAB/Simulink model of the three phase three level inverter with closed
loop control is shown in Fig. 7. The system parameters and specifications are
detailed in Table 3.

In Fig. 8a, the power output of a PV array for variation in solar irradiation is
shown. The regulated DC link voltage of the converter for variable input voltage is
shown in Fig. 8b. The number of voltage sources used in each phase of a three
phase CHB-MLI and MLDCLI is computed using (L − 1)/2, where L is the number
of levels. Thereby, in each phase of CHB-MLI and MLDCLI three voltage sources
of 120 V each are connected in series.

Based on the oscillatory response; the damping required for the VSI based
standalone PV system is 0.762 and the THD obtained after filtering is 0.19 %.
Similarly, the damping required for CHB-MLI and MLDCLI systems are 0.432 and
0.55. The corresponding THD values are 0.05 and 0.07 %.

The harmonic contents before and after filter is represented in Fig. 9. The
CHB-MLI has better harmonic profile as compared to the other two inverter
topologies. In the case of MLDCLI, the difference in THD compared to CHB-MLI
is 0.02 %. However, it can be compromised with the cost of the inverters due to the

Fig. 7 MATLAB/Simulink model and control scheme of the inverter topology

Table 3 System Parameters

PV array P = 5 KW, Ns = 10, Np = 2, Voc = 432.1 V, Isc = 15.26 A, Vmp = 360 V,
Imp = 13.876 A

Boost converter for
VSI

Vin = 360 V, Vout = 720 V, fs = 100 kHz, L = 642 μH, C = 470 μF

Boost converter for
MLI

Vin = 72 V, Vout = 120 V, fs = 100 kHz, L = 100 μH, C = 330 μF

Inverters Vout(inv) = 400 V, fs = 2 kHz, Vdc (VSI) = 720 V, Vdc (MLI) = 360 V

Induction motor SCIM, 5.4 hp, Frequency, f = 50 Hz, Speed, N = 1430 rpm
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less number of switches in seven-level MLDCLI. The induction motor load char-
acteristics such as the speed, torque, stator current and the rotor current for all the
closed loop inverter topologies are approximately the same. Hence, the simulated
output of VSI along with the induction motor drive system is presented in Fig. 10
under variable load conditions.

The real and reactive power transfer from the source to load is analyzed under
different loading condition and is given in Table 4. While running the motor in half
load condition, the power factor is low and the reactive power is more than the real
power. Whereas real power is more than the reactive power and the power factor is
maintained at 0.8 while running the motor in full load condition. The power factor
varies based on the power delivering capability of PV system and loading of
induction motor.

In Fig. 11a, the induction motor is half loaded from 0.5 to 1 s and from 2 to 2.5 s
it is operated at full load condition. The graphical representation of the power factor
analysis is shown in Fig. 11b. For different loading on the induction motor drive

Fig. 8 a Power generated by the PV array for variation in irradiation. b Regulated DC link voltage

Fig. 9 THD analysis of inverter topologies before and after filter

144 M. Lakshmi and S. Hemamalini



Fig. 10 Induction motor performance under variable load condition. a Rotor speed.
b Electromagnetic torque. c Rotor current. d Stator current

Table 4 Real and reactive power drawn by the induction motor

Type of
inverter

Load torque
(Nm)

Real power
(W)

Reactive power
(VAR)

Power
factor

VSI Half load (12) 1931 3032 0.537

Full load (24) 3877 2885 0.802

CHB-MLI Half load (12) 1873 2726 0.566

Full load (24) 3820 2995 0.798

MLDCLI Half load (12) 2081 2658 0.616

Full load (24) 3978 2886 0.809
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system, variation in the real power, reactive power and power factor is observed for
the different inverter topologies. Solar powered MLDCLI fed induction motor drive
system has better power factor while running at half load as well as full load
condition compared with the other two inverter topologies.

4 Conclusion

The performance analysis of inverter topologies for a standalone PV fed induction
motor drive system is carried out in this paper. The PV array, boost converter and
three topologies of inverters are modeled and the complete system is simulated in
MATLAB/Simulink. The performance of the inverter topologies are analyzed with
respect to THD, number of switches and the filter selection. From the analysis, it is

Fig. 11 a Real power-P, reactive power-Q and power factor under variable load. b Power factor
analysis for inverter topologies
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observed that MLDCLI has more advantages compared to other inverter topologies.
The voltage THD at the output of MLDCLI is slightly greater than CHB-MLI.
However, this is compromised with the reduced number of switches used in
MLDCLI. Hence, the initial cost of the inverter is reduced and the switch losses are
greatly minimized. The filter size is reduced because of the lower value of THD and
an improvement in power factor of the induction motor is observed for varying load
conditions and for variation in irradiation conditions. The analysis of simulation
results shows that the three phase MLDCLI topology is effective for the standalone
PV fed induction motor drive system. In future, the MLDCLI topology can be
implemented for a grid-connected photovoltaic system to analyse the power quality
issues like harmonics and to improve the power factor.
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Development of Massive Open Online
Course for University Course (A Case
Study Approach)

Yohannes Kurniawan, Taruna Diyapradana, Fina Shabrina Sutarto
and Elian Wira Sena

Abstract The aim of this research is to create a Massive Open Online Course
(MOOC) for XYZ University to be opened for public use and education. The
method of this MOOC was covered in Horton’s book E-Learning by Design, and
the analysis method will use Unified Process (UP). What was gained from this
analysis and development is an MOOC site that can be used to deliver introductory
courses in Information System to the general public for free and can be accessed
easily, be it from computer or mobile devices. What can be concluded from this
development are courses in Information System (IS) area to decide whether or not
potential students want to pursue an education in the field, students mostly turn to
books, internet searches, and non-MOOC online courses. This MOOC provides a
platform where they can learn from IS lecturers so that they do not have to learn
unassisted, which gives them a stronger understanding of the basics of IS to make
an informed decision on pursuing an education in IS.

Keywords Online course � Development � E-learning � Information system

1 Introduction

In the globalization era, information technology is evolving rapidly and gives a big
impact almost in every spheres of life. Information technology helps people to make
their activities become easier.

Learning method used to be done in traditional and conventional way, it’s called
face to face between the teacher and the student. But now, it has changed, there’s no
need for physical meetings or face to face anymore between teacher and student to
learn. The teacher can give the material through electronic media so that can give
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flexibility in learning process. This was discussed in Gundry [1] where e-learning is
stated to take place “any place, any time”. Even though in reality it isn’t that simple,
it is true that e-learning does help learners to study in places they otherwise cannot
study at.

The development of information technology in learning process can stimulate
more learning activities because as Gundry discussed, there is no time limitation
and don’t need a high cost. So it can change the old paradigm about traditional and
conventional way to learn that require the student to meet the teacher physically.

E-learning is one of the method of using electronic media and communication in
learning process. With a good implementation of e-learning, it can make the users
multiply, increasing value, decreasing the learning cost, and also preserve the old
users so they can continue to learn through electronic media.

One of the e-learning methods is called MOOC (Massive Open Online Class).
Pappano [2] described MOOC as a free, credit-less, and massive online course, as
opposed to traditional online courses that charge tuition, carry credit, and limit
enrollment. Because of this, anyone with an Internet connection can apply, there-
fore increasing the number of potential students.

With all those considerations, this paper about the use of e-learning was for-
mulated, which XYZ University can use to be their community services activity.

The MOOC is an e-learning facility designed for the XYZ University to be used
by high school students and the general public, aimed to introduce the field of
information systems to the learners. The MOOC will be programmed with the PHP
programming language. The development of the MOOC will be done in the
Information Systems Laboratory of XYZ University.

The main issue that will be addressed in this paper is the development for the
School of IS MOOC, how the research is done and who is the target audience, and
the features to be implemented in the MOOC.

The purpose of this research is to analyze and devise an e-learning platform that
allows its users to follow learning activities without the constraints of space and
time. This will help provide a new alternative for potential students of XYZ
University to learn about the world of information systems, where they can
understand about what information systems is and learn the basics about it before
deciding whether they want an education in the field or not.

2 Methods

The method used in creating this MOOC project is the approach detailed by
William Horton in the book E-Learning by Design. The MOOC project will consist
of: (1) Absorb-Type Activities: Activities in which learners extract and comprehend
knowledge from a given source of information; (2) Do-Type Activities: These
activities transform the information gained during the absorb activities into
knowledge and skills; (3) Connect-Type Activities: These activities bridge gaps
between learning and real-life application. Learners are made to apply learning
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in situations they will encounter on the job or their daily lives; (4) Tests: Tests are
created to indicate how well learners meet learning objectives and provides feed-
back on performance of an objective.

3 Results and Discussion

According to Horton [3], E-learning is the use of electronic technologies to create
learning experiences. The definition is left open-ended because the experiences vary
and are not limited to classes.

According to Joseph and Nath [4], MOOC as a term stands for Massive Open
Online Course, in which Massive refers to scale giving opportunity for connections
among participants, Open means open access, open syllabi, and self-directed
learning outcomes, Online means making materials available on internet in abun-
dance, and Course refers to the structure of the online course.

Some of the most famous MOOC providers are Coursera, Open2Study, and
Canvas. These sites offer online courses for free, working together with various
universities from around the world. Some of these websites also offer “Signature
Track” options where members can pay to have the courses they take be recognized
as class credit if it fulfills certain conditions.

3.1 Advantages and Challenges of MOOC

As with all methods of learning, MOOC has its own advantages and disadvantages
in its use. Barnett et al. [5] discussed in their paper that some of MOOC’s
advantages are its accessibility, increased potential for student engagement, and
expanded lifelong learning opportunities.

– Accessibility: MOOCs are accessible because they are usually free and people
from everywhere, even countries that has limited access to education facilities.

– Increased student engagement: Increased student engagement means that the
learning outcomes and development of the student will be enhanced, and so is
the reputation and performance of the institution.

– Lifelong learning opportunities: Lifelong learning opportunities are expanded
by allowing participants to pursue a particular interest with classes offered by
the MOOC and provides underprivileged populations the opportunities for
education so they can pursue lifelong learning.

However, Barnett et al. [5] also discussed some challenges associated with using
MOOCs. Some of the most common are individual instruction, student performance
assessment, and long-term administration and oversight.
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3.2 The Current System

Currently, if people want an introductory look into information systems, they have
to read books about the topic, search the Internet, or participate in online classes. Of
course, these methods have their own advantages and disadvantages. These
methods also have their own absorb, do, and connect activities associated with
them. The table below details the absorb, do, and connect activities related to each
learning medium (Table 1).

A recent development in the field of online learning is the rise of MOOCs.
MOOCs allow students from all over the world to learn at the same time, mostly for
free, though several sites offer college credit for an optional fee. In MOOCs, fellow
students can collaborate through forums, chats and other communication features
the site may have, and grade each other assignments.

Before the development of this MOOC project, an attempt to research several
MOOC providers by participating in a class and trying its features in order to gain
an understanding on how the user experience of an MOOC feels like was made.
The sites that were tried are Open2Study, Belajar Daring, XL Future Leaders, and
Coursera.

The key differentiator in this MOOC, use of videos will be focused on more over
readable material such as text and downloadable presentations. Researchers from
the MOOC platform edX, in Guo et al. [6] found that content-wise, presentation
slideshows are less engaging than informal “talking head” and Khan-style tablet
drawing format videos.

The sampling method used was the cluster sampling method, with the institu-
tions as the individual clusters. And 207 people answered the questionnaire, but 6
of them did not complete it and thus were deemed invalid responses. In total, 201
valid respondents has been gained from these institutions, and the following charts
will interpret their responses regarding the questionnaire. More than half (51 %) of
the respondent’s final completed education was junior high school, which would
currently put them in high school. About a quarter (26 %) respondents are high
school graduates, which would currently place them in a bachelor program. This
places the bulk of the respondents as Generation Y (1981–1999 births, will be
covered later in this chapter), the primary targets of the MOOC. The results are
detailed in the chart below. These results could advise future content contributors to
make courses in the fields that potential students are interested in the most (Fig. 1).

Table 1 Absorb, do, connect activities on each learning medium

Internet Books Online class

Absorb Article contents The contents of the
book itself

Video lectures,
presentations

Do Online quizzes Exercises, if
available

Quizzes, assignments

Connect Case studies available on
the internet

Case studies, if
available

Case studies and exams,
if applicable
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Respondents were also asked about the features they expect to be in an MOOC.
Like the previous question with the subjects, this is a multiple answer question.
111 respondents answered video lectures, 95 expected forums, 90 wanted quizzes,
and 69 are interested in social network connections. The other answers written in by
respondents are certificates, college tips, mini educational games, practice exercises,
and Q&A with lecturers and experts. Eight respondents did not answer this ques-
tion. The chart detailing the answers to this question is below (Fig. 2).

3.3 Suggested New System

After going over the flow of activities of learning about IS from the Internet,
non-MOOC online classes and books along with their respective advantages and
disadvantages and interpreting the data gathered from the questionnaire, a massive
open online course is proposed be built for the School of Information Systems to
help prospective students experience studying Information Systems before they

Fig. 1 Subjects of interest questionnaire results chart

Fig. 2 Expected features
questionnaire results chart
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decide to pursue an education in the field. This will also foster interest in the field.
This MOOC will provide introductory courses to help the learners know more
about the world of information systems.

In this MOOC, use of videos will be focused on more over readable material
such as text and downloadable presentations. Researchers from the MOOC platform
edX, in Guo et al. [6] found that content-wise, presentation slideshows are less
engaging than informal “talking head” and Khan-style tablet drawing format
videos. The enthusiasm of lecturers and a more personal feel helps engagement
further, as is motion and visual flow for tutorial videos. Length-wise, shorter videos
are much more engaging, as the study showed that the median engagement time is
at most six minutes, regardless of video length. It was also shown that students
often make it less than halfway through videos longer than nine minutes. It is
recommended that videos are segmented into chunks shorter than 6 min. This
shows that in order to make the most engaging videos, a more personal, enthusiastic
style is essential to the production and so is the length, which should be kept short
as to not bore the viewer.

The reason that video is more concentrated on is that the primary target for this
MOOC is the Generation Y, potential students of XYZ University. This generation
spans births from 1981 to 1999, and make up most of XYZ University’s potential
students. Honore et al. [7] stated in their research that Generation Y has a low
boredom threshold, are mostly visual learners, and has little tolerance for delays.
This is the reason why concentrating on video lectures will help Generation Y
learners to invest in the MOOC more. It is also stated that Generation Y does a lot
of multitasking, which can be done better with video than with downloaded text or
presentations. They can run the video in the background as they do other things and
they would still gain something from it. Reilly [8] also supports the point by stating
in his article that Generation Y are visual learners. Reilly also stated that
Generation Y reads less and less well, which would hinder the effectiveness of
giving reading material. Therefore, a video that could capture their attentions
without much text would be useful in delivering course materials to Generation Y
learners.

3.3.1 System Definition

The MOOC being developed will be used and maintained by XYZ University,
consisting of two parts:

– Front-End: This part concerns most of the users of the MOOC, where students
can register into the MOOC site, enroll and take classes, discuss in the forums,
and do quizzes.

– Back-End: This part is where the lecturers can put up the material for the classes
and edit them. Lecturers can also put up quizzes for material assessment. This is
also where the admin can edit, delete, or add new material or forum posts.
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3.3.2 Proposed Absorb, Do, Connect Activities

As with the current learning system that was discussed in the previous chapter, this
MOOC will have its own absorb, do, and connect activities in order to facilitate
learning. The absorb, do, and connect activities will be detailed in Table 2.

3.3.3 Deployment Environment

In this MOOC project, the plan is to use a two-layer architecture as detailed by Burd
et al. [9]. The architecture will consist of the user interface layer and the domain
layer.

The user interface layer will be where the actors (namely students, admins, and
lecturers) interact with the website. Data input by the customers are taken from this
layer and the data from the website are displayed on this layer. In the domain layer,
the user’s information will be captured and used to update the database. This layer
acts as both the domain and data access layers, where the database is located.

For the network, this MOOC will be published to the Internet, so that the general
public can easily access it. The site will be hosted on XYZ University servers.

This diagram below details how the components in the MOOC are placed. The
application is made using the CodeIgniter framework on the server side, where this
framework is using the Model View Controller (MVC) architecture pattern. MVC is
a pattern where the controller makes an activity to be done by the model. Then, the
results are displayed by means of the controller calling on the model to interact with
the MySQL Database. Then, the model is displayed on the view to be sent to the
client’s browser. The model is sent to view using JavaScript, HTML, CSS, JQuery,
and Bootstrap to be displayed on the client’s browser (Fig. 3).

The use case and use case descriptions will be divided into the front-end and the
back-end use cases, detailed in the following use case diagram (Fig. 4).

The entity relationship diagram below depicts the data in terms of entities and
relationships described by the data (Fig. 5).

The following screenshots are taken from the School of IS MOOC website that
has been developed, showing the pages that exist inside it and walking through
several of the website’s functionalities (Figs. 6, 7, and 8).

Table 2 Absorb, do, and connect activities of the MOOC

MOOC

Absorb Video lectures

Do Online quizzes in every material

Connect Discussion forums where students can discuss about the subject freely with
classmates and lecturers
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Fig. 3 School of IS MOOC deployment diagram

Fig. 4 Use case diagram for school of IS MOOC’s
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Fig. 5 School of IS MOOC entity relationship diagram

Fig. 6 Material page
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4 Conclusion

After developing the MOOC platform, it can be concluded that for an introductory
course in IS to decide whether or not they want to pursue further education in the
field, potential students mostly turn to books, internet searches, and non-MOOC
online courses.

This MOOC will hopefully help to make it easier for them to learn about
information systems, by providing a platform where they can learn from experi-
enced IS lecturers and experts, rather than learning on their own unassisted. This
way, they can learn more effectively and gain a stronger understanding of the basics
of IS to make an informed decision on whether to pursue an education in the IS
field.

Fig. 7 Choose quiz

Fig. 8 Forum homepage
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With this MOOC, interest in the field of IS and knowledge of XYZ University
can be fostered in potential students regardless of region, as it is able to reach
anywhere with Internet access. This would potentially bring in new IS students for
xyz University from all over the country.

For future development, this platform can potentially be implemented in XYZ
University’s other faculties, so that they can also attract potential students from all
over the country and foster interest in their respective fields. In the end, this will
also make XYZ University more famous, as the university’s name will be known
throughout the country.

A mobile application dedicated to the School of IS MOOC could also be created,
so that students can access the MOOC at any time without resorting to the mobile
web. Social media integration is also something that is being considered, seeing that
most of Generation Y are social media-savvy, so it can be used to further promote
the School of IS MOOC.
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Multi-resolution Analysis of Linear
Prediction Coefficients using Discrete
Wavelet Transform for Automatic Accent
Recognition of Diverse Ethnics
in Malaysian English

M.A. Yusnita, M.P. Paulraj, S. Yaacob, M. Nor Fadzilah and Z. Saad

Abstract Accent is a major cause of variability in speaker-independent automatic
speech recognition (ASR) systems. Under certain circumstances, this behavioral
factor introduces unsatisfactory performance of the systems. Thus, accent analyzer
in the preceding stage of the ASR system becomes a promising solution. This paper
proposes a multi-resolution approach which applies discrete wavelet transform
(DWT) to conventional linear prediction coefficients (LPC) to optimize the extrac-
tion of accent from speech utterances in Malaysian English. This paper introduces a
multi-numbered LPC (dyadic DWT-LPC) using a defined scale named as level
dyadic division scale and an equal-numbered LPC (uniform DWT-LPC) approaches.
Using the extracted features, accent models based on K-nearest neighbors were
developed. Experimental results showed that the proposed multi-resolution dyadic
DWT-LPC and uniform DWT-LPC features surpassed the conventional LPC by
significant increases of classification rate of 12.7 and 17.0 % respectively. The
promising results of 93.4 % and 88.5 % were achieved using the proposed methods.
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1 Introduction

Numerous studies have attempted to use short-time Fourier transform (STFT)
domain to extract accent features in methods such as filter-bank analysis,
Mel-frequency cepstral coefficient (MFCC), perceptually linear predictive [1–3],
linear prediction coefficients (LPC) and formant analysis [4–6]. Others employed
temporal features such as pitch contour and energy [5, 7]. STFT has substantial use
in automatic accent and speech recognition (ASR) but the drawback of this method
is limited precision fixed by its window size. Even if short-time speech frames of
20–30 ms are considered quasi-stationary, in reality they contain several different
phonemes information where a particular accent trait can be embedded. The shift
towards multi-resolution paradigm enables discrete wavelet transform (DWT) to be
useful in speech and accent recognition. An attempt for phoneme classification
using Mel-scale like wavelet packet tree structure was proposed by Farooq and
Datta [8] outperformed the standard features, MFCC using linear discriminant
analysis. Abdalla and Ali [9] determined MFCC from wavelet sub-bands for
speaker identification using hidden markov models to increase robustness in noisy
environment. A comparison of MFCC, wavelet packet and perceptually bark scaled
wavelet was reported by Tohidypour et al. [10] for robust ASR. Nehe and Holambe
[11] demonstrated new features based on prediction coefficients derived from DWT
and wavelet packet sub-bands for improved accuracy of isolated-word ASR on the
NIST T1-45 database.

To date, there has been a limited number of applications of DWT to the field of
accent recognition in the aforementioned literature. It is the aim of this paper to
propose a multi-resolution approach which applies DWT to conventional LPC to
optimize the extraction of Malaysian English (MalE) accents from two types of
speech modes. A new level dyadic division scale (LDDS) is introduced for different
sub-bands in order to produce multi-numbered LPC coefficients. It is hypothesized
that different DWT sub-band levels require different amount of prediction coeffi-
cients to encode the reduced frequency precisions as the level increases. Another
approach is to extract equal-numbered LPC coefficients at fourfold cost of feature
size. These applications of DWT overcomes the drawback of uniform weighting to
the whole spectrum [12] of the conventional LPC. The idea of multi-numbered
sub-band coefficients was previously utilized by Tufekci and Gowdy [13] to derive
their proposed discrete wavelet coefficients calculated from Mel-scaled log filter
bank energies while Nehe and Holambe [11] proposed a uniform amount of
LPC-based coefficients generated from DWT and wavelet packet sub-bands.

This paper is organized as follows. In Sect. 2, a brief description about exper-
imental setup and speech database is presented. Section 3 describes the method-
ology of the proposed multi-resolution techniques using DWT to extract LPC as
accent features. The results are discussed in Sect. 4. Lastly, Sect. 5 concludes the
important findings of this paper.
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2 Speech Database and Experimental Setup

For the purpose of this research, a new MalE accents database was initiated. Several
recording sessions were conducted to elicit speech from MalE speakers of three
main ethnics i.e. the Malays, Chinese and Indians. The volunteers, aged between 18
and 40 years were originated from various north, south, west and east regions of the
country and as such they were also influenced by their regional accents. The tasks
consisted of two modes of speaking namely, isolated words (IWs) and sentences
(STs) using reading speaking style. The source of speech materials can be referred
from [14, 15]. Each target word was replicated five times while each target sentence
was replicated three times of each speaker. The recording was carried in a
semi-anechoic acoustic chamber having background noise of approximately 22 dB
using a condenser, supercardioid and unidirectional microphone and a laptop
computer sound card with MATLAB program. The sampling rate and bit resolution
were set to 16 kHz and 16 bps respectively. The number of utterances and their
distributions in term of accent, gender and type of utterances are described in
Table 1.

3 Methodology

The discrete wavelet transform (DWT) is an alternative to STFT which provides
multi-resolution analysis for analyzing different frequencies more accurately. The
continuous wavelet transform (CWT) is defined as a summation over all time of the
original signal multiplied by successive scaled, shifted versions of the wavelet
function and is expressed mathematically as in Eq. (1).

Table 1 Distribution of
speakers in Malaysian English
accents database in terms of
ethnic group, gender and
types of utterance

Ethnic Gender No of speakers No of
utterances

IWs STs

Malay Male 16 1440 738

Female 22 1620 918

Total 38 3060 1656

Chinese Male 19 1705 849

Female 15 1350 765

Total 34 3055 1614

Indian Male 16 1440 816

Female 15 1350 765

Total 31 2790 1581

Total Male 51 4585 2403

Female 52 4320 2448

Total 103 8905 4851
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where x(.) is the signal to be analyzed, ψ(.) is the mother wavelet or the basis
function, τ is the shifting parameter which relate to the position along the original
signal, thus correlates to time information and c is the scaling parameter which
corresponds to the frequency information.

All the wavelet functions used in the transformation are derived from the mother
wavelet through translation (shifting) and scaling (dilation or compression) oper-
ations. The DWT particularly chooses scales and positions that are based on power
of two or well known as dyadic fashion [16–19]. An efficient way to implement this
is through the implementation of quadrature mirrors filters (QMF). The most
popularly and successfully used wavelet is Daubechies, named after the inventor i.e.
Ingrid Daubechies. It is a compactly-supported orthonormal wavelets family [18].

The proposed system for feature extraction process is depicted in Fig. 1 and the
specific algorithm to extract the DWT-derived LPC feature vector in frame basis to
produce l-dimensional feature database is described below.

Step 1 Initially silence parts of a speech signal are removed. The signal is
frame-blocked into a frame length of 32 ms with a frame shift of 16 ms and
using fuzzy voiced-unvoiced segmentation, only voiced frames are taken
for further processing.

Step 2 Pre-emphasis filtering is applied to the voiced frames using first-order FIR
with emphasis coefficient of 15/16 to compensate the attenuation in the
spectral energy by 6 dB per octave. Then, Hamming-windowing is applied
to smooth out the signal transition at both edges of a 50 % overlapping
frame.

Speech

Silence removal

Pre-processing and 
voiced segmentation

Uniform
DWT-LPC

Dyadic
DWT-LPC

3-level
DWT Tree

DWT sub-bands coefficients

LPC Filter

Fig. 1 Block diagram of the
proposed feature extraction of
hybrid DWT-LPC approach
using uniform LPC and
dyadic LPC extraction
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Step 3 For each frame, DWT is used to decompose a signal into a frame of
three-level sub-bands. The wavelet function used in this experiment is
Daubechies of third-order.

Step 4 The signal constituents of each frame signal are transformed into DWT
coefficients i.e. approximation level-3 (cA3), detail level-3 (cD3), detail
level-2 (cD2) and detail level-1 (cD1) and taken as sub-bands for further
extraction.

Step 5 LPC coefficients are calculated from each sub-band and all the sub-bands’
LPC coefficients are concatenated as input feature vector.

Step 6 Repeat Step 1–5 for the other samples of speech signals and form a matrix
of feature vectors with assigned class attribute to each feature vector.

Since each subsequent decomposition level halves the frequency samples of the
original signal to produce dyadic sub-bands, for dyadic DWT-LPC, the proposed
number of linear prediction coefficients to be extracted from each sub-band is the
result of the original LPC-order divided by a method called level dyadic division
scale (LDDS). Table 2 describes the proposed LDDS applied to the sub-bands
decomposition level.

As the size of the sub-band decreases in the subsequent level, the time resolution
increases to better split into lower resolution components of the signal subsequently
[18]. Technically, the number of LPC required also should be lessened in dyadic
manner in parallel with the lesser resolution of the signal components.

Meanwhile, for uniform DWT-LPC, regardless of their contents, all sub-bands’
information is extracted into an equal number of coefficients. Either type of the
DWT-LPC features are obtained by concatenating starting from the deepest level of
the decomposition tree. Table 3 gives the detail description of the number of LPC
parameters in each sub-band of the dyadic type. In higher level of the

Table 2 The proposed level
dyadic division scale (LDDS)
for dyadic DWT-LPC
extraction

Level LDDS

1 21 = 2

2 22 = 4

3 23 = 8

Table 3 Contribution of LPC
coefficients in
multi-resolution sub-bands
using LDDS for dyadic
DWT-LPC features

p-order Number of prediction coefficients (#LPC)

cA3 cD3 cD2 cD1 Total

8 1 1 2 4 8

10 1 1 3 5 10

12 2 2 3 6 13

14 2 2 4 7 15

16 2 2 4 8 16

18 2 2 5 9 18
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decomposition tree, there are lesser frequency samples. This is the reason for the
reduced number of LPC parameters required as in the pre-stated hypothesis.

Finally, the l-dimensional DWT-LPC feature vectors can be generally repre-
sented as in Eq. (2).

xk lð Þ ¼ d1; d2; d3; . . .; dl½ �T ð2Þ

where x(.) is the feature vector, d(.) is the DWT-LPC parameter derived either using
uniform or dyadic of dimension l = 1, 2, 3, …, L evaluated for the kth frame and T
denotes transposition. The uniform will have four times as much as the original
LPC size.

4 Results and Discussion

In order to complete the design of automatic accent recognition (AAR) system,
K-nearest neighbors (KNN) models were developed using LPC and the hybrid of
DWT-LPC features. All evaluations of performance utilized independent test
samples method by partitioning the feature database into 60–40 % of training and
testing datasets respectively. To average out any sources of randomness in the
learning methods, ten runs per experiment were conducted for a particular set of
parameters and the average of classification rates (CRs) was taken as the objective
measures for accuracy performance.

In this experiment, the LPC method was tested against six different orders
between 8 and 18 coefficients to investigate the effect to the AAR performance for
varying LPC-order on four speech test scenarios by fixing K to 2 and using cosine

8 9 10 11 12 13 14 15 16 17 18
50

55

60

65

70

75

80

85

90

95

100
Performance of AAR - KNN using LPC of Different Order (60%-40% partition)

LPC-order

M
ea

n 
C

la
ss

if
ic

at
io

n 
R

at
e 

(%
)

IWs-Male

IWs-Female
STs-Male

STs-Female

Fig. 2 KNN performance of conventional LPC for IWs and STs speech modes of different
genders for varying LPC order
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distance metric as parameters. The results are shown in Fig. 2. It is worth noting
from the graph that the mean CRs were incredibly increasing as the LPC order
increased from 8 to 16 and there was not much increment after that. The increment
of mean CRs was between 14.0 and 17.7 % for the male speaker datasets of both
speech modes while that of the female speaker datasets was between 15.2 and
16.6 % for varying LPC order from p = 8 to 18. With reference to the LPC order of
16, the best accuracies were yielded for both STs speech mode i.e. 86.5 % for the
STs-male and 77.3 % for the STs-female, followed by 74.9 % for the IWs-male and
68.9 % for the IWs-female using this generalized KNN models. It can be concluded
that, this achievements were still poor (<80 %) especially for the IWs speech mode.
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Figure 3a, b compare the performance of the conventional LPC and
DWT-derived LPC across varying LPC-order for the IWs speech and STs speech of
different genders. The results suggested that either using dyadic or uniform of
DWT-LPC methods, the mean CRs could be improved across all orders for both
speech modes and genders. It can be observed that the dyadic DWT-LPC perfor-
mance followed the same trends as the LPC performance curves and surpassed the
latter consistently across different orders and genders.

On the other hand, the uniform DWT-LPC displayed a fairly constant perfor-
mance for the male datasets across the varying orders. However a bit deterioration
of performance was observed for the female datasets as the order increased. On top
of that, the proposed uniform DWT-LPC yielded the best performance among the
three feature sets.

In order to compare percentage of improvement that had been made using
DWT-derived features with respect to the conventional LPC, Fig. 4 depicts the best
selected LPC-order performance for all speech test scenarios. It is worth noting
from the bar chart that the mean CRs had increased by 10.5–12.7 % for the IWs
speech mode of both genders whilst 2.0–6.3 % for the STs speech mode of both
genders when comparing the dyadic DWT-LPC to conventional LPC. In the same
manner, the CRs had increased by 15.7–17.0 % for the IWs speech of both genders
whilst 6.9–11.4 % for the STs speech mode of both genders when comparing the
uniform DWT-LPC to conventional LPC. The best accuracies were yielded for the
STs-male i.e. 93.4 % followed by the IWs-male i.e. 90.6 %. The poor performance
issue of the IWs speech mode using the conventional LPC had been resolved by
gaining higher accuracy rates of 90.6 and 85.9 % for the male and female datasets
respectively and also for the STs-female dataset to obtain an accuracy of 88.7 %.
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5 Conclusions

The current work has presented automatic accent recognition of diverse ethnics in
Malaysian English (MalE) using KNN models. Extracting a set of features using
multi-resolution approach of DWT-derived LPC to correlate with different ethnical
accents in MalE has not been done in the past research. Two methods of
multi-resolution techniques using DWT were proposed to yield the LPC coefficients
namely, dyadic DWT-LPC and uniform DWT-LPC to overcome the weakness of
the conventional LPC. The efficacy of the proposed methods were tested on two
speech modes i.e. isolated words (IWs) and continuous speech (STs), elicited from
male and female volunteers. It was found that the dyadic DWT-LPC yielded better
performance than the conventional LPC by as much as 6.3 and 12.7 % for the STs
and IWs speech modes respectively. The achievements were more significant for
the uniform DWT-LPC by as much as 11.4 and 17.0 % respectively for the STs and
IWs speech modes. In the nutshell, we conclude that the multi resolution analysis of
LPC with DWT application provides promising results of 93.4 and 88.5 % accuracy
of the three-class accent problem in the MalE accents database using these two
proposed multi-resolution techniques.
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Brain Cancer Cell Detection Optimization
Schemes Using Image Processing and Soft
Computing
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Abstract This paper introduces a novel methodology to automatically measure a
number of brain cancer cells using optimized image processing and soft-computing
for classification. The former approach is used to prepare the cell image from the
medical laboratory, such as background removal, image adjustment, and cell
detection including noise reduction. Then, Gabor filter is applied to retrieve the key
features before feeding into different soft-computing techniques to identify the
actual cells. The results show that the performance of Fuzzy C-Mean with image
processing optimization is outstanding compared to neural networks, genetic
algorithms, and support vector machines, i.e., 96 % versus less than 90 % in
precision, in addition to the superior computational time of around two seconds.
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1 Introduction

Brain cancer originates from abnormal neuronal cells, which have aberrant genetic
mutation. Different types of brain cancer originate from different types of neuronal
cells. Its symptoms are various and depend on the location of the brain tumor
including headache, seizure, abnormal vision, vomiting, and mental changes as well
as unconsciousness. The brain tumor can be detected by either MRI or CT scan as
the main investigation for examining the site and size of brain tumor providing
information for surgical approach. Additionally, pathological findings of brain
tumor specimens are essentially required for the definite diagnosis [1].

Currently, many types of brain cancers provide poor prognosis with short overall
survival rate and patients suffer from side effects of chemotherapy and radiation.
One of the major causes of treatment failure is multidrug resistance resulting from
cancer stem cells. Therefore, researches in this field to improve treatment outcome
of brain tumor patients are necessarily required. To study the characteristics of brain
tumors, the experiments are standardly conducted in vitro study using brain tumor
cell lines.

In the current studies, the on-going research of brain cancer is very important,
especially focusing on the role of cancer stem cells in tumor aggressiveness,
multidrug resistance, and tumor recurrence. The research is generally performed
towards a methodology study of cell biology to get a better understanding of the
cellular and molecular mechanisms involved in brain tumor initiation and growth,
such as cell growing, cell proliferation, cell apoptosis, and drug response. This key
information will open a new window for brain tumor treatment targeting cancer
stem cells to provide better treatment outcome and prognosis [2].

It is worth noting that the quality of the cell line, cell category, and cell counting
can be detected primarily by microscope, and then analyzed by researchers or
expert doctors. This process may consume too much time as well as the risk of
human error, and in particular, when the interpretation relies mostly on their
knowledge, expertise, and experience.

Recently, the advances in computational biology and biomedical engineering
have played important roles in medical and diagnostics including cell recognition
[3]. Many computational techniques have been used to aid doctors including the
visual interpretation, one of which is image processing that deals with the recog-
nition from the scan image of patients [4]. In addition, there are several efforts
making use of soft-computing techniques as the optimization solver based on their
distinctive characteristics [5, 6], appropriately used for imprecision and uncertainty,
one of the applications is in the area of cell recognition.

For example, in 2007, Phukpattaranon et al. [7] proposed the algorithm to
segment breast cancer cells based on color contents in microscopic images using
neural networks (NN) including noise removal and shape simplification. Its main
limitation is the classification speed of NN. A year later, Malek et al. [8] focused on
the use of fuzzy logic classification with features derived from wavelet transforms
including cell detection and segmentation of breast cancer nuclei.
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In addition, in 2012, Han et al. [9] investigated how to apply support vector
machines (SVM) as a classification technique based on Laplace edge features to
detect cell nuclei. This proposal is outstanding; however, its performance may be
limited with cell tint. In the same year, similarly, Arteta et al. [10] also evaluated a
machine learning method for cell detection based on the SVM framework including
dynamic programming techniques to select a non-overlapping region. However,
this method may be interfered with the intensity and density of cell images.

There are limitations with those approaches, e.g., no detailed discussion or low
classification accuracy; thus, the objective of this study is twofold: first, to inves-
tigate the possibility to apply various baseline soft-computing techniques using
traditional image processing specifically for brain cancer cell detection; then, sec-
ond, to propose a novel methodology applying the optimization of the image
processing with Fuzzy C-Mean to identity the actual cells. Note that with the extra
image processing steps, several image preparations were performed using Gabor
filter to retrieve the key features as a representation of the cell before applying
Fuzzy C-Mean for final brain cancer cell detection.

This paper is organized as follows: Sect. 2 briefly provides an overview of
baseline methodology of image processing and soft-computing applied in the
context of brain cancer cell recognition. Then, Sect. 3 presents our novel
methodology including a detailed description. The comparative performance of
different models and approaches are illustrated and discussed in Sect. 4. Finally,
Sect. 5 contains our conclusion and possible future work.

2 Image Processing and Soft Computing for Cell Detection

This section states an overview of applying image processing and soft-computing
based classification into cell detection.

2.1 Image Processing

Image processing is one of the computational processes to automatically recognize
or interpret the image given its characteristics, such as size, shape, and direction,
one of these is applied in the area of cell recognition as one of the pattern recog-
nition techniques. In general, as discussed in the research by Al-tarawneh [11],
there are four main methods for image processing as follows:

(a) Gray Scale Convertor: this step is used to convert RGB into gray (I) scales. An
example of this conversion is stated in the equation below [12].

I ¼ 1
3

RþGþBð Þ ð1Þ
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(b) Image Segmentation: this process is used to divide an image into multiple
parts. This is typically used to identify objects or other relevant information in
digital images. There are different ways to perform image segmentation such
as Morphology—to approximate the background (Bg) including illumination
adjustments using opening operation (Open) given input image (I) and tem-
plate (T) over erosion and dilation.

(c) Background Subtraction: to increase the difference between the actual cell and
its background, this step (F) is used to cut-off the background (Bg) from the
gray scale (I) of two dimensional images as stated in the equation below [13].

Fij
� �

mxn¼ Iij
� �

mxn� Bgij
� �

mxn ð2Þ

(d) Noise Removal: this step is used to remove unwanted noise such as any pixels
that are not significant given the threshold [14].

2.2 Soft Computing

Soft computing techniques are generally used to resolve a problem which involves
an uncertainty as a non-linear solver [5]. There are several classes of soft com-
puting, e.g., NN, Fuzzy Logic (FL), SVM, and Evolutionary Computation
(EC) such as Genetic Algorithm (GA) [6], all of which are used as our comparative
study.

2.2.1 Neural Network (NN)

Neural Network [15] is one of the techniques to imitate the human brain behavior to
instruct the pattern recognition framework, and here, multi-layer perceptron
(MLP) was selected for the purpose of brain cancer cell detections. The general
framework consists of input (N), hidden layer (M), and output (J). In this research,
the input data is 1440 nodes (based on the matrix from Gabor filter feature
extraction [16]). The number of hidden nodes are varied from 1 to 64 given 400 as a
maximum number of iterations (R) and an error threshold (e) as 0.01; and here, the
random weight (w) is in range of [−1 1].

The learning mechanism will be re-computed given the estimated average error
in each round comparing the resulting output to the threshold of cell identification,
and here is 0.9 for cell and −0.9 for non-cell [17] resulting in the proper weight. For
testing, this particular weight will then be computed with the testing image given
the threshold for cell identification decision. Note that these parameter selection
criteria (also with other soft-computing techniques) also depend on the data
dimensionality.
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2.2.2 Genetic Algorithm (GA)

Genetic Algorithm (GA) is one of the evolutionary computational methods [6].
Generally, GA imitates the way to solve the problem to reach the optimum point
using genetic transformation, such as mutation and crossover. The optimal solution
starts with the initial population (P) randomly selected, and then feeds into the
genetic process as one generation in order to retrieve the local solution, which is
then used to compare with the global solution given a particular threshold.

In this research, GA is used to generate a proper threshold for binary image
identification against the image matrix generated from image processing (after the
noise removal state) in addition to the black and white to gray conversion. The final
decision of cell detection is via region properties [17]. Considering the GA stage, the
random value between 0 and 255 was selected as the initial population (here is 100).
The populationwill be ranked based on thefitness value stated in Eq. 3.Here,W0 is the
summation of the intensity values of the processed image via two dimensional his-
togram computation of size s and t (each ofwhich is the value from the selected genes).
H0 is the summation of themultiplication between the intensity value and logarithmof
its inverse. Hst is similar to H0 but with the size of the actual processed image [18].

Next, some of the genes which have high fitness values will be selected to apply
genetic operators in a binary operation (bitwise) to create a new population [18].
This procedure will be re-computed given the iteration threshold, i.e., 500. The
gene with the highest fitness value will be used as the final threshold for the final
cell detection.

Fitness ¼ log W0� 1�W0ð Þð Þþ H0
W0

� �

þ Hst � H0
1�W0

� �

ð3Þ

2.2.3 Fuzzy System

The fuzzy C-Mean (FCM) algorithm for detecting the brain cancer cell image is
used to compare the gray scale value of every pixel with the value of the cluster
center. The main difference is used to determine if the cluster center of the pixel
should belong to; it assigns a value between 0 and 1 for each cluster. Here, the
fuzzy rule states that the summation of the membership value of a pixel to all
clusters must be 1. The higher the membership value, the more likely that pixel
belongs to that cluster. The FCM clustering is obtained by minimizing an objective
function shown in Eq. 4 [19]:

J ¼
Xc

k¼1

Xn

i¼1

lmik pi � vkj jj j2 ð4Þ

In this equation, J is the objective function; n is the number of pixels in the brain
cancer cell image (after the noise removal stage in addition to the black and white to
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gray conversion) in size of M × N. c denotes the number of clusters, and here is 2. µ
is the fuzzy membership value. m denotes a fuzziness factor, and here, its value is
greater than 1. pi is the ith pixel in the image; vk is the centroid of the kth cluster. ‖ ‖
is the inner product from pixel point pi to the kth cluster center (vk) (e.g., Euclidean
distance).

Note that the selection of the centroid of the kth cluster is achieved using Eq. 5. In
addition, Eq. 6 shows the selection criterion of fuzzy membership. In addition, after
the computation for pixel clustering (resulting in two groups), there is another step to
identify the brain cancer cell from the total image given the threshold, i.e., the
average of the maximum and minimum of the first and second groups, respectively.

vk ¼
Pn

i¼1 l
m
ikpiPn

i¼1 l
m
ik

ð5Þ

lik ¼
1

Pc
l¼1

pi�vk
pi�vl

� � 2
m�1

ð6Þ

2.2.4 Support Vector Machine (SVM)

Support Vector Machine [20] is one of the classification techniques, and generally
applies a binary classification using the linear equation to separate the data into two,
i.e., between cancer cell and non-cancer cell. The kernel function is also used to
convert the data into higher dimensions in order to be suitable for linear classifi-
cation. Note that to construct a hyperplane in a feature space, SVM has to transform
the n-dimensional input vector x into N-dimensional feature vector through a choice
of an N-dimensional vector function (/) as stated in equation below.

/ : Rn ! R
N ð7Þ

It is worth noting that given the training data set D ¼ fðxi; yiÞ; i ¼ 1; 2; . . .; ng in
that xi 2 R

n; i ¼ 1; 2; . . .; n where each value of xi belongs to one of the two classes
that is identified by the class label yi 2 �1; 1f g: For cell detection, xi is a repre-
sentation of a fixed size image (18 × 18 pixels being a 1440 dimensional integer
valued vector) containing an instance of the cancer cell (yi = + 1) or non-cancer cell
(yi = −1) pattern (See Eq. 8). Here, the kernel function K x; xj

� 	 ¼ ; xð Þ; xj
� 	

and
additional weight (w) are used to link the feature space in dimension j into outer
space; b is the bias or threshold which was set to 0.8. In this research, three different
main kernels were investigated, namely, Linear, Polynomial, and Quadratic.

f xð Þ ¼ sign
Xn

j¼1

wj/jK x; xj
� 	þ b

( )

ð8Þ
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3 Brain Cancer Cell Detection Using Image Processing
and Soft Computing

Three main steps are used to count the brain cancer cells excluding the training and
testing processes as follows: image processing, feature extraction, and classification.

3.1 Brain Cancer Cell Image Processing Stages

In addition to the baseline image processing technique for cell recognition during
image processing, previously discussed in Sect. 2, we propose a modification of that
technique by introducing five extra steps, nine main steps in total, to prepare the cell
image for the next step (or feature extraction) as follows. Note that each step can be
visually illustrated in the Fig. 1a–i.

(a) Gray Scale Convertor: this step is used to convert RGB into gray (I) [12].
(b) Morphology: this step is used to approximate the background using mor-

phological opening operation for (non-uniform) illumination adjustments.

Fig. 1 Image processing steps
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(c) Background Subtraction: to increase the difference between the actual cell and
its background, this step (F) is used to cut-off the background (Bg) from the
gray scale (I) of two dimensional images [13].

d) Matrix Conversion: this step is used to change the image matric to normalize
gray scale images such that their pixels (G) will be in range of 0.00–1.00.

(e) Image Filter Subtraction: this step (Z) is used to remove the gray portion
(G) and constant (C) from the two dimensional filter (K) images as stated in
the equation below.

Zij
� �

mxn¼ Kij
� �

mxn� Gij
� �

mxn� Cij
� �

mxn ð9Þ

(f) Image Expansion: to improve the brightness and clarity for image adjustment,
this step is used to expand the image from the narrow-band gray scale image to
make it wider in normalized 256 levels of color range.

(g) Image Completion: in the complement of a binary image, at this step, zeros
become ones and ones become zeros; black and white are reversed. In the
complement of a variety of intensity (between 0.00 and 1.00), each pixel value
is subtracted from the maximum pixel value supported by the class (or 1.0 for
double-precision images) and the difference is used as the pixel value in the
output image, i.e., dark areas become lighter and light areas become darker.

(h) Color Generation: this step is used to convert the image back to the original
one using not operator such that the actual cell will be in white and black for
the background using a specific threshold.

(i) Noise Removal: this step is used to remove unwanted noises such as any
pixels that are not significant given the threshold [14].

3.2 Brain Cancer Cell Feature Extraction

To achieve feature extraction, there are four main steps as follows. First, the cell
image will be divided into 18 × 18 pixels and we then apply histogram equalization
to improve the image clarity [21]. After that, the results will be fed into the Gabor
Filter [16] to create the image matrix of (5 × 18, 8 × 18), and here, the scaling factor
selection (M) is 5 and direction (N) is 8. Finally, with the compression ratio of three
(90/3, 144/3), this matrix will be converted again into an image vector of 1440
(30 × 48) in size.

3.3 Brain Cancer Cell Classification

After the previous step, the main features of each image will be generated. As stated
in Sect. 2, the evaluation is over four baseline soft-computing techniques, namely,
NN (MLP), EC (GA), Fuzzy Logic in terms of Fuzzy C-Mean, and SVM.
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4 Performance Evaluation

In this section, the performance of the methodology in various soft-computing
based approaches was evaluated including the optimization of image processing
techniques.

4.1 Simulation Configurations

To comparatively show the performance of each proposal, the simulation test bed is
a standard library and models in Matlab [17] on a Windows 7 64-bit machine with
2.10 GHz, 8 GB DDR-SDRAM, and 1 TB 7200 ppm hard disk. The microscopic
brain cancer cell images were provided by the department of Physiology, Faculty of
Medicine, Khon Kaen University. The cell images including noise and background
were in forms of JPEG files (web.kku.ac.th/chakso). The trained images will be
divided into two classes: either brain cancer cell or not as the image size of 18 × 18
pixels. For testing, a whole cell image will be used in JPEG format such that the
resolution is less than 600 × 700.

To validate the performance, a standard K-fold cross validation technique was
performed in that K is 4, i.e., the percentage of training is 75 and 25 for the testing.
Due to the limitation of timing constrain for each experiment, there is 200 images in
total. Two main metrics were applied: mean and standard deviation in terms of
detection precision (% accuracy) and computational time (seconds).

Since there are also configurations of each soft computing technique, our
investigation then evaluated each accordingly. Thus, in this research, there are four
main scenarios to illustrate the performance. First, with the limitation of human
justification, the effect of number of hidden nodes of NN was evaluated by ranging
from 1, 8, 16, 32, and 64, respectively. Second, three main kernel functions of SVM
were evaluated, i.e., Linear, Polynomial, and Quadratic. Third, the configurations
providing the best solution of NN and SVM were used to compare with GA (500
iterations with 100 in populations) and FCM accordingly. Finally, our optimized
image processing methodology applying FCM, called FCM O-Image, will be also
evaluated against the others.

4.2 Simulation Results

Considering the first scenario, Table 1 shows the effects when varying the number
of hidden nodes of NN. There is a significant difference among the detection
precision, i.e., around 75–86 %; with 64 nodes being the best, but with the highest
computational time—more than 20 min. In general, the execution time of all nodes
is high.
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Table 2 shows the performance in terms of accuracy and computational com-
plexity of different SVM kernels. It is observed that different kernel functions have
no significant effects on the detection precision (around 60–61 %); however, using
Polynomial as the kernel function achieves the lowest computational time, i.e.,
around 6 min compared to the others, i.e., 7–8 min.

In addition, with the best performance of NN (64 hidden nodes) and SVM
(polynomial), Table 3 shows the comparative performance against the other two
soft-computing approaches, i.e., GA and FCM. Generally, FCM results in the best
approach in terms of detection precision—almost 90 % and the accuracy is in the
sequence of NN, GA, and SVM, respectively. However, the computational time of
GA is the lowest (around 3.85 s) and in the sequence of FCM, SVM, and NN,
respectively.

In the last scenario, our optimized image processing with FCM (FCM O-Image)
was evaluated to improve the accuracy further. Table 3 also shows that the detection
precision of the optimization is around 95.69 % while taking the computational
time of just only 2.56 s. Note that in our intensive evaluation, the image processing
optimization was also integrated to other soft-computing techniques and the
accuracies are 91.21, 79.06, and 86.37 % with 1429.61, 454.57, and 4.77 s in
computational time, respectively.

Table 1 Detection
performance: NN with
various numbers of hidden
nodes (1–64)

Hidden nodes Accuracy (%) Execution time (s)

1 75.02 781.67

8 80.79 844.40

16 81.02 938.72

32 83.73 1115.75

64 86.01 1296.24

Table 2 Detection
performance: SVM with
various kernel models

Type Accuracy (%) Execution time (s)

Linear 60.84 488.29

Polynomial 61.76 437.48

Quadratic 61.17 478.43

Table 3 Detection
performance: NN, SVM, GA,
FCM; and FCM O-Image

Type Accuracy (%) Execution time (s)

NN 81.02 938.72

SVM 61.76 437.48

GA 76.17 3.85

FCM 87.27 2.16

FCM O-Image 95.69 2.56
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5 Conclusions

A methodology study of cell biology to gain knowledge of cellular and molecular
mechanisms in brain tumors plays an important role in the understanding of brain
cancer and this requires the expertise of researchers and doctors. The computational
biology and bio-engineering were invented for aiding and especially mitigating
human errors. Thus, this research focuses on the image processing with
soft-computing approaches for brain cancer cell detection. Various models of soft
computing were comparatively evaluated, i.e., NN, GA, SVM, and FCM.

It should be noted that although NN can yield high accuracy, but with the
limitation of time complexity. There are many steps of GA probably affecting
the outcome. SVM may not classify the tainted images. However, FCM yields the
highest accuracy and most importantly with its optimization of image processing,
called FCM O-Image, the result can be improved up to 96 % while maintaining less
time computational complexity. However, although the methodology can achieve
performance improvement, more investigation is needed in other scenarios and
constraints including a wide variety of cell images and an extensive image database,
and all of these are for future work.
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Abstract The performance of an iris recognition system relies on automated
processes from the segmentation stage to the matching stage. Each stage has tra-
ditional algorithms used successfully over the years. The drawback is that these
algorithms assume that the pupil-iris boundaries are perfect circles sharing the same
center, hence only use circle fitting methods for segmentation. The side effect posed
by the traditional rubber sheet model used for normalization is; one cannot work
backwards to place the discriminative features on the original image. This paper
proposes a different approach to each stage using algorithms different from the
traditional ones to address the above issues. Bresenham’s circle algorithm to locate
and compute pupil-iris boundaries. Chan-Vese algorithm with pre-defined initial
contour and curve evolution parameters for accurate segmentation. Preprocessing
techniques to enhance and detect iris features for extraction. Labeling features of
strongest pixel connectivity and using Harris algorithm for feature extraction and
matching.
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1 Introduction

The iris is regarded as the most reliable biometric trait, [1, 2]. The high accuracy
achieved during identification and verification technology is due to its unique and
intricate pattern for each person for each eye. An iris recognition system comprises
of four classical stages prevailing after image acquisition. These are (i) segmenta-
tion; separates the iris from the rest of the eye. (ii) Normalization; caters for image
size variations and pupil dilations, is achieved using Daugman’s rubber sheet
model. (iii) Feature extraction stage extracts features of interest from the normalized
iris. Lastly feature comparison to match a reference iris template to a query image
[1–3]. Each of the stages are automated processes that already constitute traditional
algorithms to achieve results. However, when the original eye image has been
captured with non-sophisticated equipment under uncontrolled environments with
varying image quality, it becomes almost impossible to even perform the first
process of segmentation with the use of the traditional segmentation algorithm [4].
The work done here establishes the use of different methods from the classical ones
to still attain accurate results regardless of any irregularities that come with the
original image and its quality. The proposed method also achieves robust and
affordable results from the segmentation stage to a high matching accuracy at a
faster rate.

2 Problem Definition

The processes of an iris recognition system have had classical algorithms used
successfully for each stage over the years. Like any other method or algorithm, they
still need to be designed such that they are suitable for varying needs and envi-
ronments. In iris segmentation, for instance, the use of the traditional integro dif-
ferential equation followed by the Hough Transform (HT) [1–3], is the norm.
However, this algorithm rigidly assumes that the pupil and iris boundaries share the
same center and hence only models iris segmentation as a perfect circle when this is
not generally the case. Due to this, segmentation becomes unsuccessful especially
when the location of the original image is not around the camera’s centered gaze.
Also, the 2005/6 Iris Challenge Evaluation’s (ICE) experimental results demon-
strated that most iris recognition algorithms have high false rejection rates (FRR),
[4, 5] and a concerning low acceptance rate. These factors highlight opportunities
for improvement and development of novel algorithms to still attain accurate results
under any circumstances.

The objective of this paper is to approach each stage of iris recognition using
different algorithms from the traditional ones to achieve desired results given any
image quality by; (i) Using Bresenham’s circle algorithm to localize and detect the
pupil-iris boundaries. (ii) Parameterizing and implementing the Chan-Vese algo-
rithm using the parameters obtained in (i), that readily define the initial contour and
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will stop the evolving curve at the desired location to achieve accurate segmentation
of the iris. (iii) Using preprocessing techniques to perform feature enhancement on
segmented images. (iv) Using the Sobel detector to highlight iris features for
extraction. (v) Using pixel connectivity to label only the articulated iris features.
(vi) Lastly, using Harris algorithm to extract, and match corresponding iris global
features of interest between a reference feature template and its query image.

3 Related Work on Iris Segmentation

Automatic segmentation is one of the basic, crucial and most challenging tasks [6],
that an iris recognition system needs and relies on. Improved, fast and accurate
segmentation methods lead to accurate feature extraction, inducing a positive
impact not only on the matching subsystem but the performance of the entire iris
recognition system. Classical approaches to iris segmentation have been the use of
the traditional integro-differential operator, an algorithm introduced by J. Daugman
[1]. The gradient-based binary edge map construction followed by Hough
Transform (HT) algorithm proposed by Wildes [3], uses circular boundaries to
localize the iris. The commonality in these algorithms is that (i) they are either
intensity-based methods or region-based methods. They only assume that the
pupil-iris boundary is concentric hence a perfect circle and therefore only make use
of circle fitting methods in order to locate a non-circular pupil-iris boundary. When
the above methods are used and the iris is not located at the center of the image,
these approaches prove to be unsuccessful. In summary, these methods do not
necessarily consider the non-concentric geometric contours that brand the pupil and
iris boundaries where features are most distinctive.

A technique proposed and developed by Kass [7] for image segmentation is
known as active contour models or snakes. It is a method that finds a curve that will
suitably separate an object of interest from the rest of the image by moving through
the spatial domain of an image to minimize an energy functional. For instance, let Ω
be a bounded open subset of ℝ2, with ∂Ω its boundary. Let u0: be a given image and
C(s):[0 1] → ℝ2 be a parameterized curve starting around the object to be detected.
Depending on the gradient of the image (u0), active contour models make use of an
edge-detector to stop an evolving contour on the desired object boundary and
defined by: infC J1(C) [8], where:

J1ðCÞ ¼ a
Z1

0

C0ðsÞj j2dsþ b
Z1

0

C00ðsÞj jds� k
Z1

0

ru0ðCðsÞÞj j2ds: ð1Þ

where α, β, λ are positive parameters, C′ and C″ denote the first and second
derivatives of C(s) with respect to (s).The first two terms referred to as the internal
energy; control the smoothness of the contour. The third term attracts the contour
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towards the object in the image (external energy), [8]. The drawback with such
models is that if the discrete gradients are bounded, the stopping function will not
be zero on the edges and this may cause the evolving curve to simply pass through
the object boundary. Chan and Vese [8], state that by minimizing the energy (1), the
curve can be located at the points of maxima hence acting as an edge detector but
keeping smoothness in the object boundary.

3.1 The Chan-Vese Algorithm in Summary

The method of Chan and Vese [8] is “the minimization of energy based segmen-
tation”, where they minimize a fitting term with an addition of regularizing terms,
(2). They start by defining an evolving curve C in Ω, as the boundary of an open
subset ω of Ω. The region inside and outside the curve is denoted by ω and Ω\-
respectively. Their method assumes that an image u0 is formed by two regions of
distinct values ui0 and uo0 having piecewise-constant intensities. With u0 �
ui0 and u0 � uo0 falling inside and outside the object boundary (C0) respectively.
They then add regularizing terms; the length of the curve C and the area of the region
inside C, which when introduced to the energy functional becomes:

Fðc1; c2;CÞ ¼ l:LengthðCÞþ v:AreaðinsideðCÞÞþ k1

Z

insideðCÞ

u0ðx; y� c1Þj j2dxdy

þ k2

Z

outsideðCÞ

u0ðx; yÞ � c2j j2dxdy:

ð2Þ

where µ ≥ 0, v ≥ 0, λ1, λ2 ˃ 0 are fixed parameters, constants c1 and c2 depend on
C, are respective averages of the image inside and outside C. Considering a case of
arbitrary dimension, the isoperimetric inequality can be used which makes (Length
(C))N/N−1 to be comparable with the Area (inside (C)). For this work the proposed
regularizing terms are pre-defined by first determining the diameter of the pupil and
iris respectively. This is done to (i) compute the radii and respective centers of the
pupil and iris. (ii) To pre-determine the boundaries C0 of the initial contours and
(iii) to influence the stopping of the evolving curve C, before segmentation is
performed. The model of Chan and Vese is that of a minimal partition problem
which can be formulated and solved using level set method. The variable of the
evolving curve is replaced by the zero level set of a Lipschitz function ϕ:Ω → ℝ.
This simplifies the Mumford-Shah functional; which is responsible for segmenta-
tion. Using the formulation of the level set, the solution image u, constants c1 and c2
can be expressed can as a function of ϕ by:

186 G. Mabuza-Hocquet et al.



c1ð/Þ ¼
Z

X

u0ðx; yÞHð/ðx; yÞÞ dxdy
,Z

X

Hð/ðx; yÞÞ dxdy; ð3Þ

c2ð/Þ ¼
Z

X

u0ðx; yÞð1� Hð/ðx; yÞÞÞdxdy
,Z

X

ð1� Hð/ðx; yÞÞÞdxdy ð4Þ

where H is the Heaviside function. Parameterizing the descent direction by some
artificial time t ≥ 0 and deducing the associated Euler-Lagrange equation, leads to
the active contour model, [8]:

@/
@t

¼ deð/Þ l divð r/
r/j jÞ � v� k1ðu0 � c1Þ2 þ k2ðu0 � c2Þ2

� �

¼ 0 in ð0;1Þ � X;

ð5Þ

/ð0; x; yÞ ¼ /0ðx; yÞ in X and
deð/Þ
r/j j

@/
@~n

¼ 0 on @X; ð6Þ

where /ð0; x; yÞ ¼ /0ðx; yÞ defines the initial contour,~n is the exterior normal to the
boundary @X and @/=@~n denotes the normal derivative of ϕ at the boundary. The
principal steps of the algorithm:

• Initialize ϕ0 by ϕ0, n = 0.
• Compute c1(ϕ

n) and c2(ϕ
n) by (3) and (4)

• Solve partial differential equation in ϕ from (5), to get ϕn+1

• See if solution is stationery, otherwise, n = n+1 and repeat, [8].

The segmentation approach that has been used here closely follows that of
Yahya and Nordin [9], and Yanto et al. [10]. In their work [9] adopt the AdaBoost
Cascade Detector to detect the iris region and to determine that the eye is not
closed. They apply the Chan-Vese method to find the inner and outer boundaries of
the iris. Their approach results in a rectangular block as the initial contour. The
work done by [10], proposes an improvement of the active contours without edges
model by Chan-Vese to perform iris segmentation. Their algorithm formulates the
energy function defined by Chan-Vese as a Bayesain optimization problem. They
incorporate a prior probability in the energy function to achieve robust segmenta-
tion of the iris. Another iris segmentation algorithm is one proposed by Vatsa et al.
[4]. Their algorithm performs iris segmentation by (i) the detection of an approx-
imate elliptical boundary using intensity thresholding. (ii) The modification of the
Mumford–Shah functional to a narrow band over the above estimated boundaries to
compute the exact inner and outer boundaries of the iris. The challenge with this
approach is that if the initial contour of the iris is not placed exactly on the iris
boundaries, the algorithm does not accurately segment the iris.
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4 Proposed Approach

The block diagram demonstrates the proposed approach to each process of the iris
recognition system to ultimately obtain highly accurate matching comparison
results (Fig. 1).

4.1 Image Acquisition

The proposed algorithm is tested on two different databases. Non-ideal images from
the University of Beira Interior (UBIRIS). Independently collected eye images from
consenting participants using the Vista EY2 dual iris and face camera.

4.2 Segmentation Stage

This paper adopts the notion of Chan-Vese [8] algorithm by (i) adding pre-defined
length comparable to the area of the pupil and iris as regularizing terms to the
energy functional. (ii) Using active contour models in relation to the Mumfor-shah
functional to perform segmentation. This model (i) detects and segments contours
with or without gradient and (ii) objects that have very smooth and discontinuous
boundaries. As the regularizing terms this work proposes the use of the
Bresenham’s circle algorithm, [13] which is based on the midpoint circle algorithm
in order to localize the pupil-iris boundaries (Co) prior segmentation and to stop the
evolving curve on the area designated by the computed pupil and iris radii
respectively. Bresenham’s algorithm determines points that are needed to draw a
circle. From the original image u0(x, y), the proposed method starts by indepen-
dently determining respective end points u0(x1, y1) and u0(x2, y2) of both the iris and
pupil diameter to locate their respective centers (h, k), using the midpoint formula.
This is elaborated by Fig. 2:

Eye image 
acquisition

Pupil & iris 
Segmentation

Labelling 
connected 
componets

End
Filtering, Noise 

removal & Sobel 
edge detection

Harris & SIFT 
Algorithms

Pre-processing
Chan-Vese 
Algorithm

Feature extraction & 
Matching

Bresenham’s
Algorithm

Feature
detection

Pupil & 
iris 

localization

Fig. 1 Model of proposed approach
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With the midpoint formula to determine each center (h, k) of both the pupil and
iris given by:

u0ðxÞ x1 þ x2
2

� �
; u0ðyÞ y1 þ y2

2

� �
) ðh; kÞ: ð7Þ

The respective radii of the pupil and iris are calculated using the distance
formula:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2 � x1Þ2 þðy2 � y1Þ2
q

and r ¼ d=2 ð8Þ

The midpoint circle algorithm starts with an equation of a circle and the objective is
to find a path through a pixel grid by using pixels with solutions as close to
x2 + y2 = r2 as possible. The value of r is only computed once, during initialization.
Therefore, in relation with the Mumford-Shah functional the segmentation is rep-
resented by, [9]:

FMSðu;CÞ ¼ l:Length ðCÞþ k
Z

X

u0ðx; yÞ � uðx; yÞj j2dxdyþ
Z

X=C

ruðx; yÞj j2dxdy

ð9Þ

where u0 : X → ℝ is a given image, µ and λ are positive parameters. The length of
the curve is parameterized by the radii determined by (8) for both pupil and iris.
Another objective is so to evolve the contour such that it starts from the interior or
center of the object to be segmented and moves towards the exterior to stop on the
desired pupil and iris boundaries respectively. The re-definition of the above
parameters also sought to address the challenge of having to place the initial contour

Fig. 2 Computation of iris
and pupil diameters
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exactly on the iris boundaries. With the Chan-Vese algorithm, interior contours are
automatically detected and the initial curve can be anywhere in the image.

4.3 Image Enhancement and Edge Detection

Enhancing an image is to process an image so that the end result is more suitable
than the original image for use in specific applications. This includes filtering,
adjusting image contrast and detecting edges. Edge detection is a crucial step
towards understanding image features since with accurate mapping of edges in an
image, properties such as curves, shapes, holes, lines etc. can be identified,
extracted and measured [11]. The segmented iris is first enhanced by filtering and
adjusting its contrast using bottom hat filtering and contrast limited adaptive his-
togram equalization (CLAHE). The CLACHE operates on small data regions found
within the iris rather than the entire image. The result is an enhanced image with
visually appealing features of interest.

4.4 Feature Extraction and Matching

Once iris features are extracted, they have to be matched with another iris template
within the database. While referred to as a corner detector, Harris algorithm does not
just select corners; but any location that has large gradients in all directions [12].
Traditional algorithms transform a segmented iris from theCartesian plane to log-polar
(rubber-sheet method) prior feature extraction. This method introduces changes to the
geometrical structure and original location of iris features. Also one cannot work
backwards to locate the iris features on the original image. The methods proposed in
this paper for each stage are able to holistically bypass the abovementioned drawbacks
whilst providing accuracy in results. The failure of statistical independence is themain
key to iris recognition. Traditionally, theHamming distance (HD) is used as ameasure
of dissimilarity between any two iris templates, [1, 3]. Any two different irises are
guaranteed to pass this test. However, if any two images fail the test by producing a
HD ≤ 0.32, it will mean that the two images are from the same iris [1].

4.5 Labelling of Connected Components for Feature
Detection

This is where regions of adjacent or neighboring pixels sharing the same intensity
values are identified and grouped together. The most connected feature labels are
then separated and displayed in an RGB colour scheme for feature articulation as
shown in Fig. 4d.
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4.6 Principal Steps of Proposed Algorithm

5 Experimental Results

5.1 Analysis and Discussion of Results

Figure 3a, b demonstrate the performance of the proposed method by using
Bresenham’s algorithm to independently compute the pupil-iris diameter and radii.
The resulting values are used to parameterize the initial contour and the evolving
curve of the Chan Vese algorithm; by localizing the pupil-iris boundaries and

Fig. 3 a, b Pupil and iris localization with respective parameterized initial contours to evolve the
curve for accurate segmentation
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influencing the number of iterations needed to stop the evolving curve on the
desired boundary locations to achieve accurate segmentation. Figure 4a shows
accurate iris segmentation, with preprocessing techniques on Fig. 4b, c to highlight
unique features obtained by labelling pixels of strongest connectivity in Fig. 4d.
Discrete features extracted using Harris algorithm for template creation is shown in
Fig. 4e. Figure 5 shows a match of extracted feature points between a reference (L1)
template and its query image (L2). The Hamming distance between L1 and L2 was
calculated to be 0.0588 hence the failure of statistical independence, representing a
perfect match. Figure 6a uses an image from UBIRIS database. The proposed
approach still demonstrates accurate and robust iris localization and segmentation in
Fig. 6a, b. Figure 7b, c show the extracted Harris features of two right eye images
from UBIRIS and CSIR respectively. On Fig. 7b, c, Harris features are detected on
both images with 70 and 55 key feature points respectively. On Fig. 7d the pro-
posed method attempts to match the different images but detects no match. The
calculated Hamming distance is 0.4664, passing the test of statistical independence,
representing a non-match between the different images.

Fig. 4 a Segmented iris, b Enhanced iris, c Iris features highlighted with Sobel detector,
d Different colors showing pixel connectivity of iris features, e Extracted Harris features

Fig. 5 Match points between
reference and query image
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6 Conclusion

The experiment was carried out using non-ideal iris images from different databases
to evaluate the performance of the iris recognition system using a different algo-
rithmic approach at each stage. The proposed approach demonstrates robustness in
that the system (i) produces accurate segmentation results, (ii) provides the exact
global localization of extracted features and matching thereof. It also offers as much
reliability at a lesser cost than the traditional methods.

Acknowledgments To UBIRIS for their iris database. The other iris images used were collected
from willing participants within the Council for Scientific and Industrial Research (CSIR), South
Africa.

Fig. 6 UBIRIS image: a Parameterized initial contour with curve evolution. b, c Segmented and
enhanced iris, d Iris features highlighted with Sobel detector, e Different colors showing pixel
connectivity of iris features

Fig. 7 a Harris features detected on UBIRIS image, b, c Demonstration of Harris features on
images from different databases, d Shows no match between the two iris images
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Adaptive and Intelligent Controller
for Protection in Radial Distribution
System

O.V. Gnana Swathika and S. Hemamalini

Abstract In this paper, a Field Programmable Gate Array (FPGA) based intelligent
controller for overcurrent (OC) protection of a radial distribution system is realized.
This controller monitors the radial distribution network continuously and when a
fault is detected in the network, the FPGA based adaptive and intelligent controller
performs the OC relay coordination and trips the appropriate circuit breakers of the
system. The FPGA based digital prototype relay for overcurrent protection is
realized with Atlys Digilent Spartan-6 FPGA kit. The performance of the FPGA
based overcurrent protection technique for a 4-bus radial distribution system is
compared with that of the conventional dual simplex algorithm. The proposed
FPGA based overcurrent protection algorithm is also tested for an IEEE 33-bus
radial distribution network.

Keywords Overcurrent relay � FPGA application � Radial distribution �
Overcurrent protection

1 Introduction

Distribution Systems are the largest portion of the power system network that
constitutes an array of radial feeders. The radial feeders of the distribution network
are highly prone to faults, due to adverse weather conditions, equipment failure and
accidents. A proper relay coordination technique helps to disconnect a minimum
portion of the network and isolate the faulty part of the network using suitable
overcurrent protection devices.
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Fault location in the distribution system is highly complex due to uncertainty of
load, phase unbalance, non-homogeneity of line and fault resistance [1]. Various
research and working models are derived for accurate fault location in the distri-
bution system in order to maintain high reliability factor of the system. The com-
plexity level of the system keeps varying and thus a specific constrained algorithm
is not sufficient to serve the purpose of fault identification. The measurement units
are not widely deployed and are mostly limited to the substation; which in turn
causes lack of monitoring and tracking the critical system data. At distribution level,
there is always load inconsistency and thus there is a drastic variation in the number
of generators that serve the network. The phase unbalance is predominant in radial
distribution network. These are certain challenges faced in the process of fault
identification. The basic process for the fault location incorporates voltage and
current measurement blocks that facilitate the calculation of the impedance using
the fundamental component [2] or harmonics [3]. An additional calculation burden
like recalculation of the voltage and current at each node [2, 4, 5] is required for the
compensation of the characteristics unique to the distribution system. A Fuzzy
approach to identify the most possible fault location in a distribution system is
suggested in [6]. It is necessary to identify the exact fault location instantaneously
and take necessary actions to resume supply to customers quickly. This includes
isolating the faulted section from the healthy section appropriately. To meet out the
above requirements, Distribution Automation System (DAS) comes into play to
efficiently perform fault handling. The most important counterpart for this system is
the availability of reliable measurement database from SCADA systems.
Distribution Automation (DA) analytical tools include various application functions
[7, 8]. New algorithms were then deduced using Artificial Intelligence (AI) [9],
wherein all the short circuit analysis is done offline, and the fault is located online
faster than conventional methods.

Overcurrent protection is a protection scheme that a distribution system demands
when there is short circuit or overload condition in the network. Transients in
voltage or current may force a relay to mal-trip or fail-to-trip [10]. Frequently
occurring switching transient data is updated in a database. The immunity of the
relay to such transients is tested and developed. The key challenge in this scheme is
to map all the switching transient data to the database. Reliability of a distribution
system [11] is improved by locating and rectifying faults even before a crisis occurs
by using intelligent distribution fault identification algorithms. In this, the distri-
bution fault anticipation technique makes the distribution network to handle any
stress that maybe caused due to increasing loads or bad environmental conditions.
This technology has scalability issues due to reasons like huge data that is difficult
to analyze. In [12] a central controller is used with communication to multiple
measurement units of a realistic distribution system. Communication based digital
relays identify high impedance faults in the network. This setup requires switching
devices and relays on each feeder and is hence expensive. The overcurrent relay
(OCR) is realized using DSP processor [13]. However, this method does not
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provide accurate results, as no mathematical algorithms are involved. Fuzzy con-
troller [14] is used to improve the performance of the overcurrent relay, but it is
applicable only for medium voltage distribution networks. For optimum coordi-
nation of OCR, continuous genetic algorithm [15] is employed in a ring main
system. The knowledge of the breaker operating time and coordination time interval
is essential, without which this algorithm will not operate. The directional over-
current coordination is analyzed for different topologies of the network and is
solved using genetic algorithm [16]. OCR coordination for a distribution system
with distributed generators is demonstrated using evolutionary algorithm [17]. The
drawback of the algorithm is that the Time Multiplier Setting (TMS) variables of
relays increase in complex network. Due to the unpredictable behavior of the
distribution network, it is very crucial to identify the faulted section and isolate it
from the healthy portion of the network quickly.

In this paper, an FPGA based intelligent controller with overcurrent protection
capability for a distribution system is proposed. The intelligent controller monitors
the various feeder currents of the system continuously. If any abnormality is
identified in any section of the system, suitable OC relay coordination is employed
immediately to ensure the safety of the network. The performance of the FPGA
based controller is proved to be faster than the conventional Dual Simplex Method.

2 Directional Overcurrent (OC) Relay Coordination

The conventional overcurrent relay coordination algorithms are classified as trial
and error method [18], topological analysis method [19, 20] and optimization
method [21]. Dual simplex algorithm falls under the category of optimization
method.

2.1 Problem Formulation

The directional OC relay coordination problem in a power system network is stated
as an optimization problem, wherein the sum of the operating times of the relays in
the system is minimized for near end fault. The objective function of the problem is
given in (1).

min z ¼
Xm

i¼1

aiTMSi ¼
Xm

i¼1

ti;i ð1Þ

ai ¼ k

ðPSMiÞk � 1
ð2Þ
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where
ai weight assigned for operating time of ith relay Ri

m number of relays just beyond ‘b’ buses
TMSi Time Multiplier Setting of ith relay Ri

PSMi Plug Setting Multiplier of ith relay Ri

λ Constant of Relay
ti,i Operating time of primary relay at i for near end fault

The minimization problem is subjected to the following constraints:

(i) Coordination criteria

tb;i � ti;i �Dt ð3Þ

where
tb,i Operating time of backup relay for the same near end fault
Δt Coordination time interval

(ii) Relay operating time

ti;i;max � ti;i � ti;i;min ð4Þ

The dual simplex method is employed for optimum coordination of overcurrent
relays in a radial test system [21, 22] using C programming. For the test system
shown in Fig. 1, the normal IDMT relay with constants c of 0.02 and λ of 0.14 are
chosen. Minimum operating time for each relay is considered as 0.2 s and the
coordination time interval (CTI) is taken as 0.3 s. The calculated values of ai using
(2) for the test system in Fig. 1 are shown in Table 1.
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Fig. 1 4-bus radial distribution system

Table 1 Calculation of ai Fault position Relay

Ra Rb Rc Rd

Just beyond bus A 2.15 – – –

Just beyond bus B 2.77 2.15 – –

Just beyond bus C 2.77 2.15 2.15 –

Just beyond bus D 1.75 1.47 1.47 2.15
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2.2 Algorithm for Dual Simplex Method

1. Start.
2. Convert the minimization problem to maximization problem.
3. The greater than or equal to type constraints are converted to less than or equal

to type constraints and surplus variables are added.
4. Create the dual simplex table by considering original variables as non-basics

and slack variables as basics.
5. Form the cost coefficient (Cj�

P
ci � eij) row [22].

6. (a) Check if any element in this row is positive. If YES then go to step 13.
(b) Check if all the elements in the row are non positive. If YES, then check if

all the elements in the column of ‘b’ are non negative. If YES then optimal
solution is reached. Go to step 12.

(c) Check if all the elements in the row are non positive. If YES, then check if
at least one element in the column of ‘b’ is negative. If YES then further
optimization is possible. Go to step 7.

7. Identify the row which has the maximum negative value of b. This is consid-
ered as key row.

8. (a) There is no feasible solution for the problem, if all the coefficient values
(aij) in key row are non negative. Now go to step 13.

(b) If some aij in the key row are less than 0, then find the ratio for those
columns:

Ratio ¼ Cj�
X

ci � eij
� �

= aij
� �

9. Identify the column having the smallest (positive) ratio. This is considered as
the key column.

10. Identify the pivot element by mapping the key column and key row. Start the
formation of next dual simplex table.

11. Go to step 5.
12. Print results.
13. Stop.

3 Proposed FPGA Based Adaptive and Intelligent
Protection Control

In this paper, FPGA based adaptive and intelligent protection controller is devel-
oped to efficiently provide overcurrent protection for a radial distribution network.
FPGA constitutes an array of configurable logic blocks, I/O Blocks and Block
RAMs. The configurable logic block (CLB) contains slices. Each slice contains
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look-up tables (LUT), carry and control logic and registers. These slices are used
independently or together for wider logic functions. There are buffers associated
with each CLB, which are accessed by all the outputs of a CLB.

In FPGA based systems, signal processing functions are implemented with
higher degree of freedom and low cost. Moreover they are easily reprogrammable
for any changes in the functionality [23]. This eliminates the redesigning costs.
While contrasting FPGA with microprocessor or DSP, the performance of FPGA is
not tied to the clock rate. Thus highly parallel structures are easily constructed for
processing data using FPGA [24]. The FPGA based systems perform at higher
speed when compared with Microcontroller or DSP counterparts. Due to these
predominant features, FPGA based systems are currently employed to perform
power flow monitoring, fault identification [25] and protection in complex distri-
bution systems. The power flow data of a power system network are transmitted to
FPGA using wireless data monitoring cards [26]. To handle huge data from the
network, more number of channels with higher sampling rate is required. Hence,
FlexRIO is incorporated for data acquisition and real time data processing [27]. Due
to the above features, FPGA devices are used in control platforms in various real
time applications such as wireless telecommunications, image and signal process-
ing, robotics and renewable energy systems [28].

Adaptivity of relays in a radial distribution system enables the protective system
to act in accordance with the upcoming events. The proposed FPGA based adaptive
controller performs two functions. The primary function is to perform fault moni-
toring, where the time stamped current data from all the feeders of the test system
are captured and fed to the central protection center. The second function is to
perform fault handling i.e. once a fault is identified in a feeder segment, relay
coordination is done to isolate the faulted section from the healthy portion of the
radial distribution network.

The directional overcurrent relay is employed in the radial distribution system
for overcurrent protection. The normal current in all the feeders of the system are
calculated to fix the CT ratio in all the feeders. The threshold current is computed
using (5).

Threshold Current ¼ Full Load Current in a Specific Feeder
CT Secondary Current

ð5Þ

The current sensors are deployed at all feeders of the radial distribution network
to sense the current that flows in that feeder at any instant of time. In the test system
shown in Fig. 1, current sensor is placed in each feeder segment. These currents are
captured continuously into a text file in the PC. The purpose of the controller is to
monitor these feeder currents by reading the text file and comparing them with their
respective threshold currents to ensure that they do not exceed the permissible
current limit. If the current sensed in each feeder of the radial system is not more
than their respective threshold current, the system is said to be in the normal state. If
the above condition is violated, then the system is said to be in faulted state. The
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time of operation for the relays placed in the respective feeders is dynamically
calculated using (6–9).

Pick � up current ¼ Setting from relay catalogue � CT phase current ð6Þ

Time Multiplier SettingðTMSÞ ¼ Setting as per relay catalogue ð7Þ

Current settingðCSÞ ¼ Fault CurrentðIFÞ
ð1:5 � Pick � up currentÞ ð8Þ

Time of operation of relay ¼ 0:14 � TMS
½ðIF=CSÞ0:02� 1� ð9Þ

In the faulted state, the fault indicator available within the intelligent overcurrent
protection center immediately indicates the abnormal behavior of the system. The
faulted feeder details are transmitted through the Universal Asynchronous Receiver
and Transmitter (UART) and displayed on the HyperTerminal running on the PC. If
the fault in that feeder is not cleared within a stipulated amount of time (9), then the
backup protection comes into play.

4 Results and Discussion

For the 4-bus radial distribution test system shown in Fig. 1, a FPGA based
intelligent overcurrent protection controller is designed. Normal Inverse
Overcurrent Relays (OCR) [29] R1 through R7 and CTs are fixed at seven feeders
starting from upstream to downstream. Both current and time grading are assumed.
This test system is subjected to load flow analysis. Feeders Gen1-A, A-T1, T1-B,
B-line1, Line1-C, C-T2 and T2-Load1 have 8-bit digital equivalent current signals
notated as isa, iat1, it1b, ibm, imc, ict2 and it2l respectively.

4.1 Test System Monitoring and Feeder Current Extraction

The feeder currents are periodically captured in a text file. The normal current in
various feeder segments are listed in Table 2. In Gen1-A feeder, the full load
current is 0.5672 kA. Hence a 600/5 CT is used in Gen1-A feeder. Similarly the
CT’s are fixed for the remaining feeders.

The threshold current for all the feeders of the 4-bus systems are tabulated in
Table 3. A three-phase fault is initiated in the test system between T2 and Load. The
fault currents in the various feeders are as shown in Table 2. Once the feeder current
exceeds the threshold current shown in Table 3, the relay coordination ensures
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which relay should trip to isolate the faulted section from the healthy portion of the
network.

4.2 FPGA Based Intelligent Overcurrent Protection
Controller

The FPGA based overcurrent protection scheme is implemented using Atlys circuit
board which is a complete, ready-to-use digital circuit development platform based
on a Xilinx Spartan-6 LX45 FPGA with speed grade of minus 3. The Spartan-6
LX45 is optimized for high-performance logic. It has 6822 slices, each of which
contains four numbers of 6 input LUTs and eight flip-flops. The memory specifi-
cation is 2.1 Mbits of fast block RAM. 58 DSP slices are also available. The clock
speed is 500 MHz+. The VHDL modules used for the implementation of the OCR
coordination algorithm are as shown in Fig. 2.

4.2.1 Overcurrent Relay Coordination Algorithm

Text_read.vhd
The purpose of text_read.vhd module is to read the text file located in the PC into
the FPGA kit. This file contains the values of all feeder currents of the test system at
any instant of time. As there are 7 feeder segments, 7 set of feeder currents will be
available in that file. The output of this VHDL file is labeled as dataout (0:6) which
represent the 7 individual instantaneous feeder currents. Each dataout port is an
8-bit value.

Table 2 Normal and 3-phase
fault current in a 4-bus radial
system

Line segment Normal current, kA Fault current, kA

Gen1-A 0.5672 2.808

A-T1 0.2836 2.808

B-C 0.2836 1.404

C-D 1.1345 5.616

Table 3 Threshold current
for relays

Relay number Threshold current (rms), A

R1 120

R2 120

R3 60

R4 60

R5 60

R6 60

R7 240
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OCRCalgo.vhd
The input to OCRCalgo.vhd module are the feeder currents namely isa, iat1, it1b,
ibm, imc, ict2 and it2l, along with the clk signal. Dataout (0:6) are mapped to these
currents. This module is responsible for identifying if there is an OC fault in the
feeder and also to trip the appropriate circuit breakers taking into account the
calculated time of operation of individual relays. Hence the primary and backup
protection is triggered from this block in the event of occurrence of OC fault. The
output of this relay is connected to the associated breakers of individual relays R1
through R7.

UART_TX_CTRL.vhd
The Atlys kit includes an EXAR USB-UART bridge to allow PC applications to
communicate with the board using a COM port. UART onboard of the FPGA kit is
used to establish asynchronous serial communication. The UART serial module has
three sub-modules: the baud rate generator, receiver module and transmitter mod-
ule. The local clock signal is provided by the baud rate generator. Once the
baud-rate is fixed, both the transmitter and the receiver’s internal clock are set to the
same frequency. The UART receiver module enables the reception of serial signals
at RXD and converts them into their respective parallel data. The UART transmit
module with the help of frame format converts the data bytes into serial bits and
transmits those bits through TXD. The UART_TX_CTRL.vhd module contains
three input ports namely ‘send’, ‘data’ and ‘clk’. The two output ports are
‘READY’ and ‘uart_tx’. The string definition is such that the values stored at each
index are the ASCII values of the indicated character [30]. This module is used to
display the string, which is the error message indicating details of faulted feeder, on
the HyperTerminal.

OCR.vhd
OCR.vhd is the top module which has three components namely Text_read.vhd,
OCRCalgo.vhd, UART_TX_CTRL.vhd which are mapped to it. SW and clk serve
as inputs to this top VHDL module. LED (0:6) and uart_txd are the outputs of this

Fig. 2 VHDL modules for OCR coordination algorithm
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module. The user constraint file pins.ucf is associated with the top module at the
implementation stage. This file matches equally named nets to equally named
constraints. Since there are 7 feeders, 7 LEDs are rigged up in the kit. When
SW = 1, the OCR coordination algorithm is triggered for the network that is being
monitored. The UART_TXD is connected to UART port of the kit, which com-
municates with the HyperTerminal in PC. In order to incorporate the appropriate
time of operation for relays R1 through R7, the clock of 96 MHz is utilized.

4.2.2 Procedure to Perform the OCR Coordination Using FPGA Kit

Make the connections and simulate the top module namely OCR.vhd. If a fault is
initiated in the feeder T2-Load1, the simulated output for the relay coordination
using FPGA is as shown in Fig. 3. The plot indicates that the relay operating time
strictly follows the time of operation given in Table 4. The time of operation of the
upstream relay is 2.9 ms. Double click on HyperTerminal and give a name for the
new connection. Identify the COM port to which the FPGA kits’ UART port is
connected. Select that COM port detail in the dropdown menu. Click on
CONFIGURE and set the following parameters: Bits per second: 9600; Data bits: 8;
Parity: None; Stop bits: 1; Flow Control: None. The HyperTerminal is now ready to
use. Synthesize and implement the top module OCR.vhd. Double click on Generate
Programming file and this will generate the appropriate.bit file. Double click on
“Configure Target Device”. This triggers the IMPACT software to open. Double
click on Boundary Scan. Right Click and select “Initialize Chain” and establish the
connection between the PC and the FPGA kit. Assign the.bit file to the FPGA kit
and thereby dump the bit file on the FPGA. If faulted feeder is T2L and if SW = 0,
the fault in the feeder is indicated by glowing the appropriate LED. In this example

Fig. 3 FPGA based relay coordination 4-bus radial distribution system

204 O.V. Gnana Swathika and S. Hemamalini



LED6 associated with Relay 7 (downstream relay) will glow. If faulted feeder is
T2L and if SW = 1, the OCR coordination algorithm will be triggered. The faulted
feeder details are displayed on the HyperTerminal as:

“OC Fault in Feeder t2l”
LED6 glows to indicate fault in feeder T2L. If the fault is uncleared i.e. if the circuit
breaker associated with R7 does not trip within the stipulated time of operation,
then LED6 continues to glow and LED5 glows to indicate that backup protection is
enabled in the network. This procedure continues from downstream to upstream
until the fault is cleared as shown in Fig. 4.

An IEEE-33 bus system shown in Fig. 5 is considered for analysis. Let ri_j
indicate the relay notation for a relay placed between bus i and bus j. For a fault
initiated in feeder connecting bus 31 and bus 32, the FPGA based overcurrent relay
coordination is as shown in Fig. 6. The time of operation for the upstream relay in

Table 4 Time of operation
set for the relays

Relay number Time of operation, ms

R1 2900

R2 2100

R3 1430

R4 947

R5 660

R6 418

R7 223

Fig. 4 FPGA based
intelligent protection control
system for 4-bus radial
distribution system
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the FPGA based overcurrent relay coordination for the 4-bus and 33-bus system is
at 2.9 s; whereas it is 3.1 s using conventional algorithms.

The resources used for the FPGA implementation of the overcurrent protection
system for the 4-bus test system is shown in Table 5. Table 6 compares the time of
operation of upstream relay for the 4-bus radial system for both FPGA based and
conventional dual simplex based directional OC relay coordination [31, 32]. It is
observed that there is a significant improvement in speed of clearing the fault, using
the FPGA based adaptive and intelligent protection control system in comparison
with the conventional algorithms for directional OC relay coordination. This
algorithm is applicable to any complex distribution system and requires almost
same number of bonded IOBs irrespective of the size of the network.
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Fig. 5 IEEE 33-bus radial distribution system

Fig. 6 FPGA based intelligent protection control system for the IEEE 33-bus radial distribution
system
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5 Conclusion

The proposed adaptive and intelligent protection control system is realized using
FPGA technology. The FPGA based system identifies the fault instantly on the test
system and appropriate OC relay coordination technique is applied to isolate the
faulted section of the network from the healthy portion. The overcurrent relay
coordination is completely centralized and based on the state-of-the-art technology.
The FPGA based directional overcurrent relay coordination is proved to be faster
than conventional optimization technique like Dual Simplex Method. This work
maybe enhanced and implemented in large complex distribution systems with
renewable energy sources.

Appendix

Generator (Gen1): 20 MW, 25MVA, 10 kV
Transformer (T1): 10 kV/20 kV, 30 MVA
Line Impedance: 2 + j4 Ω
Transformer (T2): 20 kV/5 kV, 20 MVA
Load1: 10 MW, 5 kV, 11.181 MVA
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Challenges of Digital Note Taking

Mogeeb A.A. Mosleh, Mohd Sapiyan Baba, Sorayya Malek
and Musaed A. Alhussein

Abstract There are world efforts to make technology act with education field for
better learning achievements. Technology tries to replace the traditional learning
environments, media, and activities into digital age. However, slow progress has
been achieved to transfer the note taking activities into digital era. In this study, we
explored current note taking tools which developed to bridge the gap between
paper-based and technology-based notes. We tried to identify key specific problems
and challenges that prevent note taking from existing in the digital age. This study
is providing extensive investigation with systematic analysis about the impacts of
current note taking tools in learning to identify constrains and limitations of typical
note taking systems. Unfortunately, we agreed with similar previous studies that
current tools are still inadequate and inefficient to be used for replacing the tradi-
tional note taking due to several issues. We found that developing a successful note
taking applications is challenges because of four main issues, complexity, tech-
nology learning dilemma, integrity, and inefficiency issues. This study discusses the
main implications to shape the future of digital notes.
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1 Introduction

Learning is process of acquiring and understanding knowledge. Human learning
process occurs as part of education or personal development which involves with
several activities. Note-taking is one of these activities performed to acquire
knowledge, and improve learning outcomes. It is a task of recording information
synthesis from a transient source, such as reading material and attending lecture.
Note taking tasks assist learners in the process of concentration, thinking, memo-
rizing, recalling process, and enhancing performance [1, 2]. It is a complex human
behaviour related to personal information management with a variety of underlying
mental processes, and cognitive interactions [3]. Note taking research had begun
early on 1920s, when Crawford performed experimental study to examine the
impacts of taking notes during lecture on student’s performance [4]. Education and
learning research reported that note taking process has two essential functions for
supporting learner activities, encoding and external storage. Encoding improves
learning by affecting learner cognitive process and working memory. While,
external storage is the produced notes which used to record information for
reviewing purposes [5]. Moreover, taking notes improves the ability of learn,
integrate, and capture knowledge [6]. In addition, note taking improve students
learning achievement and their academic performance [7], where about 99 % of
students are writing notes, and 96 % of them consider note taking as an essential
activity of their academic tasks [8]. Recently, technology application in education is
evolving, and pedagogy is beginning to change the educators teach and students
learn styles. Substantial evidence indicated that current technologies are promising,
introducing better ways to teach and acquire knowledge. Technology offered spe-
cial devices essentially to improve education and learning methods via developing
various system and applications to facilitate learning activity [9]. There is a global
effort to improve learning environments; hence, the idea that most devices would be
integrated with standard note-taking capabilities using pen-based technology to
replace traditional note-taking in the future is conceivable. Similarly, technology
has begun to produce new ways to support education by developing new envi-
ronments, such as using projectors to replace blackboards; slides are presented from
the computer instead of writing on the blackboard; microphone, digital pen, laser
pointer, and web-based courses [10]. Although we are in the digital age, note-taking
as an education tool still struggles to exist in a traditional way. The lack of support
for note-taking in digital format would increase the gap between traditional and
digital learning tools in the next decades because most information and knowledge
are transformed into digital representations. Challenges on the usability of tradi-
tional notes clearly appear via information management tasks because of the per-
vasiveness of current digital technology [11]. Furthermore, people are expected to
manage a large amount of information with different formats from varying
resources to complete their academic tasks. Traditional note-taking was unable to
meet these challenges and encouraged the development of electronic note-taking
applications. The digital document has also more advantages compared to paper
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documents, such as storability, transportability, computability, reproducibility,
legibility, search ability, printability, and security. Since the digital learning
materials afford new functions to enhance learning achievements. Thus, digital note
taking advantages were the essential reason to perform such research and encour-
aged both researchers and developers to facilitate digital note-taking developments.
This article is structured as follows. Section 2 provides historical review and sys-
tematic analysis for classification of current digital note taking tools. Section 3
addresses the main challenges that prevent note taking tasks to be existed in digital
media. Section 4 argues the rationale for this study. Section 5 presents our con-
clusion within the expected scope and the limitations of digital note taking research.

2 Review of Note Taking

There are many hardware and software tools designed to facilitate note-taking
activities. Existing note-taking tools were varied from simple tool to full applica-
tions. Studies focused on the note-taking functionality such as handwriting and
highlighting, whereas other studies concentrated on the advantages of taking notes
in digital media. We investigated the existing note taking tools, and tried to classify
them based on learning principles as follows.

2.1 Note Taking as Active Learning Tool

Active learning is about building knowledge in different ways based on prior
background [12]. Active learning is responsible for learning by creating activities,
and doing things. Recent education technology research has focused more on the
application that can support active learning. Several note taking tools were devel-
oped mainly to support active learning theory.

StuPad: it’s a tool developed to support student recording streams of information,
such as personal notes, video and audio stream, and related topic. It designed to
organize and manage different types of information with two interfaces, one for
capturing and recording information, and the other is for access and review of
information. StuPad has a simple interface and supports a pen-based interface for
writing notes, as shown in Fig. 1. This system can be improve by deploying typical
infrastructure to support active learning in the classroom [13].

NoteTaker: designed to solve the problem of using computers for taking class
notes inside classroom. It designed to adapt note-taking tasks by using the appro-
priate computer function, such as using a pen for drawing, using keyboard for text
input, and using a pointing device for positioning and selecting. Developers
reported the possibility to develop digital note taking application if hardware and
software limitations resolved. NoteTaker evaluated to describe the note-taking
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application functional requirements, such as personal natures, combination of
graphic and text, and time constraints [11] as shown in Fig. 2.

Classroom Presenter (CP): developed at the University of Washington in 2005. It
supported students and instructors with enhanced tools to facilitate the learning
process inside classroom. It supports instructions with the ability to collect, review,
and monitor students feedback. It also supports students in taking notes and sharing
their own works, but with limited functionality for later access and revision [14].
CP supported active learning using the materials presented, and integrated with
specific functions such as flexibility to view materials and interaction mechanisms
in classroom. Initial deployments of CP indicated that instructors could exploit this
technology to achieve a wide range of instructional goals, with collaborative
environment as shown in Fig. 3 [15].

Ubiquitous Presenter (UP): is an extension of the CP, it was developed at UC San
Diego to support both pen-based and typed student submissions on the web. UP

Fig. 1 StuPad system
interface

Fig. 2 NoteTaker system
interface
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includes extra functions to support interaction process using any web-enabled
devices such as laptops, notebooks, and smart phones. UP system is designed based
on a web-server architecture, in which the server acts as data repository for
instructor and student materials such as lecture slides, instructor link, and student
responses [16]. CP and UP could be used as interactive tools between students and
instructors.

DyKnow: is commercial software developed for classroom management and
interactive education. It provides students with several functions of note-taking,
such as student response, content delivery, class capture, record notes, and notes
review. DyKnow likewise allows the instructor to broadcast to students’ screens to
stimulate discussion, transmits prepared contents to student, allows students to poll
assessment in real time. It supports note-taking tasks such as creating, annotating,
audio recording, and saving materials on central server for later access. DyKnow
has two different interfaces. The DyKnow for teachers allows them to control the
digital classroom. DyKnow vision includes student response tools, note-taking
functionality, class capture functionality, collaborative learning tools, and
anytime-anywhere access. It require extensive experiments to evaluate its impact on
learning achievement and performance [17].

Microsoft Tablet PC: Tablet PC was the first step in using pen as input device to
computer, which was preferred by most people. Tablet PC promoted some features
such as handwriting recognition. In addition, ink strokes in the tablet PC are stored
differently from text and images as native data type. Tablet PC offered an alternative
method for input data by using pen rather than other input device such as mouse
and keyboard. Later on, Microsoft released the OneNote software for Tablet PC
application, which was designed for taking notes as shown in Fig. 4 [18]. The
Windows Journal application was also included on the tablet PC for Windows XP,
Vista, and Windows 7. This application allows the user to create and organize
handwritten notes and drawings using pen or mouse to compose handwritten note.
According to research, this application is insufficient to meet the note-taking

Fig. 3 Classroom presenter
interface
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requirements because of a few disadvantages, such as the inaccurate handwriting
recognition, which affects the cognitive response of students [19].

Evernote: is commercial software designed to support the note-taking activity
based on server-client architecture. It designed to assist people to capture idea, and
to record information for later access and review. Evernote is available as a web
application with full-feature desktop and mobile clients designed to allow users
easily capture and find information content in any environment as shown in Fig. 5.
This software supports users with various functions to capture texts, snapshots,
digital ink, or audio. All information is automatically synchronized between the
network and local devices. Evernote had not been evaluated to measure its effi-
ciency on learning process [20].

E-Notes: developed by Wirth in 2003 to provide an electronic form of lecture notes
that can be printed and annotated inside the classroom. E-notes evaluation indicated
an improvement in student achievements. Experimental results showed that 96 % of

Fig. 4 Microsoft Pc tablet
system

Fig. 5 Evernote interface
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students found E-notes viable for use as note-taking application. Students reported
that E-notes assisted them in concentrating for absorbing and understanding the
material. It supports the delivery of notes to students before the lecture, as well as
the annotation tool. However, a limited note-taking functions were implemented in
E-notes [21].

NoteLook: was developed by Chiu et al. in (1999), which allows students to
integrate notes and digital video by supporting automatic snapshots. This system
uses a classroom camera to capture the screen and allows students to annotate
snapshot images. This system has significant infrastructure with complex interface,
which may hamper note-takers [22].

2.2 Note Taking as Active Reading Tool

Writing notes and comments while reading media content to elaborate a specific
topic are the most common note-taking activities. Several tools have been designed
to support these activities while reading materials, such as annotations, highlight-
ing, underling, and linking [23, 24].

DigitalDesk: is designed based on the fact that people prefer traditional note-taking.
It is designed to enhance traditional note-taking with computation technology
instead of replacing paper and pen. It is an early attempt to connect between the
interactions of physical documents in the digital world. DigitalDesk is a physical
desk with a video camera that points to the desk, which captures the user inter-
actions with paper documents, as shown in Fig. 6. It includes various tools that
facilitate the interaction of physical paper such as paper paint, which allows users to
select any part of a paper to be processed as digital documents, and collaboration
environment that allows users to view the works of others [25].

Paper Augmented Digital Documents (PADD): is designed to break the gap
between taking notes in the physical and digital media. Digital pen is used to
connect with traditional paper documents. Digital paper is designed as a normal
paper with printed invisible infrared dots. An infrared camera inside the digital pen
is designed to detect the dot pattern for recording the location of the ink stroke. The
digital pen can also capture and annotate the document. This application is a good
note-taker because it allows ease of editing, navigation, annotation sharing, and
archiving of the digital world, as shown in Fig. 7 [26].

XLibris: is a tool designed based on tablet PC to support note-taking tasks during
reading, such as underlining, highlighting, and adding comments. It designed to
perform limited note-taking tasks such as annotation, page turning, and handwrit-
ing. XLibris use an active digitizer behind the screen, which is controlled by a small
electromagnetic field to replace textbooks with EBooks [27].
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PapierCraft: is an improved version of PADD system designed to support extra
function on paper documents using Gestured with direct commands. These com-
mands can specify digital features, whereas working in paper expands the range of
possible interactions available in the handwriting interface. PapierCraft created a
novel method for mediation between the object and the subject without effecting the
note taking activities [28].

Sony Reader and Amazon Kindle: These two devices are designed to support
active reading by replacing traditional paper, and textbooks with electronic books.
Sony Reader was designed in early of 2006, and the Amazon Kindle was designed
in late of 2007. Both devices use electronic paper display, comprising two

Fig. 6 Digital desk system architecture

Fig. 7 PADD systems
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transparent silicone sheets for displaying sheet images. Electric paper can mimic the
appearance and functions of normal paper with additional advantages such as being
easily changed, small power consumption, non-backlight dependence, and more
environment-friendly. However, these types of devices lack freeform annotation,
and the ability to write notes. Several differences exist between these two devices.
Kindle does not support many file formats, whereas the Sony Reader has no con-
nectivity to the Internet. Sony Reader is simple, clean, looks more similar to a book,
and is cheaper than Kindle. Figure 8 shows both devices.

InkSeine: is a prototype of ink application developed by Microsoft Research
Center. The key idea behind InkSeine is to trigger search function for related
content. InkSeine is designed with excellent user interface and includes most digital
pen functions. This tool was not tested for learning purposes, but it used widely for
taking notes for business meetings, discussions, and other tasks. InkSeine requires
more integration tools to support electronic note-taking [29].

Paper-Top–Interface (PTI): is developed on 2010, to mix normal paper with
digital technology. a visual marker based on augmented reality (AR) technique is
used in designing PTI, with projector to display the materials in a classroom desk,
as shown in Fig. 9. PTI allows students to view notes and write on paper using
pencils. PTI has some advantages such as intuitive interaction, easy annotation,
flexible spatial layout, and quick navigation. Initial evaluation results indicated that
PTI is not in conflict with traditional learning style and can be efficiently used to
take notes in classrooms [30].

Fig. 8 Sony Reader and Amazon Kindle device
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2.3 Note Taking as Collaboration Learning Tool

Current note taking applications can be also categorize according to their group
targets, either individual or collaborative usage. Previous tools were considered as
individual note taking tools and below some examples about sharing and collab-
oration tools.

Tivoli: is note taking tool support small group collaboration by using Xerox live-
board with pen-based techniques. It included pen and gestured commands for
editing, printing, and importing backgrounds images. It allows only one user to
collaborate at any given time. It does not constrain users, and allows anyone
to change the whiteboard contents, which is physically constrained in the
classroom [31].

Livenotes: is facilitated the cooperative and augmented task during lectures. It has a
shared whiteboard that supports real-time interaction between small groups. The
system includes wireless communication with a computer tablet to facilitate
material sharing. It was designed to enable group members to interact during lec-
ture, and presented material in the background of shared board to enhance student
note-taking and annotation tasks. This system was specifically designed to augment
note-taking interaction between students with no cooperative consideration for
reviewing after class [32].

MicroNotes: designed for small notes, such as list of topics, an address of an
interesting website related to a current topic, and question reminders. This appli-
cation allows the posting of notable information and receipts between group
members using any handheld devices. This system is designed to share special
notes between group members [33].

NotePals: supports collaborative note-taking for recording and sharing notes.
NotePals allows easy access for group member’s notes, where each member can
upload their notes in a shared repository. Group members can view the notes of

Fig. 9 Paper-top–interface (PTI) system overview
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other members by retrieving notes from the repository using topic context. It is
mainly designed to support note sharing during meetings or discussions instead of
note-taking purposes. The main disadvantage of the system is the lack of awareness
in student’s notes, direct communication is not allowed between users, and the lack
of handwriting recognition to parse and search within the notes [34].

CoScribe: is designed to derive the implication of note-taking system in
E-Learning. It was developed to support the collaboration between students by
using there handwritten annotations on printed lecture slides. It is a paper-based tool
for tagging and sharing student annotations and slides. It enabled students to create
handwritten annotation, classify notes based on semantic structure, tag documents
for easy access, and to share notes and collaborate with other students. It provides
users with two interface views, a single-user and multi-user. It is similar to the
annotation in traditional note, wherein technology remains in the background. The
evaluation indicated that it efficiently supports student annotation [35].

2.4 Note Taking Tool for Wireless Handheld Devices
(WHD)

Recently technology produced several devices, equipment, and tools essentially
used for personal information management (PMI), such as PDA, Smart Phone,
iPod, iPad, and so on. Incredible opportunity exists in using these devices in
education if a suitable application is rationally developed to cover educational tasks
and activities [36]. As the number of devices rapidly increases and networking
infrastructures expand, society moves toward ubiquitous computing with techno-
logical advances and personalization of these tools to be used for media-based
learning styles. Several tools were developed to support the learning activities on
WHDs devices. Most of these tools are focused on information annotation, col-
laboration, indexing, and later access. Thus, these devices have limited capacity
storage, and most data are stored in the web server [37].

Uchihashi and Wilcox in 1999 proposed an indexing system of digital data by
clustering ink strokes automatically. These tools are used for limited searching by
matching ink strokes rather than the recognized text [38]. Luchini et al. in 2003
designed a system to support learners in creating concept maps using hand-held
devices such as pocket PC [36].

Nakabayashi et al. [39] described the development of self-learning environment
by using both mobile phones and personal computers as client terminals. They
extended the system functionality to enable offline learning, sharing course struc-
ture, and learner tracking information for learning activities using mobile phones
and personal computers [39]. In 2006 and 2007, Dieterle tried to determine the
impacts of wireless handheld devices on variety of learning settings. They reported
that WHDs devices can enhance learning and teaching activities, and that ideal
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note-taking and information retrieval environments should be developed [40].
Varadarajan et al. [41] proposed an intelligent system with simple interface on PDA
devices to allow fast indexing for digital notes in document repositories. Their
system supports information query in inter- and intra-document indexing using
latent semantic indexing. They reported that the system highly enhanced the student
learning experience [41].

3 Discussion

In summary, most of these tools introduced note-taking into digital media. Some of
these tools include specific feature and function, which are considered essential
requirements for developing a useful note-taking application. For example, StuPad
and CP support individual student annotation on lecture slides. However, LiveNotes
allows students to take their own notes and to view the annotations of a small group
of their peers without providing an explicit division or management of space
conflicts. NotePals allows students to take small notes during lectures, juxtapose
these notes with the lecture slides, and share with the entire class. In contrast,
students who use LiveNotes and NotePals are unaware of the notes of other stu-
dents during a lecture, which minimizes space and content conflicts but may result
in duplicated effort.

Although note-taking software increased over the last decade, a few applications
can be classified as a note-taking system, whereas, most of the developed tools only
provide some functionality for limited note-taking tasks. Current note-taking
applications do not specifically meet learning criteria. Moreover, common
note-taking software does not only fail in supporting note-taking functions, but
existing tools suffer in usability, mentality, knowledge capture, negative impact
learning, as well as difficulties in retaining and retrieving information. Existing
tools have several major learning deficiencies that negatively affect the learning
process. In this study, we tried to identify the main challenges of digital note taking.

3.1 Current Challenges of Digital Notes

We found that current note-taking tools have four main critical issues that prevent
note taking from being converted into digital device. Development of a successful
note-taking application with currently available technology is very challenging. In
order to simplify the problem, we classified the issues of existing tools into four
main groups, where each group have several issues as shown in Fig. 10.
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3.1.1 Complexity Challenges

The term complex challenges encompasses different types of note-taking issues,
such as complexity in selecting appropriate tools based on learning theories and in
implementing these tools and their interfaces. These difficulties occur in transferring
realistic tasks into the digital worlds, and the limitation of current technology for
implementing these tools.

I. Complexity of Traditional Note Taking tasks and activities
Note-taking activity is considered as a complex process because it needs
several steps from comprehension and selection of information to written
production. Note taking is a complex activity in terms of its functionality,
components, and effects on learning behaviour and outcomes. Difficulties in
representing traditional note-taking tasks as digital functions are major chal-
lenges because of numerous theoretical constraints, such as functional
requirements, strategies, and working memory of note taking. Thus, a complex
traditional activity is always more difficult to be represented in the digital
world.

II. Difficulties in Development Note-Taking tools
Several challenges are faced by developers during the development of
note-taking tools such as analysing the traditional note taking tasks. These
challenges occur from the initial stage of identifying system requirement to the
last stages of evaluation and obtaining user feedback. These challenges exist
because note-taking tools must be implemented with special consideration to
the pedagogical practice and the educational benefits of note taking. In addi-
tion, the challenges increase during the evaluation of these tools because no

Fig. 10 Classification of digital note taking challenges
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research has yet discussed the evaluation criteria of these tools, such as learning
outcomes, student behaviours, achievements, and performance.

III. Limitation of Current Technology
Limitation of current hardware and software tools in imitating the note-taking
process, along with economic and social issues, increases the complexity of
developing a note-taking application and prevents the adoption of electronic
note taking. The complexity of using a computing device for a note-taking
activity can be cited as a reason for the limitation of digital note taking [8]. In
addition, a number of constraints and limitations on functionality, availability,
and performance for developing a suitable note taking tools have been
observed clearly.

3.1.2 Inefficiency Issues

Inefficiency of digital note tools is one of the main reasons for keeping to traditional
note taking. Current tools of note taking are inefficient and inadequate to take notes
in digital devices because of their linearity, limitations of the free form tools, and
weak interface design. Time consuming and cognitive overload are the main factors
that produced inefficiency issues in current note taking applications. Existing
note-taking tools are still inefficient in the digital form because of the amount of
time and activity required for the note taker.

I. Linearity Issue
Notes are mainly taken without linear consideration, and are written on a
different page area with different position without limitation. However,
note-taking tools are designed to use text editors for creating and editing notes
as a digital document. As a result, delivered digital notes are linear and follow
the analogy of a typewriter. Thus, linearity has broken the role of free form
where linear tools exhibit efficiency in editing text without freedom option
[11]. Most note-taking tools use the keyboard for typing notes, which is rec-
ommended because the use of keyboard for text input is faster than handwriting
[11]. However, using the keyboard and mouse to input notes is a waste of time
due to the extra time required for selecting the tool, choosing the font type and
colour, and selecting the desired location for typing [42]. Moreover, research
reported that input device can affect the note-taking function and strongly
impact the learning cognition [43]. This limitation of linear representation
makes users prefer the traditional note taking instead of switching into digital
notes. Other effects of linearity include its tendency to allow text editors to
insert whitespaces in the documents and the user-selected position. Note takers
reported that linear application is considered useless during the note taking
process [39, 44].
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II. Limitation of current free form tools
A few tools were recently designed to support note takers in a nonlinear form
with free-form canvas such as OneNote, NoteTaker, and LiveNotes. User
feedback on such tools was generally positive, however, it has increased the
note taker cognitive loads, and the processing time remains inefficient [45, 46].
Users of nonlinear applications should perform some pre-steps before drawing
diagrams by specifying the area for drawing, selecting drawing tool, moving
the mouse to the desired area, and clicking the mouse to start drawing. These
pre-steps require extra time, which creates a critical learning problem for the
note-takers. Research recommended a free form to support users write their
notes in a flexible and efficient matter [30, 43]. Encounter problems exists in
balancing between time efficiency and the freedom to enter information,
whereas linear tools are reported as efficient in editing text.

III. Weak interface Design
Designing an appropriate interface for note-taking tools is a critical factor for
the successful development of a note-taking system. Interface plays an
important role for user acceptance in replacing digital note taking tools.
Note-taking tools are supported different activity tasks such as classroom
interaction, collaborative, material review, and monitoring and controlling
events tools. Thus, tools are varying in terms of functionality and learning
support, which leading to different types of interfaces elements. Current
note-taking tools were designed with various interfaces, which results in the
accomplishment of tasks in various views. Current tools interface mostly
distract users, and reduce users attention and focusing [11].

3.1.3 Integrability Challenges of Note Taking

According to learning theories, note-taking applications should include several
features, functions, and components to integrate as a single application for better
learning. Several tools have been developed to achieve various note-taking func-
tions; however, most of these tools have been built with limited functionality [8,
47]. Integration current tools in single application are challenges because of several
issues.

I. Wide Diversity of Current Tools
Existing tools are diverse in interface components, system platforms, and
hosted devices. Existing tools are insufficient for supporting all note taking
activities and research efforts required to integrate note taking in a single
application. By contrast, numerous tools and functions can be derived for
note-taking applications. Furthermore, this challenge is increased because
various note-taking systems have been built using different techniques without
learning consideration, in which several techniques consider specific func-
tionality, thus leading to variations in tools, functions, and target groups.
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II. Lack of Standardization
Overall, numerous tools need to be developed, different criteria need to be
considered, various disciplines should be involved during the development
process of digital note. In addition, type of platforms and devices should be
considered, and numerous constraints and limitations need to be sufficiently
addressed. However, there are no studies that describe the roles and identify
any standard criteria for the development of a typical note-taking application.
No research has yet investigated, defined, or suggested any framework, stan-
dards, or criteria for the process of note taking developments. Guidelines are
needed to simplify the process of developing a note-taking system based on the
characteristics, activities, and features of traditional notes.

3.1.4 Technology Learning Dilemma

Education researchers have reported that using technology to support learning
affects learning behaviours, styles, and outcomes [46, 48]. Researchers on note
taking have agreed with the proposition that using technology in inappropriate ways
has a negative impact on the learning process [42, 49]. Numerous tools have been
developed to facilitate the learning process in note taking, however, most of these
tools are not appropriate for achieving learning goals [50, 51]. We identified such
problems as a term “Technology Learning Dilemma”. It can be existed because of
three main issues: (1) the negative effects of tools or their deficiency in terms of
learning behaviours, styles, and outcomes; (2) the conflict between the benefits of
using technology tools and learning theories; and (3) the leak of evaluation for
current tools with respected to learning aims.

I. Learning deficiencies
We found that most of current note taking tools have several learning issues.
For example, a copy–paste function has a negative effect on learning process
because it allows the note taker to copy the text without reading it. Using the
copy–paste function on note-taking applications decreases the ability of the
learner to memorize knowledge, and promotes less retention. Copy–paste
function reduces note-takers retention because it allows them to recode notes
without reading them or focusing on what they have recorded [42, 51]. Another
example of learning deficiency is sharing ability, which can change the
behaviour of note takers and sometimes, can cause them to depend on the notes
of others instead of writing their own notes. Research revealed that sharing
function affects the encoding function of the note-taking process and exerts
negative influence on learning outcomes [52, 53]. In addition, several devel-
oped systems allow students to compare notes during class and provide them
with the possibility to discuss and post questions, which however, can nega-
tively affect user concentration on the presented material [54].
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II. Confliction with digital advantages
Linearity and free form entry options lead to conflictions between analogy of
traditional notes and key advantages of digital note taking. Linear tool supports
the advantages of writing readable and legible notes; however they impact
current user practice in writing free notes. Vice versa, users are habitually
taking notes in a free form approaches which afford learning features by
reducing user time and cognitive load, and also support user familiarity,
however free form tools is caused to loss the advantages of representing note
digitally [55]. In contrast, this confliction in selecting the main tool for creating
notes leads to delay in transferring notes into digital forms. In addition, several
note-taking functions conflict with some advantages of digital notes, such as
the handwriting function conflicting with the ability to edit and search digital
notes. The handwriting function is an essential function for note taking because
it supports learning by graphic familiarity and free form. Most note-taking
applications designed to use the keyboard as main entry for taking notes
because of the difficulties in developing handwriting tools and the advantages
of electronic notes. However, graphic familiarity and free form as gain factors
for note taking as a learning tool are lost if the keyboard is allowed to be used
for the creation of note [8, 56]. This issue can exist in many circumstances with
different scenarios of using technology to support learning. We argue that
research groups focused on gaining several feature advantages without con-
sidering learning factors. For instance, the first group that supported note
typing using a keyboard considered acquiring the advantages of the digital
notes feature in terms of text typing [8, 11, 53]. However, this group neglected
the note-taking constraints of free form as well as the learning role of the
cognitive load and note familiarity. The second group gave a high priority to
learning advantages instead of focusing on gaining the powerful tools of
technological improvements [8, 43, 49].

III. Existing tools are not thoroughly examined
Technology learning dilemma also happens because note-taking tools are
designed without considering learning theories. Current tools are developed
without evaluating their effects on users because design decisions are mostly
made by developers who are not well-versed in educational theories [21, 57].
Existing note-taking tools are not examined in terms of their effect on the
behaviour and cognitive effort of the learner. A few studies have systematically
evaluated the impact of note-taking tools on user behaviour instead of con-
centrating on satisfaction and motivation [17, 49]. In other words, if a
note-taking application is built for educational purposes, it should be designed
to maintain the learning benefits achieved through traditional note-taking,
wherein each tool must be evaluated to ensure its suitability for educational
purposes. Thus, tool requires evaluation in two targets, to obtain user feedback
on the usability, and its impact on learning outcomes [20, 22, 43].

This research had confirmed that digital devices become ubiquitous, available
largely with people such as PDA, iPhone, Tablet PC, and iPad. Experimental
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studies of current tools of note taking showed great interested for replacing the
digital devices to take notes instead of using traditional paper and pen. The overall
progress of technology in this area showed the possibility of transferring this task
into digital environment if appropriate system was developed with usable and
useful features. However, a slow progress was performed to achieve this objective
because current note taking are suffering from several issues which elaborated
previously. Successful application for digital note taking can be designed if
extensive research performed to adapt the current challenges in a standard frame-
work with a mediation approaches [58]. Thus, to develop a successful note-taking
application, the previous issues need to be solved individually by establishing a
theoretical note taking framework with mediation approaches. The framework is
required to initialize the necessary guidelines for developments process of note
taking tools. Furthermore, intelligent mediator is required to address technology
learning dilemma by adapting note taking tasks into digital environments without
distraction user current practice, and without impacts learning and cognitive
theories.

4 Conclusions

We have argued that successful developments of student-oriented technologies are
feasible but not an easy task. In addition, we found that there are several issues in
sticking with pen and paper, rather than using digital tools for note taking including
mainly complexity, inefficiency, integrability, and technology learning dilemma
issues.

– Complexity is related to the difficulties in carrying out the various tasks of
traditional note taking.

– Inefficiency is related to the time of achieving tasks and user cognition terms,
where inappropriate design leads to unnecessary actions and cognitive over
loads.

– Integrability is due to the wide diversity of current technology in both hardware
and software requirements for development note taking tools, and the difficulties
to integrate the current tools within typical note taking application.

– Technology learning dilemma describes the effects of technology in devel-
opment of education tools, where we found that improper usage of technology
can lead to negative impact on learner negatively leading to learning deficiency.
It is an important factor when addressing the confliction between the gain of
traditional and digital advantages of note taking.

Extracted problems of the current tools provided us with clues to the critical
question of why people still use pen and paper to take notes. This research can be
used to assist developers for establishing a design solution based on pedagogical
opportunities of digital note-taking. Research can be used this study to shape the
technology future of digital note taking. Additional work should be performed to
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analysis the functional and non-functional requirements of digital note taking to
design a successful application of digital note taking. We argue here that devel-
opment of digital note taking application is visible if theoretical and practical
solutions propose to resolve these main challenges.
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Cooperative Control of Multi-robot
Systems with a Low-Degree Formation

Krishna Raghuwaiya, Bibhya Sharma and Jito Vanualailai

Abstract The utilization of team of robots working in a cooperative manner has
huge benefits in moving large payloads. To perform such tasks, a multi robot
structure or formation is necessary to coordinate the motions of the robots in a well
planned manner. In this paper, the formation control problem of multi car-like
mobile robots have been studied. The purpose is to get a swarm of mobile robots in
a certain formation pattern to track a desired trajectory to accomplish a set objec-
tive. A set of artificial potential field functions is proposed using the Direct Method
of Lyapunov for avoiding inter-robot, inter-formation and obstacle collisions and
attraction to their designated targets. The effectiveness of the proposed nonlinear
acceleration control laws is demonstrated through computer simulation results
which prove the efficiency of our control technique and also demonstrates scala-
bility for a large group of robots.

Keywords Formation � Lyapunov � Nonholonomic mobile robots � Low-degree

1 Introduction

Multi-Robot Systems (MRSs) have great advantages over single robot systems in
terms of efficiency, redundancy, flexibility, robustness, cost benefits [1]. There are
various areas which have benefited from the use of MRSs. Some of these include
underwater and space exploration, hazardous environments, service robotics,
entertainment, military rescue and reconnaissance, controlling formations of satel-
lites and autonomous vehicle [2]. Cooperative control of MRSs have received
considerable attention due to the fact that several collaborative tasks can be per-
formed more efficiently and robustly using MRSs which may not be possible with
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individual robots acting alone. The benefits become apparent when considering
distributed tasks, dangerous or hazardous tasks, tasks which require redundancy [3],
and can also provide flexibility to task execution and robustness [1]. In many cases,
the execution of the task requires formation control [4], and the accomplishment of
the overall operation depends on each mobile robot operating in a desired manner.
Cooperative Control problem discussed in this paper is referred to the problem of
MRSs to coordinate their motions on executing tasks cooperatively in a given
workspace. From recent literature, one of the most critical applications of coop-
erative behavior is in payload transportation [5]. In such applications, motion
coordination with minimal error is required. Control strategies for formation or
cooperative control of mobile robots can be roughly categorized into virtual
structure, behavior-based and leader follower schemes [6]. Authors have proposed
different schemes using different control methodologies for coordinating behaviors
of MRSs. These control methods include centralized, completely decentralized or
hybrid [7]. Guo et al. [8] proposed an adaptive scheme using graph theory together
with Lyapunov based techniques to enclose a moving target and attain a desired
inter robot formation. Hybrid systems comprising of distributed smooth-time
varying feedback control laws together with a reactive control framework is pro-
posed in [4, 9] while synchronization in the context of Lagrangian systems control
was proposed in [10] for cooperative robot control. Mas and Kitts [5] proposed a
cluster space control to control a group of four nonholonomic wheeled robots for
object transportation.

We propose a leader-follower scheme to develop a cooperative formation con-
troller for coordinating groups of MRSs. In this control methodology, we assign a
leader in each MRS, who takes the responsibility to specify the objective of the task
and one who also dictates a geometric path from some initial configuration to some
final configuration. The control strategy formulates a low degree formation which
allows for slight distortions in the formation structure of the leader and follower.
These distortions would normally appear if the group encounters an obstacle. As in
[11], this low degree formation structure allows for slight but temporary distortions
for the formation to avoid obstacles. Based on artificial potential fields, the Direct
Method of Lyapunov is then used to derive continuous acceleration-based con-
trollers which render our system stable.

The remainder of this paper is structured as follows: in Sect. 2, the robot model
is defined; in Sect. 3, the artificial potential field functions are defined under the
influence of kinodynamic constraints; in Sect. 4, the acceleration-based control laws
are derived, while in Sect. 5, stability analysis of the robotic system is carried out; in
Sect. 6, we demonstrate the effectiveness of the proposed controllers via computer
simulations which guide the follower robot to track the leaders reference path while
maintaining a low-degree formation; and finally, Sect. 7 concludes the paper and
outlines future work in the area.
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2 Vehicle Model

In this section, we derive a kinematic model for multiple formations of car-like
mobile robots.

We will consider h, h 2 N formations with n, n 2 N, car-like mobile robots in
the Euclidean plane, where the ith agent in the hth formation is denoted by Ahi. We
denote the hth formation as Ah.

Without loss of generalization, we let Ah1 represent the leader in the hth for-
mation structure while the others in Ah take the role of followers. With reference to
Fig. 1 and for h = 1,…,M, i = 1,…, n, (xhi, yhi) represents the Cartesian coordinates
and gives the reference point of Ahi.

Moreover, θhi gives the orientation of Ahi with respect to the z1-axis of the z1z2-
plane while ϕhi gives the steering angle with respect to its longitudinal axis of Ahi.

Lhi represents the distance between the centers of the front and rear axles and lhi
is the length of each axle of Ahi.

The mobile robots have velocity level nonholonomic constraint. We assume no
slippage (i.e., _xhi sin hhi � _yhi cos hhi ¼ 0) and pure rolling (i.e., _xhi cos hhi þ
_yhi sin hhi ¼ vhi) of the car-like mobile robots.

Next, to ensure that each robot safely steers past an obstacle, we adopt the
nomenclature of [12] and construct circular regions that protect the robot. With
reference to Fig. 1, given the clearance parameters �1 [ 0 and �2 [ 0, we enclose
the each vehicle by a protective circular region centered at (xhi, yhi) with radius

rhi ¼ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLhi þ 2�1Þ2 þðlhi þ 2�2Þ2
q

for h ¼ 1; . . .;M, and i ¼ 1; . . .; n.

Fig. 1 Kinematic model of
the agent Ahi
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These generate the nonholonomic constraints on the system. The kinodynamic
model of the system, adopted from [11] is

_xhi ¼ vhi cos hhi � Lhi
2 xhi sin hhi; _yhi ¼ vhi sin hhi þ Lhi

2 xhi cos hhi;
_hhi ¼ vhi

Lhi
tan/hi ¼: xhi; _vhi :¼ rhi1; _xhi :¼ rhi2;

)

ð1Þ

for h = 1, …, M, and i = 2, …, n. Here, vhi and ωhi are, respectively, the instan-
taneous translational and rotational velocities of Ahi, while σhi1 and σhi2 are the
instantaneous translational and rotational accelerations of Ahi. Without any loss of
generality, we assume that /hi ¼ hhi. Now, system (1) is a description of the
instantaneous velocities and accelerations of Ahi.

2.1 Leader-Follower Based Formation Scheme

To desire a substantial degree of rigidness in our formation of Ah, we define two
reference frames: the body frame which is fixed with the rotating body of each
leader Ah1 in Ah, and a space frame, the inertial frame similar to one proposed in
[13]. We assign a Cartesian coordinate system (Xh − Yh) fixed on the leaders body
of the Ah, as shown in Fig. 2, based on the concept of an instantaneous co-rotating
frame of reference. Thus, when the leader, Ah1 rotates, we have a rotation of the
Xh � Yh axes. To define the co-rotating frame of reference, first an origin is selected
on the leader robot, Ah1 in Ah at (xh1, yh1). An axis of rotation is then setup that is
perpendicular to the plane of motion of the leader, Ah1. Thus, at any selected
moment t, the chosen rotating frame of reference rotates at an angular rate equal to

Fig. 2 The proposed scheme
utilizing a rotation of axes
with axis fixed at the leader

236 K. Raghuwaiya et al.



the rate of rotation of the leader, Ah1 about (xh1, yh1). Thus, given the leader’s
position and its orientation, as long as (rhk, αhk) for h = 1, …, M, and k = 1, …, n is
fixed, the kth follower robot’s position in Ah will be unique. We define the shape of
Ah as fh ¼ ½fh2; fh3; . . .; fhn�T , where for fhk ¼ ½rhk; ahk�T for h = 1, …, M, and
k = 2, …, n.

Definition 1 Let 2rhk\rdhk\2rhk þ nh where for ξh > 0, for h = 1, …, M, and
k = 2,…, n, the group of mobile robots make a fdh ¼ ½fdh2; fdh3; . . .; fdhn�T formation, if
9T [ 0;8t[ T:

rhk ¼ rdhk and ahk ¼ adhk:

This gives then the polar coordinate representation of the follower’s position
relative to that of the leader in a given formation. However, such representations
using polar coordinates lead to certain singularities in the controllers. To eliminate
such singular points, we consider the position of the kth follower in Ah by con-
sidering the relative distances of Ahk in Ah, from its leader, Ah1 along the given Xh

and Yh directions. Thus, we have:

Ahk ¼ �ðxh1 � xhkÞ cos hh1 � ðyh1 � yhkÞ sin hh1;
Bhk ¼ ðxh1 � xhkÞ sin hh1 � ðyh1 � yhkÞ cos hh1;

ð2Þ

for h = 1, …, M, and k = 2, …, n and Ahk and Bhk are the relative positions with
respect to the Xh-Yh coordinate system of the kth followers in Ah. If Ahk and Bhk are
known and fixed, the follower’s position will be distinctive. Thus, to obtain a
desired formation, one needs to know distances ahk and bhk, the desired relative
positions along the Xh-Yh directions, such that the control objective would be to
achieve Ahk ! ahk and Bhk ! bhk. i.e., rhk ! rdhk and ahk ! adhk, where rdhk ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2hk þ b2hk

p
and adhk ¼ tan ahk

bhk

� �
for h ¼ 1; . . .;M, and k ¼ 2; . . .; n.

3 Artificial Potential Field Function

This section formulates collision free trajectories of the robot system under kino-
dynamic constraints in a given workspace. We want to design the acceleration
controllers, σhi1 and σhi2, so that the group of robots moves safely towards the
leaders target while maintaining a desired low-degree formation.
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3.1 Attractive Potential Field Functions

3.1.1 Attraction to Target

For the establishment and advancement of the group of M formations having
n mobile robots, we incorporate the leader-follower scheme within the framework
of the Lyapunov-based control scheme (LbCS) [11]. A target is assigned to the
leader of each formation. The leader, Ah1 for h ¼ 1; . . .;M will move towards its
defined target with center (ph11, ph12), while the follower robots, Ahk move with
their leader while maintaining a desired relative position to their leader. For the
attraction of the leader, Ah1 to its designated target, we consider an attractive
potential function for h ¼ 1; . . .;M

Vh1ðxÞ ¼ 1
2

ðxh1 � ph11Þ2 þðyh1 � ph12Þ2 þ v2h1 þx2
h1

h i
: ð3Þ

For Ahi to maintain its desired relative position with respect to the leader, Ah1,
we utilize the following potential function for h ¼ 1; . . .;M and i ¼ 2; . . .; n

VhiðxÞ ¼ 1
2

ðAhi � ahiÞ2 þðBhi � bhiÞ2 þ þ v2hi þx2
hi

h i
: ð4Þ

3.1.2 Auxiliary Function

To guarantee the convergence of the mobile robots to their designated targets, we
design an auxiliary function as

Gh1ðxÞ ¼ 1
2

ðxh1 � ph11Þ2 þðyh1 � ph12Þ2 þ qh1ðhh1 � ph13Þ2
h i

; ð5Þ

where ph13 is the prescribed final orientation of the leader robot, Ah1 and

GhiðxÞ ¼ 1
2

ðAhi � ahiÞ2 þðBhi � bhiÞ2 þ qhiðhhi � hh1Þ2
h i

; ð6Þ

for i ¼ 2; . . .; n and h ¼ 1; . . .;M. The constant ρhi is a binary constant which we
shall call the angle-gain parameter and will take a value of one only if a final
pre-defined orientation is warranted, else it takes the default value of zero [11]. This
auxiliary function is then multiplied to the repulsive potential field functions to be
designed in the following subsections.
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3.2 Repulsive Potential Field Functions

We desire the leader, Ah1 and its followers, Ahk avoid all fixed and moving
obstacles intersecting their paths.

3.2.1 Fixed Obstacles in the Workspace

Let us fix q 2 N solid obstacles within the boundaries of the workspace. We assume
that the lth obstacle is a circular disk with center (ol1, ol2) and radius rol. For Ahi to
avoid the lth obstacle, we consider

FOhilðxÞ ¼ 1
2

ðxhi � ol1Þ2 þðyhi � ol2Þ2 � ðrol þ rhiÞ2
h i

; ð7Þ

as an avoidance function, where h ¼ 1; . . .;M, i ¼ 1; . . .; n, and l ¼ 1; . . .; q. These
obstacle avoidance functions will be combined with appropriate tuning parameters
to generate repulsive potential field functions in the workspace.

3.2.2 Moving Obstacles

To generate feasible trajectories, we consider moving obstacles of which the system
has prior knowledge. Here, each mobile robot, has to be treated as a moving
obstacle for all other mobile robots in the workspace.

3.2.3 Minimum Inter-robot Distance

We desire to maintain a minimum inter robot separation distance between the
robots. This prevents Ahi from getting very close to (or colliding with) Ahj [11],
especially during the re-establishment of the prescribed formation when the system
is distorted. We can consider the following obstacle avoidance function

MOhijðxÞ ¼ 1
2

xhi � xhj
� �2 þ yhi � yhj

� �2�ðrhi þ rhjÞ2
h i

; ð8Þ

for h ¼ 1; . . .;M, and i; j ¼ 1; . . .; n, with j ≠ i.

3.2.4 Inter Formation Avoidance

We also desire for each formation structure in the system to avoid any other
formation structure in the workspace. For ith body of Ah to evade the uth body of
Am, we adopt
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DOhimuðxÞ ¼ 1
2

ðxhi � xmuÞ2 þðyhi � ymuÞ2 � ðrhi þ rmuÞ2
h i

; ð9Þ

for i; u ¼ 1; . . .; n and h;m ¼ 1; . . .;M with m ≠ h.

3.2.5 Dynamic Constraints

Practically, the steering angles of the mobile robots are limited due to mechanical
singularities while the translational speed is restricted due to safety reasons.
Subsequently, we have vhij j\vmax, where vmax is the maximal achievable speed of
the Ahi and xhij j\ vmax

jqminj, where qmin :¼ Lhi
tanð/maxÞ. This condition arises due to the

boundness of the steering angle ϕhi. That is, /hij j �/max\p=2, where ϕmax is the
maximal steering angle. Hence, we consider the following avoidance functions:

Uhi1ðxÞ ¼ 1
2

vmax � vhið Þ vmax þ vhið Þ; ð10Þ

Uhi2ðxÞ ¼ 1
2

vmax

qminj j � xhi

� �
vmax

qminj j þxhi

� �

; ð11Þ

for h ¼ 1; . . .;M and i ¼ 1; . . .; n. These positive functions would guarantee the
adherence to the limitations imposed upon the steering angle and the velocities of
Ahi when encoded appropriately into the Lyapunov function.

4 Design of the Acceleration Controllers

The nonlinear acceleration control laws for system (1), will be designed using
LBCS as proposed in [11].

4.1 Lyapunov Function

We now construct the total potentials, that is, a Lyapunov function for system (1).
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Lð1ÞðxÞ ¼
XM

h¼1

Xn

i¼1

VhiðxÞþGhiðxÞ
Xq

l¼1

ahil
FOhilðxÞþ

X2

s¼1

bhis
UhisðxÞ

" #( )

þ
XM

h¼1

Xn

i¼1

GhiðxÞ
Xn

j¼1
j 6¼1

ghij
MOhijðxÞþ

Xn

u¼1

XM

m¼1
m6¼h

chimu
DOhimuðxÞ

8
>><

>>:

9
>>=

>>;

ð12Þ

4.2 Nonlinear Acceleration Controllers

The design of the feedback controllers begins by noting that the functions fhik to ghij
for h ¼ 1; . . .;M, i ¼ 1; . . .; n, j = 1, 2 and k ¼ 1; . . .; 3 are defined as (on sup-
pressing x):

fh11 ¼ 1þ
Xq

l¼1

ah1l
FOh1l

þ
X2

s¼1

bh1s
Uh1s

" #

ðxh1 � ph11Þ � Gh1

Xq

l¼1

ah1l
FO2

h1l
ðxh1 � ohl1Þ

þ
Xn

j¼1
j6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1
m 6¼1

ch1mu
DOh1mu

2

6
6
4

3

7
7
5ðxh1 � ph11Þ

�
Xn

i¼2

Xn

j¼1
j 6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1
m 6¼1

ch1mu
DOh1mu

2

6
6
4

3

7
7
5ðAhi � ahiÞ cos hh1

þ
Xn

i¼2

Xn

j¼1
j 6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1
m 6¼1

ch1mu
DOh1mu

2

6
6
4

3

7
7
5ðBhi � bhiÞ sin hh1

þ
Xn

i¼2

1þ
Xq

l¼1

ah1l
FOh1l

þ
X2

s¼1

bh1s
Uh1s

" #

�ðAhi � ahiÞ cos hh1 þðBhi � bhiÞ sin hh1½ �

� 2Gh1

Xn

j¼1
j6¼1

gh1j
MO2

h1j
ðxh1 � xhjÞ � 2Gh1

Xn

u¼1

XM

m¼1
m 6¼1

ch1mu
DO2

h1mu
ðxh1 � xmuÞ;
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fh12 ¼ 1þ
Xq

l¼1

ah1l
FOh1l

þ
X2

s¼1

bh1s
Uh1s

" #

ðyh1 � ph12Þ � Gh1

Xq

l¼1

ah1l
FO2

h1l
ðyh1 � ohl1Þ

þ
Xn

j¼1
j 6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1

m6¼1

ch1mu
DOh1mu

2

6
6
6
6
6
4

3

7
7
7
7
7
5

ðyh1 � ph12Þ

�
Xn

i¼2

Xn

j¼1
j 6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1
m6¼1

ch1mu
DOh1mu

2

6
6
4

3

7
7
5ðAhi � ahiÞ sin hh1

�
Xn

i¼2

Xn

j¼1
j 6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1
m6¼1

ch1mu
DOh1mu

2

6
6
4

3

7
7
5ðBhi � bhiÞ cos hh1

�
Xn

i¼2

1þ
Xq

l¼1

ah1l
FOh1l

þ
X2

s¼1

bh1s
Uh1s

" #

ðAhi � ahiÞ sin hh1 þðBhi � bhiÞ cos hh1½ �

� 2Gh1

Xn

j¼1
j6¼1

gh1j
MO2

h1j
ðyh1 � yhjÞ � 2Gh1

Xn

u¼1

XM

m¼1
m 6¼1

ch1mu
DO2

h1mu
ðyh1 � ymuÞ;

fh13 ¼
Xq

l¼1

ah1l
FOh1l

þ
X2

s¼1

bh1s
Uh1s

þ
Xn

j¼1
j 6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1
m 6¼1

ch1mu
DOh1mu

2

6
6
4

3

7
7
5qh1ðhh1 � ph13Þ

�
Xn

i¼2

Xq

l¼1

ah1l
FOh1l

þ
X2

s¼1

bh1s
Uh1s

þ
Xn

j¼1
j 6¼1

gh1j
MOh1j

þ
Xn

u¼1

XM

m¼1
m 6¼1

ch1mu
DOh1mu

2

6
6
4

3

7
7
5qhiðhhi � hh1Þ;

gh11 ¼ 1þGh1
bh11
U2

h11
; gh12 ¼ 1þGh1

bh12
U2

h12
;

and for i ¼ 2; . . .; n
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fhi1 ¼ 1þ
Xq

l¼1

ahil
FOhil

þ
X2

s¼1

bhis
Uhis

" #

ðAhi � ahiÞ cos hh1 � ðBhi � bhiÞ sin hh1½ �

þ
Xn

j¼1
j 6¼1

ghij
MOhij

þ
Xn

u¼1

XM

m¼1
m 6¼1

chimu
DOhimu

2

6
6
4

3

7
7
5ðAhi � ahiÞ cos hh1

�
Xn

j¼1

j6¼1

ghij
MOhij

þ
Xn

u¼1

XM

m¼1
m6¼1

chimu
DOhimu

2

6
6
6
6
6
4

3

7
7
7
7
7
5

ðBhi � bhiÞ sin hh1

� 2
Xn

j¼1
j6¼1

ghijGhi

MO2
hij

ðxhi � xhjÞ � 2
Xn

u¼1

XM

m¼1
m 6¼1

chimuGhi

DO2
himu

ðxhi � xmuÞ

�
Xq

l¼1

ahilGhi

FO2
hil

ðxhi � ohl1Þ;

fhi2 ¼ 1þ
Xq

l¼1

ah1l
FOh1l

þ
X2

s¼1

bhis
Uhis

" #

ðAhi � ahiÞ sin hh1 þðBhi � bhiÞ cos hh1½ �

þ
Xn

j¼1
j 6¼1

ghij
MOhij

þ
Xn

u¼1

XM

m¼1
m6¼1

chimu
DOhimu

2

6
6
4

3

7
7
5ðAhi � ahiÞ sin hh1

þ
Xn

j¼1
j 6¼1

ghij
MOhij

þ
Xn

u¼1

XM

m¼1
m6¼1

chimu
DOhimu

2

6
6
4

3

7
7
5ðBhi � bhiÞ cos hh1

� 2
Xn

j¼1
j 6¼1

ghijGhi

MO2
hij

ðyhi � yhjÞ � 2
Xn

u¼1

XM

m¼1
m6¼1

chimuGhi

DO2
himu

ðyhi � ymuÞ

�
Xq

l¼1

ahilGhi

FO2
hil

ðyhi � ohl1Þ;

fhi3 ¼
Xq

l¼1

ahil
FOhil

þ
X2

s¼1

bhis
Uhis

þ
Xn

j¼1
j6¼1

ghij
MOhij

þ
Xn

u¼1

XM

m¼1
m6¼1

chimu
DOhimu

2

6
6
4

3

7
7
5qhiðhhi � hh1Þ;

ghi1 ¼ 1þGhi
bhi1
U2

hi1
; ghi2 ¼ 1þGhi

bhi2
U2

hi2
:

So, we design the following theorem:
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Theorem 1 Consider a team of M formation structures each comprising of n
car-like mobile robots whose motion is governed by the ODE’s described in system
(1). The principal goal is to establish and control each follower robot in each
formation structure to track its designated leader in a cooperative manner and
facilitate maneuvers within a constrained environment and reach the target con-
figuration. The subtasks include; restrictions placed on the workspace, conver-
gence to predefined targets, and consideration of kinodynamic constraints.
Utilizing the attractive and repulsive potential field functions, the following con-
tinuous time-invariant acceleration control laws can be generated, that intrinsically
guarantees stability, in the sense of Lyapunov, of system (1) as well:

rhi1 ¼ �½dhi1vhi þ fhi1 cos hhi þ fhi2 sin hhi�=ghi1;
rhi2 ¼ � dhi2xhi þ Lhi

2 ðfhi2 cos hhi � fhi1 sin hhiÞþ fhi3
	 


=ghi2;

�

ð13Þ

for h ¼ 1; . . .;M and i ¼ 1; . . .; n, where δhi1 > 0, and δhi2 > 0 are constants
commonly known as convergence parameters.

5 Stability Analysis

Theorem 2 Let (ph11, ph12) be the position of the target of the leader in Ah, and
phi3 for i ¼ 1; . . .; n, be the desired final orientations of the robots in each Ah.
Given ahi and bhi in Ah, let phi1 and phi2 satisfy

ahi ¼ �ðph11 � phi1Þ cos hh1 � ðph12 � phi2Þ sin hh1;
bhi ¼ ðph11 � phi1Þ sin hh1 � ðph12 � phi2Þ cos hh1;

for i ¼ 2; . . .; n and h ¼ 1; . . .;M.
Given x�hi :¼ phi1; phi2; phi3; 0; 0ð Þ 2 R

5, if xe :¼ ðx�11; x�12; . . .; x�hnÞ 2 R
5�n�M is

an equilibrium point for (1), then xe 2 DðLð1ÞðxÞÞ is a stable equilibrium point of
system (1).

Proof One can easily verify the following, for i ¼ 1; . . .; n and h ¼ 1; . . .;M:

1. Lð1ÞðxÞ is defined, continuous and positive over the domain
DðLð1ÞðxÞÞ ¼ fx 2 R

5�M�n : FOhilðxÞ[ 0; l ¼ 1; . . .; q; DOhimuðxÞ[ 0; m ¼
1; . . .; M; u ¼ 1; . . .; n;m 6¼ h; MOhijðxÞ[ 0; j ¼ 1; . . .; n; j 6¼ i; UhisðxÞ[ 0;
s ¼ 1; 2g;

2. Lð1Þðx�Þ ¼ 0;
3. Lð1ÞðxÞ[ 0 8x 2 DðLð1ÞðxÞÞ=xe:
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Next, consider the time derivative of the candidate Lyapunov function along a
particular trajectory of system (1):

_Lð1ÞðxÞ ¼
Xn

i¼1

fhi1 _xhi þ fi2 _yhi þ fhi3 _hhi þ ghi1vhi _vhi þ ghi2xhi _xhi

h i
:

Substituting the controllers given in (13) and the governing ODEs for system
(1), we obtain the following semi-negative definite function

_Lð1ÞðxÞ ¼ �
Xn

i¼1

dhi1v
2
hi þ dhi2x

2
hi

� �� 0:

Thus, _Lð1ÞðxÞ� 0 8x 2 DðLð1ÞðxÞÞ and _Lð1ÞðxeÞ ¼ 0. Finally, it can be easily
verified that Lð1ÞðxÞ 2 C1 DðLð1ÞðxÞÞ

� �
, which makes up the fifth and final criterion

of a Lyapunov function. Hence, Lð1ÞðxÞ is classified as a Lyapunov function for
system (1) and xe is a stable equilibrium point in the sense of Lyapunov.

Remark 1 This result is in no contradiction with Brockett’s Theorem [14] as we
have not proven asymptotic stability.

6 Simulation Results

In this section, we illustrate the effectiveness of the proposed continuous
time-invariant controllers within the framework of the Lyapunov-based control
scheme by simulating a virtual scenario.

We consider the motion of a pair of 4 cars in a double platoon formation in a two
dimensional space with static obstacles in its path. Each follower robot in each
formation structure is assigned a unique position relative to its leader as seen in
Fig. 3. This is achieved by assigning appropriate values to (ahk, bhk) to obtain a
geometric formation structure. While a leaders A11 and A21 moves towards its
intended target, the followers, Ahk for h = 1, 2 and k ¼ 2; . . .; 4 maintains the
desired relative position to its designated leader, thus maintaining a desired for-
mation structure. Assuming that the appropriate units have been accounted for,
Table 1 provides the corresponding initial and final configurations of the two robots
and other necessary parameters required to simulate the scenario. Figure 4 shows
the evolution of the Lyapunov function and its time derivative along the system
trajectory while Fig. 5 depicts the time evolution of the nonlinear controllers of the
leaders A11 and A21. Figures 4 and 5 show the boundness and convergence of the
variables at the final state, respectively, implying the effectiveness of the
controllers.
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Fig. 3 The proposed scheme
utilizing a rotation of axes
with axis fixed at the leader

Table 1 Numerical values of initial and final states, constraints and parameters

Initial configuration

Rectangular positions of leaders ðx11; y11Þ ¼ ð5; 70Þ; ðx21; y21Þ ¼ ð5; 10Þ
Desired relative distances of followers a12 ¼ a23 ¼ b14 ¼ b22 ¼ 0; b12 ¼ b13 ¼ �3

a13 ¼ a14 ¼ a22 ¼ a24 ¼ b23 ¼ b24 ¼ 3

Translational velocity vhi = 0.5 for i = 1, …, 4, h = 1, 2

Rotational velocities ωhi = 0, for i = 1, …, 4, h = 1, 2

Angular positions θhi = 0, for i = 1, …, 4, h = 1, 2

Constraints and parameters

Dimensions of robots Lhi = 1.6, lhi = 1.2 for i = 1, …, 4, h = 1, 2

A1 leader’s target (p11, p12) = (79, 24.5), rt11 = 0.5,

A2 leader’s target (p21, p22) = (79, 56), rt21 = 0.5

Fixed obstacles ðo11; o12Þ ¼ ð20; 20Þ; ðo21; o22Þ ¼ ð20; 40Þ
ðo31; o32Þ ¼ ð20; 60Þ; ðo41; o42Þ ¼ ð40; 20Þ
ðo51; o52Þ ¼ ð40; 40Þ; ðo61; o62Þ ¼ ð40; 60Þ
(o71, o72) = (60, 20), (o81, o82) = (60, 40)

(o91, o92) = (60, 60), rol = 2 for l ¼ 1; . . .; 9

Max. translational velocity vmax = 5

Max. steering angle ϕmax = π/2

Clearance parameters ɛ1 = 0.1, ɛ2 = 0.05

Control and convergence parameters

Collision avoidance αhil = 1, for i = 1, …, 4, h = 1, 2, l ¼ 1; . . .; 9

ηhij = 0.01 for h = 1, 2, i, j = 1, …, 4, j ≠ i,

γhimu = 0.01, for h, m = 1, 2, i, j = 1, …, 4, h ≠ m

Dynamics constraints βhis = 1, for i = 1, …, 4, h, s = 1, 2,

Convergence δ11j = 12,000, δ21j = 8000, for j = 1, 2

δhij = 50, for i = 1, …, 4, h, j = 1, 2
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Fig. 4 Evolution of L1ðxÞ
and its time derivative _Lð1ÞðxÞ

Fig. 5 Translational and
rotational accelerations of the
leaders A11 and A21
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7 Conclusion

In this paper we have proposed a leader follower scheme for the coordination of
MRSs in an environment populated with obstacles. The contribution of this paper is
the capability of the robots in a desired geometric formation to move from some
initial configuration to some final state while maintaining a desired low degree
formation. The advantage of the proposed scheme is that we can have multiple
formations structures having different geometric shape. The approach also considers
inter-robot and inter-formation collision avoidance. Collision free maneuvers with
fixed obstacles are imbedded in the overall framework. The derived controllers
produced feasible trajectories and ensured a nice convergence of the system to its
equilibrium state while satisfying the necessary kinematic and dynamic constraints.
The effectiveness of the proposed control laws were demonstrated via a computer
simulation. The control system presented is also easily scalable for any number of
agents in any geometric shape. Future research will address more general formation
applications in 3D.
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Swarming Intelligence of 1-Trailer
Systems

Jai Raj, Krishna Raghuwaiya, Shonal Singh, Bibhya Sharma
and Jito Vanualailai

Abstract In this paper, we propose a new solution to motion planning and control
problem for a flock of 1-trailer systems. A set of artificial potential field functions is
proposed for the flock of 1-trailer robots via the Lyapunov-based control scheme for
the avoidance of swarm of boids and attraction to their designated targets. The
dynamic environment for the first time includes a swarm of boids, which is gov-
erned separately by a system of ODE’s. The swarm exhibits collective emergent
behaviors in the vicinity of the workspace while the flock of 1-trailer systems safely
maneuver from their initial configuration to designated targets. The effectiveness of
the control laws is demonstrated via computer simulations. The novelty of the paper
lies in the simplicity of the controllers and the ease in the treatment of the dynamic
environment.

Keywords Swarm � Obstacle avoidance � 1-trailer system � Emergent � Stability

1 Introduction

Devising motion planning algorithms for multi-agents sharing a common
work-space is inherently difficult. This is a result of the environment being no
longer static but dynamic. Static environments have provided excellent breeding
grounds for high-powered algorithms so far [1]. However, more recently there has
been a shift of emphasis to include dynamic environments due to its applications in
the real world. The dynamic obstacles can incorporate the mobile robots themselves
as well as other moving solid objects or obstacles in the environment.

Fundamental to the motion planning problem of multi-agents is the need to
control and plan the motions of the agents that would yield inter-agent and agent to
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obstacle collision avoidances. Numerous papers have discussed this problem, some
of which includes methods such as discretization of the configuration time-space
using sequential space slicing [2], plan-merging [3], negotiations [4], online arti-
ficial potential fields strategy [5, 6], decomposition of the problem into path
planning and velocity planning sub-problems [7] and a Lyapunov-based control
scheme for various nonholonomic multi-agents [8], to name a few.

Biologically inspired algorithms that mimic the flocking behavior are essential in
accomplishing the control objective of a group while ensuring collision-free flight
path [8]. Common objectives nowadays include formation flight control, satellite
clustering, exploration, surveillance, foraging and cooperate manipulation [8, 9].
Basically, robots working towards a common objective can satisfy stringent time,
manpower and monetary demands, enhance performance and robustness, and
harness desired multi-behaviors, each of which is extremely difficult if not entirely
impossible to obtain from single agents [9].

2 System Modeling

2.1 A Model of the 1-Trailer Robot

Two different trailer systems can be distinguished from literature; standard and the
general trailer systems, grouped into two different categories based upon their
different hooking schemes [10]. The standard 1-trailer system embodies a car-like
robot and an on-axle hitched two wheeled passive trailer. The authors will consider
n standard 1-trailer system, in Euclidean plane. The connections between the two
bodies give rise to the following holonomic constraints on the system:

xi2 ¼ xi1 � L1
2
cos hi1 � L2 þ 2d

2
cos hi2; yi2 ¼ yi1 � L1

2
sin hi1 � L2 þ 2d

2
sin hi2

We define d :¼ e1 þ c, where c is a small offset (see Fig. 1). The model of the ith
tractor-trailer, adopted from [10], is

_xi1 ¼ vi cos hi1 � L1
2 xi sin hi1 ; _yi1 ¼ vi sin hi1 þ L1

2 xi cos hi1;
_hi1 ¼ xi ; _hi2 ¼ vi

L2
sin hi1 � hi2ð Þ; _vi ¼ ri1; _xi ¼ ri2;

)
ð1Þ

where vi and xi are, respectively, the instantaneous translational and rotational
velocities, while ri1 and ri2 are the instantaneous translational and rotational
accelerations of the ith tractor.
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2.2 A Swarm Model

A general swarm model, formulated by Mogilner et al. [11] will be utilized, moving
with the velocity of the swarm’s centroid. Following the nomenclature of Reynolds
[12], each member of the flock is denoted as a boid. At time t� 0, let
ðxbkðtÞ; ybkðtÞÞ; k ¼ 1; . . .; h, be the planar position of the kth individual, which we
shall define as a boid residing in a disk of radius rbk � 0,

Bk ¼ ðz1; z2Þ 2 R
2 : ðz1 � xbkÞ2 þðz2 � ybkÞ2 � rb2k

n o
: ð2Þ

Let us define the centroid of the swarm as

ðxbk; ybkÞ ¼ 1
h

Xh
k¼1

xbk;
1
h

Xh
k¼1

ybk

 !
: ð3Þ

At time t� 0, let ðtbkðtÞ;xbkðtÞ :¼ð _xbkðtÞ; _ybkðtÞÞÞ be the instantaneous velocity of
the kth boid. Using the above notations, we obtain a system of first order ODE’s for
the kth boid, assuming the initial conditions at t ¼ t0 � 0:

_xbk ¼ tbkðtÞ; _ybk ¼ xbkðtÞ g ð4Þ

for k ¼ 1; . . .; h:

Fig. 1 The kinematic model and the positioning of the 1—trailer robots. a Kinematic model of the
ith 1-trailer boid (t = 0). b Positioning of a mobile target relative to the position of the leader
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2.3 Model of the Dynamic Team

The dynamic model of the 1-trailer system and the swarm of boids is

_xi1 ¼ vi cos hi1 � L1
2 xi sin hi1;

_yi1 ¼ vi sin hi1 þ L1
2 xi cos hi1;

_hi1 ¼ xi;
_hi2 ¼ vi

L2
sin hi1 � hi2ð Þ;

_vi ¼ ri1;
_xi ¼ ri2 ; i ¼ 1; . . .; n;
_xbk ¼ tbk;
_ybk ¼ xbk; k ¼ 1; . . .; h:

9>>>>>>>>>>=
>>>>>>>>>>;

ð5Þ

3 Deployment of the Lyapunov-Based Control Scheme

3.1 Target of the 1-Trailer Mobile Robots

To initiate movement, we propose to have a target. The leader moves towards its
target t11; t12ð Þ. For the followers, the mobile ghost targets are positioned relative to
the position of the leader whose center is given by ti1; ti2ð Þ ¼ x11 � ai; y11 � bið Þ,
for i ¼ 2; . . .; n. For the attraction to these targets, we consider an attractive
potential function

Vi xð Þ ¼ 1
2

xi1 � ti1ð Þ2 þ yi1 � ti2ð Þ2 þ v2i þx2
i

h i
ð6Þ

for i ¼ 1; . . .; n.

3.2 Auxiliary Function

To guarantee the convergence of the tractor-trailer mobile robot to its designated
target, we design an auxiliary function defined as

Gi xð Þ ¼ 1
2

xi1 � ti1ð Þ2 þ yi1 � ti2ð Þ2 þ hi1 � ti3ð Þ2 þ hi2 � ti4ð Þ2
h i

ð7Þ

for i ¼ 1; . . .; n where ti3 is the desired final orientation of the ith tractor and ti4 is
the desired final orientation of the ith trailer.
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3.3 Collision Avoidance Amongst the 1-Trailer Robots

To generate feasible trajectories, we consider moving obstacles of which the system
has priori knowledge. Here, each member of the flock becomes a moving obstacle
for all the other members. Therefore, for the mth body of the ith tractor trailer to
avoid the uth body of the jth tractor-trailer, we have

Mmuij xð Þ ¼ 1
2

xim � xju
� �2 þ yim � yju

� �2� 2� rvð Þ2
h i

ð8Þ

for i; j ¼ 1; . . .; n with i 6¼ j and m; u ¼ 1; 2.

3.4 Dynamic Constraints

Practically, the steering and bending angles of an articulated robot is limited due to
mechanical singularities while the translational speed is restricted due to safety
reasons. Subsequently, we have; (i) vj j � vmax, where vmax is the maximal speed of
the tractor; (ii) /ij j �/max\ p

2, where /max is the maximal steering angle of the
tractor; and (iii) hi1 � hi2j j � hmax\ p

2, where hmax is the maximum bending angle of
the trailer with respect to the orientation of the tractor. This prevents a jack knife
situation. Thus, the trailer is free to rotate within � p

2 ;
p
2

� �
. Considering these

constraints as artificial obstacles, we have the following potential field functions:

DCi1 xð Þ ¼ 1
2

vmax � við Þ vmax þ við Þ½ � ð9Þ

DCi2 xð Þ ¼ 1
2

vmax

qminj j � xi

� �
vmax

qminj j þxi

� �� �
ð10Þ

DCi3 xð Þ ¼ 1
2

hmax � hi2 � hi1ð Þð Þ hmax þ hi2 � hi1ð Þð Þ½ � ð11Þ

for i ¼ 1; . . .; n.

3.5 Avoidance of the Swarm of Boids by the 1-Trailer
Robots

For the boids to avoid the 1-trailer mobile robots, we design repulsive potential field
functions of the form
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Sik ¼ 1
2

xim � xbkð Þ2 þ yim � xbkð Þ2� ri þ rbkð Þ2
h i

; ð12Þ

where i ¼ 1; . . .; n;m ¼ 1; 2 and k ¼ 1; . . .; h.
For the attraction of the swarm to the centroid and for the inter-individual

avoidance of the swarm, the functions are:

3.6 Attraction to the Centroid

To ensure that the individuals of the swarm are attracted towards each other and
also form a cohesive group by having a measurement of the distance from the kth
individual to the swarm centroid, we use the following attraction function:

RkðxÞ ¼ 1
2

xbk � 1
h

Xh
j¼1

xbj

 !2

þ ybk � 1
h

Xh
j¼1

ybj

 !2
2
4

3
5: ð13Þ

The role is to ensure that the ith individual is attracted to the swarm centroid.

3.7 Avoidance of the Boundaries of the Workspace

For the avoidance of the left, upper, right and lower boundaries, the following
position obstacle avoidance functions are utilized, respectively:

WBk1 ¼ xbk � rbk;

WBk2 ¼ ybk � rbk;

WBk3 ¼ b1 � ðxbk � rbkÞ;
WBk4 ¼ b2 � ðybk � rbkÞ:

ð14Þ

3.8 Intra Swarm Avoidance

For the boids to avoid each other, we design obstacle avoidance function of the form

QkjðxÞ ¼ 1
2

ðxbk � xbjÞ2 þðybk � ybjÞ2 � ðrbk þ rbjÞ2
h i

; ð15Þ

for k; j ¼ 1; . . .; h; j 6¼ k. The function is an Euclidean measure of the distance
between the individual boids.
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4 Design of Nonlinear Controllers

This section will represent a Lyapunov function and the nonlinear control laws for
system (5) will be designed using the LbCS.

4.1 Lyapunov Function

As per the LbCS, we combine all the attractive and repulsive potential field
functions, and introducing tuning parameters (or control parameters),
wk [ 0; gks [ 0; bkj [ 0; rik [ 0; nku [ 0; fkr [ 0 and kkr [ 0 for
i; j; k; l; m; n; r; s; u 2 N, we define a Lyapunov function for system (5)

LðxÞ ¼
Xn
i¼1

ViðxÞþGiðxÞ

P3
s¼1

cis
DCisðxÞ þ

Pn
j ¼ 1

i 6¼ j

P2
m¼1

P2
u¼1

bmuij
MmuijðxÞ

þ Ph
k¼1

rik
SikðxÞ

0
BBBBBB@

1
CCCCCCA

2
6666664

3
7777775

þ
Xn
i¼1

Xh
k¼1

GiðxÞ wkRkðxÞþRkðxÞ
X4
s¼1

gks
WBksðxÞ þ

Xh
j ¼ 1

j 6¼ k

bkj
QkjðxÞ

0
BBBBB@

1
CCCCCA

2
666664

3
777775

ð16Þ

4.2 Controller Design

To extract the control laws for the kinodynamic system, we differentiate the various
components of LðxÞ separately with respect to t along a solution of system (5), carry
out the necessary substitutions and upon suppressing x, we have the controllers for
the dynamic model.

1-Trailer Agents The process of designing the feedback controllers begins by
noting that the functions fik for i ¼ 1; . . .; 4; k ¼ 1; . . .; n and k ¼ 1; . . .; 3 are
defined as (on suppressing x):
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f11 ¼

1þ P3
s¼1

c1s
DC1s

þ Pn
j¼2

P2
m¼1

P2
u¼1

bmu1j
Mmu1j

þ Ph
k¼1

r1k
S1k

þwkRk þRk
P4
s¼1

gks
WBks

þRk
Ph

j ¼ 1

j 6¼ h

bkj
Qkj

2
66666664

3
77777775

x11 � t11ð Þ

þ
Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

Gj
bmuj1
M2

muj1
xjm � x1u
� �

�
Xn
i¼2

1þ
X3
s¼1

cis
DCis

þ
Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

bmuij
Mmuij

2
64

3
75 xi1 � ti1ð Þ

� G1

Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

bmu1j
M2

mu1j
x1m � xju
� �� G1

Xn
i¼1

r1k
S21k

ðx11 � xbkÞ

f21 ¼

1þ P3
s¼1

c1s
DC1s

þ Pn
j¼2

P2
m¼1

P2
u¼1

bmu1j
Mmu1j

þ Ph
k¼1

r1k
S1k

þwkRk þRk
P4
s¼1

gks
WBks

þRk
Ph

j ¼ 1

j 6¼ h

bkj
QkjðxÞ

2
66666664

3
77777775

y11 � t12ð Þ

þ
Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

Gj
bmuj1
M2

muj1
yjm � y1u
� �

�
Xn
i¼2

1þ
X3
s¼1

cis
DCis

þ
Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

bmuij
Mmuij

2
64

3
75 yi1 � ti2ð Þ

� G1

Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

bmu1j
M2

mu1j
y1m � yju
� �� G1

Xn
i¼1

r1k
S21k

ðy11 � ybkÞ

f1i ¼

1þ P3
s¼1

cis
DCis

þ Pn
j¼2

P2
m¼1

P2
u¼1

bmuij
Mmuij

þ Ph
k¼1

rik
Sik

þwkRk þRk
P4
s¼1

gks
WBks

þRk
Ph

j ¼ 1

j 6¼ k

bkj
Qkj

2
66666664

3
77777775

xi1 � ti1ð Þ

þ
Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

Gj
bmuji
M2

muji
xjm � yiu
� �

� Gi

Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

bmuij
M2

muij
xim � xju
� �� Gi

Xn
i¼1

r1k
S21k

ðxi1 � xbkÞ

258 J. Raj et al.



fi2 ¼

1þ P3
s¼1

cis
DCis

þ Pn
j¼2

P2
m¼1

P2
u¼1

bmuij
Mmuij

þ Ph
k¼1

rik
Sik

þwkRk þRk
P4
s¼1

gks
WBks

þRk
Ph

j ¼ 1

j 6¼ k

bkj
Qkj

2
66666664

3
77777775

yi1 � ti2ð Þ

þ
Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

Gj
bmuji
M2

muji
yjm � yiu
� �

� Gi

Xn
j¼1
i6¼j

X2
m¼1

X2
u¼1

bmuij
M2

muij
yim � yju
� �� Gi

Xn
i¼1

r1k
S21k

ðyi1 � ybkÞ

fi3 ¼

P3
s¼1

cis
DCis

þ Pn
j¼1
i 6¼j

P2
m¼1

P2
u¼1

bmuij
Mmuij

þ Ph
k¼1

r1k
S1k

þwkRk þRk
P4
s¼1

gks
WBks

þRkðxÞ
Ph

j ¼ 1

j 6¼ k

bkj
Qkj

2
666666664

3
777777775

hi1 � ti3ð Þ

� Gi
ci3
DC2

i3
hi2 � hi1ð Þ � Gi

L1
2

Xn
j ¼ 1

i 6¼ j

X2
u¼1

b2uij
M2

2uij
xi2 � xju
� �

sin hi1

þGi
L1
2

Xn
j ¼ 1

i 6¼ j

X2
u¼1

b2uij
M2

2uij
yi2 � yju
� �

cos hi1

þ L1
2

Xn
j¼1
i6¼j

X2
m¼1

Gj
bm2ji
M2

m2ji
xjm � xi2
� �

sin hi1 � yjm � yi2
� �

cos hi1
� 	

fi4 ¼

P3
s¼1

cis
DCis

þ Pn
j¼1
i 6¼j

P2
m¼1

P2
u¼1

bmuij
Mmuij

þ Ph
k¼1

r1k
S1k

þwkRk þRk
P4
s¼1

gks
WBks

þRkðxÞ
Ph

j ¼ 1

j 6¼ k

bkj
Qkj

2
666666664

3
777777775

hi2 � ti4ð Þ

þGi
ci3
DC2

i3
hi2 � hi1ð Þ � Gi

L2 þ 2d
2

Xn
j¼1;j 6¼i

X2
u¼1

b2uij
M2

2uij
xi2 � xju
� �

sin hi2

þGi
L2 þ 2d

2

Xn
j¼1;j 6¼i

X2
u¼1

b2uij
M2

2uij
yi2 � yju
� �

cos hi2

þ L2 þ 2d
2

Xn
j¼1
i 6¼j

X2
m¼1

Gj
bm2ji
M2

m2ji
xjm � xi2
� �

sin hi2 � yjm � yi2
� �

cos hi2
� 	

for i ¼ 2; . . .; n; k ¼ 1; . . .; h and

Swarming Intelligence of 1-Trailer Systems 259



fi5 ¼ 1þGi
ci1
DC2

i1
; fi6 ¼ 1þGi

ci2
DC2

i2
ð17Þ

for i ¼ 1; . . .; n.

Swarm of boids The nonlinear velocity controllers for the swarm of boids are:

Lxi ¼ Gk wi þ
X4
s¼1

gis
WBisðxÞ þ

Xn
j ¼ 1

j 6¼ i

bij
QijðxÞ

0
BBBBB@

1
CCCCCA xbi � 1

n

Xn
j¼1

xbj

 !

þRiGk
gi3
WB2

i3
� gi1
WB2

i1

� �
� 2RiGk

Xn
j ¼ 1

j 6¼ i

bij
Q2

ij
ðxbi � xbjÞ;

Lyi ¼ Gk wi þ
X4
s¼1

gis
WBisðxÞ þ

Xn
j ¼ 1

j 6¼ i

bij
QijðxÞ

0
BBBBB@

1
CCCCCA ybi � 1

n

Xn
j¼1

ybj

 !

þRiGk
gi4
WB2

i4
� gi2
WB2

i2

� �
� 2RiGk

Xn
j ¼ 1

j 6¼ i

bij
Q2

ij
ðybi � ybjÞ:

5 Stability Analysis

So, we design the following theorem:

Theorem 1 Consider a flock of nonholonomic 1-trailer mobile robots and a swarm
of boids whose motion is governed by the ODEs described in system (5). The
principal goal is to establish a prescribed formation, facilitate split/rejoin
maneuvers of the robots within a constrained and dynamic environment and
reach the target configuration with the original formation. The subtasks include;
restrictions placed on the workspace, convergence to predefined targets, and
consideration of kinodynamic constraints. Utilizing the attractive and repulsive
potential field functions, the following continuous control laws are:

ri1 ¼ �½di1vi þ fi1 cos hi1 þ fi2 sin hi1 þ fi4 1
L2
sinðhi1 � hi2Þ�=fi5;

ri2 ¼ � di2xi þ L1
2 ðfi2 cos hi1 � fi1 sin hi1Þþ fi3

� 	
=fi6;

vbi ¼ �ai1Lxi;
xbi ¼ �ai2Lyi;

9>>=
>>; ð18Þ

for i ¼ 1; . . .; n and k ¼ 1; . . .;m, where ai1; ai2; di1; di2 [ 0 are constants com-
monly known as convergence parameters.
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6 Stability

Theorem 2 If a fixed point x�i ¼ ti1; ti2; ti3; ti4; 0; 0;ð Þ 2 R
6 is an equilibrium point

of Ai; i 2 f1; . . .; ng, then x� ¼ ðx�1; x�2; . . .; x�nÞ 2 DðLð5ÞðxÞÞ is a stable equilib-
rium point of system (5).

Proof One can easily verify the following, for i 2 f1; . . .; ng; k ¼ 1; . . .; h and
m 2 f1; 2g:
1. Lð5ÞðxÞ is defined, continuous and positive over the domain DðLð5ÞðxÞÞ ¼

fx 2 R
6n : MOmuijðxÞ[ 0; j ¼ 1; . . .; n; j 6¼ i; DCisðxÞ[ 0; s ¼ 1; . . .; 3;

WVisðxÞ[ 0; s ¼ 1; . . .; 4; SikðxÞ[ 0; k ¼ 1; . . .; h; WBksðxÞ[ 0; s ¼ 1; . . .; 4;
QkjðxÞ[ 0; j ¼ 1; . . .; h; j 6¼ k; WklðxÞ[ 0; l ¼ 1; . . .; qg;

2. Lð5Þðx�Þ ¼ 0;
3. Lð5ÞðxÞ[ 0 8x 2 DðLð5ÞðxÞÞ=x�.

Next, consider the time derivative of the candidate Lyapunov function along a
particular trajectory of system (5):

_Lð5ÞðxÞ ¼
Xn
i¼1

fi1 _xi1 þ fi2 _yi1 þ fi3 _xi2 þ fi4 _yi2 þ gi1 _hi1 þ gi2 _hi2 þ gi3vi _vi þ gi4xi _xi

h i

þ
Xh
i¼1

Lxi _xbi þ Lyi _ybi½ �:

Substituting the controllers given in (18) and the governing ODEs for system
(5), we obtain the following semi-negative definite function

_Lð5ÞðxÞ ¼ �
Xn
i¼1

di1v
2
i þ di2x

2
i

� ��Xh
i¼1

ai1Lx
2
i þ ai2Ly

2
i

� �� 0:

Thus, _Lð5ÞðxÞ� 0 8x 2 DðLð5ÞðxÞÞ and _Lð5Þðx�Þ ¼ 0. Finally, it can be easily
verified that Lð5ÞðxÞ 2 C1 DðLð5ÞðxÞÞ

� �
, which makes up the fifth and final criterion

of a Lyapunov function. Hence, Lð5ÞðxÞ is classified as a Lyapunov function for
system (5) and x� is a stable equilibrium point in the sense of Lyapunov.

7 Simulation

This section demonstrates the effectiveness of the nonlinear control laws with
simulation. The setup is where 1—trailer mobile robots have to navigate from an
initial to a final configuration, whilst avoiding moving obstacles en route their
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target. The moving obstacles are the swarm of boids in each of the cases. The
scenario mimics a circular behavior exhibited by the swarm of boids. Initially, the
swarm are randomly placed within the workspace and the 1—trailer mobile robots
are given its initial conditions. The swarm of boids then come to their center and
start exhibiting a circular behavior. The behavior that is exhibited varies from
animals to animals. The swarm circle and in the midst, the 1—trailer mobile robots
considers the swarm as obstacles and avoids it reaching its designated target.
Table 1 provides all the values of the initial conditions, constraints and different
parameters utilized in the simulation (Fig. 2).

Table 1 Numerical values of initial state, constraints, and control and convergence parameters

Initial State of the 1-trailer robots
Rectangular position ðx11; y11Þ ¼ ð10; 75Þ; ðx21; y21Þ ¼ ð10; 80Þ

ðx31; y31Þ ¼ ð10; 70Þ
Angular positions hi1 ¼ hi2 ¼ 0, for i ¼ 1; . . .; 3:

Translational velocities v1 ¼ 0:5; v2 ¼ v3 ¼ 3

Rotational velocities x1 ¼ x2 ¼ x3 ¼ 0:3

Final orientations ti3 ¼ ti4 ¼ 0 for i ¼ 1; . . .; 3

Constraints
Dimension of robot L1 ¼ 2; L2 ¼ 1:2; w ¼ 0:5

Leader target ðt11; t12Þ ¼ ð140; 75Þ
Position of ghost targets ða2; b2Þ ¼ ð0;�5Þ; ða3; b3Þ ¼ ð0; 5Þ
Max. translational velocity vmax ¼ 10

Max. steering angle /max ¼ 7p=18

Min. turning radius qmin ¼ 0:75

Clearance parameters �1 ¼ 0:1; �2 ¼ 0:2

Workspace boundaries b1 ¼ b2 ¼ 150

Parameters for the boids
Boundary limitations gis ¼ 0:0001 for i ¼ 1; . . .; 15 and s ¼ 1; . . .; 4

Cohesion parameter wi ¼ 25, for i ¼ 1; . . .; 15

Inter-individual obstacle
avoidance

bij ¼ random½100; 500�; for i; j ¼ 1; . . .; 15; i 6¼ j

Avoidance of boids by agents rik ¼ 1, for i ¼ 1; . . .; 15 and k ¼ 1; 2; 3

Convergence ai1 ¼ ai2 ¼ 0:01, for i ¼ 1; . . .; 15

Parameters for the 1-trailer robots
Boid avoidance bmuij ¼ 0:0001, for i; j ¼ 1; . . .; 3; i 6¼ j and

m ¼ u ¼ 1; 2

Dynamic constraints cku ¼ 0:1, for i ¼ 1; 2; 3 and s ¼ 1; . . .; 4

Convergence ri1 ¼ ri2 ¼ 500, for i ¼ 1; . . .; 3

There are 15 boids and 3 car-like mobile robots
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8 Concluding Remarks

The design and control of a motion planner for multi-tasking of a robotic system is
a complex, computer intensive yet an interesting problem. This paper presents a set
of continuous acceleration control laws that successfully tackle the problem of
formation control of 1-trailer robots moving in a dynamic environment which

(a) (b)

(c) (d)

Fig. 2 There are n ¼ 15 boids (shown in red), each with bin size 1, randomly positioned at the
initial time t ¼ 0. The horizontal and vertical axes give the coordinates xiðtÞ and yiðtÞ as z1ðtÞ and
z2ðtÞ, respectively, for the 1-trailer mobile robot and the swarm of boids at time t� 0. The grey
lines show the trajectories of the individuals in the swarm. The path of the centroid for the swarm
of boids is given by the Greek line. The 1-trailer mobile robots are shown in blue color with its
trajectories in orange color. a The initial position of the 1-trailer mobile robots and the swarm of
boids. b The 1-trailer mobile robots avoiding the swarm of boids at t ¼ 9; 500 units. c The 1-trailer
mobile robots avoiding the swarm of boids at t ¼ 30; 100 units. d The final posture of the 1-trailer
mobile robots and the position of the swarm at t ¼ 50; 000 units
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includes a swarm of boids pertaining to certain emergent behaviors. The controllers
produced feasible trajectories and convergence of the system while satisfying the
kinematic and dynamic constraints. To the author’s knowledge, this is the first time
in literature whereby moving 1-trailer robots are modelled together with swarm of
emergent behaviors and successfully maintained within the Lyapunov-based con-
trol scheme via Lyapunov functions.
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Performance Evaluation of Face
Classification Systems

Giovanni Betta, Domenico Capriglione, Mariella Corvino,
Michele Gasparetto, Consolatina Liguori, Alfredo Paolillo
and Emanuele Zappa

Abstract In this paper face classification systems based on 3D images are com-
pared in terms of classification and metrological performance in presence of image
uncertainty. In previous papers the authors proposed a new approach to classifi-
cation and recognition problems. It is based on the evaluation of the image
uncertainty and on the exploitation of such information to provide the confidence
level of classification results. Such approach is here adopted for comparing several
3D architectures, different for camera specifications and geometrical positioning,
with the aims of quantifying their performance from a metrological point of view
and of identifying the configuration able to optimize the result reliability.

1 Introduction

Systems based on Face Recognition (FR) have roused interest for the last decade,
and in particular the field of security research is going to spread the employment of
such technology in many contexts [1, 2]. In a face recognition system, an unknown
subject is recognized by comparing some quantities, extracted from an image of an
unknown subject to be classified, with the corresponding ones extracted from a
preexisting database [1, 3, 4]. Afterwards, a maximum likelihood approach is
generally adopted to classify and recognize the unknown subject.
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However, the quantities measured for the classification are generally affected by
uncertainty which propagates through all the processing stages, thus generating a
risk in accepting the final decision [5, 6]. Some techniques are proposed to reduce
this risk. They take into account the measurement uncertainty in the comparison
stage [7–9], or adopt fuzzy logic [10–12], belief function theory [13], Bayesian
networks.

These approaches try to handle the uncertainty by means of suitable represen-
tations, but whatever solution is adopted, the uncertainty is structurally included in
the model and consequently the input uncertainty is considered always the same.
Therefore, this solution is not optimal since each new case can be characterized by a
different uncertainty, and consequently a fixed value of the considered input
uncertainty can give rise to its overestimation or underestimation. In other words,
these approaches do not consider the propagation of the measurement uncertainty
according to ISO-GUM [14] that can be derived starting from input measured data.
The state of art about the characterization of recognition system is quite rich
[15–17], but the research is mainly focused on the evaluation of recognition reli-
ability indexes that express the probability of a false positive and of a false negative.
Vice versa, proper studies are still required for the analysis of the existing rela-
tionship between the overall uncertainty of the final results and the input influence
quantities.

In this field, the authors tackled the problem of the metrological characterization
of a face recognition classification system [7, 8]. It has been shown that the per-
formance of these kinds of systems depends on several aspects from image
acquisition to the classification procedure through the biometrical algorithm. In
[18–20] the authors have proposed an original method for the evaluation of the
measurement uncertainty in face recognition systems and for exploiting such a
quantity in the classification phase. In particular, starting from the analysis of the
acquired image, the proposed model on-line estimates the measurement uncertainty,
that is used to provide the confidence level of system outputs. In this way, the
proposed method allows improving the classification performance with respect to a
traditional approach [21]. As a case study, it has been applied to a 2D face clas-
sification algorithm based on Linear Discrimination Analysis and to a 3D system
employing the Active Appearance Models (AAM) algorithm for detecting the 2D
significant points (landmarks), triangulating and extracting the features of interest
for the classification.

As for 3D systems, from a designer point of view, particular aspects have to be
generally considered, since several architectures have been proposed in order to
solve the problem of the 3D reconstruction, using two or more cameras. From a
general point of view, the 3D reconstruction problem is mathematically determined
only if enough information about the sensing sub-system is available in terms of
optical/intrinsic parameters (e.g. focal length, lens distortion, etc.) and
geometrical/extrinsic parameters (e.g. the position and orientation of the cameras in
space). Different approaches have been presented in the literature, for optimizing
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the performance of vision systems [22]. The variety of the proposals reported in
literature does not help a system designer to choose an architecture for a specific
problem. Although efforts have been made in order to set up wide-ranging strategies
for the design planning of sensors and illuminators for computer vision applications
[23], it is still difficult to give suggestions unless specific cases are considered. In
this framework the authors propose to extend the use of the classification procedure
developed in previous papers [20, 21] for comparing, from a metrological point of
view, possible architectures of a 3D system for face recognition. To this aim a
suitable experimental setup involving several couples of cameras characterized by
different features and geometrical positioning, has been developed.

In the following, after a brief description of the classification procedure and of
the experimental setup, the comparison of the metrological performance of different
experimental configurations is shown.

2 The Used Biometric Approach

2.1 Biometric Algorithm

The facial images obtained by means of a couple of stereoscopic cameras are
analyzed with the AAM-API software to automatically detect the 2D coordinates of
a set of landmarks. A 3D mask is obtained triangulating the two 2D masks (see
Fig. 1). The 3D mask of a person to be identified is finally compared with each of
the 3D masks included in a database and a score is computed for each comparison.

To automatically detect the facial features in the images, the Active Appearance
Model (AAM) technique is used. The AAM algorithm is based on the combined
use of two different statistical models: the Shape Model and the Appearance Model
[16]. 58 landmarks demarcating seven areas of the face have been used in this work:
jaw, mouth, nose, eyes, and eyebrows, as shown in Fig. 1b, where an example of
3D mask is also shown. The choice of the 58 points is made according to the
processing method carried out in previous studies [17, 18]. The 3D coordinates of
each facial feature have been estimated by means of optical triangulation made
using the Zhang’s method.

The output of the biometric algorithm is a Score for each subject in the database;
the Score basically represents the sum of squared discrepancy between the 3D
coordinates of the mask to be recognized and the corresponding coordinates of each
mask in the database. Prior to that evaluation of point to point distances, a roto-
translation is computed in order for the coordinate frame of one mask to be moved
onto the coordinate frame of the other mask with a rigid motion. The rototranslation
allows to compensate for differences in position and orientation of the subject with
respect to the stereoscopic system in acquisitions.
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2.2 Discussion of Bias and Uncertainty Sources

The biometric algorithm can be schematized in four main steps, each one intro-
ducing uncertainty and/or bias, able to affect the whole system performance:

1. 2D image acquisition,
2. 2D image processing by means of AAM algorithm,
3. triangulation,
4. roto-translation.

The image acquisition is the prevalent measurement uncertainty cause, since the
acquisition conditions like non-optimal focus, luminance or the presence of motion
determine an uncertainty on the image itself. The image uncertainty propagates in
the image processing algorithm, and generally further aspects can affect the final
performance.

With reference to the considered biometric algorithm, an AAM approach was
used, then the uncertainty in the building of the Shape Model and the Appearance
Model [18] determine a better or worse feature localization. The triangulation is
realized by means of the method proposed by Zhang and a residual error is present

Camera 1
Image 1 AAM 2D Features

x

y

TRIANGULATION
x

y

z

3D Mask

Camera 2

Image 2 AAM
2D Features

x

y

Subject

(a)

(b)

Fig. 1 a The schematic of biometric algorithm. b Stereoscopic images with the detected features
and the obtained 3D mask
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due mainly to the non-ideality of the calibration phase. Finally, the roto-translation
is made by means of an iterative procedure and the residual error is mainly linked to
the noise on the 3D features of the masks. The effects of the accuracy of AAM,
triangulation, and roto-translation can be modeled by means of residual systematic
Score greater than zero also for the correct class, whilst the measurement uncer-
tainty introduces variability on the Score of the correct class that strictly depends on
the acquisition condition.

In the following, all the systematic effects present are directly included in the
measured Score, whilst only the measurement uncertainty (due to the acquisition
process) is considered.

3 Influence of the Measurement Uncertainty

The uncertainty on the Score, uS, depends mainly on the uncertainty of the 2D
coordinates of the face features that in their turns depend on the characteristics of
the processed images. As evidenced in previous papers [15–18] the main quantities
of influence in face recognition problems can be related to luminance, defocus and
motion blur. In order to quantify this uncertainty according to the ISO-GUM, a
simple model was used in associating each quantity of influence to uS. Denoting
with ui the contribute due to the ith quantity of influence on the Score uncertainty,
we have posed:

ui ¼ fiðDiÞ ð1Þ

where Δi is the value of the ith quantity of influence.
All of the quantities of influence are considered uncorrelated with the other ones,

then the combined uncertainty on the score is evaluated as:

us ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

XN

i¼1

u2i

v
u
u
t ð2Þ

where N is the number of the considered quantities of influence. Applying these
models, the uncertainty of the Scores is evaluated.

The modelled influence quantities are the luminosity, the defocus and the motion
blur.

4 The Classification Procedure

With the aim to manage the measurement uncertainty for obtain a more reliable
classification a new scheme was proposed in [17, 18] (Fig. 2):
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– At first, the two 2D images of the unknown subject are processed by the bio-
metric algorithm and the Score, Si (i = 1,…,N), of each of the N subjects of the
database is evaluated.

– The two images are processed also by the uncertainty estimation algorithm that
determines the uncertainty on the obtainable scores (uS).

– Finally, starting from all the evaluated scores and the estimated uncertainty, the
decision procedure provides a classification list where all the subjects in which
the unknown can be recognized are reported together with their Confidence
Level, CL.

The goal of the decision procedure is the creation of the classification list
composed by a record containing all the possible classes, each one characterized by
a confidence level (CL). Thanks to this approach the decision is made on the basis
of the estimated CL and consequently taking into account the actual acquisition
conditions.

In Fig. 3, a diagram of the main steps forming the decision procedure is reported:
(i) at first, the probability, Pj, that an input subject is the j-th subject of the database
is evaluated; then, (ii) on the basis of the obtained probabilities a classification list is
created with a selection of the probable subjects; finally, (iii) the confidence level
for each subject (class) in the list is evaluated. In particular:

(i) Pj represents the probability that the unknown subject is the j-th subject of the
database (i.e. the j-th class). Considering the score as a random variable, Pj

represents the probability that the Score of the j-th class is equal to zero given

Uncertainty 
Evaluation

Decision
Procedure

2D 
Input 

images

S1 S2            SN

uS

Biometric 
Algorithm

Classification
List

Fig. 2 The proposed classification scheme

Probability
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S1
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P1
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Pj

PL

CLj
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Classification List

Fig. 3 Simplified block diagram of the decision procedure
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a measured value Sj
*. This probability is evaluated by the score probability

density function, p(s), with the following relationship:

Pj ¼ P(Sj = 0jS�j ) =
1 if S�j � th

Rzc

S�j

p(s - th)ds if S�j [ th

8
><

>:
ð3Þ

This function is applied to all the considered classes of the database, evalu-
ating the probability of each one of them.
The Score of the correct class for each subject of the database are used in order
to define p(s).

(ii) Starting from the so calculated probabilities, the classification list is composed
of all the classes which show a probability greater than a second threshold,
TH. The value of TH was posed equal to 0.50.

(iii) The probabilities of all the classes included in the classification list are used in
evaluating a normalization factor, K, defined as follows:

K ¼
X

j

Pj for all jwithPj [ TH: ð4Þ

Then, the confidence level (CL) of each class belonging to the list is evaluated
as the probability Pj divided by K:

CLj ¼
pj
K

ð5Þ

5 Analyzed Architectures

In order to evaluate the performance of the classification procedure a multi-camera
vision system has been developed, allowing to simultaneously acquiring images of
the face from different points of view. The system is provided of 6 cameras; all the
cameras are driven by a unique trigger to perform synchronous acquisitions of the
same individual from different points of view. In this way, data referred to images
of the face in frontal and rotated positions are perfectly comparable because they are
acquired in the same instant and therefore the differences among them are due only
to the camera position, while no change in facial expression occurs. The image
acquisition system is shown in Fig. 4. Cameras are arranged in pairs: each pair of
cameras is vertically aligned and placed at 0°, 5° and 10° referring to the axis of the
face. With this arrangement, all the face characteristics are visible from all the
cameras. Cameras 1 and 2 are AVT—Pike F-145B (Sony 2/3″ 1388 × 1038 pixel
CCD progressive scan sensor) cameras, while cameras 3 to 6 are AVT Marlin
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F-131B (equipped with 2/3″ 1280 × 1024 pixel CMOS sensor) cameras. All
cameras are equipped with 25 mm focal length lenses and connected to a computer
via three Firewire IEEE1394 acquisition cards (for cameras 1–6). The number of
pixels of the cameras are different, but the different pixel size is such that it
compensates for this difference, giving for each camera exactly the same millimeter
resolution. The Stereoscopic vision can be obtained using any couple of camera,
however coupling one of the upper cameras with the corresponding bottom one
allows minimizing the nose undercut issue. An angle of 45° between upper and
lower cameras optical axes has been used, which results to be the best compromise
[19] because it maximizes the angle (and therefore allows to reduce the uncertainty
in the distance estimation) and avoids occlusion phenomenon in the two views. The
field of view of the system is approximately 300 × 400 mm, large enough to contain
the subject’s face placed 1000 mm away from the system. The illumination source
is designed in order to obtain a uniform illumination in all the views. The stereo-
scopic system has been calibrated using the Zhang’s method.

The acquisition system described above has been used to collect several facial
images, in order to test the reliability of the recognition judgment as a function of
the acquisition angle and considering natural variability of the expression and head
position. The database includes facial images of 117 volunteers acquired as shown
in Fig. 5. It should be underlined that, in the image acquisition, the environmental
conditions (in particular the lighting) are controlled in order to ensure that the
images are acquired without appreciable shadows, light reflections or motion blur;
moreover the facial images are acquired with the person in frontal position and with
the best possible focusing.

Fig. 4 The proposed multi-vision system a development scheme, and b picture
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6 Experimental Results

In this section, the results related to three different configurations of the analyzed
architecture are reported. In particular, the couples of cameras 1–2, 3–4 and 5–6
have been considered. For each couple of cameras the uncertainty on the score is
evaluated, then the metrological and classification performance of the related
configurations are evaluated and compared.

6.1 Uncertainty on the Score

6.1.1 Luminosity

The average grey levels of the original images, considered with the optimal
luminosity, were modified of ±3, ±10, ±30 (codes for an 8 bit representation), with
respect to the reference image. In Fig. 6a the results are reported for the three
configurations. As you can see, the uncertainty related to cameras 1–2 is signifi-
cantly lower than the one achieved for the cameras 3–4 and 5–6. For each couple,
the uncertainty is almost constant for each kind of luminosity variation but since the
values are all very low a constant overestimated value of 0.05 can be considered for
all the configurations.

Fig. 5 Example of images collected in the database
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6.1.2 Defocus

Following the same procedure used for the evaluation of the luminosity influence,
the effects of the lens defocus were analyzed. Also in this case different levels of
defocus have been considered. The modified images are obtained by filtering the
image with a Gaussian linear kernel filter characterized by a standard deviation of 3
to 20 pixels with respect to the reference image. Figure 6b shows the obtained
results. A second order polynomial model well fits the observed data for all the
configurations. In this case the camera couples 1–2 and 3–4 show a very similar
behavior and a little worsening is observed for the couple 5–6.

6.1.3 Motion Blur

Generally, the motion blur is due to the movement between the subject and the
camera. In particular, a motion between the subject and the camera pair along the
horizontal direction has been considered. This effect has been simulated by filtering
the image with a directional linear low-pass filter characterized by a given standard
deviation with respect to the reference image. Figure 6c shows the obtained results.
A linear model can be used for all the configurations, and the uncertainty values are
similar.

The output of the biometrical algorithm, of the so created datasets (see Fig. 7 for
the distributions of the datasets uncertainty), is further processed by the classifi-
cation procedure. In order to quantify the overall classification performance we
have considered the following indexes:

– Correct classification (CC): percentage of cases in which either the classifica-
tion list includes only the right class with CL = 1 or the Classification list has
more subjects where the right class has the highest value.

– Long classification list (LCL): percentage of cases in which the classification list
includes the right class but there are some other classes with the same CL.

(a) (b) (c)

Fig. 6 uS versus the quantities of influence a luminosity, b defocus, and c motion blur—(blue
curve cameras 1–2, red curve cameras 3–4, green curve cameras 5–6)
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– Missed classification (MC): percentage of cases in which the subject is in the
training database but the classification list is empty.

– Wrong classification (WC): percentage of cases in which the classification list
has more subjects without the right class or the right class has not the highest
value of CL.

Figure 8 reports the comparison of such indexes for the three considered
architectures. It shows that whatever the couple of cameras, the correct decision
is reached in more than the 85 % of cases. These good results are mainly imputable
to the proposed strategy for the decision procedure which allows a good correct
decision rate to be achieved even in presence of uncertainty on the acquired
images [18].

Moreover, Fig. 8 shows that the couple of cameras 1–2 shows the best overall
classification performance while the couple of cameras 5–6 is characterized by the
worst one. In particular, comparing the results achieved by couples 1–2 and 3–4 we
obtain a weak classification performance decay which should be mainly imputable
to a little increase of the distance between subject and the cameras and of the
horizontal angle with respect to the vertical axis of the face (see Fig. 5) [15].

Similar considerations could be made for explain the performance decay
achieved for the pair 5–6 with respect to the pair 3–4.
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Fig. 7 Comparison of uS histograms (blue bar is for cameras 1–2, red curve is for cameras 3–4,
green curve is for cameras 5–6)
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Fig. 8 Performance indexes of the three architectures (blue cameras 1–2, red cameras 3–4, green
cameras 5–6)
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7 Conclusions

The paper has compared the metrological performance of three different architec-
tures for face detection systems based on 3D features. The study has been con-
ducted by considering a popular algorithm based on 3D features (the AAM) and
main causes of uncertainty generally affecting the performance of face recognition
algorithms.

The method proposed by the authors in previous papers has been here adopted to
evaluate the uncertainty on the score and suitable figures of merit associated to the
classification performance. The achieved results quantify the performance of the
considered system configurations highlighting that the distance between the subject
(to be recognized) and the pair of cameras, as well as the horizontal angle with
respect to the vertical axis of the face, generally affect the metrological performance
of the system with a direct impact on the reliability of the final decision in the
classification stage. The quantification of such kind information could be very
useful also for system designers which, in practical application, have often to select
the best tradeoff between cameras arrangement and system performance. The fol-
lowed approach can be used also for exploiting other configurations including more
than two cameras.
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Abstract In this study, we provide historical accounts with an overview of
essential research on model-checking development tools. This study has two main
objectives; first, it is intended to investigate whether model checking still an active
area; second, to classify existing model-checking tools by providing an illustration
of each dimension scope, an analysis of similarities and differences among them,
and a prediction of the future direction of typical model-checking tools. We found
that existing model-checking tools show significant effects in automated system
testing and verification. We also found that system testing and verification are still
active areas of research. Current model-checking tools work efficiently on limited
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1 Introduction

Software quality is an important element in evaluating the successful development
of a software system, in which safety and freedom from errors are strict require-
ments. However, because of the complex nature of software systems, achieving of
these requirements satisfactorily is relatively difficult. Research on manual testing
strategies has been established for this purpose; however, such research remains
time consuming, expensive, and difficult to achieve completely. An automated
testing process is becoming necessary because manual testing tasks require much
effort and are subject to human errors. Model checking is one of automatic testing
strategy methods that have been proposed to generate test cases for software ver-
ification purposes [1]. Model checking is a model based testing technique involving
in creation abstract model to generate system test cases automatically. A model
checker is a tool designed primarily to verify system correctness. It uses two input
arguments, the automaton-based model and a temporal logic property, to determine
whether the model violates the system property. The result output of these tools is a
counterexample. A counterexample provides feedback about error types and paths.
In this research, we investigated the model checking research area to highlight the
current progress, and issues. Then, we tried to categorize current model checking
tools to help in shaping a future of this area.

2 Historical Overview

Early model checking research has focused on manual reasoning of program ver-
ification, as well as on the development of semantics and logic reasoning to verify
programs as logical objects. As software systems size increased dramatically, the
manual testing process became too inefficient to be trusted [2]. This resulted in a
trend toward automation of testing tools. Research on model-checking extended the
scope of automated testing to handle the programs, and properties. Pioneering work
in software model checking using temporal logic formulas was established by
Clarke and Emerson in the early 1980s [3].

A decade of research on using model checkers for testing lead to various
techniques with diverse model constructions, different forms for representing
models, and several approaches in generating test cases. Consequently, research on
software model checking has increased, exploring new dimensions such as
designing model-checking algorithms [4], developing model-checking tools, and
applying model checking for static analysis and system testing [5]. Software model
checking development has been impacted by three distinct areas: (1) program logic,
(2) associated decision procedures, (3) Promela language [6]. Second, the devel-
opment of automated model-checking approaches for solving state exploration
issues and other existing problems [7]. The last, the development of compiler
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analysis and formal verification software using abstract interpretation to connect
between the logical and the actual representations of finite state space [8].

Research on the application of model checking tools has also been extended in
various areas such as in generating system test cases [9], verifying and validating
software [10], security applications [11], Web testing [12], compiler analyses [13],
networking [14], embedded systems [15], memory management [16], distributed
systems [17], and programming language [18]. Recent research has focused more
on delivering robust model-checker tools that can be used in the automatic testing
process for verifying the safety and liveness of a computer system [19], which can
be applied in the static analysis and test generation of programming languages
[20, 21].

2.1 Current Model Checking Tools

Several model-checking tools developed for automated verification and software
application testing. There are two types of model checking tools, enumerative
based, and symbolic based.

2.2 Enumerative-Based Model-Checking Tools

Enumerative tools were designed mainly for use in execution-based model checkers
led by VeriSoft. This approach implements enumerative state space exploration
using the runtime system of a programming language. State search and stateless
search are the two main approaches used in implementing the execution-based
techniques. It has been used to effectively adopt executions for finding bugs during
runtime.

VeriSoft is an execution-based stateless tool. Several UNIX processes are used
as input to communicate with message queues and shared variables using the
VeriSoft scheduler. The scheduler is designed to find the interleaving processes by
selecting executed process at each point [22].

Java Pathfinder is designed to implement a systematic search over diverse
threads for Java programs [23]. This tool has some advantages, such as the ability to
use the Java virtual machine to store visited states, the ability to use different
algorithms for a heuristic search without the limitations of a stateless search, the
ability to use other model-checking techniques including symbolic and abstraction
approaches, and available as open-source tools.

C model checker (CMC) is an execution-based tool designed to explore dif-
ferent executions for C programs by controlling the scheduler at operating system
level. CMC stores the visited states in a hash table to identify different states of
allocated structures [24].
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Mace model checker (MaceMC) is an execution-based tool implemented as a
domain-specific language of C++ for distributed systems. MaceMC has two tech-
niques in solving the exploration issue. First, it exploits higher-level constructs to
explore event transitions of shared operations. Second, it combines an exhaustive
random search to identify all possible violations [25].

CHESS is designed for windows multithreaded programs. It intercepts system
operations to explore the space of the scheduler. CHESS employs a new search
technique called iterative context bounding to explore executions counter at k
context-switches. It has been used widely in Microsoft testing framework [26].

Enumerative model checking was initially applied in testing and simulation,
such as in testing network protocols as comprehensive approaches to ensure cor-
rectness. Later on, enumerative tool was used to generalize techniques in temporal
logic specifications [27]. Several enumerative model checking of finite state pro-
grams developed such as Murphi, and Spin, which both show significant effects,
particularly in domain verification [24]. However, state explosion is the main
problem of enumerative tools, wherein the state space increases rapidly to be larger
than the program properties itself. Thus, research in the context of enumerative tool
has focused more in controlling the state explosion problem [28]. Two techniques
have been used in handling the state explosion issue, reduction-based techniques
and compositional techniques [29, 30].

Reduction-based techniques compute the equivalence relations of program
behavior and explore one candidate state from each class as implemented in
partial-order reduction [29], symmetry reduction [7], and minimization-based
techniques [31]. Compositional techniques reduce safety verification problems with
the original program and prove program properties to realize the safety of the
original source. Research has used heuristics search to implement the compositional
techniques, including iterative deepening and best-first search or A* search [32].
However, when the search space becomes too large, other techniques, such as
bitstate hashing, are applied to explore each small portion of the system state space.

2.3 Symbolic-Based Model-Checking Tools

Symbolic model or implicit model checkers represent a set of states logically, such
as binary decision diagrams (BDDs). Symbolic algorithms manipulate the logical
representation of sates rather than the individual state. Thus, symbolic tools able to
control larger state space. Research has provided an effective symbolic represen-
tation to improve the performance of constraint solvers such as binary decision,
satisfiability solvers [33], and more recently, first-order theories [29], where BDDs
were used to represent symbolic model checkers in various tools, such as the
symbolic model verifier (SMV), to enhance exploration of a large state space [34].
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Bounded model checking (BMC) is one of the common model checking
approaches; it uses a symbolic representation to control the flow graph of state
spaces. BMC techniques allow searching of overall program using backtracking
search algorithms within a constrained solver [35]. Several tools were developed
using BMC techniques [36], such as C-bounded, F-SOFT, and Calysto [37]. Other
types of BMC tools were designed to generate model constraints using first-order
theory and decision procedures. Abstract model checking was designed recently to
improve the efficiency of symbolic algorithms. Abstract model checking employs
semantic abstract of programs to perform reachability analysis on a specific abstract
domain [38].

The SLAM model checker was the first symbolic representation tools, which
used to represent C program. The C2BP tool in SLAM was used to implement
abstraction of C programs, wherein the input to C2BP is the C program and the
output is the Boolean program. BEBOP is a tool developed to implement symbolic
model for the output of C2BP [9]. A SLAM tool which was developed mainly for
microsoft device drive verification has become a commercial product, and is now
called the Static Driver Verifier [39]. The SLAM introduced numerous concepts in
model checking research, such as predicate abstraction [40], and BDD-based model
checking [34].

The BLAST model checker, also called the “lazy abstract,” optimizes the
program abstract for refinement. Abstraction and refinement are generated by
constructing the abstract model and refining it automatically. BLAST is designed to
build model checkers for recursive programs [41].

The MAGIC model checker was designed mainly to apply verification module
for concurrent messages passing in C programs. It allows users to specify some
transition systems, and verifies that the set is generated as program properties.
MAGIC combines numerous approaches to optimize the amount of predicates by
saving multiple counter paths [38].

The F-SOFT model checker was developed to check standard runtime errors in
C programs by predicating the program abstraction for refinement with abstract
domains. F-SOFT is implemented as a symbolic tool and combines both BDDs and
polyhedral techniques for iterative refinement [42].

3 Systematic Review Finding

According to previous overview, the model-checking executing process involves
with main four steps: designing the model, identifying properties, running the
model checker, and analyzing output results as described in more details below.

Design system model: A special numeric or symbolic language is used to
implement model-checking tools to define the system as a model such as, a finite
state machine with a specific description of system properties. A description model
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language, such as Promela, is a modeling language used mostly to convert system
components into specific forms of finite state machines that will specify system
behavior in terms of variables, initial values, environmental assumptions, and
system requirement.

Define system properties: System properties are identified using logic notations
such as linear temporal logic (LTL) or computation tree logic (CTL) [43].
Model-checking tools designed to support different kinds of property-specific
language and modern tools are supported by both temporal logic properties (LTL,
and CTL) [44].

Run model checker: a finite-state description of system operations are usually
the inputs of model checker that can be analyzed with system properties that
expected to be achieved, and which are expressed as formulas of temporal logic.
A model-checker tool takes two inputs to interrupt the system into modeling lan-
guages, and is executed to check the validity of the defined properties against the
system model.

Analyze Results: Finally, the results are analyzed to either confirm that the
properties hold or violated. If the results for the current property of the system
model are satisfactory, then the model checker continues to check the next property.
However, if the property of the system model is violated, then a counterexample or
error path is reported to refine the system model. In the latter case, the model
checker provides a counterexample, which is considered as a report for violated
properties or system bugs [25].

Model-checking tools generate a huge state during the model-checking process,
particularly with a large and complex system which may cause an “out of memory”
error. The state space explosion problem is a critical issue for most model-checking
tools [28], wherein the possible state space of a large and complex system cannot be
handled using available resources (processor and memory). Research shows that
model checkers can handle 108 to 109 states with explicit state space and
approximately 10,000 lines of codes [2]. In such cases, research has developed
several sophisticated techniques employing efficient algorithms to reduce the gen-
erated state, such as system model reduction techniques [45].

To achieve first objective of this research which aimed to investigate current
trend, and progress of model checking tools, a systematic review to search for
existing research on model checking was initiated on the Thomson Reuters Web of
Science on April 24, 2013. Extensive literature on model-checking research is
available on the Thomson Reuters (formerly ISI) Web of Science because
model-checking research began in the early 1980s. We found that approximately 72
papers present at least one model-checking tool and specific algorithms useful in
model-checking research. Moreover, 67 papers present an application of model
checking in the field of computers for testing and verifying software applications,
whereas the remaining 26 present the concept of using model checking in checking
system behaviors in other areas not relevant to computer science. Figure 1 repre-
sents journal and conference articles on model-checking research published
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between 2003 and 2013. The increasing similarity between conference and journal
papers can be attributed to the circumstance that conference papers were indexed in
the Thomson Reuters Web of Science database from the early stages of this
research field. Model checking research has been increasingly applied after year
2000, when developed tools became more efficient in handling the system verifi-
cation and testing issues, where the research before 2000 was focused mainly on
theoretical approaches of model checking.

Model checking has been applied in different areas including computer science,
engineering, physics, mathematics, materials science, chemistry, and so on.
Figure 2 shows the top 19 areas where model checking has been applied. Research
on model checking in the fields of computer science and engineering has resulted in
the largest number of publications in terms of different checking-model techniques
delivered and the resulting diversity of model-checking applications for system
verification and validation as shown in Fig. 2. Finally, we used the systematic
review to draw the historical publication chart of model-checking research publi-
cations per year (Fig. 3).
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Fig. 1 Articles on model checking research between (2003–2013)

Fig. 2 Model checking research publications common area
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3.1 Taxonomy of Model Checking Tools

According to the review, several model checking tools was developed by various
approaches using different programming language for different purposes, platforms,
and target system. Classifying model-checking tools into specific categories is
difficult because an extensive variety of tools has been developed using various
techniques. A good beginning for taxonomy model checking tools can be estab-
lished based on their target design and testing strategy. Then, those two categorizes
were further classified according to some specific dimensions.

3.1.1 Model Design

Model design involves methods and techniques used to build model-checking tools.
The model design of model-checking tools is used to classify existing tools based
on their techniques, which were developed to interrupt a system into specific
models to build state space and system properties including, type of structures,
notations, representation, modeling language, and characterization features.

I. Model Structures

Model-checking tools are designed with various types of finite states and temporal
logic to express the requirements and properties of a system as logical formulas for
verification. Most model-checking tools use either linear- or branching-time logic,
or both.

Linear time tools: LTL, also known as linear-time temporal logic, is a modal of
temporal logic with modalities that refer to time. In LTL tools, system states are
represented as a sequence of operation.

Fig. 3 Total publications on model-checking research (1990–2013)
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Branch time tools: Branch time, also called CTL, is branching-time logic. Its model
of time is structured like a tree in which the future is not determined. In CTL tools,
system states are represented as a tree wherein the process can be run in parallel
mode. A number of tools have been designed recently with hybrid temporal logic to
combine both LTL and CTL approaches [43].

II. Model Notation

The notation dimension describes model-checking notation. Different modeling
notations are used to model system behavior for generating test cases. We have
identified the most common notation approaches, as adapted from [5].

State-based notation: This model uses a collection of variables to represent system
states with certain operations to modify these variables. The operations are usually
defined by a precondition and post-condition rather than by the coding.

Transition-based notation: This notation is used to describe the transition states of
a system. It is similar to finite state machines which represent system components as
nodes and arcs, wherein nodes represent system states and arcs represent system
actions or operations. This type of notation usually costs more than computational
types because of the addition of data variables, and because it represents system
states and operations within the hierarchies of machines.

History-based notation: This notation is used to describe the ability of tracing the
behavior of a system over time. Different notations, such as continuous, discrete,
linear, or branching, are used. This notation also uses textual representation to
specify the sequence of interactions among system components.

Functional notation: This notation type is used to describe a system as a collection
of mathematical functions such as first order or higher order. More difficulties in
representation are encountered when using this notation compared with other type.

Operational notation: This type is used to describe a system as a collection of
executable processes running in parallel. Such notation is more suitable for rep-
resenting distributed systems and communication protocols.

Stochastic notation: This notation is used to describe a system as a probabilistic
model of events, input parameters, and environments. It is used to generate
expected testing cases, such as the Markov chain model [46].

Data-flow notation: This notation is used to represent system data rather than control
flow. It is used extensively to simulate the modeling of continuous systems [47].

III. Model Representation

Model-checking tools have two types of representations: explicit (enumerative) and
implicit (symbolic). Additionally, Abstract representation has been used recently to
represent the abstract of systems.

Explicit model checkers: Explicit model or enumerative model checking essentially
traverses the graph of program states and transitions using various graph search
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techniques. The tool constructs a searchable representation of the design model and
stores a representation of each visited state.

Implicit model checkers: Implicit model or symbolic model checkers use logical
representations with a set of states, such as binary decision diagrams (BDDs), to
describe the regions of a model state space.

IV. Model Design Language

Several model checkers tools developed to allow suitable representation for model
checking in different types of systems. Most model-checking tools were built with
their own modeling language, which can translate the system code into a specific
modeling language for interpreting system requirements and properties into state
machines and temporal logic, respectively. Several examples of these modeling
languages are Promela, SMV, Spin, and visual modeling language (VML) [48, 49].

V. Model Design Characteristics

Model-checking tools also have varied characteristics which can be used to classify
them, such as deterministic or non-deterministic, timed or untimed, and continuous
or discrete.

3.1.2 Testing Strategies

Testing strategy is about the testing approaches used on model-checking tools. The
testing strategy of model-checking tools is used to classify existing tools based on
their testing criteria, techniques, target language, and case generation as described
in the succeeding subsections.

I. Test Criteria

Test-selection criteria are common approaches used to control the generation of test
cases. Model-checking tools can be classified according to their support for which
kind of test-selection criteria. Test-selection criteria are employed to exploit the
structure of model-checking tools, such as the nodes and arcs of a transition-based
model or the conditional statements in a system model. Structural model coverage
[50]; data coverage; requirement coverage; test case specifications; and random,
stochastic, and fault-based are the common test criteria found in most
model-checking tools.

II. Test Generation

The main concept behind the development of model checking is to generate test
cases by formulating test criteria. Model-checking tools have used either manual or
automatic approaches to generate system test cases. Test generation in
model-checking tools is usually designed to generate test cases automatically using
various methods such as random generation, graph search algorithms, symbolic
execution, and theorem proving [51].
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III. Target System and Languages

Model-checking tools were developed to work in different environments, such as
UNIX and Windows platforms, and to be used for specific programming languages,
including Java, C and C++, Web application, and embedded systems.

IV. Test Execution

Model-checking tools can also be categorized into two types, namely, online or
offline, according to execution time. The methods used in model-checking tools for
various levels of abstraction test selection include path, data-flow, event-flow, and
stat-based testing. Online tools or real-time model-checking tools were designed to

Fig. 4 Research classification of model-checking tools

Reviewing and Classification of Software Model … 289



generate test cases to predicate errors during system runtime, whereas offline-based
tools were designed to analyze system structures and to perform system verification
during compilation times. Model checking and static analysis are the two main
approaches for automated verification capabilities to ensure limited correctness
properties and to find bugs in software.

As a result, we categorized model-checking tools into two main categories based
on their design target and testing strategy. Then, those two categorizes were further
classified into nine dimensions, as shown in Fig. 4. Model design includes five
dimensions, namely, structures, notations, representation, modeling language, and
characterization. Testing strategy includes test generation, test execution, target
system and programming language, and testing-criteria selection.

4 Discussion

Evidently, in the last three decades, extensive research has been performed in the
area of model checking for testing and verifying computer systems. Early research
was focused on testing systems using finite state machine theory. Afterwards,
research gave special consideration to developing automated testing tools for dif-
ferent programming languages and to solving common issues associated with those
tools. Research on model checking has moved from theoretical concepts to
developing particular tools which have been applied extensively in the industry.
Model checking has dealt with different algorithms, theories, and technology on
developing model-based testing tools. Thus, system testing and verification are still
active areas of research because of several issues that need to be resolved.
Meanwhile, the huge number of available articles on model-checking theories and
applications indicates the maturity of this field. Model-checking research has clearly
received widespread attention across various scientific communities.

The main issue is state explosion problem, which limits the performance of
system computation and storage spaces. Extensive research has been conducted to
solve this problem to make the performance of developed tools acceptable; how-
ever, more research is required to increase the performance of model-checking tools
for fully automated testing processes. In addition, studies on test case-generation
tools do not cover testing-selection criteria of model-checking tools; an unsatis-
factory performance can be exhibited by numerous developed tools. Several
development tools still require special treatment. For example, nondeterministic
models require a nonlinear counterexample to be generated.

Model-checking tools have been used primarily to verify system requirements
based on system properties. They have been applied to verify the functional
requirements of a system and the two non-functional requirements of safety and
liveness. However, other nonfunctional requirements, such as a system-friendly
interface, system security, and system integrability, have not been considered.
Software model checking typically operates on the semantic level of a programming
language by identifying finite state abstraction and by checking the model for
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system abstraction. We agree with previous research that without user interaction,
software model checking approaches are still not mature enough to cope efficiently
with real-life codes.

In addition, identifying the best model-checking tools is difficult because each
tool has its own criteria, such as modeling language, environments, and program-
ming languages. Most model-checking tool was designed for only one program-
ming language, with the exception of PRISM, TAPAAL, and UPPAAL which were
designed for both C and Java. Furthermore, most existing tools generate a coun-
terexample report, which is important for refinement. Several modeling languages
were developed to represent system properties for verification. This variety in
modeling languages is acquired because of different algorithms applied in solving
state explosion and test generation issues. We also noticed that most current tools
are free to be used and developed. Taxonomy of existing model checking tools will
be helped researcher to investigate each dimension well, and to design the appro-
priate solution for constrain, limitation, and issues of each dimension. It can also
help to minimize the scope problems of current tools, and create a research
opportunity to fulfill gaps in each dimension.

5 Conclusion

Model-checking research has expanded in different areas to close the gap between
the intent of the programmer and the actual source code of the developed system.
However, current model-checking tools work efficiently on bounded system
properties, and we are still far from verifying the functional and nonfunctional
properties of complex software systems. Several issues concerning algorithms and
scaling techniques of large and modern software systems exist. More research needs
to be conducted to improve the performance of model-checking tools, such as
improving the test case-generation process, the accuracy and feasibility of the
results of the test case-generation process, and the quality issues for coverage-based
testing techniques.

Universal model-checking tools will probably be developed if a good framework
is established to fulfill the requirements of fully automated tools; however, no
research has yet been conducted on this issue. In this study, we classified current
model-checking tools by identifying the main components of the unifying con-
ceptual framework for this field. Thus, taxonomy is used to explore the design and
testing dimension of the development of model-checking tools.

Despite the limitations of existing model-checking tools, we believe that
research in the field has made excellent progress in the development of verification
and algorithmic techniques for model-checking tools. The development of efficient
model-checking tools is expected from future research. Special attention should
also be given to developing an automatic testing tool into agile software which will
help increase the productivity of programmers by giving them more time to settle
other issues in the software-development process.

Reviewing and Classification of Software Model … 291



Acknowledgments The authors wish to thank University of Malaya, Taiz University, and King
Saud University for their support. We also would like to thank and appreciate the help and support
from the Research Center and College of Computer Sciences at King Saud University in providing
the necessary facilities to accomplish this work.

References

1. Baier, C., Katoen, J.-P.: Principles of Model Checking. MIT press, Cambridge (2008)
2. Chen, H., Dean, D., Wagner, D.: Model checking one million lines of C code. In: NDSS,

pp. 171–185 (2004)
3. Clarke, E.M., Emerson, E.A., Sistla, A.P.: Automatic verification of finite-state concurrent

systems using temporal logic specifications. ACM Trans. Program. Lang. Syst. (TOPLAS) 8,
244–263 (1986)

4. Visser, W., Havelund, K., Brat, G., Park, S., Lerda, F.: Model checking programs. Autom.
Softw. Eng. 10, 203–232 (2003)

5. Jhala, R., Majumdar, R.: Software model checking. ACM Comput. Surv. 41 (2009)
6. Lee, D., Yannakakis, M.: Principles and methods of testing finite state machines-a survey.

Proc. IEEE 84, 1090–1123 (1996)
7. Emerson, E.A., Sistla, A.P.: Symmetry and model checking. Formal Methods Syst. Des. 9,

105–131 (1996)
8. Vardi, M.Y., Wolper, P.: Reasoning about infinite computations. Inf. Comput. 115, 1–37

(1994)
9. Ball, T., Rajamani, S.K.: Generating Abstract Explanations of Spurious Counterexamples in C

programs. Technical Report MSR-TR-2002-09, Microsoft Research (2002)
10. Cimatti, A., Micheli, A., Narasamdya, I., Roveri, M.: Verifying system C: a software model

checking approach. In: Formal Methods in Computer-Aided Design IEEE, pp. 51–59 (2010)
11. Schwarz, B., Chen, H., Wagner, D., Morrison, G., West, J., Lin, J., Tu, W.: Model checking an

entire Linux distribution for security violations. In: 21st Annual Computer Security
Applications Conference, pp. 10–22 (2005)

12. Huang, H., Tsai, W.-T., Paul, R.: Automated model checking and testing for composite web
services. In: Eighth IEEE International Symposium on: Object-Oriented Real-Time
Distributed Computing, pp. 300–307 (2005)

13. Merz, F., Falke, S., Sinz, C.: LLBMC: bounded model checking of C and C++ programs using
a compiler IR. In: Verified Software: Theories, Tools, Experiments, pp. 146–161. Springer
(2012)

14. Petridou, S., Basagiannis, S., Roumeliotis, M.: Survivability analysis using probabilistic model
checking: a study on wireless sensor networks (2013)

15. Gadkari, A.A., Yeolekar, A., Suresh, J., Ramesh, S., Mohalik, S., Shashidhar, K.:
AutoMOTGen: Automatic model oriented test generator for embedded control systems. In:
Computer Aided Verification, pp. 204–208. Springer (2008)

16. Kim, K.H., Yavuz-Kahveci, T., Sanders, B.A.: JRF-E: using model checking to give advice on
eliminating memory model-related bugs. Autom. Softw. Eng. 19, 491–530 (2012)

17. Basu, A., Bensalem, S., Peled, D., Sifakis, J.: Priority scheduling of distributed systems based
on model checking. Formal Methods Syst. Des. 39, 229–245 (2011)

18. Clarke, E., Kroening, D., Lerda, F.: A tool for checking ANSI-C programs. Tools and
algorithms for the construction and analysis of systems, pp. 168–176. Springer (2004)

19. Sistla, A.P., Gyuris, V., Emerson, E.A.: SMC: a symmetry-based model checker for
verification of safety and liveness properties. ACM Trans. Softw. Eng. Methodol. (TOSEM) 9,
133–166 (2000)

20. Ball, T., Rajamani, S.K.: The S LAM project: debugging system software via static analysis.
In: ACM SIGPLAN Notices, pp. 1–3. ACM (2002)

292 M.A.A. Mosleh et al.



21. Paradkar, A.: Case studies on fault detection effectiveness of model based test generation
techniques. In: ACM SIGSOFT Software Engineering Notes, pp. 1–7. ACM (2005)

22. Godefroid, P.: Software model checking: the VeriSoft approach. Formal Methods Syst. Des.
26, 77–101 (2005)

23. Havelund, K., Pressburger, T.: Model checking java programs using java pathfinder. Int.
J. Softw. Tools Technol. Transf. 2, 366–381 (2000)

24. Edelkamp, S., Leue, S., Lluch-Lafuente, A.: Directed explicit-state model checking in the
validation of communication protocols. Int. J. Softw. Tools Technol. Transf. 5, 247–267
(2004)

25. Killian, C., Anderson, J.W., Jhala, R., Vahdat, A.: Life, death, and the critical transition:
finding liveness bugs in systems code. Networked Sys. Des. Imp., 243–256 (2007)

26. Zheng, Y., Zhou, J., Krause, P.: A model checking based test case generation framework
forweb services. In: 4th International Conference on Information Technology, pp. 715–722
(2007)

27. Emerson, E.A.: Temporal and modal logic. In: Handbook of Theoretical Computer Science,
Formal Models and Semantics (B), vol. B, pp. 995–1072 (1990)

28. Godefroid, P., van Leeuwen, J., Hartmanis, J., Goos, G., Wolper, P.: Partial-order Methods for
the Verification of Concurrent Systems: An Approach to the State-explosion Problem.
Springer, Heidelberg (1996)

29. Flanagan, C., Godefroid, P.: Dynamic partial-order reduction for model checking software. In:
ACM Sigplan Notices, pp. 110–121. ACM (2005)

30. Liu, J., Basu, S., Lutz, R.R.: Compositional model checking of software product lines using
variation point obligations. Autom. Softw. Eng. 18, 39–76 (2011)

31. Bustan, D., Grumberg, O.: Simulation-based minimization. ACM Trans. Comput. Logic
(TOCL) 4, 181–206 (2003)

32. Korf, R.E.: Depth-first iterative-deepening: an optimal admissible tree search. Artif. Intell. 27,
97–109 (1985)

33. Silva, J.P.M., Sakallah, K.A.: GRASP—a new search algorithm for satisfiability. In:
Proceedings IEEE/ACM on Computer-Aided Design, pp. 220–227. IEEE Computer Society
(1996)

34. Biere, A., Cimatti, A., Clarke, E.M., Fujita, M., Zhu, Y.: Symbolic model checking using SAT
procedures instead of BDDs. In: Proceedings of the 36th Annual ACM/IEEE Design
Automation Conference, pp. 317–320. ACM (1999)

35. Biere, A., Cimatti, A., Clarke, E.M., Strichman, O., Zhu, Y.: Bounded model checking. Adv.
comput. 58, 117–148 (2003)

36. Armando, A., Mantovani, J., Platania, L.: Bounded model checking of software using SMT
solvers instead of SAT solvers. Int. J. Softw. Tools Technol. Transf. 11, 69–83 (2009)

37. Babic, D., Hu, A.J.: Calysto. In: Software Engineering. ICSE’08. ACM/IEEE 30th
International Conference on IEEE, pp. 211–220 (2008)

38. Clarke, E., Grumberg, O., Jha, S., Lu, Y., Veith, H.: Counterexample-guided abstraction
refinement for symbolic model checking. J. ACM (JACM) 50, 752–794 (2003)

39. Ball, T., Bounimova, E., Cook, B., Levin, V., Lichtenberg, J., McGarvey, C., Ondrusek, B.,
Rajamani, S.K., Ustuner, A.: Thorough static analysis of device drivers. ACM SIGOPS
Operating Syst. Rev. 40, 73–85 (2006)

40. Jain, H., Ivančić, F., Gupta, A., Shlyakhter, I., Wang, C.: Using statically computed invariants
inside the predicate abstraction and refinement loop. In: Computer Aided Verification,
pp. 137–151. Springer (2006)

41. Beyer, D., Henzinger, T.A., Jhala, R., Majumdar, R.: The software model checker Blast. Int.
J. Softw. Tools Technol. Transf. 9, 505–525 (2007)

42. Ivančić, F., Yang, Z., Ganai, M.K., Gupta, A., Shlyakhter, I., Ashar, P.: F-Soft: software
verification platform. In: Computer Aided Verification, pp. 301–306. Springer (2005)

43. Heljanko, K., Niemelä, I.: Bounded LTL model checking with stable models. In: Logic
Programming and Nonmonotonic Reasoning, pp. 200–212. Springer (2001)

Reviewing and Classification of Software Model … 293



44. Chutinan, A., Krogh, B.H.: Computational techniques for hybrid system verification. IEEE
Trans. Autom. Control 48, 64–75 (2003)

45. Zhu, L.-X.: Model checking of dimension-reduction type for regression. Statistica Sin. 13,
283–296 (2003)

46. Baier, C., Haverkort, B., Hermanns, H., Katoen, J.-P.: Model-checking algorithms for
continuous-time Markov chains. IEEE Trans. Softw. Eng. 29, 524–541 (2003)

47. Fischer, J., Jhala, R., Majumdar, R.: Joining dataflow with predicates. In: ACM SIGSOFT
Software Engineering Notes, pp. 227–236. ACM (2005)

48. Schmidt, A., Varró, D.: CheckVML: a tool for model checking visual modeling languages. In:
«UML». Modeling Languages and Applications, pp. 92–95. Springer (2003)

49. Holzmann, G.J.: The model checker SPIN. IEEE Trans. Softw. Eng. 23, 279–295 (1997)
50. Ntafos, S.C.: A comparison of some structural testing strategies. IEEE Trans. Softw. Eng. 14,

868–874 (1988)
51. Reps, T., Horwitz, S., Sagiv, M.: Precise interprocedural dataflow analysis via graph

reachability. In: Proceedings of the 22nd ACM SIGPLAN-SIGACT Symposium on Principles
of Programming Languages, pp. 49–61. ACM (1995)

294 M.A.A. Mosleh et al.



Comparative Analysis of GUI Reverse
Engineering Techniques

Ibrahim Anka Salihu and Rosziati Ibrahim

Abstract With the increasing number of mobile devices, the demand for mobile
applications is ever increasing. Mobile applications are recently moving to more
business-critical areas, becoming more and more complex, hence making it difficult
to understand their behavior. Reverse engineering has been embraced by the soft-
ware engineering community to improve their ability to understand a given system
quickly by creating models of a system. The aim of this paper is to investigate the
state-of-art in reverse engineering of GUI applications. The focus is on mobile
applications reverse engineering techniques based on the point of GUI models
generation, where the generated models can be used for program comprehension
and testing. Firstly, we performed an exhaustive literature review on GUI reverse
engineering approaches for model generation, followed by an assessment of
capabilities of the reverse engineering techniques/tool for mobile applications based
on the approaches. A discussion is presented on the result of the comparative
assessment. Based on the results, limitations of the techniques and approaches in
GUI model generation were identified and the areas that require further improve-
ments were identified.

1 Introduction

Reverse engineering (RE) is gaining more popularity from the research community
as an approach for reconstructing original specifications or design from software. It
is used as an act of analyzing a software system, either in whole or in part, to extract
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design and implementation information [1]. The practices of reverse engineering
improve the ability to understand a given system quickly and efficiently [2]. RE
started in software engineering as a result of the need for program understanding in
order to improve maintenance and evolution of software systems.

Nowadays, Reverse engineering is used for various purposes other than software
comprehension such as software testing, checking software reliability, software
reusability, updating user interfaces, migration and porting user interfaces to new
platforms [3, 4]. Most developers interact with Graphical User Interface (GUI) to
understand software applications by creating mental models of the application [5].
Graphical User Interface is defined as a hierarchical, graphical front-end to a
software system that accepts, as input user-generated and system-generated events,
from a fixed set of events and produces deterministic graphical output [6]. Most of
the recent software applications feature a graphical user interface front-end which
serves as the main UI for interacting with the software. The study in [7] shows that
about 60 % of the software code is made up of the GUIs.

Mobile applications are a subset of a more general class of event-driven systems
and specifically event-driven GUI applications [8]. According to [9], the amount of
GUI related code is higher in mobile applications than in traditional desktop
applications. In view of this, GUI analysis can aid the reverse engineer of mobile
apps. Several techniques and tools have been proposed to reverse engineer mobile
applications. However, a fully automatic analysis of mobile apps GUI remains
challenging [10]. There is inadequate coverage of applications by the reverse
engineering techniques and the scalability that is associated with large amounts of
data collected at run time [11]. This paper presents an assessment of GUI reverse
engineering techniques. The aim is to assess the effectiveness of the techniques in
generating quality models from mobile applications. The paper is organized as
follows. Section 2 discussed GUI reverse engineering based on static and dynamic
approaches. Section 3 provides a framework for the comparative assessment. In
Sect. 4, results of the assessment of five mobile apps reverse engineering tools is
presented and Sect. 5 presents the conclusion and future work.

2 Reverse Engineering Approaches

There are two approaches to reverse engineering GUI applications; the static
approach and dynamics approach. The static approach performs an analysis on the
application’s source code or binary code without executing the application [12, 13].
On the other hand, dynamic approach extracts information from an application by
executing and analyzing its external behavior [14, 15]. The software engineering
community has embraced similar approaches to reverse engineer mobile applica-
tions for various purposes such as program comprehension, testing and security
analysis. This section presents a review of reverse engineer techniques/tools based
on these approaches.
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2.1 Static Approach

The static approach is not widely used in reverse engineering GUI apps.
Nonetheless, few researchers have explored the static approach to reverse engineer
GUI applications. Reference [16] introduced a knowledge-based reverse engi-
neering technique for migration of the user interface of a system. Using static
analysis on the source code of user interface of an original system, the structure of
the GUI can be reverse engineered, which can later be recompiled to a target
system’s GUI implementation by applying a rule-based inference.

The emergence of mobile devices has brought the need to present the same web
content on multiple devices with different layout sizes. The authors in [17] used
static approach for reverse engineering to build models representing the hierarchical
structure of user interface elements contained in HTML pages and their layout
relationships which could be used for porting the contents to wide range of plat-
forms automatically. However, Stroulia et al. [18] stated that, using static analysis
for the purposes of GUI migration have a high risk of violating the internal
coherence of an application. As such it is not widely adopted.

Staiger [19] proposed a technique to reverse engineer desktop programs written
in C or C++ which use a GUI library, using static analysis to generate models
representing the architecture of the application. Their analysis technique is inte-
grated into Bauhaus tool suite [20]. The generated models called window graph and
inter-procedural static single assignment (ISSA) graph represents the program’s
windows and their structure and the attributes of the widgets with their values. The
models can be used for program comprehension to support maintenance tasks, GUI
testing and GUI architecture recovery. However, few sources of inaccuracy in the
widgets hierarchy (e.g. in the instantiation of these roles, were points-to based ISSA
is used) were identified, which affects the accuracy of the GUI analysis [19].

The GUISurfer by Silva et al. [21] automatically extracts GUI behavioral models
from the applications source code of java applications. The tool first uses a parser to
generate Abstract Syntax Tree (AST) from the application. Secondly, code slicing is
used to extract user interface relevant data from the AST and finally used strategic
programming which traverse the AST and generate the GUI tree. This enables
extraction of different behavioral models from application’s source code. The goal
is to use the models to reason about the quality of the system both from usability
and an implementation perspective, as well as being used to help systems’ main-
tenance, evolution, and redesign.
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2.2 Dynamic Approach

The dynamic approach to reverse engineering does not require access to applica-
tions’ source code and it could be easier to implement. Several reverse engineering
techniques have been proposed to improve the quality of GUI model exploration in
dynamic analysis.

One of the earliest tools is GUITAR proposed by Memon et al. [6] to reverse
engineer desktop application’s GUI directly from the executing application.
The GUI is represented as models called GUI forest and event flow graph repre-
senting the structure and execution behavior of the GUI. The technique called GUI
ripping is described as dynamic process in which the software’s GUI is automati-
cally analyzed by opening all its windows and extracting all their widgets (GUI
objects) properties, and values. However, the models generated by the tool misses
some important parts of the GUI, which indicates its inability to model dynamically
changing GUIs particularly when the GUI components’ visibility depends on the
state of another component [22]. Consequently, some parts of the information
extracted may be incomplete. An extension of the tool has been proposed for the
android known as Android GUITAR [23].

Mesbah et al. [24, 25] proposed a crawling technique that uses dynamic analysis
of user interface state changes in Web browsers to reverse engineer AJAX
web-based applications. It uses state machine representation to capture the models
due the state-full nature of Ajax user interface. Their technique is implemented a tool
called CRAWLJAX which performs a scan on the DOM tree to identify elements
that are capable of changing the state. It fires the elements to and incrementally
deduce a state machine that models the navigational paths and states of the appli-
cation. The technique can be used for testing and maintenance of web applications.

The techniques by Amalfitano et al. [11] reverse engineer the GUI of Rich
Internet Applications (RIAs) to model the behavior of the application. The tool
called CReRIA starts by dynamically interacting with the RIA firing an event on its
current user interface, to allow a phased construction of a Finite State Machine from
the GUIs. A heuristic clustering criterion is used by the tool for reducing the
extracted data which contain false event sequences. The models can be used for
program comprehension. However, the degree of automation is inadequate.
Therefore, the process requires user interaction with an application during the
analysis.

The GUI Driver tool by Aho et al. [26] dynamically reverse engineer Java GUI
applications by simulating user actions to automatically execute, interact and
analyze the Java GUI applications at runtime. The tool automatically generates
structural models of each GUI state of the application and saved into XML files,
and an FSM based internal GUI model describing the behavior of the GUI appli-
cation as transitions between the GUI states. The structural model represents the
hierarchical tree structure of all the objects of the focused GUI window including
the relevant properties of the objects and values of the properties. The models
created can be used for checking the conformance of the system against the
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requirements. The tool uses advanced GUI automation to deal with the challenge
with dynamically changing GUI, thus interacts more with the GUIs [27]. Therefore,
it is able to explore and model more states of a GUI application.

Similarly, Amalfitano et al. [28] proposed an extension of the crawling technique
in [25] for the reverse engineering of android apps. The technique is implemented
in a tool called Android Automatic Testing Tool (A2T2). A2T2 reverse engineer
android apps by automatically building models representing the structure and
behavior of the application’s GUIs. The structure and behavior of the GUIs is
represented with GUI tree and state machine models respectively. The generated
models are used for model-based testing.

Shah and Tilevich [29] presented a technique to reverse engineer user interfaces to
and across mobile devices and platforms. The approach examines an interface’s
runtime representation by means of aspect-oriented programming (AOP) and
reflection. The program’s control flow is intercepted by AOP at the point when all the
components of an interface are laid out on the screen, while the examination of object
structures is aided by reflection at runtime. The approach is unable to extract infor-
mation about components that are visible only when other components are explored.

Amalfitano et al. [10] presents an extension of the ripping technique in their tool
the AndroidRipper for automated testing of Android apps through their Graphical
User Interface. According to them, a fully automatic analysis to generate models
from executing GUI remains challenging for the Android GUIs. Considering the
challenge, AndroidRipper mainly designed to automatically traverse the applica-
tion’s UI to generate and execute test not to develop re-usable models of the
app. However, it maintains a state machine model of the GUI.

Joorabchi and Mesbah [9] presents ICRAWLER tool that automatically reverse
engineer iOS mobile apps by dynamically running and analyzing the application to
cover the interaction state space to extract information about the runtime behavior.
It generates a state model of an application representing the user interface states and
transitions between them. However, the tool has no support for advanced gestures
such as swiping pages and pinching.

2.3 Hybrid Approach

The hybrid approach is utilized in order to improve the efficiency of reverse
engineering techniques, which takes advantages and best features of both static and
dynamic analysis. Not many researchers have utilized this approach to GUI reverse
engineering. Some examples of GUIs reverse engineering techniques based on the
hybrid approach are discussed as follows.

Systä [30] describes a hybrid approach that uses information from static analysis
for the generation of dynamic information from java applications. The approach
starts with static analysis to extract information about only the class files of interest
using JDK debugger and generating static dependency graph which is later used in
the dynamic analysis to generate models of a specific behavior of the software.
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Such information slicing can greatly reduce the size of generated events while
containing the relevant information. The generated model can be used for program
comprehension.

Silva and Campos [31] proposed a hybrid approach for the reverse engineering
of web applications through their GUIs. In order to have models that capture the
behavior of system comprehensively, their approach starts with a dynamic analysis
of the applications at runtime to obtain the first models and identify the event
handlers associated with each UI control. Static analysis is used on the source code
of the event handlers found from the initial analysis, which enable them to add more
information to the dynamic exploration and support completion of the first models
generated. The technique can be used to gain understanding of web applications.

The ORBIT tool by Yang et al. [8] was designed based on the concept of hybrid
approach to reverse engineer android applications. Their approach uses static analysis
to extract the set of actions supported by the Graphical User Interface of the appli-
cation and further use dynamic crawling technique to reverse engineer a model from
an application by exercising these events automatically on the running application.
However, the tool does not model the structure of the GUIs which is essential in
understanding applications.

3 Framework for Tool Assessment

Reverse engineering tools deal with information retrieval, storage, organization and
representation. They typically used different approaches to retrieve information
which is represented in various graphical models such as GUI tree and state
machine for the structure and behavior of application respective. This section
describes the framework used for assessment of tools. Three important aspects of
the tools were covered. These comprise of the approach used by the techniques, the
criteria for comparative assessment and capabilities of the tool.

3.1 Approach

The main objective of this comparison is to identify which reverse engineering
approach has large number of research works and why? Based on the retrieved
research papers, few research works were found based on the static approach [16,
19, 21]. This shows that it is not widely used for the reverse engineering of GUI
applications. This is due to the dynamic object-oriented nature of the GUI apps
which can sometimes complicate the analysis and makes it difficult or even
impossible to cover the behavioral aspect of the GUIs comprehensively [14, 30].

For the dynamic approach, several works were retrieved for GUI apps [6, 9–11,
24, 26, 28, 29]. This concludes that the dynamic approach is widely used for the
reverse engineering of GUI apps. In the case of hybrid approach, there are few
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research works on the reverse engineering of mobile applications for automated
model generation [8, 30, 31]. It requires access to the source or bytecode code of an
application which is rarely available for mobile apps.

3.2 Criteria for Comparative Assessment

In order to assess the effectiveness of technique/tool in reverse engineering GUI
application, it is essential to define the relevant criteria used for the assessment.
Therefore, the framework includes the following features. Coverage of the tool
which indicates the number of functions covered with their states and the efficiency
in terms of time taken for the exploration.

3.3 Tool Capabilities

As with most reverse engineering processes, the aim is to generate models to
support program comprehension, either to support maintenance and evolution of an
application or for model-based testing. The analysis performed in this section is to
assess the capabilities of the tools. This is by identifying the type of information
extracted from an app by the tool and how the information is being represented for
easy understanding by the users.

4 Assessment of Five Mobile Apps Reverse Engineering
Tools

As the study is focused on mobile apps, the literature search identifies reverse
engineering tools that are designed for mobile apps which are capable of reverse
engineering mobile apps to various models. Appropriate discussion and conclusions
were drawn based on the results (Tables 1 and 2).

With reference to the coverage as shown in Table 1, Android GUITAR has low
coverage of app compared to others. A2T2, ICRAWLER and Android Ripper have
medium coverage while ORBIT has a high coverage of app. This indicates the

Table 1 Result of
comparative assessment of
reverse engineering tools

Tool Coverage Efficiency

Android GUITAR [23] Low Longer time

A2T2 [28] Medium Average

ICRAWLER [9] Medium Average

Android Ripper [10] Medium Average

ORBIT [8] High Less time
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weakness of dynamic approach for the generation of quality models from GUI apps.
For the efficiency, the results in Table 1 indicated that ORBIT is faster than the
other tools. A2T2, ICRAWLER and Android Ripper takes more time for exploration
while Android GUITAR takes longer time compared to all the tools.

With regards to the information extracted by the tools, there are some similarities.
Most of the techniques extract structural and behavioral information from the GUIs,
such as GUI windows and their hierarchy, the widgets (including their properties and
values), and events with their resulting states. The techniques in [10, 28] extract
structural models of the application while [8, 9, 11, 21] extract behavioral models of
an application. Moreover, some of the techniques extract both the structural and
behavioral models of the application [6, 32].

Another aspect of interest in the study is how the extracted information is being
represented. All the techniques reviewed modeled the GUI structure in the form of
GUI tree showing windows hierarchy, the widgets with properties and values of
each. Regarding the GUIs behavioral information, there are some variations in
methods of their representation. The technique in [6] uses event flow graph
(EFG) and integration tree (IT) to model the GUI behavior. However, many false
events are included in the EFG and the resulting Integration Tree which may need
to be filtered later. Therefore, most tools modeled the GUI behavior as a finite states
machine (FSM). Table 2 presents the assessment of tools capabilities highlighting
their advantages and limitations. As indicated in Table 2, all the tools that are based
on dynamic approach have limitations with respect to the information extracted.
ORBIT tools which is based on hybrid static/dynamic analysis has better results
compared to the others, however, it is also not optimal.

Table 2 Assessment of the capabilities of reverse engineering tools

Tool Technique Approach Advantage Limitation

Android
GUITAR [23]

GUI
ripping

Dynamic
analysis

Facilitates model
generation for
MBT

Information retrieve is
incomplete with severa
false states

A2T2 [28] GUI
crawling

Dynamic
analysis

Ability to
recognize when
two interface are
equivalent

Manages only a subset of the
possible widgets

ICRAWLER [9] GUI
crawling

Dynamic
analysis

Emphasis on
identifying new
UI state from a
visited UI state

No support for some UI
elements, such as advanced
gestures e.g. swiping and
pinching

Android
Ripper [10]

GUI
ripping

Dynamic
analysis

Emphasis on
reducing false
event sequence in
data extracted

It designed to detect bugs
based on event traces, does
not create re-usable models

ORBIT [8] GUI
crawling

Static and
dynamic

Enhance GUI
exploration using
static analysis

The order of event sequence
is not controlled. It does not
model the GUI structure and
some gesture events are not
covered
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4.1 Discussion

In summary, both static and dynamic approaches for the reverse engineering of GUI
applications have a number of advantages and drawbacks. The static approach is
capable of extracting more accurate and complete information from an application,
but the dynamic nature of GUI applications makes it difficult to extract the behavior
of GUI applications by pure static analysis such as the runtime aspects, like timing
and layout [14, 30, 31, 33]. The dynamic approach has shown better results in
reverse engineering the behavior of GUI applications. However, the information
extracted by dynamic approaches is incomplete [8, 14, 31, 32]. This affects the
quality of the models generated. The most challenging issue with any GUI dynamic
analysis technique includes the way and order in which GUI events are found and
fired, the criteria used to stop the exploration of a given GUI and the scalability
issue that is associated with large amounts of data collected at run-time [14]. This
tasks still requires human intervention.

5 Conclusion and Future Work

Reverse engineering techniques are widely used to aid the complex task of
understating GUI apps. Graphical User Interface reverse engineering is promising
in supporting testing, security analysis, porting GUIs to other platform and program
comprehension in general. This paper has presented a comparative assessment of
reverse engineering techniques for GUI applications based on a framework that
consist of the approach used by the tools, the criteria for the assessment and
capabilities of the tools. Based on the assessment results, we found that dynamic
approach is widely used for the reverse engineering of GUI apps for testing purpose
due to its ability to deal with the dynamic behavior of GUI apps.

With regards to the models generated, we found that several aspects of app’s
behavior are missed by the reverse engineering techniques which indicated that the
techniques are not optimal. Therefore, there is the need for further contributions in
improving the efficiency of the techniques in covering the unexplored aspects of
apps. We are currently furthering our research towards this direction by combining
static and dynamic approaches to increase the effectiveness of the reverse engi-
neering techniques for generation of high quality models. We aim to develop a tool
based on the proposed approach that can reverse engineer mobile apps for model
generation considering the limitation highlighted above.
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for Vertical-Handover in Heterogeneous
Wireless Networks

Shidrokh Goudarzi, Wan Haslina Hassan, Seyed Ahmad Soleymani,
Omar Zakaria and Lalitha Bhavani Jivanadham

Abstract Heterogeneous wireless networks are converging towards an all-IP
network as part of the so-called next-generation network. In this paradigm, different
access technologies need to be interconnected; thus, vertical handovers are neces-
sary for seamless mobility. In this paper, an artificial bee colony (ABC) algorithm
for real-time vertical handover using different objective function has been presented
to find the optimal network to connect. It can select an optimal set of weights for
specified values, and find the optimal network selection solution. Simulation results
illustrate that the proposed ABC algorithm has better performances than the existing
methods in many evaluating parameters, and the computational time is also
minimized.
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1 Introduction

Seamless mobility over heterogeneous networks presents significant challenges in
future mobile IP networks. This is due to the presence of varying factors that have
significant impact in facilitating optimized handovers between different access
network technologies (i.e. vertical handovers) [1].

In heterogeneous wireless networks, a mobile user may have to perform vertical
handovers across different network domains to maintain its data connection and
Quality-of-Service (QoS) parameters. This process consists of three phases: dis-
cover, decision and execution. Eventually, the available networks links are intro-
duced using the accumulated information on factors including the throughput,
handover rate, cost, location, packet loss ratio, received signal strength (RSS),
carrier interference ratio, signal-to- interference and noise ratio (SINR), bit error
rate and QoS parameters of the discovery stage. The collected data can furthermore
provide the mobile device status, indicating the service class, resources, speed and
even the battery charge status. Other attributes and user preferences such as the
required services and the users budget can be derived from the information gath-
ered. Recent works have shown some degree of success in providing vertical
handovers but most, if not all, consider only partial environmental factors.
Furthermore, the use of adaptive behavior has not been fully investigated [2].

Every Vertical Handover (VHO) mechanism should go through a decision-
making process to evaluate the available wireless access networks. The outcome of
the process is the identification of the network that is most suitable for the handing
over of a mobile terminal based on the criteria gathered and evaluated during the
discovery stage. The decision-making phase is the essential core stage of the VHO
process because it selects the most suitable network for fulfilling both the user and
system demands. Many proposed VHO algorithms can be found in the interoper-
ability literature. In basic terms, three steps constitute the decision-making phase:
(1) selecting the parameters, (2) processing the parameters, and (3) aggregating the
parameters [3].

Rakovic and Gavrilovska [4] proposed an innovative method to select the radio
access technology (RAT), namely, the Hopfield neural network RAT selection
Mechanism (HRM), that utilized the Hopfield neural networks as a monitoring
decision making method. They employed the packet success rate parameter as a
link estimator instead of the RSS for making the handover decision. The proposed
method is considered for use on the terminal side, but it is more beneficial to modify
the mechanism for operation on the network side due to the fact that user side based
mechanisms are limited through managing capacity and energy utilization, subse-
quent in easier but less efficient implementation. Existing algorithm by ÇAlhan and
ÇEken [5] consider service fee, received signal strength information (RSSI), and
user preference, etc. The proposed algorithm in comparison with the traditional
RSSI based algorithm, improved results significantly for user and network as an
outcome of the proposed handover systems. Moreover, a fuzzy based algorithm
importantly decreases the number of handovers in comparison with a Simple
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Additive Weighting (SAW) based algorithm. SAW is commonly used
multi-attribute decision technique, which is based on the average of weights. The
weights control the importance of parameters from access points (APs). The
coefficients, i.e. weights of parameters, are nominated to highlight the effect of
contributions on choosing candidate AP. However, this algorithm possesses some
shortcomings in terms of high execution time, which could lead to high handover
latency. Also, the study did not include the impact of other environmental factors,
nor did their results investigate mobile QoS parameters such as handover delay and
packet loss. In Chandralekha and Praffula [6], the decision problem is expressed as
multiple objective optimization problems and genetic algorithm is selected in order
to simulation. The simulation result showed that the number of handovers could be
reduced if optimized network factor values are taken. Also, this approach has
limitations on negative effect of selecting parameter configuration on the quality of
the solution and the computation time. A new approach by ÇAlhan and ÇEken [7]
using information about data rate, monetary cost and received signal strength as
different parameters to make a handover decision has been reported. The vertical
handover decision algorithm utilized in the training process was the Levenberg–
Marquardt back propagation algorithm. This algorithm adjusts the weights in a
classified manner, following the application of all the training vectors. It is the
efficient training algorithm to feed forward neural networks. However, this algo-
rithm also possesses some drawbacks. The main weaknesses are about the com-
putation of the error function and Jacobian inversion to achieve a matrix in which
the dimensions are equal to the total of all the weights in the neural network. Hence,
the necessity for memory is extreme. A vertical handover decision function by
Nasser et al. [8] is proposed, which enables devices to assign weights to different
network parameters. The above mentioned network selection schemes have been
widely studied. Many challenges are present in the VH decision phase during
handover process. On the one hand, sometimes the terminals are moving quickly
along their routes, so the related algorithms which provide the vertical handover
decision stage need to be very fast and able to give a solution near to real-time in
such dynamic sceneries. On the other hand, some decision algorithms handle many
parameters that involve quite a lot off loading-point arithmetic calculation, and the
computational effort increases with the required precision for the solutions, the
number of QoS parameters or available networks discovered during the movement
of the terminal. A high computational effort is in conflict with the low response time
restriction, especially taking into account the low-performance processors embed-
ded in many mobile devices. As such, there is a critical need to develop effective
vertical handover decision (VHD) algorithms that not only consider significant
factors, but are also able to dynamically adapt to varying conditions in a timely
manner given the rapid change in the wireless environment. Therefore, to obtain an
efficient algorithm for vertical handover is a challenging task. Therefore, to elim-
inate such problems, an artificial bee colony (ABC) algorithm using diverse
objective function has been used for optimal network selection. Population ini-
tialization is a vital stage in evolutionary algorithms due to the fact that it can
interrupt the convergence speed and in result it has negative effect on quality of last
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solution. In ABC algorithm, an improved solution search algorithm is used very
first time for the network selection problem, which is based on assessing and
searching of bees only over the greatest result of past iteration to develop
exploitation. The objective of this study is to propose a novel, new network
selection optimization algorithm that takes advantage of ABC optimization method
to meet the better performance by employing (SEarch by Fixed Intervals) SEFI [9]
to acquiring better solutions near to real time. SEFI is used to search solutions
directly, which can determine the computation time. SEFI is a direct search scheme,
which every part of the possible results for specified search accuracy are
discovered.

The rest of the paper is arranged as follows: Sect. 2 presents the optimization
problem for network selection during the VH process. Section 3 gives a brief
introduction and concepts of ABC algorithm. Section 4 presents the proposed
algorithm with explanation of its essential components, principles and procedures.
Section 5 shows the details of the proposed algorithm with ABC. Section 6 gives
concluding notes of this paper.

2 The Optimization Problem

The efficient adjusting the QoS weights to determine the best network among
available ones is very significant for wireless networks. To discover the best net-
work, we request to know the goodness of each accessible network. For this pur-
pose, we design a structure to acquire the goodness of each available network.
Firstly, a set of weights allocated to each QoS factors utilized to keep the degree of
the quality of per network, and they are established on two main parts includes the
user’s preferences and network characteristics [10]. The basic form includes all of
the QoS parameters, which can allocate limited weight range from 0 to 1. This
measure is given by a function, which is called cost function. This function is
evaluated in the VH decision-making stage. Thus, the optimization problem
involves of looking the optimum result, which useful for per network then repay the
smallest cost for the related network that would be chosen as the best solution for
the VH decision stage.

3 Artificial Bee Colony Algorithm

ABC algorithm simulating seeking the manner of bees was designed by Karaboga
[11]. The Artificial Bee Colony (ABC) algorithm is a famous swarm-based algo-
rithm. ABC simulates the intelligent foraging behaviour of a bee swarm. In the
ABC algorithm, each cycle contains three steps: At the beginning, a set of food
source is chosen by bees in a random manner and their amounts are given. A new
food source is produced, and the new nectar amount can be obtained from the new
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food source [12]. Figure 1 shows the ABC algorithm flowchart. The following steps
are to be undertaken to discuss the basic ABC algorithm process.

3.1 Producing Initial Population

In the first stage, the scout bees are established for looking the food sources (so-
lutions) and related control parameters must be set. In this step, a food source
population is generated randomly by Eq. (1). The initial population of solutions is
completed by SN number of randomly produced n-dimensional real-valued vectors
(i.e., food sources). Let Xi = {xi, 1, xi, 2,…, xi, n} corresponds to ith food source in
the population which is followed by each food source, and can be expressed as
follows:

Fig. 1 Main steps of the ABC model
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xij ¼ xmin;j þ rand 0; 1ð Þ xmax;j � xmin;j
� � ð1Þ

where i = 1, 2, …, SN, j = 1, 2, …, n. SN is the number of food sources and n is the
number of optimized parameters. xmin,j and xmax,j are the lower and upper limits for
dimension j, correspondingly.

3.2 Employed Bees

In this step, employed bees have responsibilities to seek for new sources of foods.
They can store all of the information of their neighborhoods in their memories.
They discovery a food source in their neighborhood and then evaluate the fitness of
all food sources. Then they create new food sources. After generating the new food
source, fitness of all food sources must be computed and a greedy selection is used
between each one and its parent. Then, employed bees should distribute their
information of food source to onlooker bees by dancing in the hive. In this step,
every employed bee Xi produces a new food source Vi in the nearby of its current
location by using solution search equation as:

Vi;j ¼ xi;j þUi;j xi;j � xk;j
� � ð2Þ

where k 2 {1, 2, …, SN} and j 2 {1, 2, …, n} are randomly chosen indexes; k has
to be different from i; whereas Φi,j is a uniformly distributed real random number
with range of [0, 1].

3.3 Calculating Probability Values Involved in Probabilistic
Selection

In ABC algorithm, an onlooker bee calculates nectar amount received from the
entire employed bees and selects a best source with a chance related to its nectar
quantity. The probability based nectar amount selection is related to the fitness
values of solutions in the population. In this process, a roulette wheel, ranking
based, stochastic universal sampling, tournament selection or another selection
structure can obtain the fitness criteria. The probability value in fluencies the
behavior of onlooker bees, which select food sources based on probability, and is
calculated as:

pi ¼ fitnessi
PSN

i¼1 fitnessi
ð3Þ
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3.4 Onlooker Bee Phase

In this step, the onlooker bees select the sources base on the information obtained of
the employed bees. So, the roulette wheel selection method can use as a main
method to assign the fitness. Whenever a food source is selected for an onlooker
bee, a neighborhood source is established by computing the value of fitness func-
tion. Also, in the employed bees phase, a greedy selection is useful among two
sources.

3.5 Abandonment Criteria: Scout Bee Phase

In this phase, employed bees, which cannot improve solutions within a predeter-
mined number of trials, called “limit”, then they become scouts and the solutions of
should be abandoned. Then, the scouts search for new solutions, randomly. So,
those sources that are poor should be abandoned and negative reaction behaviour
increases to equalize the positive reaction. These stages are continued frequently till
a termination a criterion is fulfilled, as a maximum round number or a peak CPU
time.

3.6 Main Steps of the ABC Algorithm

It is clear from the above explanation that there are main control parameters in the
basic ABC: The number of food sources, which are equal to the numbers of
employed, or onlooker bees (SN), the value of limit and the maximum cycle
number (MCN). In a strong search process, exploration and exploitation processes
must be carried out together. In ABC algorithm that onlookers and employed bees
continue the exploitation process in the search space, the scouts control the
exploration route. Detailed pseudo-code of the ABC algorithm is given below:

Main steps:

Step 1: Generate initial population of solutions with the help of xi,j, i = 1, 2…
SN, j = 1, 2… n, trial i = 0, which is non improvement number of the
solution Xi, utilized for abandonment

Step 2: Generate the population
Step 3: cycle = 1
Step 4: repeat
Step 5: {– Generate a new food resource population for employed bees –}
Step 6: for i = 1 to SN do
Step 7: Generate a new food resource Vi for the employed bee of the food

resource Xi using Eq. (2) and calculate its amount.
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Step 8: Employ a greedy choice scheme among Viand Xi and choose the better
one

Step 9: If solution Xi does not modify triali = triali + 1, otherwise triali = 0
Step 10: end for
Step 11: Evaluate the probability values pi using Eq. (3) to get better solution by

fitness criteria {– Generate a new food resource population for onlooker
bees –}

Step 12: Now starts iteration t = 0 and i = 1
Step 13: repeat
Step 14: if random pi then
Step 15: Generate a new Vi food place using Eq. (2) for onlooker bees
Step 16: Exploit a greedy choice procedure among Vi and Xi and choose the

superior one
Step 17: If solution Xi does not modify triali = triali + 1, otherwise triali = 0
Step 18: t = t + 1
Step 19: terminate if
Step 20: until (t = SN) {– Compute scout bees –}
Step 21: if max (triali) > limit then
Step 22: Replace Xi by means of a new randomly created solution using Eq. (1).
Step 23: terminate if
Step 24: Remember the finest solution obtained so far
Step 25: cycle = cycle + 1
Step 26: until (cycle = max cycle number)

4 System Model

In this paper, proposed algorithm starts from an algorithm named SEFI, which
Jaraz-Simon et al. [13] have designed to search solutions directly. This algorithm
not only can determine the computation time, but also can integrate with heuristic
proposal to acquiring better solutions near to real time.

We name SEFIABC the new heuristic proposal, which starting from SEFI [13],
is based on (ABC) algorithm. ABC is a comparatively innovative optimization
technique, which has been shown to be competitive to other population-based
algorithms [9]. According to [13], SEFI explores the area of solutions and creates
all the possible patterns for a given h, calculates the cost of results for the accessible
networks and select the best network with the maximum cost function. SEFI was
programmed in C language using specific loops to prepare the related structure of
all the codes. In this paper, all of codes of SEFI has been successfully changed on
MATLAB m-code programming language to integrate with ABC algorithm, also in
order to show the results in simulation stage. The operation of SEFIABC is shown
in the pseudo-code given in Algorithm 1 and in Fig. 1, and it is explained in
algorithm description section as follows.
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4.1 Algorithm Description

In the paper, the scenarios of vertical handover using the ABC algorithm are
developed in the heterogeneous wireless networks. The operation of the SEFIABC
optimization approach is shown in the pseudo-code given in Algorithm 1. The main
purpose of the operations of this scheme is to increase the performance, especially
in terms of computational time. As we have realized previously, the main action to
look the best network is the high number of QoS parameters, but this means that to
decrease the exploration precision to maintain the real-time control. The obvious
disputation motivate us to plan a heuristic which could discover best choice in real
time using low level of search accuracies [9].

The cost function of vertical handover is a quantity of the cost utilized by
moving a network to a specific network. It is estimated for all networks n, which
can cover the service region of a user. The network choice within the lowest
computed cost can provide the most benefit to the users. As we know, different
types of services require various combinations of reliability, latency and data rate.
So, we consider service type as main metric. Also, monetary cost has a main
attention for users, as different networks may employ different charging policies
that may affect the user’s choice to handover. In terms of network settings,
network-related factors, such as available bandwidth, and network latency may
need to be measured for operational network control. Usage of information of
network in the selection of optimal to handover can be suitable in order to load
balancing across diverse networks. Also, to warranty the system performance, a
diversity of factors can be employed in the handover decision-making stage, such as
the bit error rate (BER). Moreover, the mobile terminal circumstance includes
active features for example velocity, moving pattern, moving histories and location
information.

Consider Cn is the cost function calculated for network n. Cn is the cost of
obtaining each of the user’s demanded services from network n. In other words,
each network is receiving user’s requested services and each request is calculated
(4) by own cost function.

cns ¼ Hn
s;i QoSns;j
� �

ð4Þ

Equation (4) is considered for each service. Where Hn
s;i shows whether the lowest

constraint i for service s can be met by network n. If an accessible network cannot
be able to prepare the minimum requested QoS for a real time service, and would be
removed from attention as a handover goal for the requested service rapidly. Also,
QoSns;j is the QoS offered by network n for parameter j for service s.

Since a low level of cost will result in a network being removed from attention,
thus, Hn

s;i (5) is calculated by:
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Hn
s;i ¼

1
hns;i

ð5Þ

where hns;i (6) is the following function:

hns;i ¼
o if i cannot be satisfied
1 if i can be satisfied

�

ð6Þ

Also, we consider that each QoS factor has own weight and this weight shows
the effect of factor on network or user. So each QoS factor can be calculated by
Eq. (7):

QN ¼
X

Wn
s;jQoS

n
s;j ð7Þ

The cost function can be formulated as in (8):

Cn¼
XY

i

Hn
s;j

Xn

s;j

QN ð8Þ

Summary of Eq. (8) are explained in Table 1:
Initially the algorithm begins from SEFI wherever the search spaces of ranges P,

which related to the QoS weights wi. For a mobile node with N access networks, the
best network can be selected for handover process as follows:

Step 1: Initialize population by SEFI, all individuals containing k-selected access
networks which chosen randomly:

(i) Set QoS parameters
(ii) Run SEFI obtain optimal wi

Step 2: Evaluate the cost function of per individual, where:

(i) For per node ni in the network:

(a) Calculate the distance (ni, mi) between terminal and access
networks

Table 1 Description of components of the cost function

Formula Descriptions

Hn
s;i Network elimination of service s at network n

P
Wn

s; jQoS
n
s; j QoS factor represents the QoS qualified by selecting to receive from the

network n

Wn
s;j It is the weight representing the effect of QoS parameters to the user and

network

QoSns;j It can normalize the QoS offered by network n in order to j to service s
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(b) Assign ni to mi, where distance (ni, mi) = min nm=1,2, …nm

{distance (ni, mi)}

(ii) Calculate the cost function

Step 3: Update the positions by the optimization algorithm.
Step 4: Repeat stages 2–4 till the highest number of cycle is obtained.

Each node can receive the advertisement messages from selected access net-
works at various signal strengths, and then calculates distances using Eq. (7) [14].

dij ¼ s � Prð Þ�1=2; where s ¼ c � Prð Þ�1=2
.
4pf ð7Þ

In the calculation, dij is the distance among terminal i and access network j, f is
the communication frequency, c is the speed of light and Pr is the received signal
strength.

5 Simulation Results and Discussions

Based on MATLAB, this network selection scheme is structured with the ABC. As
we can see, the solutions obtained by SEFIABC have good performances in each
situation, thus showing the good implementation of our scheme. Clearly, in direct
search like SEFI the computing time will be increased by high quantity of QoS
factors, also a division element in order to the search spaces will be increased. In
result, if we select high numbers of QoS factors, we cannot usage great division
elements; also, if NQoS is small, we can execute analyses with all of the considered
division elements. The networks categorized through the standards of the following
QoS factors in Table 2.

We have measured the related contributions for SEFIABC, and we will show the
related outcomes in Fig. 2. This paper uses four hexagonal honeycomb topologies
with many different numbers and kinds of access networks. Based on simulation,

Table 2 QoS parameters

Net Bandwidth
(Mbps)

BER
(dB)

Delay
(ms)

Security
level

Monetary cost
(eur/MB)

UMTS 14.4 0.001 19 8 0.9

Wi-Fi (802.11n) 30 0.01 20 2 0.2

WiMax (802.16) 75 0.01 30 3 0.3

Wi-Fi
(802.11ac)

72 0.01 15 3 0.2
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the solutions found by SEFIABC have low cost all the situations, even with small
level of precision, thus showing the good implementation of proposed algorithm.
The QoS parameters in this study are as follows: E = BER (dB), D = Delay (ms),
B = Bandwidth (Mbps), C = Monetary cost (eur/MB), S = Security level [15]. The
solutions given by SEFIABC for the aforementioned keys have suitable cost in all
the cases, even when low precision. The Optimal solutions found by SEFIABC are
presented for five QoS parameters, and a division factor of five and the number of
population 4 and iteration 20 in Fig. 2. This figure represents an acceptable
behavior of SEFABC (for the combinations or solutions the cost found by
SEFIABC is low). As we can see in Fig. 2, the results of running our proposed
algorithm are shown and in each iteration one network is selected as best network
for handling off and we fixed number of iterations equal to 20, and in the last
iteration (iteration = 20), the best network with lowest cost function is found with
cost function equal to Best Cost = −8.2062.

Our heuristic shows better performance in comparison with SEFISA [16], for the
same inputs. SEFIABC has better fitness because optimal solutions found by
SEFISA up to four networks and five QoS parameters is Best solution = −6.36615
(Fig. 3).

Also, Fig. 4 shows results based on different QoS parameters, number of pop-
ulation equal 4 and iteration 20. As it’s mentioned before, each QoS factor within
own weight affect on network or user. The values of the QoS parameters charac-
terize a given network and each parameter is combined with own weight, also each
weight has a value between 0 and 1. Based on obtained results, we can see that in

Fig. 2 Best cost found by SEFABC with
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first iterations such as iterations between 1 and 4, network 2 is selected as the best
solution with available bandwidth = 10.06, and BER has acceptable rate at
B = 0.01, D = 10.26, C = 0.2, and Security Level = 2. These values show a level of
the network quality by means of cost function. It must consider that in per iteration
the unavailable networks is eliminated based on elimination factor in cost function
equation. Lastly, each solution is determined for the diverse networks, with chan-
ged cost values due to the fact that each network has specific QoS sets.

6 Computation Efficiency

Since, the real-time applications need less running time in addition to high per-
formance, CPU time of this algorithm has been examined to examine the efficiency
of algorithm. The results demonstrate the comparison of CPU timing between our
heuristic with employing SEFI in initiation phase and without employing SEFI in
initialization phase (generation of first population by randomly selection). As we
can see SEFIABC with employing SEFI has less CPU time. In other words, It is
evident that computation of the proposed SEFIABC algorithm based on the SEFI is
faster (CPU time is less) than that using randomly selection in initialization phase.
Corresponding graph is given in Fig. 5. This figure shows the results of CPU time
in five different running times with Iteration = 500 and Number of Networks = 20.

Fig. 3 Best solution = −6.36615 found by SEFISA [16]. Best solution = −7.3403 found by
SEFIABC
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Fig. 4 Results based on
different parameters found by
SEFABC with iteration = 20
and network’s number = 4
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7 Conclusions

We propose a SEFIABC algorithm to find the near-optimal solutions for the
problem. In this study, new optimization for the vertical handover decision algo-
rithm has been developed to raise the advantage of the handover for the user and
network. The simulation results show that this network selection scheme has better
performances than the existing schemes in the above mentioned factors, and it
ensures the profits of both sides. With the help of the artificial bee colony algorithm,
our network selection scheme can seek the optimal solution at the rational time.
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Dynamics Classifications of Extreme
Doubly Stochastic Quadratic Operators
on 2D Simplex

Rawad Abdulghafor, Farruh Shahidi, Akram Zeki
and Sherzod Turaev

Abstract We study the dynamics of extreme doubly stochastic quadratic operators
(d.s.q.o.) on two dimensional (2D) simplex. We provide some examples of d.s.q.o.
which have infinitely many fixed points. We prove that the trajectory of extreme
d.s.q.o., starting at some interior point of the simplex is convergent. Finally, we
classify the dynamics of all extreme points of d.s.q.o. on 2D.

Keywords Doubly stochastic quadratic operators � Fixed point � Trajectory �
Convergence and simplex

1 Introduction

It is well known that many biological processes can be considered as some non-
linear dynamical systems. From this point of view, the main problem the state of the
process in a certain time frame which is the same as studying the limit behavior of
the trajectories of corresponding dynamical systems. One of the important
dynamical systems is the one generated by quadratic stochastic operators which
arise in many problems of population genetics [1]. As of today, this area is
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potentially developing [2, 3, 4]. Even so, there are many interesting problems left
open. One of them is to study d.s.q.o. which are defined using majorization concept.
The class of these operators is quite large [5], so one needs to consider some
particular cases. In [5, 6], the problem of description of extreme points of the set
d.s.q.o. was addressed. It was shown that, up to permutation, there are 37 extreme
d.s.q.o. on two dimensional simplex. The present paper is devoted to classification
of dynamics of extreme d.s.q.o. Namely, we will study the limit behavior of the
trajectories of extreme d.s.q.o.

The present paper therefore aim to provide a couple of convergence result for
general d.s.q.o. In addition, the paper classify the dynamics of extreme d.s.q.o. on
2D simplex. The motivation comes from paper [7] where general quadratic
stochastic operators having coefficients 1 or 0 were classified on 2D simplex. As
mentioned earlier, extreme d.s.q.o. have coefficients 1; 12 or 0. So our result will
extend the results in Vallander [7] in the class of d.s.q.o. on 2D simplex. The paper
is organized as follows. In the next section we give some preliminaries concerning
majorization and d.s.q.o. In Sect. 3, we focus on dynamics classifications of
extreme d.s.q.o. on 2D simplex. Section 4, we present a sub-classifications of
extreme d.s.q.o. on 2D simplex. We note that a couple of examples of dynamics
classifications of extreme d.s.q.o. on 2D simplex have been considered in Shahidi
et al. [8].

2 Preliminaries

In this section we provide some definition based on majorization theory and defines
doubly stochastic operator.

We define the m� 1ð Þ—dimensional simplex as follows.

Sm�1 ¼ x ¼ x1; x2; . . .; xmð Þ 2 Rm : xi � 0; 8i ¼ 1;m;
Xm

i¼1

xi ¼ 1

( )

ð1Þ

The set intSm�1 ¼ x 2 Sm�1 : xi � 0
� �

is called the interior of the simplex. The

points ek ¼
�

0; 0; . . .; 1|{z}
k

; . . .; 0
�

are the vertices of the simplex and the scalar

vector 1
m ;

1
m ; . . .;

1
m

� �
is the center of the simplex.

A quadratic stochastic operator V : Sm�1 ! Sm�1 is defined as:

Vxð Þk¼
Xm

i¼1

pij;kxixj ð2Þ

324 R. Abdulghafor et al.



where the coefficients pij;k satisfy the following conditions

pij;k ¼ pij;k � 0;
Xm

i¼1

¼ 1 ð3Þ

If we let Ak ¼ pij;k
� �

i;j¼ 1;m, then the operator can be written in matrix form as

follows

V ¼ A1jA2j. . .jAmð Þ ð4Þ

where matrices Ai are non-negative and symmetric. For any x ¼ x1; x2; . . .;ð
xmÞ 2 Sm�1, we define x# ¼ x½1�; x½2�; . . .; x½m�

� �
where x 1½ � � x 2½ � � . . .� x m½ �—

non-increasing rearrangement x. Recall in [9, 10] that for two elements x, y of the
simplex Sm−1 the element x is majorized by y and write x � y or y � x if the
following condition holds

Xm

i¼1

x½i� �
Xm

i¼1

y½i� ð5Þ

for any k ¼ 1;m� 1. In fact, this definition is referred to as weak majorization [10],
the definition of majorization requires

Pm
i¼1 x½i� ¼

Pm
i¼1 y½i�. However, since we

consider points only from the simplex, we may drop this condition.
A matrix P ¼ pij

� �

i;j¼1;m is called stochastic (sometimes bistochastic), if

pij � 0; 8i; j ¼ 1;m;
Xm

i¼1

¼ 1; 8i ¼ 1;m;
Xm

j¼1

¼ 1; 8j ¼ 1;m:
ð6Þ

For a doubly stochastic matrix P ¼ pij
� �

, if its entries consist of only 0’s and 1’s,
then the matrix is a permutation matrix.

A linear map T : Sm�1 ! Sm�1 is said to be T-transform, if T ¼ kð ÞIþ 1� kð ÞP
where I is an identity matrix, P is a permutation matrix which is obtained by
swapping only two rows of I and 0 ≤ λ ≤ 1.

Lemma 1 Olkin and Marshall [10] for the concept of majorization and x; y 2 Sm�1,
the following assertions are equivalent.

1. x � y that is
Pk

i¼1
x½i� �

Pk

i¼1
y½i�; k ¼ 1;m� 1.

2. x ¼ Py for some doubly stochastic matrix P.
3. The vector x belongs to the convex hull of all m! permutation vectors of y.
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4. The vector x can be obtained by a finite compositions of T-transforms of the
vector y, that is, there exist T−transforms T1; T2; . . .; Tk such that
x ¼ T1T2. . .Tky.

5. The inequality u xð Þ�u yð Þ holds for any Schur-convex function.

From the above lemma, it follows that doubly stochasticity of a matrix P is
equivalent to Px � x for all x 2 Sm�1. Motivated by this, in Olkin and Marshall
[10], the definition of doubly stochastic operator is given as follows.

Definition A continuous stochastic operator V : Sm�1 ! Sm�1 is called doubly
stochastic, if Vx � x for all x 2 Sm�1. Identity operator, permutation operators (that
is the linear operators with permutation matrix) and T-transforms are all doubly
stochastic.

Let V be doubly stochastic operator and x0 2 Sm�1. The sequence is infinite
x0;V x0ð Þ;V2 x0ð Þ; . . .;Vn x0ð Þ; . . .� �

and it is called the trajectory starting at x0.
Here, V0 x0ð Þ ¼ x0 and Vn x0ð Þ ¼ V Vn�1 x0ð Þð Þ. We denote by x x0ð Þ the set of limit
points of the trajectory starting at x0 and it is said to be the ω-limit set of the
trajectory starting at x0.

The point x0 is called p-periodic, if there is a positive integer p such that
Vp x0ð Þ ¼ x0 and Vi x0ð Þ 6¼ x0 8i ¼ 1; p� 1 if p = 1, we say that the point is fixed.
We say periodic if the period is irrelevant and we usually refer to the point as
periodic if the period is greater than one.

3 The Classification of Extreme Points of d.s.q.o. on S2

Let us start with some examples of extreme d.s.q.o. on S2. As we have mentioned,
up to the level permutations of the matrices there are 222 extreme points of d.s.q.o.
on 2D simplex. Our main result analyses all extreme points of d.q.s.o. on S2. But,
due to time limitation, we are not able to study each of them. Therefore, we provide
some examples of extreme d.s.q.o., study them and then provide general result for
all extreme points d.s.q.o. on S2.

Example 1 The operator V1 : S2 ! S2.

V1 xð Þ ¼ z2 þ xyþ yz;

V1 yð Þ ¼ x2 þ xzþ yz;

V1 zð Þ ¼ y2 þ xyþ xz:

ð7Þ

is d.s.q.o. [5, 4].
The matrices of V1 are
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0 1
2 0

1
2 0 1

2

0 1
2 1

0

B
@

1

C
A;

1 0 1
2

0 0 1
2

1
2

1
2 0

0

B
@

1

C
A;

0 1
2

1
2

1
2 0 0
1
2 0 1

0

B
@

1

C
A:

Table 1 shows the iteration of the operator V1 with some initial point from the
interior of the simplex. One can see that the trajectory of this operator tends towards
the center.

By solving the system of non-linear equation we can show that V1 has a unique
fixed point on the boundary of S2

1
3
;
1
3
;
1
3

� �

Combining Theorems 3.3 and 3.4 we find that the trajectory of any initial point
tends to the center of the simplex.

Figure 1 shows that the trajectory of initial values of x, y and z for V1 tends to the
same number 1

3

� �
. In Fig. 2, it is shown that the trajectory on the 2D simplex

converges to the center.

Table 1 The numerical
solutions for operator V1

Iterations x y z

x0 0.1 0.7 0.2

V(x0) 0.25 0.17 0.58

V2(x0) 0.4775 0.3061 0.2164

V3(x0) 0.25923175 0.39757729 0.34319096

V4(x0) 0.357289624 0.292612025 0.350098351

V5(x0) 0.329559083 0.355185371 0.315255546

V6(x0) 0.328414782 0.324478676 0.347106542

V7(x0) 0.335803365 0.331255601 0.332941034

V8(x0) 0.33237506 0.334855202 0.332769738

V9(x0) 0.333522133 0.333651423 0.332826444

V10(x0) 0.333101593 0.333290015 0.333608392

V11(x0) 0.33350234 0.333270504 0.333227156

V12(x0) 0.333241613 0.333410629 0.333347758

V13(x0) 0.333328523 0.333363903 0.333307573

V14(x0) 0.33332635 0.333321539 0.333352111

V15(x0) 0.333341921 0.333334936 0.333323143

V16(x0) 0.33333673 0.333330471 0.333332799

V17(x0) 0.333333511 0.333332201 0.333334287

V18(x0) 0.333333565 0.333333247 0.333333187

V19(x0) 0.333333333 0.333333333 0.333333333

V20(x0) 0.333333333 0.333333333 0.333333333

V21(x0) 0.333333333 0.333333333 0.333333333
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Example 2 The operator V2 : S2 ! S2.

V2 xð Þ ¼ xyþ 2xz;

V2 yð Þ ¼ y2 þ xyþ yz;

V2 zð Þ ¼ x2 þ z2 þ yz:

ð8Þ

is d.s.q.o. [4, 5].

Fig. 1 The trajectory of operator V1

Fig. 2 The trajectory of operator V1 on 2D simplex
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The matrices of V2 are

0 1
2 1

1
2 0 0
1 0 0

0

@

1

A;
0 1

2 0
1
2 1 1

2
0 1

2 0

0

@

1

A;

1 0 0
0 0 1

2
0 1

2 1

0

@

1

A:

Note that there are many infinitely fixed points of the operator V2. They are
called

x; y; zð Þ 2 S2 x ¼ zj� �
; x; y; zð Þ 2 S2 x ¼ 0j� �

; x; y; zð Þ 2 S2 y ¼ 0j� �

Let y = c, then the equation

V2 xð Þ ¼ xcþ 2xz;

V2 yð Þ ¼ c;

V2 zð Þ ¼ x2 þ z2 þ cz:

ð9Þ

Table 2 shows that the trajectory does not converge to the center of the simplex
for a particular fixed point.

Accordingly, we see that under any iteration y does not change (see Fig. 3). So
x; y; zð Þ 2 S2 y ¼ cj ; 0\c\1

� �
is the family of invariant lines (see Fig. 4). For a

fixed, simple calculations show that the trajectory of any point from the line
y = c tends to 1�c

2 ; c; 1�c
2

� �
(see Fig. 3).

Classification After studying operators V1 and V2 we come up with some obser-
vations. It is observed that the operator V1 has a unique fixed point, which is the
center of the simplex. The finding equally reveal that the trajectory of any initial
point tends to the center of the simplex. The operator V2 has been shown to behaves
differently. It has infinitely many fixed points and the trajectories do not tend to the
center. Rather, V2 has infinitely many invariant lines of the form y ¼ c; 0\c\1

Table 2 The numerical
solutions for operator V2

Iterations x y z

x0 0.8 0.1 0.1

V(x0) 0.24 0.1 0.66

V2(x0) 0.3408 0.1 0.5592

V3(x0) 0.415231 0.1 0.484769

V4(x0) 0.444105 0.1 0.455895

V5(x0) 0.449341 0.1 0.450659

V6(x0) 0.449933 0.1 0.450067

V7(x0) 0.449993 0.1 0.450007

V8(x0) 0.449999 0.1 0.450001

V9(x0) 0.45 0.1 0.45

V10(x0) 0.45 0.1 0.45

V11(x0) 0.45 0.1 0.45
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and the trajectory of an initial point from this line tends to the point 1�c
2 ; c; 1�c

2

� �
.

Consequently, of those 222 operators, the behaviors of 198 are similar to V1,
indicates that, the trajectory of any non-fixed point tends to the center of the
simplex. 18 operators have behaviors similar to V2, and this suggests that, they have
infinitely many invariant lines and the trajectory is convergent along those lines.
finally, there are 6 permutation operators, they are easy to study.

4 The Sub-classification of Extremes of d.s.q.o. on S2

In this section we study the limit behavior of d.s.q.o. of the second group (18
extremes). Due to obvious reasons, we are not able to study each of them.
Therefore, we provide some examples of extreme d.s.q.o., study them and then
provide general result for all extreme of second group d.s.q.o. As we have seen that

Fig. 3 The trajectory of operator V1

Fig. 4 The trajectory of operator V1 on 2D simplex
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we can classify this group into two subgroups of 9 extremes. The trajectory of
subgroup 1 converges monotonic increasing or decreasing, but the trajectory of
subgroup 2 converges non-monotonically increasing or decreasing.

Now let us to examine examples of those subgroups.

Example 2.1 The following operator V3 : S2 ! S2

V3 xð Þ ¼ x2 þ xyþ yz;

V3 yð Þ ¼ xyþ 2yz;

V3 zð Þ ¼ y2 þ z2 þ xz:

ð10Þ

is d.s.q.o. (see [4, 5]).
The matrices of V3 are

1 1
2

1
2

1
2 0 0
1
2 0 0

0

B
@

1

C
A;

0 1
2 0

1
2 0 1
0 1 0

0

B
@

1

C
A;

0 0 1
2

0 1 0
1
2 0 1

0

B
@

1

C
A:

From the point that xþ yþ z ¼ 1, we get the operator V3 as follows

V3 xð Þ ¼ x;

V3 yð Þ ¼ xyþ 2yz;

V3 zð Þ ¼ x2 þ z2 þ xz:

ð11Þ

Let us assume x ¼ b, then z ¼ 1� b� y or y ¼ 1� b� z, we find the operator
V3 as follows

V3 xð Þ ¼ b;

V3 yð Þ ¼ 2y� by� 2y2;

V3 zð Þ ¼ 2y2 þ by� 2y� bþ 1:

ð12Þ

The extreme of operator V3 has an invariant curve of the form x = c, and for any
point taken from this curve, the trajectory tends to c; 1� cð Þ=2; 1� cð Þ=2ð Þ.

It has been shown in Table 3 that the trajectory of operator V3 of
sub-classifications of d.s.q.o. is convergent monotonic increasing or decreasing.

For a fixed, simple calculations show that the trajectory of any point from the
line x = c tends to c; 1�c

2 ; 1�c
2

� �
(see Fig. 5).

Example 2.2 The following operator V4 : S2 ! S2
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V3 xð Þ ¼ x2 þ xyþ yz;

V3 yð Þ ¼ xyþ 2yz;

V3 zð Þ ¼ y2 þ z2 þ xz:

ð13Þ

is d.s.q.o. (see [4, 5]).
The matrices of V3 are

1 1
2

1
2

1
2 0 0
1
2 0 0

0

@

1

A;
0 1

2 0
1
2 0 1
0 1 0

0

@

1

A;
0 0 1

2
0 1 0
1
2 0 1

0

@

1

A:

Table 3 The numerical
solutions for operator V3

Iterations x y z

x0 0.1 0.01 0.89

V(x0) 0.1 0.0188 0.8812

V2(x0) 0.1 0.035013 0.864987

V3(x0) 0.1 0.064073 0.835927

V4(x0) 0.1 0.113528 0.786472

V5(x0) 0.1 0.189926 0.710074

V6(x0) 0.1 0.288716 0.611284

V7(x0) 0.1 0.381846 0.518154

V8(x0) 0.1 0.433895 0.466105

V9(x0) 0.1 0.447871 0.452129

V10(x0) 0.1 0.449778 0.450222

V11(x0) 0.1 0.449978 0.450022

V12(x0) 0.1 0.449998 0.450002

V13(x0) 0.1 0.45 0.45

V14(x0) 0.1 0.45 0.45

V15(x0) 0.1 0.45 0.45

Fig. 5 The trajectory of operator V3
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From the point that xþ yþ z ¼ 1, we get the operator V4 as follows

V3 xð Þ ¼ x;

V3 yð Þ ¼ xyþ 2yz;

V3 zð Þ ¼ x2 þ z2 þ xz:

ð14Þ

Let us assume x ¼ b, then z ¼ 1� b� y or y ¼ 1� b� z, we find the operator
V4 as follows

V3 xð Þ ¼ b;

V3 yð Þ ¼ 2y� by� 2y2;

V3 zð Þ ¼ 2y2 þ by� 2y� bþ 1:

ð15Þ

The extreme of operator V4 has an invariant curve of the form x = c, and for any
point taken from this curve, the trajectory tends to c; 1� cð Þ=2; 1� cð Þ=2ð Þ.

It has been shown in Table 4 that the trajectory of operator V4 of
sub-classifications of d.s.q.o. is convergent non-monotonically increasing or
decreasing.

For a fixed, simple calculations show that the trajectory of any point from the
line x = c tends monotonically to c; 1�c

2 ; 1�c
2

� �
(see Fig. 6).

5 Conclusions and Future Work

In this paper, we discussed an important class of quadratic stochastic operators d.s.
q.o. on finite-dimensional simplex, which is developed based on majorization
theory. Furthermore, we presented that the trajectory of many extremes of d.s.q.o.
convergences to the center starting at some interior point of the simplex.

Table 4 The numerical
solutions for operator V4

Iterations x y z

x0 0.2 0.3 0.5

V(x0) 0.2 0.44 0.362

V 2(x0) 0.2 0.3952 0.4048

V 3(x0) 0.2 0.401006 0.398994

V 4(x0) 0.2 0.399801 0.400199

V 5(x0) 0.2 0.40004 0.39996

V 6(x0) 0.2 0.399992 0.400008

V 7(x0) 0.2 0.400002 0.399998

V 8(x0) 0.2 0.4 0.4

V 9(x0) 0.2 0.4 0.4

V 10(x0) 0.2 0.4 0.4
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Meanwhile, we showed that any extreme point of d.s.q.o. on 2D simplex has no
periodic points on the interior of the simplex. Moreover, we classified the extreme
points of d.s.q.o. on two dimensional 2D simplex. From the analysis, we found
three different results of the dynamics classifications of 222 extreme points of d.s.q.
o. on two dimensional 2D simplex. In the first classification, 198 extreme points
converge to the center of the simplex. In the second classification, there are 18
extreme points, two of the three lines converge to the same value while the third
line doesn’t change its value from beginning (i.e., constant). In the third classifi-
cation, 6 extreme points don’t converge at any point, they are either never change or
become periodic points. Finally, according to the second classifications, we found
that there are two different sub-classifications, where the result observed that the
trajectories are convergent regularly and monotonically. In our future work, we will
study the limit behavior of the trajectories of DSQOs on infinitely dimensional
simplex.
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Box-Counting Fractal Dimension
Algorithm Variations on Retina Images

Mohd Zulfaezal Che Azemin, Fadilah Ab Hamid, Jie Jin Wang,
Ryo Kawasaki and Dinesh Kant Kumar

Abstract This research work investigates the influences of FD algorithm variation
on the measurement of retinal vasculature complexity. Forty retinal vasculature
images from publicly available dataset were subjected to four variations of
box-counting FD algorithm. Different positions of box-grid were found to signifi-
cantly affect the measurement of FD (p < 0.0001, d = 0.746) due to non-identical
vessels captured for measurement. By averaging multiple box-grid placements the
FD mean shows no significant difference (p = 0.12, d = 0.124). Using different
smoothing effect (big versus small) results in significantly different FD mean, the
variation however was small (d = 0.211). The FD of skeletonized vasculature is
significantly different than the segmentation (p < 0.0001) with a modest effect size
(d = 0.613). More reliable FD measurement on retinal vasculature could be obtained
by averaging the FD values using multiple positions of the grid.
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1 Introduction

Diminishment in the multifaceted nature of the body structure makes physiological
structure less ready to adapt to physiological pressure [1]. Aging is identified to be
connected with the loss of complexity in the organ configuration of the human body
[2, 3], which is associated with operational loss. Such deficiency of complexity has
been detected in heart activity [4], magnetic resonance imaging data [5], elec-
troencephalography (EEG) [6], and general physiological measures [7].

Complexity can be quantified based on fractal dimension (FD) analysis. Previous
work has reported that FD of the retinal vasculature was inversely associated with
eye refractive condition [8] and advancing age [9], and positively associated in
diabetic retinopathy complication, a microvascular manifestation of diabetes [10].
Recent studies show associations between retinal vascular changes and either small
infarcts detected on brain imaging, or with clinical stroke [11]. A loss of complexity
of the cerebral microvasculature may lead to limited collateral formation at cerebral
infarction sites [12].

However, it is shown that changes in focus, brightness, color and contrast
influence the FD values (ρ = 0.47 − 0.97) [13]. Brightness has little effect to FD
measurements as long as the median pixel value is kept above 90. Nevertheless, the
study concluded that the parameters that control the quality of the retina image
during the acquisition needs to be standardized to ensure consistent result of FD
especially in comparative study.

In this study, we investigate further the effect of different algorithm used when
quantifying the FD. Four variations of box-counting FD algorithm were used to
estimate the FD values, namely (1) Different grid placement, (2) Averaging mul-
tiple box-grid placements, (3) Different smoothing effects, and (4) Reducing the
vessel thickness to 1-pixel thickness (skeletonized vasculature). We used
box-counting Fractal Dimension to estimate the FD of the vasculature. It involves
two important steps, (1) Placement of box-counting grid and (2) Calculation of the
slope log Count versus log Size. We aimed to investigate the impact of four
algorithm variations occurring during these two important steps on FD calculation.

2 Materials and Methods

The dataset used to assess the outcome of algorithm variation on the retinal vas-
culature fractal dimension was a public dataset, Digital Retinal Images for Vessel
Extraction (DRIVE) [14]. A set of forty digital images from the DRIVE dataset were
downloaded from (http://www.isi.uu.nl/Research/Databases/DRIVE/). The dataset
was originally from a screening program in The Netherlands. The retina images were
photographed with a Canon CR5 fundus camera using a cropping region of 45°. The
dataset also provides a set of manual tracing of a grader as instructed by an oph-
thalmologist. Using a public dataset has the advantage of making the current
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experiment repeatable by other researchers. In addition, errors introduced by vessel
segmentation algorithm can be avoided and controlled as potential bias. All
experiments were conducted using ImageJ plugin FracLac [15] for the FD calcu-
lation. The basic strategy for the FD measurement is by efficiently lay a progression
of boxes of diminishing size, Box Size, over the retinal blood vessel image and
enumerate the number of boxes, Count, that cover the blood vessels. The fractal
dimension is then estimated from the gradient of log Count versus log Box Size.

2.1 Experiment 1: Different Placement
of Box-Counting Grid

The positioning of the grid has an effect on the actual count of the vascular network
and in turn gives difference FD values. Figure 1 illustrates the grids of same size
with different initial position, the number of boxes required to cover the vascular
network depends on where the grids are placed. It is shown that while the grid size
and the white pixels are the same, the number of boxes needed to cover the white
pixels slightly differs. Two grid positions as shown in Fig. 1 were used in this
experiment, Grid Position 1 and Grid Position 2.

2.2 Experiment 2: Average of the Different Placement

The reliability of the algorithm can be improved by repeating the box-counting
process several times with different initial grid positions. A series of box sizes was

Grid Position 1 Grid Position 2

Fig. 1 Different positioning of the box-counting grid results in variation in FD measurement
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applied to various positions, the more the positions used in the process would result
in more reliable result. The final fractal dimension was taken from the average of
fractal dimension calculated from four different grid orientations. This experiment
was run twice (Multiple Position 1 versus Multiple Position 2) to compare the
algorithm results when repeated in different time instance.

2.3 Experiment 3: The Effect of Smoothing

Box-counting fractal dimension algorithm employs a series of increasing box sizes
and counts the number of boxes covering the vasculature. The number of boxes
needed to cover the vasculature stays the same over an interval of change in box
size. This can result in erroneous FD when the slope was taken from a regressed
line affected by the data plateau. Figure 2 describes the phenomenon using a linear
scale. This problem can be overcome by ignoring the data that contribute to the
plateau. The data can be removed two algorithms:

1. Smoothed FD (big) method reduces the data by starting from the smallest box
size and keeping only box-count larger than the previous box size.

2. Smoothed FD (small) method reduces the data by starting from the largest size
and keeping only box-count smaller than the previous box size.

2.4 Experiment 4: The Effect of Skeletonization

In this experiment we used vessel skeleton to replace vessel segmentation for the
FD calculation. Researchers have different definition on vessel skeleton, Azemin
et al. [8] defined the vessel skeleton as tracing of the vasculature which is essen-
tially the segmentation of the vessel, while Doubal et al. [16] used skeletal image of

Fig. 2 Illustration of data
plateau during FD calculation
due to the constant box count
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the vasculature when the width of the vessels were reduced to one-pixel thickness
as shown in Fig. 3. We used the definition of the latter when describing skele-
tonization. This process preserves the branching characteristics of the vessels but
not their width.

2.5 Statistical Analysis

The Student’s t-test was employed to assess the mean difference between a pair of
algorithms being evaluated with p < 0.05 was taken as statistically significant. The
correlation between the algorithms was assessed using Pearson’s correlation and
effect size was graded with Cohen’s method. Effect size was calculated to illustrate
the degree of variation relative to the standard deviation of the measures from the
reference images. The magnitude of effect size was considered to be small when at
0.2, moderate at 0.5 and large at 0.8 or more based on previous studies [13].

3 Results

Table 1 compares the results of experiment 1–4. Grid Position 1 (experiment 1) was
shown to give different FD measurement (p < 0.0001, d = 0.746) when compared to
Grid Position 2. By averaging multiple grid placements (experiment 2) the FD mean
of Multiple Position 1 shows no significant difference (p = 0.120, d = 0.124)

Vessel segmentation Skeletonised vasculature

Fig. 3 Comparison between vessel segmentation and skeletonised vasculature
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compared to Multiple Position 2. In experiment 3, using Smoothed FD (big) method
results in significantly different FD mean compared to Smoothed FD (small) method,
the variation however was small (d = 0.211). Results from experiment 4 indicates
that FD of skeletonized vasculature is significantly different compared to vessel
segmentation (p < 0.0001, d = 0.613) with a modest effect size.

4 Discussion and Conclusion

Previous comparative analysis on the impact of image quality on FD has demon-
strated the need for standardization of retinal image parameters. The current
research work explored further how variations in algorithm could influence the FD
values. The inconsistent FD measurements were revealed in experiment 1 and 4.
The variation due to the grid placement can be compensated by using multiple grid
placements and averaging the resulting FD values improves the reliability as shown
in results from the experiment 2. FD measured from vessel segmentation [9] is
significantly different than the values measured skeletonized vasculature [16],
future work should clearly state the type of vascular network used in the FD
analysis. While applying different smoothing filters (big versus small) on the log
Count versus log Box Size produced significantly different results, the effect size
was considered small, hence, negligible.

These experiments enable us to conclude that more reliable FD measurement on
retinal vasculature could be obtained by averaging the FD values using multiple
positions of the grid. The types of the vascular network either vessel segmentation
or vessel skeleton on where the FD measurement is extracted should also be defined
to improve comparability between studies. It should be noted, however, the FD
variations will only be affected only when comparing studies using different
techniques.

Acknowledgment This research was supported by Ministry of Education, Malaysia under
Research Acculturation Grant Scheme RAGS13-029-0092.

Table 1 Effect of changes in box-counting algorithm on fractal dimension

Statistical test Experiment 1:
grid placement

Experiment 2:
average grid
placement

Experiment 3:
smoothing effect

Experiment 4:
skeleton effect

T-test
(p-value)

<0.0001 0.120 0.009 <0.0001

Effect size (d) 0.746 0.124 0.211 0.613

Pearson’s
correlation (ρ)

0.887 0.938 0.999 0.930
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Performance of BER Channel Estimation
and Tracking Based on DD-NLMS
for Indoor and Outdoor Environment
in MIMO OFDM

Suzi Seroja Sarnin and Siti Maisurah Sulong

Abstract This paper is focusing on the performance of the proposed extended
MIMO channel model based on 3D wave scattering with NLMS channel estimator
using simulations, in the context of communication system with MIMO antenna
operating in outdoor and indoor environments. Different training rates and different
Doppler frequencies are used to track time-variations of the channel. The adaptive
algorithm is namely Least Means Square (LMS) algorithm and normalized LMS
(NLMS). The performance is evaluated in system BER, for different Doppler fre-
quencies (correspond to different mobility speeds). Simulation results have
demonstrated that time-domain adaptive channel estimation and tracking in
MIMO OFDM systems based on the DD-NLMS is very effective in slowly to
moderate time-varying fading channels. This paper provides analysis, evaluation
and computer simulations in MATLAB.

1 Introduction

Nowadays consumer aims at getting high data rate applications and services due to
the increasing demand on wireless communication technology. But in wireless, we
need to bear a few limiting factors occurs due to multipath propagation that can
cause signal distortion. Previous researchers stated that multiple input multiple
output orthogonal frequency division multiplexing (MIMO-OFDM) system can
enhance the data rates in frequency selective fading channels and achieve high
spectral efficiency by simultaneously exploiting the space, time and frequency
domains [1].

The term multiple input multiple output refers to the use of an array of antennas
for both transmitting and receiving. MIMO approaches show promise of enabling
better wireless communications because they mitigate problems inherent in ground
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to ground links, which are the most common links used by wireless devices,
including cell phones and WiFi while OFDM is an effective method in handling
frequency-selective fading by converting a wideband frequency selective channel
into parallel narrowband frequency subcarrier.

The communication medium is always unknown at the receiver and channel
equalization to compensate for multipath shifts cannot be done. In [2], it is proved
that channel estimate needs to be calculated before proper decoding can be done at
the receiver. Channel estimation technique is introduced to improve accuracy of the
received signal. Reference information symbols and interpolation technique can be
used by receiver in order to estimate the channel [3].

In this research, adaptive algorithm will be used for channel estimation process.
There are a few types of basic algorithm such as LMS, Recursive Least Square
(RLS) and Constant Modulus Algorithm (CMA). The proposed Decision Directed
Normalized Least Mean Square (DD-NLMS) is upgraded from basic LMS algo-
rithm. Previously, many channel estimation technique with adaptive algorithm have
been proposed for MIMO OFDM system. In their paper, researchers proposed LMS
with step size ambiguity and evaluate the performance of symbol error rate [4].
Simulation in [5] proved that RLS channel estimation has better performance
compare to LMS channel estimation. This is because RLS CE algorithm has better
anti-noise as well as tracking capability but still it suffers from high complexity. For
[6], they did a research to acquire better approximation of signal by studying
behaviour of LMS and NLMS in interference cancellation of speech signal. The
analysis conclude that new variable step size algorithms can be developed in order
to optimize filter performance.

2 Methodology

Table 1 shows system parameter use for the simulation. The system will consider
2 × 2 MIMO OFDM. Optimum values of forgetting factor that used for indoor
channel estimation is shown in Table 2. For outdoor environment, Table 3 provide
us with multipath channel profile with total of 4 paths used in the simulation while
Table 4 shows values of forgetting factor during outdoor simulation.

2.1 System Parameter

See Table 1.
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2.2 Indoor Channel Estimation and Tracking

See Table 2.

2.3 Outdoor Channel Estimation and Tracking

See Tables 3 and 4.

Table 1 System parameter Parameter Value

Channel bandwidth (BW) 1 MHz

Sampling frequency (fs) 1 MHz

RF frequency (fc) 2.4 GHz

Channel length (L) 4 taps

FFT size (NFFT) 128

Number of subcarriers (K) 128

Subcarrier spacing (Δf) 7.813 kHz

Cyclic prefix length (Ncp) 8 samples

Modulation type QPSK

Useful symbol duration (TB) 128 µs

OFDM symbol duration (Ts) 136 µs

Maximum delay spread (τmax) 3 µs

Table 2 Optimum values of
forgetting factor

Training rate (Hz) 25 % 10 % 4 %

Fd = 10 0.995 0.995 0.997

Fd = 50 0.995 0.995 0.997

Fd = 100 0.995 0.995 0.997

Fd = 200 0.995 0.995 0.997

Table 3 Multipath channel
profile

Path index, l Path delay, sl ðlsÞ Path power, Pl (dB)

1 0 0.0

2 1.0 −2.15

3 2.0 −3.058

4 3.0 −4.045

Table 4 Optimum values of
the forgetting factor for
outdoor

Training rate (Hz) 10 % 4 % 2 %

fd = 40 0.992 0.995 0.997

fd = 75 0.991 0.993 0.995
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2.4 System Model

Figure 1 shows the MIMO OFDM system that operate with 2-transmit and
2-receive antennas for indoor and outdoor environment. The proposed NLMS
channel estimator is employed to track the time variation of the channel estimates.
The channel is assumed to be Rayleigh Fading, The individual channel impulse
responses between transmit-receive antenna pairs are assumed to be uncorrelated.
Channel estimation is performed in time-domain followed by zero-forcing equal-
ization in frequency-domain. The proposed estimators are then extended to perform
DD channel tracking in time-domain. For indoor, the mobile speed is 18 km/h while
for outdoor it is roughly 34 km/h.

In the transmitter, the incoming bit stream is modulated by mapping to a con-
stellation scheme (PSK or QAM), and subdivided into Mt parallel substreams that
are transmitted from an independent OFDM transmitter. Each K data symbols are
serial-to-parallel (S/P) converted, and then modulated by passing through a K-tone
inverse fast Fourier transform (IFFT) block. The IFFT block converts the data
symbols from frequency-domain to time-domain. Suppose that the input sequence
into the IFFT block, corresponding to the pth transmit antenna at the transmission
time of the mth OFDM symbol, is represented by Xp (m, k), (k = 0,1,…, K − 1).
Then, the OFDM symbols at the output of the IFFT are given by

xp m; sð Þ ¼ 1�
K

XK�1

k¼0

Xp m; kð Þej2pksK ð1Þ

Cyclic prefix is added to each OFDM symbol to eliminate intersymbol inter-
ference (ISI). The symbols are parallel-to-serial (P/S) converted and then the
training sequences are periodically multiplexed with the OFDM data symbols in
time-domain. At the receiver, noisy received signal assumed to be additive and

Fig. 1 Baseband MIMO OFDM system model
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uncorrelated with input signal. Received signal during OFDM symbol transmission
in matrix form can be written as

~yqðmÞ ¼ ~vðmÞ~hqðmÞþ vqðmÞ ð2Þ

where

~yqðmÞ ¼ yq m; 0ð Þ; yq m; 1ð Þ; . . .; yq m;K � 1ð Þ� �T ð3Þ

~v mð Þ ¼ ~X1ðmÞ; ~X2ðmÞ; . . .; ~XMtðmÞ
� � ð4Þ

with

~XpðmÞ ¼ xHp m; 0ð Þ; xHp m; 1ð Þ; . . .; xHp m;N � 1ð Þ
h iH

ð5Þ

is a N × L Toeplitz matrix contains delayed versions of the input data sent from the
pth transmit antenna, where at the time interval i, the transmitted and delayed data
symbols are arranged in a vector as

xpðm; iÞ ¼ ½xp m; ið Þ; xp m; i� 1ð Þ; . . .; xp m; i� Lþ 1ð Þ� ð6Þ

The Mt L × 1 vector hq(m) contains the stacked vectors corresponding to the
individual channel impulse responses from the transmit antennas to the qth receive
antenna, and it may be written as

~hq mð Þ ¼ hT1q mð Þ; hT2q mð Þ; . . .; hTMtq mð Þ
h iT

ð7Þ

where hpq (m) is the channel impulse response between the pth transmit and the qth
receive antennas;

vq mð Þ ¼ v m; 0ð Þ; v m; 1ð Þ; . . .; v m;K � 1ð Þ½ �T ð8Þ

is a K × 1 vector representing additive white Gaussian noise (AWGN) at the qth
receive antenna with complex elements. Then, the frequency-domain received signal
at the qth antenna over the kth tone at the time m, Yq (m, k), can be expressed as

Yq m; kð Þ ¼
XMt

p¼1

Hpq m; kð ÞXp m; kð ÞþVq m; kð Þ ð9Þ

where Xp (m, k), Hpq (m, k), and Vq (m, k) denote the kth data sample of the
transmitted OFDM symbol from the pth antenna, the channel coefficient of the kth
tone between the pth transmit and the qth receive antennas, and the noise at the qth
receive antenna on the kth tone, respectively.
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2.5 LMS Based Channel Estimation

The tap-weight vector update equation is given by

ĥðnþ 1Þ ¼ ĥ (n) + lx(n)e�(n) ð10Þ

where μ is a positive constant called the step-size parameter,

x(n) ¼ ½x(n); x(n� 1),. . .,x(n� p)�T ð11Þ

and

hn ¼ ½hnð0Þ; hnð1Þ; . . .,hn(p)�T � ð12Þ

The simplicity of LMS algorithm stems from the fact that the update for the lth
coefficient is given by

hlðnþ 1ÞðkÞ ¼ hlðnÞþ lx(n� l)e�(n) ð13Þ

The optimum value of the step size parameter μ is chosen through extensive
simulations.

2.6 NLMS Algorithm

The normalized LMS (NLMS) is a practical version of the LMS algorithm, which
provides one way to automate this choice of varying step size. The NLMS is
formulized as

hðnÞ ¼ hðn� 1Þþ ~l
aþ xHðnÞxðnÞ e

�(n)x(n) ð14Þ

where µ represents an adaptation constant, usually 0 < µ < 2, that guarantees the
convergence of the normalized LMS algorithm in the mean square sense, and α is
an arbitrary positive constant.

3 Simulation Results

The channel tracking performance of the DD-NLMS MIMO-OFDM system has
been evaluated by simulation for indoor and outdoor environment. A focus is on the
capabilities of the NLMS algorithms to track the time variations of the channel at
different Doppler frequencies and training rate.
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3.1 Indoor Environment

The BER performance of DD-NLMS channel estimation and tracking for indoor
environment with different doppler frequencies and training rates of 10 and 4 %
respectively was presented in Figs. 2 and 3. It shows that the performance of this
algorithm is very sensitive to the step size parameter and by properly choosen μ,
which is optimized by simulation can make NLMS channel estimates converge to
desired value. By increasing Doppler frequency and SNR, small increase in the
BER is experienced. This degradation in the BER is referred to the slow conver-
gence of the NLMS algorithm which negatively effects on its performance in
tracking the variation of the channel as Doppler frequency increases. Its already

Fig. 2 The BER performance
versus SNR, with DD-NLMS
channel tracking and 10 %
training data

Fig. 3 The BER performance
versus SNR, with DD-NLMS
channel tracking and 4 %
training data
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known that small values of step size will lead to slow convergence rate while faster
convergence can be obtain using suitable large value of step size. This is because
too large value of step size can cause unstable of the estimator.

3.2 Outdoor Environment

Adaptive channel estimation method based on NLMS algorithm has been presented
in Figs. 4, 5 and 6 for Doppler frequencies of 40 Hz, 75 Hz and training rates of 10,
4 and 2 % respectively for MIMO OFDM system for outdoor environment. The
results show that the DD-NLMS has good tracking performance at low SNR and
high training rates as both Doppler frequency and SNR increase, some degradation
in the performance is experienced especially at reduced training rates. This
degradation in the performance is attributed to the significant errors induced due to
the inherent slow convergence of the NLMS and its maladjustments which
increases as the SNR is increased. By fixing step size under different Doppler
frequencies, it can reduce system performance.

Fig. 4 The BER performance
versus SNR with DD-NLMS
channel tracking and 10 %
training data

Fig. 5 The BER performance
versus SNR with DD-NLMS
channel tracking and 4 %
training data
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4 Conclusion

In indoor situation, the NLMS channel estimates converge to the desired values if
the step size is properly chosen. For outdoor environment, a time adaptive channel
estimation method based on NLMS algorithm has better tracking performance even
in moderate time-varying channels at low SNR and low mobility. It is computa-
tionally simple, numerically robust but it has drawback of slow convergence which
makes it unreliable in fast time-varying channels. All in all, the NLMS based
channel estimation might be favored at low SNR and higher mobility. The proposed
idea is better because time domain channel estimation and tracking have shown the
accurate channel estimate, reliable tracking performance and significant reduction
in the computational complexity.
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Space Division Multiplexing in Multimode
Fiber for Channel Diversity in Data
Communications

Angela Amphawan, Yousef Fazea and Mohamed Elshaikh

Abstract Space division multiplexing (SDM) has recently gained eminence as a
means to alleviate data traffic congestion to future-proof current network infras-
tructure. This paper reports on SDM of a new spiral-phased wavefront comprising
modified Laguerre-Gaussian (LG) and Hermite-Gaussian (HG) modes on a wave-
length of 1550.12 nm over a 2 km-long MMF. Power coupling coefficients,
degenerate mode group delays and bit-error rates are analyzed for different
vortex orders.

1 Introduction

The escalation of data traffic and machine-to-machine connections has catalyzed
researchers around the globe to look for possible strategies to increase the capacity of
optical fiber networks and optimize the limited optical spectrum [1–5]. While wave-
length division multiplexing (WDM) has been the workhorse of large data networks
for decades, recently, the notionof using distinct spatialmode profiles as signatures for
individual channels—a technique termed space division multiplexing (SDM)—has
gained significant attention. SDM is a revolutionary technology which increases the
aggregate data rate by a factor of the number of modes that can be precisely generated
and demultiplexed. SDM is of immense advantage to telecommunications companies
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as no extra spectrum is required. This is particularly important considering the scarcity
of the optical spectrum and intense government regulation.

In SDM, signature spatial mode profiles are generated and launched into a few
mode fiber (FMF) or multimode fiber (MMF) as independent data streams [6].
These signature mode profiles are generated by means of spatial light modulator
encoding [7–10], adaptive optical optimization [11–14], mode converters/couplers
[15–17] and add-drop multiplexers [18, 19].

Although Laguerre-Gaussian (LG) modes [20] are predominantly used,
Hermite-Gaussian (HG) modes have recently been explored. A one-dimensional
HG mode profile has been generated using a passive beam shaper on fused silica at
the MMF input core for collimated Gaussian field [21, 22], exciting mid-order
modes and achieving a data rate of 10 Gbps for a MMF length of 220 m. The
experiment was then extended in [23, 24] to two-dimensional symmetrical profiles
but with opposite phase distributions on both axes, achieving a data rate of 10 Gb/s
over 250 m.

The main distinction of this paper, is in the selective excitation of a spiral-phased
wavefront comprising modified LG and HG modes for different vortex orders
(m = 1, m = 2, m = 3 m = 4). Also, in contrast, in this work, the predetermined mode
groups are generated using a vertical-cavity surface-emitting laser (VCSEL) array
instead of an etched silica mask.

This work focuses on SDM of a new combination of spiral-phased modes
comprising modified LG and HG modes modeled using VCSEL array and a vortex
lens. The spiral-phased LG and HG modes are coupled into a graded-index MMF.
The spatial electric fields, degenerate mode group delays and power-coupling
coefficients into individual fiber modes are analyzed for various vortex orders, m.

This paper proceeded as follows. Section 2 elucidates the modeling of a new
MDM scheme for the spiral-phased wavefront comprising modified LG and HG
modes. Section 3 presents the results and discussions and the conclusion of the
paper presented in Sect. 4.

2 Simulation of the Spiral-Phased LG and HG Modes

SDM of spiral-phased LG and HG modes was simulated in Optsim 5.2 simulator
[25] and Matlab [26], as depicted in Fig. 1. The transmitter consists of a pair of LG
20 and HG 20 modes on each of the two VCSELs operating on wavelengths
1550 nm and 1550.12 nm. Each VCSEL is driven by PRBS electrical signals and
modulated to non-return-to-zero optical pulses. The power from each VCSEL array
is assumed to be emitted uniformly into 6 μm beams. The LG modes are extensions
of the simple Gaussian mode shape to higher order modes in a cylindrical coor-
dinate system, and often used to describe the transverse mode shapes at the output
of a VCSEL. They are characterized by azimuthal index l, radial index m, spot size
w0, and radius of curvature R0. For fixed values of w0 and R0, the family of LG
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modes for different azimuthal and radial indices are mutually orthogonal. The
transverse electrical field profile of the launched LGml mode in the first VCSEL is
expressed as:

wml r;/ð Þ ¼ a � 2r2

w2
0

� �L=2

�Llm
2r2

w2
0

� �
� exp � r2

w2
0

� �
� exp j

pr2

kR0

� �
cos L/ð Þ; l� 0
sin L/ð Þ; l\0

�
ð1Þ

where α is normalization constant, L ¼ lj j; λ is the field wavelength, and Llm is
generalized Laguerre polynomial. At the beam waist, the inverse of R0 is zero,
indicating a flat phase front. At any distance to the left or right of the waist, the
beam begins to diverge and R0 become finite. Figure 2 shows the amplitude and
phase distribution of the generated LG mode. The generated HG may be expressed
as [27]:

Fig. 1 MDM model for spiral-phased comprising modified LG and HG modes

Fig. 2 Magnitude distribution (left) and phase distribution (right) of transverse electric field of
LG20 mode from VCSEL array
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wlm x; yð Þ ¼ a � Hl

ffiffiffi
2

p
x� bð Þ
wo x

� �
� exp � x� bð Þ2

w2
0x

 !
� exp jp x� bð Þ2

kR0x

 !

� Hm

ffiffiffi
2

p
y

w0y

� �
exp

�y2

w2
0y

 !
� exp jpy2

kR0y

� � ð2Þ

w0x = 2 μm and w0y = 2 μm are the x and y spot sizes respectively, b is the radial
offset from the core center; R0x = 0 and R0y = 0 are the x and y radii of curvature
respectively; Hl and Hm are Hermite polynomials.

Figure 3 shows the magnitude (left) and phase distribution (right) of the trans-
verse electric field profile of HG mode from VCSEL array. The VCSEL is con-
nected to a vortex lens used to transform the flat phase front to a spiral phase front.
The focal length of lens is maintained to f = 8.0 mm and the vortex order is varied
each run (m = 1, m = 2, m = 3 and m = 4). The applied phase transformation is
expressed as [25]:

t x; yð Þ ¼ exp �j
npr2

2kf
þmh

� �� �
ð3Þ

r ¼ x2 þ y2 ð4Þ

h ¼ tan�1 y=xð Þ ð5Þ

where x and y are transverse coordinates in the x-y plane, λ is the signal wavelength,
m is the vortex order, n is the material index and f is the lens focal length.

Fig. 3 Magnitude distribution (left) and phase distribution (right) of transverse electric field of
HG20 mode from VCSEL array
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Figure 4 shows the magnitude (top) and phase distributions (bottom) of
spiral-phased wavefront comprising modified LG and HG modes for each vortex
order run. The modified LG and HG modes radial offset is set to 1 μm.

The SDM signals are then propagated through a 2 km-long manufactured MMF.
The assumed value for attenuation is 1.5 dB/km with consideration of power modal
coupling. The measured refractive index profile of the manufactured MMF is
shown in Fig. 5.

Two photodetectors are used to retrieve the combined signals. The modes are
then demultiplexed at the photodetector. The transverse electric field distributions,
power-coupling coefficients, degenerate mode group delays and bit error rates are
analyzed for different vortex order. The results and analysis are presented in Sect. 3.

Fig. 4 Magnitude (top) and phase distributions (bottom) of the transverse electric field of both
spiral-phased modified LG and HG modes; the focal length f is maintained to 8 mm and vortex
order m is varied each run to a m = 1, b m = 2, c m = 3, d m = 4

Fig. 5 Measured refractive
index profile of manufactured
MMF in MDM model
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3 Result and Discussion

Figure 6 qualitatively shows the transverse electric field after propagating through
the MMF for various radial offsets at wavelength 1550.12 nm. The output trans-
verse electric fields are indistinguishable from the input transverse electric fields
due to power modal coupling. In Fig. 6b, for m = 2, the transverse electric field
indicates a combination of more adjacent modes compared to previous cases.

For quantitative evaluation of the effects of different vortex orders, m. Figure 7
shows the power coupling coefficients versus modal delay after the photodetector
for the wavelength 1550.12 nm based on noninterferometric modal decomposition
[28]. In Fig. 7a, the power is coupled mostly into higher-order modes and
lower-order modes. Hence the time delay between modes is very high, resulting in
an erratic pulse for the case of m = 1. In Fig. 7b, the power is coupled mostly in
higher-order modes producing the smallest pulse width for m = 2. In Fig. 7c, as
observed, the power is coupled more dominantly in higher-order modes. Therefore
the differential time delay between modes is minimized, leading to a narrow width
pulse. In Fig. 7d, most of the power is relatively coupled to higher-order modes and
medium order-modes. The time delay differences between modes are small.

Figure 8 shows the power coupling coefficients and the propagation delay of the
degenerate mode groups. From the curves, it is evident that the best differential
mode delay is achieved when the vortex order m = 2. Symmetric and
anti-symmetric modes are observed in the power coupling coefficients of degenerate
modes due to opposing propagation constants. A comparison of BERs of different
vortex orders are examined in Table 1.

The lowest BER is attained for m = 2, followed by m = 3, m = 4, and m = 1.
The BER indicates that acceptable BER is attained for vortex orders, m = 2 and m = 3.

Fig. 6 Spatial electric field magnitude distribution (top) and phase distribution (bottom) for
Channel 2 after the propagation through MMF whereby the focal length, f = 8 mm and vortex
order, m is varied each run to a m = 1, b m = 2, c m = 3, d m = 4
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Fig. 7 Power coupling coefficient versus modal delay at the MMF output for Channel 2 for
different vortex order, whereby the focal length, f = 8 mm and vortex order, m is varied: a m = 1,
b m = 2, c m = 3, d m = 4

Fig. 8 Relative group delay of fiber for different vortex order for Channel 2: whereby the focal
length, f = 8 mm and vortex order, m is varied each run to a m = 1, b m = 2, c m = 3, d m = 4
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4 Conclusion

This paper reports on SDM of a new combination of spiral-phased LG 20 and HG
20 modes at 1550.12 nm. A data rate of 44 Gbps over a 2 km MMF was attained.
The lowest BER is obtained for m = 2. The SDM model would be valuable in
parallel optical interconnects for multiple-input-multiple-output (MIMO) data
communications [29].
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A Self-organizing Approach: Time
Synchronization for the HeNodeBs
in Heterogeneous Network
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M. Ramli, Wahidah Hashim, Abdur Razzaque
and M.H. Khairolanuar

Abstract In Heterogeneous Network (HetNet) for LTE/LTE-A system femtocells
(HeNodeBs) are designed and implemented to extend coverage and capacity. The
arbitrary usage of HeNodeBs supported for indoor coverage is linked through a
third-party internet backhaul to the HeNodeB managing server, and this is a seg-
ment of the operators end. To sustain HeNodeBs to the control function IEEE1588,
master slave strategy is put in effect. Nevertheless, caused by the absence of internet
or unfortunate connectivity for a prolonged period HeNodeBs undergoes syn-
chronization difficulties that leads to frequency mismatch With this paper, a kind of
self-organizing method is suggested for time synchronization in Heterogeneous
Network, and that is standardized using IEEE1588 master slave method along with
Precision Timing Protocol (PTP). The proposed approach is two way message
transmission system, adopting the Least-squares Linear Regression Algorithm
(LSRA) to reduce offsets as well as frequency misalignments (drift).
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1 Introduction

Heterogeneous Community of LTE/LTE-A method provided expanded exposure
and capacity via HeNodeBs for in-house/apartment situations. The more imple-
mentation of plug and play HeNodeBs introduces frequency misalignments due to
improper synchronization or limited bandwidth connectivity. The frequency
alignments are necessary to control the HeNodeBs. In Fig. 1, a Heterogeneous
network scenario is illustrated [1]. To make it possible for a dependable and
effective distribution associated with the multilevel network services, the accurate
efficiency assured synchronization is not just only important, but also the basic
requirement of the network densification technique. Considering that all HeNodeBs
usually are associated by IP backhaul on the operator’s network, as a result
incompatible delay may perhaps take place due to changing traffic blockage. The
actual synchronization connected with HeNodeBs are needed to prepare the signal
obtained for reducing interference due to a number of accesses at the as time
ensuring the offset of the carrier within tolerable boundaries. HeNodeBs are
expected to follow the standards for minimum time and frequency synchronization
which are required by various cellular standards. The requirements which dictate
time synchronization are mandatory in order to manage interference as well. Which
is desirable to make sure perfect assignments in synchronized networks, exclusively
in Time-Division Duplex (TDD) as well as LTE-A systems. As well, the criterions
and provisions aimed at the frequency synchronization be present also spirited to
retain the correct structure of frequency within macro-eNodeBs and HeNodeBs.
Likewise, time synchronization cutting-edge multi-hop heterogeneous network also

Fig. 1 Design of heterogeneous network consisting HeNodeBs, in multilevel apartment the
scenario is more complex
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requirements to circumvent the interference among the spectrum, precisely in place
of Frequency-Division Duplex (FDD) [2, 3]. The heterogeneous network has more
restrictive timing demands. Despite the fact of LTE FDD classifications prerequisite
merely the rate of recurrence synchronization, while LTE TDD techniques be
responsible for a further step requirement of 1.5 µs. Aimed at supplementary in
advanced LTE-A systems, the constraint is even more unambiguous. In Table 1, the
timing requirements of different access technologies [4, 5] are summarized.

All the way through orthodox 3G setups for pico-eNodeB and macro-eNodeB,
synchronization was provided with TDM timing otherwise Global Navigation
Satellite System (GNSS). Still, in 4G association such as HeNodeB is aligning the
phases through IP backhaul comprising IEEE1588 [6], PTP [7] as well as enhanced
IEEE 1588 [8]. Yet, in several cases, wherever deficiency of bandwidth or
imperfect associations, the existing 1588 master-slave system has drawback.
The IEEE 1588 uses pairwise messaging system via consistent medium. As a result,
the delay increases and network becomes asymmetric. In Fig. 2 the IEEE1588
master/slave time synchronization method is depicted. Instead, operators pick
GNSS for conveying synchronization and location credentials [2]. Usually,
HeNodeBs inside apartment the GNSS signal is weaker, caused by the building

Table 1 Heterogeneous
network timing requirement

Classifications Frequency alignments
parts per billion (ppb)

Offset/phase
(µs)

FDD 16 –

TDD 16 1.5

eICIC 16 1.32

LTE-A 16 0.5

Fig. 2 IEEE1588 master/slave synchronization technique
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wall width. Furthermore, some proposals are made which require extra hardware,
for an example local Grandmaster. Nevertheless, extra hardware may increase cost.

This paper presents a self-organizing approach consuming Least Square
Regression to synchronize the HeNodeBs in Heterogeneous Network. The pro-
posed algorithm is novel and decentralized, thereby no need to have GNSS or
hardware support anymore.

The rest of the paper is organized as: Sect. 2 deliveries the synchronization
procedures and troubles to cope with the challenge, and recommended a proposed
synchronization design, Sect. 3 contains encloses program arithmetic evaluation
with the effect explanation, and Sect. 4 completes the paper with summary.

2 Synchronization Problems and Methods

To synchronize HeNodeBs, macro-eNodeB assistance has considered through
broadcasting frame by using the Poisson clock [9]. The approach shows that each of
the HeNodeBs needs to update their clocks with macro-eNodeB. The approach is
able to synchronize the HeNodeBs. Yet, the tactic has succeeded up to 0.5 s offset
which is beyond the requisition.

Microsecond phase aligning is speciously extreme to precise for LTE-A systems
as the time duration of a single sub-frame in LTE-A is simply 1 µs [10]. In [10, 11],
it is observed that by means of enhanced Inter-Cell Interference Cancellation
(eICIC) even with flawed phase alignment between adjacent macro-eNodeBs for
the performance tainted. Due to phase misalignment error between HeNodeBs and
macro-eNodeB different interference suppression techniques performances can be
disrupted. Thus stringent exactitude is obligatory for the HetNets association of
LTE-A. Just in order to offset disturbance from a macro-eNodeB in order to
Pico-eNodeB UEs, macro-eNodeBs every once in a while directs its own sub-frame
with no data apart from some control signals and reference signals. Consequently,
your moderate sub-frames usually are named Almost Blank Sub-frames (ABSs). On
the other hand, macro-eNodeB must send vital system information along with
Common Reference Signals (CRS) with regard to providing assistance to the
resultant UEs. Using this type of tactic, HeNodeBs may plan the eICIC ABSs with
regard to offering badly situated UEs. In [12], to synchronize the HeNodeBs lis-
tening supported scheme has proposed in TDD-LTE system. This scheme assumed
an external synchronized clock in order to synchronize its neighbor networks. Each
of the HeNodeB listens from the received signals from the neighbors and exchange
message to synchronize. Moreover, in the proposed scheme considered Signal
Interference to Noise Ratio (SINR) (cij) with a threshold value because of inter-
ference barrier is shown in Eq. 1 [12].
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cij ¼
Pij

P
k2U; k 6¼j Pik �

P
l2Tj Pil þN

ð1Þ

where, transmitted power is denoted Pij, i and j are the HeNodeBs for the trans-
mission and reception, N is the noise at the receivers. The performance were
estimated through SINR, synchronization time. However, this approach didn’t
consider about the required time for the synchronization, offsets as well as fre-
quency errors.

An enhanced time synchronization algorithm is proposed over IEEE 1588 in
paper [8] to minimize the offset (bias error) in the case of asymmetric IP based
communication links, for example: Asymmetric Digital Subscriber Line (ADSL)
and Very- High-Data Rate Digital Subscriber Line (VDSL) which uses IEEE 1588.
IEEE 1588 synchronization algorithm is improved by the extra procedure which is
called the block burst transmission (in Fig. 3). This procedure is utilized in order to
calculate the asymmetric ratio for the communication link. However, the new and
improved IEEE 1588 still introduces an offset error which cannot be reduced to
zero. Thus, certain modifications are made so that it can effectively perform over the
asymmetric backhaul link. Hence better accuracy is a necessity for the asymmetric
communication link of ADSL or VDSL. Some more enhancements are required so
that it can efficiently perform over asymmetric backhaul link.

Mobile station Assisted (MS) technique using receiver-receiver synchronization
has presented in [13] which employs the least-squares linear regression algorithm to
reduce offsets. Nevertheless, in receiver-receiver synchronization, clock offset
achieved 2.5 μs and the accuracy in frequency reached is up to 250 parts per billion
(ppb). However, for the LTE/LTE-A heterogeneous network, the requirement is not
enough as per the data in Table 1. To synchronize HeNodeBs macro-eNodeB

Fig. 3 Enhanced IEEE 1588 for the asymmetric ratio scheming
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assistance has considered through broadcasting frame using Reference Broadcast
System (RBS) [13]. The approach shows that each of the HeNodeBs needs to
update their clocks with macro-eNodeB or a reference node. The approach is able to
synchronize the HeNodeBs. However, the approach has achieved larger offset than
the requirement. In order to mitigate this problem, a self-organized approach is
proposed which is inherited from RBS and enhanced IEEE 1855 [8] with the
mechanism of LSRA to synchronize the multi-hop HeNodeBs. The proposed
approach is illustrated in Fig. 4. The steps of the proposed approach is described as
point wise below.

1. A coordinated synchronized HeNodeB will send sync_beacon to nearby nth
HeNodeBs.

2. All neighboring HeNodeBs of nth HeNodeBs will receive Sync appeal and store

arrival time which are THeNodeBj

n;i and the frequency alignment (drift) !HeNodeBij

drift ,
then send AcK to the reference HeNodeB.

3. Synchronized HeNodeB will send the correct clock reference.
4. HeNodeBs clocks will be swap as well as compare with up-to-date sync

information from synchronized HeNodeB to regulate offset and frequency
alignment. In every exchange of message the nth HeNodeBs directs acknowl-
edgement to the synchronized HeNodeB.

Fig. 4 Proposed synchronization approach for multi-hop synchronization scheme
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3 Performance Analysis

To attain the goal of synchronization, the actual performance matric can be rec-
ognized as clock offset and clock drift. For the nth HeNodeB synchronization offset
and drift is the key performance parameter. Therefore, the offset estimation can be
represent in Eq. (2) applying LSRA headed for estimate and correct misalignment.
Considering the propagation delay of HeNodeBB→N. In the transmission reception
there must have some receive delay. The delay difference can be form seeing that a
Gaussian distributed random which is zero mean σ2 variation. Due to wall atten-
uation in indoor environment propagation delay need to be considered. For the
offsets and frequency error approximation Eq. (3) is applied.

T̂HeNodeBB!N
Phase ffi 1

M

XM

i¼1

T̂HeNodeBB!N
Phase ð2Þ

!d ¼ !HeNodeBAN
prop � !HeNodeBAB

rec;i

� �
þ !HeNodeBAN

rec;i � !HeNodeBAB
rec;i

� �h

þ !HeNodeBAN
rec;i � !HeNodeBAC

rec;i

� �i ð3Þ

The relative frequency errors which is the drift between HeNodeBA→N can be
assess using Eq. (4).

E ;A!N
r

�
�
�

�
�
�

� �� �
¼ ;HeNodeBAB

r þ;HeNodeBAC
r þ;HeNodeBAN

r

� �
ð4Þ

The performance exploration of the recommended arrangement, the simulation
can be accomplished expending Monte Carlo simulation. The simulation strictures
are in Table 2 [8, 12–15].

Table 2 Simulation parameters

Factors Values

Network area 300 × 300 m2

Number of HeNodeB 50

Distance(d) 20 m

Radius 30–40 m

Delay variation (σ) 10 µs, 15 µs

Synchronization process 15

HeNodeB radius 30

Number of samples for Monte Carlo iterations 1024

Carrier bandwidth 20 MHz

Time bandwidth factor 100 MHz

Path loss = {C*(d(a)} Path loss exponent (a) 3

Constant losses (C) 2
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The final result for the frequency precision of offset achieved for the LTE-A
system surpasses the necessary timing as revealed in Table 1. The Fig. 5 shows the
offset accuracy for the 15 HeNodeBs. The figure demonstrates that the marked data
strips which is 0.44 µs in 21 synchronization process when σ is 10. However, if
the number of HeNodeBs are increased during simulation (Fig. 6), the effect is a
little bit different than the 15 HeNodeBs synchronization. It could be viewed in this

Fig. 5 Frequency alignment of offsets versus synchronization process for 15 HeNodeBs

Fig. 6 Frequency alignment of offsets versus synchronization process for 20 HeNodeBs
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article that the synchronization gotten by the 25 processes, furthermore fulfills the
actual LTE-A timing need.

In Fig. 7 the drift is evaluated through the 25 number of synchronization pro-
cesses for σ = 10 µs, 15 µs. In 2 synchronization process, the drift accuracy
(1.12 ppb) can be obtained the requirement of LTE-A.

4 Conclusion

This paper investigated IEEE1588 and RBS. It has been observed in the research
that IEEE 1588 works extremely well inside Heterogeneous Network specifically
for LTE/LTE-A methods; certainly where a pairwise communication is required
and this depends on good wireless networks connectivity. Furthermore, for the
depended media there is a big chance to enforce various delays intended for
transmit and receive route, as a result asymmetry has been created, and this
asymmetry cannot be predicted in pairwise synchronization processes. Thereby in
the proposed scheme which is considered as prior issue. The proposed approach is
able to avoid such typical delays the timing target requirement achieving (as shown
in Figs. 5, 6 and 7) of the TDD, eICIC and LTE-A systems in Heterogeneous
Network.

Acknowledgement A special thanks to Ministry of Education for the education sponsorship, and
thanks to Research Management Center (RMC), International Islamic University Malaysia (IIUM).

Fig. 7 Average drift versus synchronization process for 20 HeNodeBs
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Assessment of Information Security
Management on Indonesian Higher
Education Institutions

Candiwan, Puspita Kencana Sari and Nadiailhaq Nurshabrina

Abstract Information is one of the valuable corporate’s asset and must be pro-
tected, including for higher education institutions. Many security breach had hap-
pened on universities in Indonesia in many forms, such as penetration of the official
website, website deface, and penetration to academic system to change the scores.
The purpose of this research is to capture the implementation of information
security management in some higher education institutions in Indonesia and not to
generalize the condition of all institutions. This paper is used a descriptive approach
to explore the maturity level of particular items in main clauses and controls of
ISO27001:2013. The result showed that average score of maturity level is in level 2
(repeatable but initiative). It can be concluded that implementation of information
security management is still limited on initiatives from its IT organization. Some
controls are repeatable without adequate planning and documentations.

1 Introduction

Many cases occur in the information security organization from viruses, social
engineering, DoS attack, hackers to data theft. Security breaches continue to
increase, both in terms of the number of incidents as well as financial losses.
Information security is a combination of systems, operations and internal controls to
ensure the integrity and confidentiality of the data and operating procedures within
an organization [1]. PWC Survey in 2014 said that the number of incidents of
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security breaches rose to 48 % greater than in 2013, while the total financial losses
ranging from organizations to large organizations increased by 34 % compared to
the year 2013 [2].

Open Security Foundation released a survey in 2014 which stated that as many as
35 % of security breaches occur in Educational Institutions [3]. These institutions are
targeted by people who are not responsible because they save many personal data.
A survey to IT leaders held in 2014 showed the top challenges for the future of
education institutions are to protect the personal data of students, organizations
information and intellectual property [3]. According to data taken from the Indonesia
Security Incident Response Team on Internet Infrastructure (Id-SIRTII) showed that
the attack on the academy’s website (ac.id) amounted to 18.98 %, this number is in
the second position after the government website (go.id) amounted to 27.42 % [4].

Some examples of security incidents in higher education institution recently are:

(a) The official online library portal, specifically for students, owned by UGM was
hacked. Hacker just left a short warning message to the web admin to enhance
web security [5].

(b) A hacker team had penetrated an official website of Trisakti University. They
warned that the website can be easily penetrated from outside, including sites
across faculties. According to them from thousands of websites that have been
audited, 80 % of them are still vulnerable [6].

(c) Official website of a faculty in UNPAD had been penetrated by a hacker that
performed two actions. First, replacing the photo slides in the homepage with
photos from hacker. Second, replacing the news content with a writing “Hello
Admin” [7].

Security threats not only coming from cyberspace or external parties, but also
come from environment and internal organization, such as sales of information by
internal party, theft of documents, natural disasters, illegal data changes, and others.
Considering those risks, this paper aims to assess the effectiveness of information
security management in Indonesian higher education institutions, but not to gen-
eralize the condition of all institutions. The effectiveness of ISM will refer to the
main clauses and controls in ISO/IEC 27001:2013 as the international standard for
information security management systems. This is caused that the effectiveness of
ISM depends on the implementation strength of security controls [8].

2 Literature Review

2.1 Information Security Management

Information security term is used to describe the protection of information assets,
including both computer and non-computer equipments, facilities, and data to
ensure confidentiality, integrity, and availability of information through the
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application policy, education and technology [9, 10]. The objective of information
security is to ensure business continuity, minimize business loss, and maximize
return on investment [11, 12]. Therefore, organization management is not only
expected to keep secure information resources, but is also expected to keep the
organization in order to continue functioning after a disaster security system.

Information security has three basic components that must be managed, i.e.
confidentiality of sensitive information from unauthorized parties; integrity of
information to ensure its accuracy and completeness; and availability of information
and vital services to authorized users whenever needed [13]. Beside those three
basic goal, information security also covers issues that can threaten accountability,
reliability, nonrepudiation, privacy, authentication and trust of information [8, 14].

Information security management consists of four stages in basis form:
(i) identify the threats that can attack corporate information resources, (ii) define the
risks that may be caused by the threats, (iii) determine the information security
policy, and (iv) implement the controls to address the risks that exists [9]. To
implement the controls, organizations can refer to the ISM standard or best practice,
e.g., ISO/IEC 27001:2013. ISM standard provides a model and guidelines to
organization for implementing, operating, monitoring, reviewing, managing and
improving an information security management by introducing a set of controls to
an acceptable level of protection [12, 15].

2.2 ISO/IEC 27001:2013

In order to minimize the threats that continue to evolve, the International
Organization for Standardization (ISO) and the International Electrotechnical
Commission (IEC) published a standard guide for information security. ISO/IEC
states to this guide as an Information Security Management System (ISMS) and
describes the explanation in a series of ISO/IEC27000. In ISO 27001:2013, this
information security management is based on Plan Do Check Action (PDCA)
model that has purpose to improve continually the information security [16]. This
standard consists of seven main clauses and some controls that is available in the
ANNEX section. The items of the main clause consists of context of organisation,
leadership, planning, support, operation, performation evaluation and improvement.
There is a statement of applicability (SOA) to control the implementation of ISMS,
consists of 114 controls from 14 domains and 35 objectives in ISO/IEC
27001:2013, as illustrated in Table 1.

2.3 Information Security in Higher Education

Some practitioners in information security also expressed that education institutions
are vulnerable to security breaches. Like Rebecca Herold said “Academic
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institutions offer a treasure trove of information of interest to cybercriminals. Data
is like gold to cybercrooks, universities are like Fort Knox to them.” [17].
Furthermore, universities are data-rich environments with multiple access points
and a culture of collaboration and open sharing information [18]. That conditions
make higher education institutions are vulnerable to security breaches. Therefore, it
requires a commitment from management to achieving and maintaining a reason-
able level of protection [17].

In Indonesia, there are some information requirements from higher education
regulator (DIKTI) that should be fulfilled by institutions for each semester, such as
students’ transaction and personal information, faculty information, curriculum,
facilities and capacity information, and so on. Therefore, higher education insti-
tutions should protect the integrity and availability of those information. If they
cannot meet the data requirement, they will get administrative penalties.

3 Research Framework and Method

This paper is a preliminary research about information security management
framework. The first step is assessment about information security implementation
in some universities. For this research, we refer to the ISO/IEC 27001:2013, a
standard used by many companies for information security management system
(ISMS). Some structured questions are constructed from main clauses and some

Table 1 Domains, objectives and number of controls in Annex A ISO27001:2013

NO
annex

Domain ISO 27001:2013 Number of
objectives

Number of
controls

A.5 Information security policies 1 2

A.6 Organization of information security 2 7

A.7 Human resource security 3 6

A.8 Asset management 3 10

A.9 Access control 4 12

A.10 Cryptography 1 2

A.11 Physical and environmental security 2 15

A.12 Operations security 7 14

A.13 Communications security 2 7

A.14 System acquisition, development and
maintenance

3 13

A.15 Supplier relationships 2 5

A.16 Information security incident management 1 7

A.17 Information security aspects of business
continuity management

2 4

A.18 Compliance 2 8

Total 35 114
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controls of 14 domains that exist in ANNEX or Statement of Aplicability (SOA) of
ISO/IEC 27001:2013 (as showed in Table 1). From that questions, it will describe
which controls are implemented completely, partially, or not implemented mea-
sured using criteria of maturity level as showed in Table 2 [19].

To describe clearly of main clauses or ANNEX in ISO/IEC 27001:2013 used in
this research, some examples of question statement to explore how far ISM has
been implemented, are given in Table 3. The answers from respondents then would
be categorized into maturity level based on descriptions in Table 2.

This research used qualitative method with descriptive approach to explore the
maturity level of each controls. In qualitative research, sampling can continue to do
as long as for the breadth and depth of knowledge on the topic you are studying is
still growing and this stops when you are not getting new knowledge and insights
[20]. There are 117 higher education institutions in a city in Indonesia. But, not all
of them have been utilizing ICT to support their business processes. Therefore,
sample had been filtered from the availability of official websites. Only 66 insti-
tutions that fulfilled the criteria to become sample for this research. Data were
collected from head of IT department from each institutions using about fifty
structured questions. It was not easy for convincing them to participate in this
research. To analyze the data, it used descriptive approach by calculating average
score of maturity level per domain and per institutions. Interpretation of the score
are also supported by observation to each institution. Finally, there were 12 insti-
tutions willing to share their information and the maturity level showed a conver-
gent score. The result score and interpretation are discussed in the next part of this
paper.

Table 2 Maturity level criteria

Maturity level Description

0 (Non-existence) There is no recognition of the need for internal control

1 (Ad hoc) There is some recognition of the need for internal control

2 (Repeatable but
initiative)

Some controls are in place but they are not documented

3 (Defined) Some controls are in place and are adequately documented

4 (Manageable and
measurable)

There is an effective internal control and risk management
environment

5 (Optimize) An organization wide risk and control program provide continuous
and effective control and risk mitigation

Table 3 The example of questions based on main clause and controls in ISO27001

No main
clause/annex

Main
clause/control

Question statement

7.1 Resources Institution provide the necessary resources for the
implementation of information security management

A.6.2.1 Mobile
device policy

The use of mobile devices is governed by an information
security policy
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4 Result and Discussion

From twelve higher education institutions that participated for this research, 75 %
of IT organizations are become a department, directly under head of university (as
Chief Executive Officer or CEO), and the rest of IT organizations are merged with
other unit under a department. So, most of them have a strategic position and wider
span of service to all of business unit in their institutions. But, it doesn’t relevant
with the number of staff or employee in the institution as representation of orga-
nization size. From those institutions, 33 % of them only have employees less than
100 people, 25 % have 100–250 employees, 25 % have 250–500 employees, and
17 % have more than 500 employees. It means, only 42 % of them are considered
as big institutions (have more than 250 employees) [21]. IT organization position
are also not really relevant with adoption of IT standard in organization. Among
those nine institution where IT organization are directly under rector CEO, only two
of them have been use IT standard, but not specifically to information security.

According to the adoption of IT standard, we found that it is relevant with
budgeting for information security in their organization. Those two institutions who
are adopting IT standard have a fix budget for information security programs every
year. While, the restten institutions only have conditional budgeting, so they will
get different budget for their security programs based on their allocation every year.
Even worst, two of them doesn’t have any budget for their information security
programs although they ever have security breach experience before. Totally, three
of the institutions have security breach experiences. Unfortunately, only one of
them then implement some controls to protect their information assets even though
not adopting any IT standard.

Adoption of IT standard also isn’t highly relevant with IT system usage in the
institution. Institutions that have been implementing IT standard do not use so many
IT system. One of them only use two kinds of IT systems, for academic and
financial process. All of the institutions use IT system for supporting academic
process, their main business process. The second famous system that is used in the
institutions is library system; 9 of 12 institutions use it. It’s not wondering because
it is also related with their main business in education industry. Other systems used
by those institutions are employment (8 institutions), financial (8 institutions), and
other purposes (3 institutions).

Maturity Level. To get a description about effectiveness of information security
implementation in the higher education institutions, some controls in ISO/IEC
27001:2013 had been selected to represent it. The measurement used criteria of the
maturity level that consists of six levels, level 0 (not existent) to level 5 (optimize).
Head of IT organization from each institution had defined their own maturity level,
refer to the criteria that had been given, for each clauses (in main clauses and
Annex) from ISO/IEC 27001:2013. Those answers then calculated to get average
score for each domain and also average score for each institutions.

Regarding the main clauses of ISO/IEC 27001:2013, there are seven clauses
evaluated. Based on the results, Performance Evaluation clause has good
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implementation especially for performance evaluation and effectiveness of infor-
mation security management. Meanwhile, Leadership clause and Improvement
clauses are also well implemented, after the performance evaluation. However,
Planning clause is not implemented well especially for determination of information
security objective for certained function and level. Overall, the main clauses are
recognised to be implemented in those higher education institutions, but they are
still done for a particular purpose and without a long-term planning.

Detail of score for each domain in Annex (A.5 to A.18) are shown in the
Tables 4 and 5. From these tables, it can be seen that the highest score for maturity

Table 4 Detail of maturity level for each institutions (part. 1)

HE institutions A.5 A.6 A.7 A.8 A.9 A.10 A.11

1 3 3 2.67 2.67 2.75 2 2.67

2 1.5 1.33 0.33 1.67 1.5 1.5 1.33

3 2 1.67 1.67 1.33 1.5 1 1.67

4 1 0.33 1 1 1.75 1 3.67

5 1 0.33 1 1.33 1.5 1 4

6 1 0.33 0.33 0.67 1.5 2 2

7 0.5 0.67 0 1.33 1.5 0 0.33

8 1.5 1.33 1.67 2.67 2.75 2 2.67

9 2.5 3 3.67 4.33 4 4 4

10 2 1.33 2 2.33 2.5 3 3

11 4 2.67 2.33 2 4.5 2 4

12 2.5 1.67 2 3.67 3 3 1.33

Avg. score per annex 1.88 1.47 1.56 2.08 2.40 1.88 2.56

Table 5 Detail of maturity level for each institutions (part. 2)

HE institutions A.12 A.13 A.14 A.15 A.16 A.17 A.18

1 2.57 3 2.33 3 2.5 2 2

2 2.14 1.5 1.67 1 1 1.5 1

3 1.86 1 1 1 3 1 2

4 1.57 2 1.77 5 3 1.5 5

5 2.14 2 1.67 5 3.5 1.5 5

6 0.71 1 1 1 1 1 1

7 1.14 1.5 1 0 0 0.5 0.5

8 1.86 3 2 2.5 2 2 2.5

9 3.71 4 4 4 4 4 4

10 2.14 3 3 3 2.5 2.5 2.5

11 4.29 4 3.67 2 2 4 4

12 2.43 2 5 5 1.5 2 1.5

Avg. score per annex 2.21 2.33 2.34 2.71 2.17 1.96 2.58
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level is refer to Annex A.15 (2.71), followed by Annex A.18 (2.58) and
Annex A.11 (2.56). Annex A.15 is for Supplier Relationship, while Annex A.18 is
about Compliance and Annex A.11 is for Physical and Environmental Security. It is
a common thing in Indonesia that higher education institutions do not develop their
IT system in-house, yet prefer using IT provider services. Therefore, most of those
institutions have big concern to controls their contracts and agreement with their
suppliers. Nevertheless, those controls are in place but not well documented. It
might be related with maturity level of Compliance (Annex A.18) which also has a
high enough scale (2.58). When they apply some controls in Supplier Relationship
area, it can drive the compliance to contract and related regulation to monitor,
review and audit the suppliers in delivering their services. Physical and
Environmental Security area is also top-three maturity level. Protections of physical
facilities, room, and office from unauthorized people or natural disasters are com-
mon things done by organization regardless information security risks. Therefore,
those protections will also increase maturity level of this area.

The bottom-three area consists of Annex A.6 (Information Security
Organization), A.7 (Human Resources security), A.5 (Information Security Policy)
and A.10 (Cryptography). Information security organization area, as weakest area
with maturity score 1.47, the weakest control is about mobile device policy.
Whereas, most of employee (staff and faculty member) and students always bring
their own mobile devices to access information through organization’s network.
This control should be consider as one of important policy to support information
security in universities. Human resources security has maturity level 1.67 with the
control that has the lowest score is term and condition of employment. Most of
institution do not include information security as employees’ responsibility in their
contract. Other areas that have low level of maturity are Information Security Policy
and Cryptography (with same score 1.85). Cryptography might has been imple-
mented through firewall devices, but it wasn’t supported with specific policy.
Therefore, policy area is also has low level because some information security
policy are not yet established.

Mapping of maturity level for all area in ISO 27001:2013 can be seen in Fig. 1.
Overall, average score of maturity level for all area is 2.15 (repeatable but initia-
tives). It means that some controls for information security are implemented but not
managed well. Those controls are done occasionally and might be repeatedly but
only coming from initiatives of IT organization when they think it is needed for
certain conditions. There is no adequate plan in implementing information security
controls. It may be driven by no specific regulation from the government or
industrial requirement for higher education organization to apply information
security controls.

Maturity level for each institution can be seen in Fig. 2. Institution number 3 and
9 are institutions that have been adopting IT standard. But, they have different
maturity level. Although institutions number 3 is older, it doesn’t guarantee that it
will implement information security better. It depends on the management
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awareness and commitment to evaluate and comply to the established policies. It
can be seen in Table 4 that institution number 9 has higher compliance level than
number 3. The lowest maturity level is 0.64 that refers to institution number 7. This
institution doesn’t adopt any IT standard and only has conditional budget for
information security. For this institution, information security management is not a
priority in their IT programs although they have experience in security breach.

Fig. 1 Maturity level from ISO/IEC 27001:2013 supporting clauses (A.5–A.18)

Fig. 2 Maturity level from twelve higher education institutions as respondents
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5 Conclusion

From those results, it can be concluded that implementation of information security
management, based on ISO/IEC 27001:2013, in Indonesian higher education
institutions are still limited in initiatives from its IT organization. Some controls are
repeatable without proper planning and documentation. Some of control areas are
quite mature, such as for compliance, supplier relationship and physical and
environmental security. However, some of controls need improvements such as:
information security organization concerning mobile device policy and human
resources security concerning information security as employees’ responsibility in
their contract. Some of institutions that became case study for this research have
implemented IT standard but not specifically for information security management.

This paper is a preliminary for further research to build a framework for
information security management in higher education institutions. From this
research we tried to get a description of information security implementation in
some institutions as a basis condition. Beside this assessment, we are also doing a
study about influence factors in implementing information security and analysis of
information security risks. Based on those study, we can arrange some priority steps
or controls based on ISO/IEC 27001:2013 to address some risks in information
security.
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Optical Nerve Disc Segmentation Using
Circual Integro Differencial Operator

Jan Kubicek, Juraj Timkovic, Martin Augustynek, Marek Penhaker
and Martina Pokrývková

Abstract The paper deals with design of suitable methodology for the detection of
the optic nerve disc from ophthalmological images. This issue was frequently
solved in the past based on the Hough transform. The problem is that some the
clinical images lack of sufficient contrast and so it is difficult to identify individual
objects in the images. In our analysis, we process the image data, which are poorly
distinguishable. Another significant drawback is the lower resolution of the ana-
lyzed data, which leads to poor identification of the optic nerve disc. For the
detection of the optic nerve disc is used integro differential operator, which is
looking for objects in the image that have a circular shape. The advantage of this
proposed solution is sufficient sensitivity even in the weaker contrast environment.
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1 Introduction

Retinopathy of prematurity (ROP) is a vasoproliferative disease that affects espe-
cially prematurely-born infants with low birth weight. ROP is the second most
frequent cause of blindness in children in developed countries [1, 2]. In the Czech
Republic, it represents the second most frequent cause of severe vision impairment
in children.

The aim of a ROP screening is an early detection of the first signs of the disease.
That allows ophthalmologist to optimally schedule ophthalmological examinations,
plan a possible treatment and hereby prevent a development of the severe vision
impairment. For the purpose of the clinical rating of the size of retinal lesions and
for the purpose of measuring distances of retinal changes and assessing their pro-
gression in time, we use the optic nerve disc diameter as a reference point.

RetCam 3 is a digital imaging system that represents a modern alternative of
screening and diagnostics of retinal diseases in children. The main advantage of
this system is the possibility of wide-angle view of the retina in comparison with the
conventional method of the indirect ophthalmoscopy that is considered to be the
standard method for the screening for ROP in prematurely-born infants. The pos-
sibility of making the picture or video during the examination allows ophthal-
mologists to assess the dynamics of the retinal changes or efficacy of a therapy over
time.

The aim of the pilot project is formulation an algorithm for automatic image
detection of the optic nerve disc that would enable the assessment of the size of
retinal lesions in fully automated and standardized mode.

2 Problem Definition

Measurement of parameters and the detection of the optical nerve disc is in the field
of ophthalmology significant problem. We do not need only detect the contour of
the optic nerve disc, but it is very helpful to know the geometric parameters that
represent optical nerve disc. In the past, this problem was solved on the basis of the
modified Hough transform. This mathematical method is beneficial for detecting
circular shapes that are sufficiently distinguishable visible. In case of noisy images,
this method is difficult to apply because it does not achieve the required sensitivity.

For the purposes of our analysis, we used an integro differential operator, which
has better sensitivity and contrast for less recognizable objects.

The advantage of the analyzed images is contrast imaging of blood vessels, their
direction is easily detectable. We are focused on the problem of the optic nerve disc,
which is not enough contrast distinguished. Another significant problem is the
analysis of image edges. Very often it happens that the edges of the object are not
fluent.
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For this reason we decided to image preprocessing based on the contrast
transformation with the aim of highlighting the contrast of the optic nerve disc
[3–11].

3 Proposed Algorithm of Optical Nerve Disc Detection

Daugman’s algorithm is based on applying an integro-differential operator to pri-
marily find the iris and pupil contour. In our work, optimized Daugman’s algorithm
has been used for detection and localization of optical nerve disc. The equation of
Daugman’s operator is follows:

max r; x0; y0ð ÞjGðrÞ � d
dr

I
I x; yð Þ
2pr

ds ð1Þ

where: x0, y0, r are the center and radius of direction detected circle, G(r) is
Gaussian function and I(x, y) is the original retinal image. G(r) is a smoothing
function, the smoothed image is then scanned for a circle that has a maximum
gradient change, which indicates an edge. It worth mentioning here the problem is
that the illumination inside the optical nerve disc is a perfect circle with very high
intensity level. Therefore, we have a problem of sticking to the illumination as the
max gradient circle. So a minimum nerve radius should be set. Another issue here is
in determining the optical nerve disc boundary the maximum change should occur
at the edge between the very dark nerve and the background, which is relatively
darker than the bright spots of the illumination [12, 13].

Structure of the proposed segmentation algorithm is composed from several
steps. Firstly, it is necessary to perform preprocessing of brightness transformations
to improve the contrast differences between the optic nerve disc and the back-
ground, find the center of the optic nerve disc and after that a calculation of circular
Daugman’s operator. In the final step there is performed transformation the detected
circle to ellipsoidal shape. The best approximation of the optic nerve disc is using
the ellipse. Daugman’s operator finds all circual shapes in the analyzed image
which give circular features. For this reason, it is advantageous to restrict the area of
the image where we are focused on (Figs. 1, 2).

Adjusting of brightness is performed on the basis of contrast stretching. Contrast
stretching (often called normalization) is a simple image enhancement technique
that attempts to improve the contrast in an image by “stretching” the range of
intensity values it contains to span a desired range of values, e.g. the full range of
pixel values that the image type concerned allows. It differs from the more
sophisticated histogram equalization in that it can only apply a linear scaling
function to the image pixel values. As a result the enhancement is less harsh. Before
the stretching can be performed it is necessary to specify the upper and lower pixel
value limits over which the image is to be normalized. Often these limits will just be
the minimum and maximum pixel values that the image type concerned allows. For
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example for 8-bit gray level images the lower and upper limits might be 0 and 255.
Call the lower and the upper limits a and b respectively. [14–16].

The simplest sort of normalization then scans the image to find the lowest and
highest pixel values currently present in the image. Call these c and d. Then each
pixel P is scaled using the following function:

Pout ¼ Pin � Cð Þ b� a
d � c

� �

þ c ð2Þ

Daugman’s operator is calculated for each pixel with coordinates (x, y) and r
values. An important step is to calculate the difference of the inner and outer pixel
values of the contour edge the optical disc. There is Daugman’s operator for circular
disk with coordinates (xc, yc) on Fig. 3. Individual edge coordinates are given by
the following system of equations:

x ¼ xc þ r � cos að Þ ð3Þ

y ¼ yc þ r � sin að Þ ð4Þ

Fig. 1 The original analyzed
image

Fig. 2 Extraction of the
region of interest (left) and
contrast stretching (right)
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After taking differences, of all pixels in a circular contour are calculated individual,
this process is in terms of successful detection insufficient. For this reason it is
necessary to adjust the upper limit circle sample (CS). This procedure assesses how
many points should be assessed on the contour of the optic nerve disc to calculate
Daugman’s integral. Higher values of the parameter CS reduce the estimated error
of calculation Daugman’s integral. After the calculation of individual difference
values for each pixel, the detected contour can be calculated. These values are
added together to calculate Daugman’s operator. The mathematical formulation for
calculating the differences is given by the following relation:

diff x; yð Þ ¼ I xþDa; yþDað Þ � I x� Da; y� Dað Þ ð5Þ

There are only integer values for each axis (x, y). The problem is that we can´t make
an accurate calculation of the difference for each angle α. For detection of the optic
nerve disc, we used a modified version of Daugman’s operator which has higher
sensitivity.

In this case four sensitive points on the diagonal are calculated. Structure of
Daugman’s operator is determined as follows:

max xc; yc; rð Þ
XCS

j¼1

diff xj; yj
� � ð6Þ

Edge coordinates can be written in the generalized system of equations of the form:

xj ¼ xc þ r � cos aj
� �

; yj ¼ yc þ r � cos aj
� � ð7Þ

Fig. 3 Calculation of
Daugman´s operator
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diff xj; yj
� � ¼

X4

k¼1

Ik

I1 ¼ ðIðxj þ 1; yjÞ � Iðxj � 1; yjÞÞ: cosðajÞ
I2 ¼ ðIðxj; yj þ 1Þ � Iðxj; yj � 1ÞÞ: sinðajÞ
I3 ¼ ðIðxj þ 1; yj þ 1Þ � Iðxj � 1; yj � 1ÞÞ � sinðaj þ 45Þ
I4 ¼ ðIðxj þ 1; yj � 1Þ � Iðxj � 1; yj þ 1ÞÞ � cosðaj þ 45Þ

ð8Þ

The last part of the algorithm is to transform the circular contours to the ellip-
soidal shape that best approximates the shape of the optic nerve disc. Optimization
process has been used for finding the minimum distance between the edge of the
optic nerve disc and detected circular contour. Desired output is ellipsoidal contour
that best approximates the characteristics of the optical nerve disc and geometric
parameters of this shape [17–21].

We used the fact, that algebraic representation of the circle contour is follows

F xð Þ ¼ axTxþ bTxþ x ¼ 0 ð9Þ

where a 6¼ 0 and x; b 2 R. Ellipse is typically defined by quadratic equation:

F1 xð Þ ¼ xT1Ax1 þ bT1 x1 þ c ¼ 0 ð10Þ

On the base this facts, we solve optimization problem:

min a; b; xð Þ F xð Þ � F1 xð Þj j ð11Þ

[22–26]

4 Algorithm Testing

For the development and the assessment of the algorithm for the automated image
detection of the optic nerve disc area was used a photo-documentation of the
posterior segment of 47 prematurely born infants (26 boys, 21 girls) that had been
examined by an ophthalmologist during the ROP-screening in neonatal intensive
care in the University Hospital Ostrava from 14.8.2014 to 26.8.2014.

Their average gestational age at birth was 31 weeks (median: 31 weeks,
SD ± 4.26, range from 24 to 40 weeks) and their average birth weight was 1635 g
(median: 1460 g, SD ± 757.81, range from 600 to 3640 g). All the ophthalmological
examinations were performed through dilated pupils (phenylephrine hydrochloride
2.5 % eye drops + tropicamide 0,5 % eye drops) and using an eyelid retractor
(K1-5401/K1-5677, Katen Products Inc., Denville, NJ, USA) under the installation
of local anaesthesia (oxybuprocaine hydrochloride 0.4 % eye drops).
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The posterior segment of the eye was examined and photographed with the
RetCam 3 digital system (Clarity Medical Systems Inc., Pleasanton, CA, USA) with
D1300 lens that enables 130-grade-view of the retina (Fig. 4). The average post
conceptual age (PCA) of these infants at the time of the photo-documentation was
39th week of PCA (median: 39th week of PCA, SD ± 5.20, range 31st–56th week
of PCA). The images were taken with the best possible centring of the optic nerve
disc. The image resolution was 640 × 480 pixels (96 dpi) with 24-bit colour depth.

The main goal is to make the detection of the optic nerve disc by automatic
method even for cases where the optic nerve disc is accompanied by a weak
contrast to their surroundings. The following example shows the effectiveness of
the proposed algorithm (Fig. 5).

Fig. 4 Ophthalmological
examination of the
prematurely-born infant with
the RetCam 3 digital imaging
system

Fig. 5 Original database data
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In the input image optical nerve disc is captured in the center of the image. As is
obvious at first sight, identifiability is very weak, due to the weak contrast. In the
second step, the region of interest is performed and the contrast transform of this
area (Fig. 6).

After performing the contrast transformation, detected object is emphasized. On
the other hand after transformation, there is noise which impairs the visual effect of
the procedure.

Subsequently Daugman’s operator is calculated that finds the maximum circular
shape in the input image. This detection could be sufficient at first sight, but the
output of operator does not correspond with some of the edges of the optical disc.
To the extent possible eliminated these inaccuracies optimization procedure is used
that searches for the minimum distance between the edge of the actual object and
the detected contour. The final result is displayed on the Fig. 8, there is achieved the
best approximation of the optic nerve disc.

Fig. 6 Algorithm testing for database image data: first row original database images, second row
optical nerve RoI, third row approximation region of interest by Daugman’s operator, fourth row
the final detection of optic nerve disc by minimizing areas
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5 Conclusion

The proposed algorithm for automatic shape detection of the optic nerve disc
appears to be a appropriate basis for further development of software applications
that would help their functions in the clinical assessment of structural changes in
retina of prematurely-born infants and thus improve the diagnosis and assessment
of treatment efficacy of this severe retinal disease. The proposed algorithm can
reliably localize the region of the optical disc. Optical disc is approximated by a
symmetrical shape. In some cases this detection is less accurate due to asymmetry
of the localized object. Consequently, we would like to focus on the implementa-
tion of algorithms that can automatically adapt to the shape of the optic nerve disc,
for achieve better detection of objects of interest.
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Extraction of Blood Vessels Using
Multilevel Thresholding with Color
Coding

Jan Kubicek, Jan Valosek, Marek Penhaker, Iveta Bryjova
and Jan Grepl

Abstract The proposed work deals with the design of algorithm for segmentation
of blood vessels in order to extract the geometrical features of analyzed vessels. The
algorithm was tested on a sample of 25 clinical data to identify blood vessels
direction and suppress surrounding tissues. The proposed methodology is effective
for practical purposes, because identifies minor visual differences on the surface of
blood vessels. These changes often represent pathological lesions that cannot be
identified from the native data. The algorithm is based on the identification of
several significant levels to make ideal thresholding, according to object features.
For even better diagnostic results image background is subsequently filtered out
from the segmented image, background may have a disturbing effect in the diag-
nosis and the final segmented image contains only analyzed blood vessels.
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1 Introduction

Blood vessels form an essential element of the vascular system. Vascular system
consists arteries, veins, capillaries and lymph vessels. All these parts are essential
for the good condition of the human organism. It is obvious, there is a strong
requirement on contrast imaging of individual blood vessel for extraction geo-
metrical features, which correspond with physiological condition of vascular sys-
tem. Analysis of blood vessel from native data is quite difficult because we have to
work with grey levels. In many cases we are not able to recognize proper direction
and narrowing of analyzed vessels [1–3].

2 Medical Imaging Systems

Imaging systems allow better medical diagnosis of the examined parts of the human
system, thus largely contributing to the prevention and treatment of disease.
Examination of the blood vessels system is called angiography. Angiography can
be performed using computed tomography or magnetic resonance imaging. Each of
these modalities offers certain advantages and disadvantages. In some cases it is
necessary the giving of contrast media to the patient and his subsequent exposure to
X-rays in the case of using computed tomography angiography, as well as a longer
examination time. In the case of examination on magnetic resonance, there are
contraindications for the group of patients with metal implants or prostheses.
Benefits in the form of visualization of blood stream in 3D mode and good reso-
lution of the imagined vessels, however, are prevailing, and therefore these methods
are widely used in clinical practice [4, 5].

3 Related Work

The main objective of work is design of suitable segmentation method for blood
vessels extraction and elimination structures, which do not correspond with ana-
lyzed blood vessels. Significant benefit of proposed algorithm is color coding of
individual blood vessels into separated sets. This feature is important especially in
cases, when we need to perform mapping of vessels surface to identify pathological
changes in early stage.

In the past more methods in this area have been published. Many of these
method work with grey level intensities. For example detection of blood vessels has
been performed on the base of eigenvalues of Hessian matrix. Other solutions based
on active contours enhanced by the use of the interaction between the boundary of
the object and expanding contours is presented in [6]. Thresholding for detection of
objects in an image was presented in 1979 [7] and called Otsu method. This method
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is frequently used in many segmentation approaches for objects identification. We
used modified Otsu method with multilevel thresholding for extraction of blood
vessels. Significant benefit of proposed solution is color coding. In the color
spectrum is much simpler to identify lesions. These lesions usually are not obvi-
ously visible from native MRI data [8, 9].

4 Proposed Multilevel Thresholding Algorithm

The main aim of this article is to present the design of an algorithm for segmen-
tation of blood vessels images based on Otsu method. On angiographic images may
not be vasculature system always well detectable and easily recognizable for
medical staff. Main problem is the grey spectrum of native images. Individual
structures are often badly recognizable because they are represented by similar grey
levels. In many cases are difficult to identify pathological lesion from gray level
intensities.

The proposed algorithm segments the object in image according to the number
of selected thresholding levels, thus reduced the number of shades of gray in the
image and on the base this fact direction of blood vessels is emphasized.
Subsequently blood stream area is separated from image background. On the base
of this procedure vascular system is highlighted. In the final part of algorithm
individual detected vessel are transformed to color spectrum [7, 10–12].

The big advantage of segmentation algorithm is using for single image and for
image series as well. This significant feature uses dynamic indexation in multi slice
matrix. It is possible to load entire image series to multi slice matrix and perform
segmentation for each slice. On the algorithm output we can compare original
image and segmented result and arbitrarily move among individual slices. There is
strong requirement for size of image. When we put images into matrix, all images
must have same size. This requirement has been kept for our analyzed data.

4.1 Otsu Method

Otsu segmentation method is based on determining the most ideal level thresh-
olding for the analyzed image. This thresholding level is found by calculating the
value of either within-class variance or between class variance.

In terms of computing efficiency is more effective to set the threshold value
based on the between class variance, where the threshold value between the
highest-variance threshold is determined as an ideal. For the calculation of between
class variance is necessary to first calculate the weight and the average intensity
values.

The pixels of the image have different shades of gray, those are labeled as L
interval [0,1,…, L]. The number of pixels in given gray level i is signed as ni. Whole
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number of pixels is given: N = n0 + n1 + ⋯ + nL. When we divide pixels into two
groups 1 and 0 (0 represents the image background, 1 represents the image fore-
ground), according to the level thresholding.

The weight W and the average intensity values µ are calculated by following
equations:

W0 ¼
Xk

i¼1

ni
N

ð1Þ

W1 ¼
XL

i¼kþ 1

ni
N

ð2Þ

l0 ¼
Xk

i¼1

ni � i
Nk

ð3Þ

l1 ¼
XL

i¼kþ 1

ni � i
N � Nk

ð4Þ

Between class variance σ2 is consequently given by equation:

r2 ¼ W0 �W1 � l0 � l1ð Þ2 ð5Þ

Between class variance is calculated for every possible thresholding level and level
with the highest value of between class variance is determined as the most ideal
specified image is segmented according to it [7, 13–21].

4.2 Design of Proposed Multilevel Thresholding Algorithm

Segmentation method with only one thresholding is not suitable for processing of
medical images. In this area, it is much better to use improved Otsu method with
multiple level thresholding, which increases sensitivity of blood vessels detection.

Proposed Otsu thresholding method finds specific levels for a image based on
the histogram distribution into equally large areas. Specific thresholding level is
used for each area. The analyzed image is consequently segmented according to all
thresholding levels.

Individual pixels with different shade levels are labeled as L with range: [0,1,…, L].
Number of thresholding levels is given as p. The size of one segmented area is given
by equation:
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a ¼ L
p

ð6Þ

Between class variance σ2 is calculated similarly as Otsu method:

r2 ¼ W0 �W1 � l0 � l1ð Þ2 ð7Þ

The number of divided regions of the histogram is equal to the number of
thresholding levels p. Optimal thresholding levels for individual areas are given:

Pp ¼ maxp r2
� � ð8Þ

For the validity of the above formulas is necessary that the number of pixels in
different shades of gray L is equal to 256 * j. Number of thresholding levels p must
be from set: [2*j,4*j,8*j], where j belongs to set: [1,2,…,∞]. According to practical
results, it is recommended to use set: [1, 2, …, 8].

The proposed algorithm for blood vessels segmentation is described by fol-
lowing diagram (Fig. 1).

4.3 Filtration of Image Background

After segmentation, resulting segmented image contains p + 1 gray shades. The
segmented image still contains image background with extracted blood vessels. For
achieving better diagnostic information is necessary to filter out image background
and keep segmented blood stream only.

Filtration works on principle keeping of pixels with value which corresponds of
blood vessels area. Other pixels should be suppressed. After segmentation process
almost blood vessels are represented by set: [p − 1, p, p + 1], in some cases: [p − 2,
p − 1, p, p + 1]. From these cases we can choose more appropriative alternative.
Pixels with value less then p − 1 or p − 2 are filtered. Filtration is done by replacing
zero values. With this procedure we get color map of blood vessel and background
spectrum is suppressed to one color.

Fig. 1 Block diagram of proposed algorithm

Extraction of Blood Vessels Using Multilevel Thresholding … 401



4.4 Algorithm Testing for Real Patient Data

The proposed algorithm has been tested on the sample of the 25 patients records
with cooperation of Trinec Hospital. We were focused especially on data from MRI
and CT angiography. The following image outputs show usability of proposed
multilevel algorithm for cases of three patients. The first segmentation output is
presented on the neck area which is acquired using magnetic resonance angiogra-
phy. Second output is performed on neck area image, which is acquired from
computer tomography angiography. These two outputs denotes on effective
usability of segmentation algorithm for same area acquired from different modali-
ties. The third case shows segmentation of pelvis area from MRI. In all cases is
possible to perform segmentation either on the area of whole image or on extracted
Region of Interest (RoI).

Algorithm testing for neck area acquired from MRI angiography (Figs. 2, 3
and 4).

Fig. 2 Original image (left) and selected RoI (right)

Fig. 3 Segmentation output (left) and background filtration (right)
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Application of proposed multilevel thresholding method has been tested on the
neck area from MRI angiography. For this case 256 gray levels have been sub-
stituted by 8 thresholding levels.

Algorithm testing for neck area acquired from CT angiography (Figs. 5, 6).
In this case 256 gray levels have been also substituted by 8 thresholding levels.

Segmentation for bow cases gives satisfactory results with effective separation
image background and vessels direction.

Algorithm testing for pelvis area acquired from MRI angiography (Figs. 7, 8).

Fig. 4 Example of segmentation algorithm for neck image series. Upper row—original image
data, lower row—segmentation output

Fig. 5 Original image (left) and selected RoI (right)
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In this case proposed algorithm has been used for segmentation of pelvis blood
vessels acquired from MRI angiography. For this image set number of thresholding
levels could be reduced to 4 levels.

Fig. 6 Segmentation of neck area (left) and background filtration (right)

Fig. 7 Original image of pelvis area (left) and selected RoI (right)

Fig. 8 Segmentation of pelvis blood vessels (left) and background filtration (right)
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5 Conclusion

Segmentation and consecutive extraction objects of interest is frequently used task
in the field of medical image processing. In this article we propose suitable method
for extraction direction and shape of blood vessels. This segmentation procedure is
necessary for extraction of geometrical parameters analyzed blood stream. On the
base this method we are able to specify vessels diameter, blood filling and other
parameters which asses condition of blood vessels system. Proposed segmentation
algorithm gives considerable improvement for blood vessels extraction. We are able
to extract individual blood vessels without adjacent structures. It is first step for
measuring geometrical parameters of blood stream. In the coming time we want
to focus on extraction of geometrical shape of individual blood vessels and con-
sequently to calculation of tortuosity. It is key parameter for assessment of phys-
iological condition blood vessels system.
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User Behavior Based Call Admission
Control for Traffic Steering
in Wi-Fi/Cellular Networks

Lim Yun Yi, Azizul Rahman Mohd Shariff and Khuzairi Mohd Zaini

Abstract The expanded growth in smartphones and applications, hence data traffic
resulted in cellular networks being conspicuously overwhelmed with demand for
resources. Service providers constantly looking for suitable technologies and
mechanisms to reduce the network congestion by offloading the data traffic, where
Wi-Fi is an excellent option. In the traffic steering process, network selection is the
most vital process, as it affects the user’s network experience. This paper focuses on
enhancing the procedure of Call Admission Control (CAC). Two key functions
were introduced into the call admission procedure, namely Channel Reserve Engine
(CRE) and Traffic Steering Policy (TSP). Based on the simulation results, it is
found the proposed CAC reduces the call blocking probability as compared with
conventional CAC. Thus, it is suitable to be implemented in WLAN/Cellular
integration.

1 Introduction

Over the past few years, the growth of cellular networks, smartphones and mobile
applications has expanded the global information and communication technology
(ICT) industry. This demanded very high resource requirements in already
deployed cellular networks, consequently making the network overwhelmed with
data traffic. In 2014, Cisco has released a new document, titled Cisco Visual
Networking Index (VNI) Global Mobile Data Traffic Forecast for 2013–2018 [1].
According to this report, a sharp increase of 81 percent is shown in 2013 global
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mobile data traffic. The data traffic has reached 1.5 exabytes per month at the end of
2013 from 820 Petabytes per month at the end of 2012. This explosion in data
growth pushed the service providers to constantly looking for suitable network
mechanisms to offload data traffic and reduce network congestion, where Wi-Fi is
an excellent option [2]. This is because Wi-Fi has enormous capacity and it sup-
ports dense access point deployments. In addition, newer Wi-Fi technologies have
been proposed such as IEEE 802.11ac that not only provides much higher data
capacity but also with some QoS guarantees suitable as secondary means to pro-
viding data resources. Based on previous studies, the implementation of
Wi-Fi/Cellular network integration can be classified into two, which are loosely
coupled integration [3] and tightly coupled integration [4]. This paper focuses on
tightly coupled integration. The implementation of tight coupling Wi-Fi/Cellular
network is by connecting the Wi-Fi access point to a Radio Network Controller
(RNC). Tight coupling exhibit reduced architectural complexities in providing a
seamless handover between both networks, improving the QoS hence much better
user quality experience. In the tight coupling integration, there are three main
components which responsible for regulating the process of handover. These
components are policy provisioning module (PPM), Connection Admission Control
module (CAC), and QoS Mobility Management Module (MMM). Connection
Admission Control, also known as Call Admission Control (CAC) is responsible
for managing incoming traffic flow and bandwidth allocation. Besides, it is also
responsible for maintaining the QoS of existing connections in the network. When
there is new traffic flow comes in, CAC will either accept or reject the traffic. The
decision is made based on whether there is available bandwidth to allocate for the
particular flow. In the conventional CAC, if there is available flow, it will accept the
request. The opposite, it rejects the flow [5]. This work proposed an enhancement to
the CAC by introducing two key functions, namely Channel Reserve Engine
(CRE) and Traffic Selecting Policy (TSP). The rest of the paper is organized as
follows. The related works are presented in Sect. 1. Section 2 provides the
methodology of the proposed research work. Simulations results and related dis-
cussions are presented in Sect. 3. Lastly, the conclusion of this work is presented in
Sect. 4.

1.1 Related Works

In traffic steering process, decision making is a very crucial step that it affects the
changes in many aspects, such as latency, cost, security, power consumption, speed
and etc. Fundamentally, traffic steering decision is dependent on a few criteria,
which can be divided into 4 groups [6]; Network (bandwidth, latency, signal
strength, cost etc.), Terminal (velocity, battery, location), User (user profile,
application usage, QoE), Service (service capacity, QoS). Most work is focused on
network criteria in making the handoff decision [7]. User preference is considered
as one of the important criteria for traffic steering decision. Throughout the study in
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[8], the authors figured that the user behavior affects the performance of cellular
networks. Therefore, user behavior is considered as one of the important criteria. In
[9], the authors stated that no existing work takes mobility criteria of users into
consideration. However, in the study [10] shows that user mobility is the most
important feature in the mobile wireless network. This is because user mobility has
a profound effect on the QoS provisioning.

Besides mobility, the study of user behavior based criteria is also investigated. In
[8], the work proposed three user behavior based criteria, which are call holding
time, cell residency time, and channel holding time. In the research, the definition of
call holding time is the duration of the requested call connection. Meanwhile, the
cell residency time refers to the amount of time a mobile user spends in a cell.
Lastly, channel holding time defines how long a call will use this channel before
completion or change connection to another cell. In [11], the researcher stated that
previous work has neglected some of the important network aspects during the
decision making process, such as network congestion level, switching penalty, and
pricing in the network. Thence, they proposed a group of criteria for traffic steering
decision which consists of user behavior criteria and network criteria. The proposed
criteria are user mobility; location, user, and time dependent Wi-Fi availabilities;
network dependent switching time and switching cost for changing network con-
nections; and usage based pricing. Literature review of existing works shows that,
decision of network selection involves various types of criteria. Earlier works
focuses on network based criteria or users preference or combination of both. This
is because both network and user criteria are considered as principal factors.
However, it is important as well to consider both network and users’ condition,
such as applications metrics (class of traffic, average download/uploads speeds),
network congestion level (available resources, density of users, threshold settings),
network architecture (offloading deployment plan, location of users, cell radius).
Therefore, this work proposes a group of factors which comprises of users’ behavior
and network selection to be considered in selecting the network.

2 Proposed Research Work

In this section, there are three main focus of the proposed work to be discussed.
Firstly, the proposed architecture of Wi-Fi/Cellular network. This work proposed a
better definition and understanding of Wi-Fi/Cellular network architecture for future
reference. Next, the proposed CAC included two proposed key functions, which are
the Channel Reserve Engine (CRE) and Traffic Selecting Policy (TSP) to enhance
CAC procedure. Finally, the proposed network selection criteria are the users’
behavior context (user’s network and mobility) and network selection, which has
not been studied in previous work. The definition of Wi-Fi/Cellular network
architecture is proposed, as shown in Fig. 1. As depicted, users are categorized into
three categories. The first category of user is category ‘W’, where the users are
located in Wi-Fi footprint and connected to the Wi-Fi. The second category is
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category ‘C’, which refers to users in cellular footprint and connected to the cellular
network. The last category is category ‘G’. Users from this category are located in
Wi-Fi footprint, but connected to the cellular network. In the proposed architecture,
only users under category ‘G’ are selected for the traffic steering process. This is
because only users that are co-located in cellular and Wi-Fi networks can be steered
i.e. a user connected to a cellular network, with an ongoing data session can be
steered to a Wi-Fi network.

In conventional CAC, user’s request acceptance is made based on the whether
there is available bandwidth to allocate. If there is no available bandwidth, a user’s
request will be rejected. In order to enhance the CAC procedure for traffic steering,
this work proposed two key functions to be included in call admission procedure.
The two key functions are Channel Reserve Engine (CRE) and Traffic Selecting
Policy (TSP). The responsibility of CRE is to compare a user’s requirement from
CAC and check if there is sufficient bandwidth to allocate. If there is no sufficient
bandwidth to allocate for the user, it triggers and passes the information to TSP to
execute traffic offloading.

TSP is a set of policies for traffic offloading and bandwidth allocation. It is also
responsible in selecting the appropriate network for handoff. In this step, TSP
checks if there is a suitable user or users that can be offloaded based on proposed
criteria, which are user behavior and network selection. For this, the TSP will first
identify if a user is in category G, which is located within Wi-Fi footprint but
connected to the cellular network. Subsequently, TSP identifies the user’s traffic

Fig. 1 Proposed Wi-Fi/Cellular architectural reference for traffic steering
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profile in this case the downloading percentage or data progress. TSP only select
user whose traffic is data services. This is because data services have less strict
requirement on latency adhering commonly to the ‘best-effort’ service. As to
maintain data services performance, TSP will only look into user whose data
progress is less than or equal to 50 %. If there is no available user to offload, TSP
reject the user’s request. Figures 2 and 3 illustrates the general view of the proposed
CAC procedure for Cellular/Wi-Fi interworking and the details of proposed call
admission procedure for Cellular/Wi-Fi interworking respectively. The proposed
criteria in this work focused on exploiting the combination of user behavior and
network selection. In here, the user behavior context refers to user’s traffic and
mobility. For user’s traffic, it is categorized into four categories, which are called

Fig. 2 Proposed
enhancement to the
conventional call admission
control (CAC) procedure
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services, session services, data services, or no service. Each category is given
different levels of priority, such that call services is categorized as high priority,
medium priority for session services and low priority for data services. When traffic
steering is triggered, only users with low priority traffic (data services) will be
offloaded.

As for network selection, it refers to the user’s connected network with respect to
their located footprint area. As mentioned in previous paragraphs, the proposed
architecture of Wi-Fi/Cellular network classified users into three: category ‘C’, ‘W’,
and ‘G’. When traffic steering is triggered, network will only select and offload user
under category ‘G’ to Wi-Fi. This is because Wi-Fi only provides services within a
limited area. Only users located within Wi-Fi coverage area able to make a con-
nection. Moreover, by offloading user traffic from category ‘G’ to Wi-Fi reduces the
pressure on the cellular network and enables new user’s traffic to be accepted into

Fig. 3 Proposed call admission control (CAC) procedure for Wi-Fi/Cellular traffic steering
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the cell. Therefore, users under category ‘G’ are the most suitable to be offloaded
compared with users under category ‘C’ who are not in Wi-Fi service coverage. The
strength or capacity of how much steering can be performed is dependent on the
number of users co-located in the cellular and Wi-Fi networks.

3 Simulation Results and Analysis

Call blocking is considered as one of the key performance metric [12]. Therefore,
the evaluation of the proposed work focuses on the call blocking probability. As for
the evaluation, four different parameters has been chosen to examine the call
blocking probability. The four selected parameters are Wi-Fi thresholds, number of
existing users in Wi-Fi and Cellular network, number of users joining Wi-Fi and
Cellular network, and number of users leaving Wi-Fi and Cellular network.

3.1 Evaluation of Call Blocking Probability Based
on the Varying Wi-Fi Threshold Value

In this, different value of Wi-Fi threshold is used. The Wi-Fi threshold value is
preset to 600 kbps (60 %), then gradually increase to 700 kbps (70 %) and 800 kbps
(80 %). It is to discover the best threshold value that can be set for Wi-Fi in order to
optimize the network performance. The thresholds acts as the operational limits of
Wi-Fi capacity, allowing spare capacity to absorb users that are offloaded or steered
from the Cellular network.

As in Fig. 4, simulation results clearly shows that the proposed CAC achieved
better blocking probability compared with conventional CAC. The call blocking

Fig. 4 Comparison of call blocking probability between conventional CAC and proposed CAC
with varying thresholds
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probability drops as the Wi-Fi threshold value increases. When Wi-Fi threshold is
600 kbps, the call blocking probability for conventional CAC and proposed CAC is
21 users and 12 users respectively. As Wi-Fi threshold is increased to 700 kbps, call
blocking probability for conventional CAC is 22 users, and 10 users for proposed
CAC. When Wi-Fi threshold value is increased to 800 kbps, the call blocking
probability for both conventional CAC and proposed CAC show a slight decre-
ment. Hence, it is understood that setting the appropriate thresholds determines the
number of users that can be steered from a cellular to a Wi-Fi network. This
threshold relates to the reserved capacity for the Wi-Fi network to accept users from
the cellular network. From this results, it is understood that understanding and
defining the optimum threshold is also key and they are highly dependent on local
network and traffic dynamics.

3.2 Evaluation of Call Blocking Probability Based
on Varying Concurrent Number of Users in Wi-Fi
and Cellular Network

This simulation is to examine the call blocking probability with respect to varying
number of concurrent users in Wi-Fi and Cellular network. From the simulation
results in Fig. 5, call blocking probability increases as the number of existing users
increases. A sharp increment is shown as the number of existing users is increased
to 150, 200 and 150 users. When the number of existing users is 100 users, the call
blocking probability for conventional and the proposed CAC almost achieved
similar performance. As the number of existing users increase to 150 users, the call

Fig. 5 Comparison of call blocking probability between conventional CAC and proposed CAC
based on varying number of concurrent users in Wi-Fi and Cellular network
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blocking probability for conventional CAC is 20 users and 9 users for proposed
CAC. When total 200 of existing users are in the network, the call blocking
probability for conventional CAC is 45 users and 31 users for proposed CAC. As
the number of existing users increases to 250 users, the call blocking probability for
conventional CAC is 80 users and 64 users for proposed CAC. The call blocking
probability achieved by the proposed CAC shows a marked improvement as
compared with conventional CAC.

3.3 Evaluation of Call Blocking Probability Based
on Varying Number of Users Joining Wi-Fi
and Cellular Network

This simulation is carried out by using different number of users joining the net-
work. The objective is to study whether increasing the number of users joining, will
affect the network usage and call blocking probability. The number of users joining
the network is set to 20, 30 and 40 % of the number of users in Wi-Fi foot print.

From Fig. 6, blocking probability increases as the number of users joining
increases. When the number of users joining is 20 % of the total users in Wi-Fi
footprint, the call blocking probability for conventional CAC is twice compared to
the proposed CAC. The call blocking probability shows a slight increase as the
number of users joining increases to 30 and 40 % of the total users in Wi-Fi
footprint. When 30 % of the users are joining, the call blocking probability for
conventional CAC is 18 users and 9 users for proposed CAC. Similar trend is also
seen with 40 % joining users. The call blocking probability achieved by the pro-
posed CAC shows a better result compared with conventional CAC.

Fig. 6 Comparison of call blocking probability between conventional CAC and proposed CAC
based on varying percentage of users joining Wi-Fi and Cellular network
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3.4 Evaluation of Call Blocking Probability Based
on Varying Number of Users Leaving Wi-Fi
and Cellular Network

This simulation studies the effect on call blocking probability with respect to the
number of users leaving Wi-Fi and Cellular network. For this simulation, the total
number of users leaving both networks is preset to 20 % of users in Wi-Fi footprint,
and gradually increase to 30 and 40 %. For example, if there are 50 users in Wi-Fi
footprint, then 20 % of the number of users leaving will be 10 users.

As depicted in Fig. 7, when 20 % of the users are leaving the network, the call
blocking probability for conventional CAC and proposed CAC is 20 users and 14
users respectively. As the number of users leaving increased to 30 and 40 %, the
call blocking probability for proposed CAC exhibits lower blocking on average by
about 40 % lower than the conventional CAC. Overall, proposed CAC shows a
lower pattern of call blocking, thus allowing better performance for cellular
network.

4 Conclusions

From the proposed Wi-Fi/Cellular architecture and new CAC, the results proved
that the proposed CAC achieved a lower overall call blocking probability as
compared with conventional CAC. Offloading users on data service from a cellular
network to a Wi-Fi network allows much better performance and reduces the
resources demand pressure on cellular networks. This simple enhancements to the
conventional CAC allows it to be feasibly implemented in Cellular/Wi-Fi network
as a suitable CAC mechanism for traffic steering. As the integration of
Wi-Fi/Cellular network is seen as a long term solution for the cellular network,
further enhancements is by looking into fine-grained details of the CRE and TSP on
the user behavior context, such as data service downloading/uploading ratio, signal

Fig. 7 Comparison of call blocking probability between conventional CAC and proposed CAC
based on varying percentage of users leaving Wi-Fi and Cellular network
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strength, QoS levels and etc. Further studies are also needed to find the optimal
threshold for cellular networks to accept new joining users i.e. category ‘C’ users,
and optimal threshold for Wi-Fi to be able to accept category ‘G’ users steered from
the cellular networks.
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Obtaining Porous Si Characteristic
from SEM Images via Non-destructible
Method; Image Segmentation

Siti Noraini Sulaiman, Muhammad Sailuddin Darus,
Alhan Farhanah Abd Rahim and Fadzil Ahmad

Abstract This work aims to introduce an alternative method of obtaining porous
density characteristics of porous silicon material by making use of images obtained
from the Scanning Electron Microscope. The available and most commonly used
method of obtaining the porous density characteristics of semiconductor materials is
the gravimetric or quasi-gravimetric method. Using the gravimetric approach
requires the sample material to go through various measurements during the multiple
stages of processing and it would ultimately result in the destruction of the sample
material. The gravimetric approach is flawed as the results it produces are ques-
tionable as it is less accurate. Also, it is refutable due to its destructive nature which
is caused by the use of alkaline solution which dissolves the sample material at the
final stage of the gravimetric process. Therefore, this research introduces an alter-
native image processing technique which would require only images of the sample
material as an input which is obtained via the Scanning Electron Microscope. The
image obtained is processed by segmenting the SEM images into two significant
black and white regions which allow for the number of pores present on the image to
be numerated. From the data obtained from the image, the porosity and porous
density of the sample material can be calculated. While being a much simpler
process than the commonly used gravimetric method, it is also non-destructive to the
sample and is believed to produce a more precise and accurate result.

1 Introduction

Porous silicon (PS) is a popular and highly versatile material which finds appli-
cations in a wide variety of fields such as biomedical devices for drug delivery [1, 2]
and photonic crystals [3]. One of the main reasons for which porous silicon is
widely used in various applications is that many of the properties of porous silicon
are dependent on its porosity [4]. Thus, the performance of a PS-based device is
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dependent on the material’s porosity. By quantifying this property-porosity rela-
tionship, the quality of a PS-based device can be determined and improved even
before the production stages of the device. Porosity has emerged as an effective tool
for controlling electronic and optical properties of the silicon quantum structure [5].

PS is derived from the chemical element silicon which microstructures are satu-
ratedwith nanoporous holes. Typically, PS is produced using two techniques; through
stain etching and anodization. Through the stain etching technique, PS is generated by
etching crystalline silicon in aqueous ethanolic hydrofluoric acid (HF) electrolytes.
Using anodization, possible anodization cells employ platinum cathode and silicon
wafer anode immersed in the HF electrolyte. The surface of the silicon wafer anode
that is immersed in the electrolyte is the process that forms PS. The corrosion of the
anode is produced by running electrical current through the cell [6].

Conventionally, acquiring a PS film’s porosity involves the gravimetric or
quasi-gravimetric method [7] which is a tedious and time-consuming process. The
gravimetric approach’s accuracy is questionable and ultimately results in the
destruction of the PS sample being tested. To remedy this situation, the image
processing method is developed which could provide a faster and more accurate
results despite it being non-destructive.

This technique requires digital images which depict the nanostructure of the
sample PS. Nanostructure is a term used to define mostly semiconductor device
structures which dimensions are only as small as a few nanometers to a few
micrometers. Since normal cameras could not capture an image in the scale as small
as a PS’ nanostructure, a scanning electron microscope (SEM) is used.

This work estimates the porous density of the PS by the calculations of the
porosity and the determination of the pore size distribution which allows the quality
and the porous percentage of the material. The calculations of the porosity can be
made by using the data extracted from the SEM images, particularly, the area of the
SEM image and the sum of the total area of the pores present in the image.

Using image segmentation, the digital images are then processed to allow the
pores and background of the PS sample to be distinguished. From there, the nec-
essary parameters of the PS sample can be obtained to allow for the characteristics
of the PS to be determined.

The remaining section of the paper is organized as such: Sect. 2 describes the
techniques used to obtain PS specifically the Adaptive Fuzzy K-Mean (AFKM)
segmentation and Black and White (BW) conversion techniques. Section 3 shows
the methodology. Section 4 presents the results and discussion while Sect.5 con-
cludes the experiment.

2 Image Processing Technique

This work attempts to introduce alternatives in determining the porous density of
the porous silicon material by using the image processing technique on the image of
the sample porous silicon material. The microscopically-enhanced image of the
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porous silicon sample material would be obtained from a Scanning Electron
Microscope (SEM) source. The processing of the image, however, is done using a
computer application which is written and coded by using specific software on a
Windows platform.

The SEM images will be processed by using either one of two techniques which
are the Adaptive Fuzzy K-Mean (AFKM) [8] technique implemented in C-language
or the BW conversion technique using MATLAB software. These two different
techniques are used to convert the SEM images of the PS sample into binary images
to allow the information embedded in the image to be processed. Figure 1 shows
the SEM images of a PS sample converted to binary.

The Adaptive Fuzzy K-Mean (AFKM) [8] clustering algorithm converts the
SEM image into binary. The AFKM clustering algorithm is the combination of two
conventional methods of calculating distance from each data i.e. the K-Means
(KM) and the Moving K-Means (MKM) clustering algorithm with the Fuzzy
concept i.e. the Fuzzy C-Means (FCM). The KM method is to determine which set
of data belongs to a cluster as opposed to another cluster. The weakness of this
method is that it ignores small clusters and only considers their local convergence.
The FCM method has allowed all data to belong to two or more clusters at different
degrees of membership but its disadvantage is that the significant boundary is
unclear. Another way introduced to overcome the clustering problem is MKM
clustering which flaw lies in that it is sensitive to noise [9]. The latest version to
solve the clustering problem is AFKM which implements the fuzzy concept and
always updates the distance between the membership and centers.

On the other hand, BW conversion technique is implemented using the
MATLAB software which has many applicable image processing tools and func-
tions that prove to be very useful in implementing this work. The BW conversion
refers to the MATLAB function ‘im2bw’ which is able to convert an image into the
binary form. It converts each pixel in an image using a luminance threshold that is
user-specified. Any pixels below the threshold will be set to ‘0’ or black while the
pixels above the threshold will be set to ‘1’ or white.

Fig. 1 SEM images of a PS sample converted to binary. a Original image before being converted
to binary. b Resulting image after being converted to binary
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The disadvantage with the BW method is that it requires different luminance
threshold values depending on the image’s brightness. Each SEM images uses
different luminance thresholds depending on the brightness to yield the best pos-
sible result which is most similar to the original SEM image.

3 Methodology

The main goal of this work is to obtain the porous density characteristic of the porous
silicon material from SEM images using the image processing technique. To that end,
the image segmentation technique is employed on the input SEM images in order to
separate the solid regions from the pores present in the sample material. Figure 2
shows the process to obtain the PS sample characteristic from the SEM image.

Six original PS images obtained from Nano-optoelectronics Research and
Technology Laboratory (NOR Lab) USM are chosen to analyze the characteristics
of porosity. The original images are shown in Fig. 3a–f namely SEM_01, SEM_02,
SEM_03, SEM_04, SEM_05 and SEM_06, respectively.

Start

Select the 
SEM image 
as input to 

the 
program

Segment 
the SEM 

image 
into two 

significant 
regions

Extract the 
required data 

from the 
segmented image 

to perform 
calculations

Calculate 
the 

characterist-
ics of 
the PS 
sample

Obtain 
the 

result
Stop

Fig. 2 Flowchart of the process to obtain the PS sample characteristics from the SEM image

Fig. 3 The original SEM images used in this work. aSEM_01. bSEM_02. c SEM_03. d SEM_04.
e SEM_05. f SEM_06
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4 Result and Discussion

The details on how the image processing method manipulates raw data from SEM
images to obtain the characteristics of the PS sample are presented in Figs. 4, 5 and
Tables 1, 2 and 3. Without involving the physical PS sample and only by using the
image data, this method could prove to be more efficient in obtaining the PS
characteristics. The solid region and the pores in the image of the PS sample could
be separated and isolated from each other, allowing for the pores to be enumerated
using image manipulation.

The PS sample of various qualities and physical properties as shown in Fig. 3 is
used to test and validate the performance of this method. Each of the SEM images is
put through the program to obtain the PS parameters required to calculate the
porous density of the sample. Figure 4 shows the results.

From the comparison between the AFKM and the BW technique, it can be seen
that both of the methods used produce an almost similar binary image with subtle
differences depending on the sample image used. While serving the same purpose,
both of the methods employ different techniques to convert the SEM image data
into the binary image which yield results with minor, but real differences.

A higher percentage of porosity is beneficial for porous silicon as the porous
characteristics can positively affect the sensitivity of the material. A better per-
centage of porosity is preferable as it would allow the PS to be highly compatible
for sensor and other suitable applications which would require a higher sensitivity.

While the porosity parameter can be obtained using this method, the pore size
distribution would also need to be studied to show how the pattern of the pore sizes
distribution is affected by the production condition of the PS material. Figure 5
below demonstrates how the pore size distribution is obtained using the BW
technique with image SEM_02 serving as an input.

The distribution of the pore sizes that is divided over specific ranges can be seen
from the graphs and the results are tabulated in Table 1. While it seems erratic and
irregular in pattern, the distribution of pores is largely contributed by the smaller
ones while the larger pores are few and far in between. The distribution pattern
seems to favor smaller pores more than larger ones.

Other SEM images of the PS samples are also tested to see the pattern of the pore
size distribution over specific ranges of pore diameters. The results are tabulated in
Tables 2 and 3.

As the results obtained have shown, the different physical properties of the PS
sample have vastly different nanostructures as evidenced by the SEM images. The
porous density and the pore size distributions are obtained using the AFKM method
and the BW method. Both of the methods used, when compared, would yield
results with minor differences.
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The different distributions of pore sizes across the different PS samples are due
to the effects of the multiple criteria that are involved during the making of the
porous silicon which could be the currents used in the etching, the density or
the combinations of the chemicals used to produce it. Since the process of obtaining
the porosity and porous density of the PS material is made easier using this alter-
native method, proper adjustments can be made during the manufacturing process
to improve the quality of the porous silicon for future applications.

SEM_01 43.21% 44.06%

SEM_02 41.36% 41.36%

SEM_03 55.87% 46.57%

SEM_04 54.54% 47.12%

SEM_05 39.43% 42.38

SEM_06 39.22% 29.42%

AFKM BW

Processed Image Porous Density Processed Image Porous Density

Fig. 4 Comparison between the porosity calculated from the binary converted image using the
AFKM and BW
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Fig. 5 The distribution of pores in the PS sample image SEM_02. a Pores with diameter range of
0–24 pixels. b Pores with diameter range of 24–44 pixels. c Pores with diameter range of 44–62
pixels

Table 1 Pore size distribution analysis of SEM_02

Pore diameter (pixel) Distribution percentage (%)

0–24 53.42

24–44 42.47

44–62 4.11

Table 2 Pore size distribution of the SEM_01

Pore diameter (pixel) AFKM BW

No. of pores Porosity (%) No. of pores Porosity (%)

0–24 41 64.06 47 65.28

24–44 14 21.88 13 18.06

44–62 9 14.06 12 16.67

Table 3 Pore size distribution of the SEM_06

Pore diameter (pixel) AFKM BW

No. of pores Porosity (%) No. of pores Porosity (%)

0–24 139 74.33 159 72.60

24–44 40 21.39 51 23.29

44–62 8 4.28 9 4.11
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5 Conclusion

From the results achieved, the alternative method proposed to obtain the porous
density characteristics of the PS sample has been proven to be a unique tool for
SEM image processing to analyze and extract information quantitatively. Both the
AFKM and BW techniques are useful tools in image processing. Porous material
characteristics like the radius of each of the pores, the pore size distribution, and the
porosity of the material can be efficiently obtained. The process to obtain the data is
also made simpler and faster using this method and is non-destructive to the sample
material while it can also provide a more reliable result. By only using an SEM
image, all of these data can be efficiently obtained using the image processing
technique and image segmentation. In future developments however, several
adjustments could be made to the detection and the image segmentation and data
acquisition to improve the feasibility of the technique’s implementation.
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A Review of Client-Side Toolbars
as a User-Oriented Anti-Phishing Solution

Melad Mohamed Al-Daeef, Nurlida Basir and Madihah Mohd Saudi

Abstract Phishing is a cybercrime in which, Internet users are delivered, commonly
through emails, to simulated websites where they could be lured to disclose their
personal information for attackers’ benefit. Phishing attacks were increased about
60 % in the second half of 2013 over what was seen in first half of the same year.
Although the number of proposed anti-phishing solutions, phishers still able to
bypasses anti-phishing systems, in many cases, through users’ inattention behaviour.
Therefore, phishing becomes a layered problem that require addressing issues at
both of technical and non-technical (human) layers. Numerous of client-side toolbars
were proposed as a technical solution to combat phishing attacks at user’s layer.
Anti-phishing toolbars however, still unable to completely protect users from
phishing attacks. This paper has reviewed theses toolbars to provide a clear
understanding about their performance and limitation points. Such a review is
required to draw clear directions of future solutions to alliviate these limitations.

Keywords Phishing � Anti-phishing methods � Warning principls � Client-side
toolbars

1 Introduction

Internet users nowdays can carry out variety of online activities. They can
send/receive emails, sell/buy goods, carry out banking transactions, and others.
These services unfortunately are susceptible to phishing attacks that commonly start
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by sending simulated emails to targeted victims in order to direct them to phishing
websites. At simulated phisher’s website, the phisher may success in taking the
control over the victims’ personal information [1, 2]. Phishing is a social engi-
neering attack that usually bypasses security systems through inattention behaviour
of Internet users. Such nature of attack makes phishing a dual-layer problem that
require effective solutions to address issues not only at technical level, but to
address issues at non-technical (human) level as well.

The first protection level against phishing is to detect the attack, after that,
further actions of protection can be taken [3]. Proposed anti-phishing solutions are
generally classified in two categories, technical, and non-technical. Technical
solutions include, network level protection, authentication, server side classifiers,
prevent against duplication, and client-side toolbars. Non-technical solutions on the
other side include, user awareness, legislation and law enforcement approaches [4,
5]. Although there are a lot of numbers of implemented technical solutions, no
solution yet has proved as an optimal. It is widely argued that, to be optimized,
technical solutions need to be complemented by suitable non-technical ones,
especially those solutions that meant to deal with human vulnerabilities [4, 6–8].

Since Internet users are one of phishing problem layers, it is therefore an
important need to find a way in that; both of technical and non-technical
user-oriented solutions complement each other. Due to their user-relation particu-
larity, client-side toolbars as a technical solution are more likely adaptable to be
complemented by a user training method as a non-technical user-oriented solution.
This paper reviews the client-side toolbars and highlights the points of where and
why they have failed to perfectly protect Internet users from being victimized by
phishing attacks.

The rest of this paper is structured as follows; Sect. 2 discusses the types of
phishing attacks to show that, most of phishing attacks are a user-oriented and
benefit from users’ inattention and unawareness factors. Section 3 discusses the
types of phishing websites that client-side toolbars were designed to resist.
Anti-phishing methods that commonly used in building client-side toolbars are
discussed in Sect. 4. In section 5, the most important factors behind the success of
phishing attacks are highlighted. Section 6 shows how client-side toolbars are
categorized based on implemented anti-phishing method(s). Alarming and warning
principles that used by client-side toolbars are discussed in Sect. 7. Examples of
anti-phishing client-side toolbars are given in Sect. 8, the limitations of these
toolbars were highlighted based on their functionality and utilized warning prin-
ciples. The conclusion of the paper is presented in Sect. 9.

2 Types of Phishing Attacks

Many approaches have been used by phishers to victimize Internet users. Their
approaches are generally include: deceptive phishing, spear phishing, exploit-based
phishing, and search engine phishing.
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Deceptive phishing is related to the social engineering scheme in which, phishers
utilize forged emails that claim sent from legitimate institutions or banks [9]. Such
emails usually contain fake URLs (links) to take unaware victims to phishers’
websites when they click these fake URLs. In spear phishing attacks, email-based
phishing is also used to send forged emails to a specific groups of Internet users,
such as employees at a particular organization [1]. Exploit-based phishing involves
more technically sophisticated trick that benefit from security vulnerabilities in
Internet browsers and defense systems to install malicious code at users’ machines
when they click on fake URLs in emails [9]. In Search Engine Phishing approach,
phishers do not have to contact the victims, victims instead will search for phishing
websites that designed to be highly ranked by search engines [10]. Phishing attacks
can be also performed through other channels of communication such as, VOIP,
SMS, IM, Wi-phishing and even multiplayer games [11]. Any inattention by users,
may make them deceived by phishers, especially if phishers urge them to update
their login information to avoid their accounts being suspended or terminated [2].

3 Types of Phishing Websites

Phishing websites are always claiming to be owned by legitimate providers of
online services. The main aim of such websites is to deceive both of Internet users
and search engines; they include spam, concocted, and spoof sites. Spam sites are
designed to deceive search engines by increasing their rank scores. Concocted sites
are designed to appear as legitimate commercial sites with the objective of
failure-to-ship fraud. Such sites disappear after collecting customers’ money
without providing promoted goods or services. Spoof sites are a looks-like to real
commercial sites. Spoof sites are designed to lure victims in disclosing their sen-
sitive information such as passwords and credit card numbers for phishers’ benefit.
Commonly known spoofed sites include eBay, PayPal, and various banking sites
[12].

4 Anti-phishing Methods

To perform their attacks, phishers have to bypass anti-phishing systems that
installed either at client or server sides, or at both sides in some cases. Since this
study focuses on client-side toolbars, this section discusses the advantages and
disadvantages of anti-phishing methods that commonly used to build these toolbars.
Client-side toolbars are usually built using either one or a combination of
anti-phishing methods that include, blacklists, whitelists, and heuristics. As a
consequence, client-side toolbars have inherited the advantages and disadvantages
of employed anti-phishing methods. The functionality of anti-phishing methods is
mainly based on typical phishing patterns of phishing URLs and pages’ content.
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Phishing patterns found in URLs include the presence of specific symbols in URLs,
IP address in URLs, many dots in URLs, and using of long URLs. Whereas the
common phishing patterns found in phishing pages are based on using some tricks
to hide the real content of phishing pages from users, this can done by using
JavaScript technique and HTML text entry forms [5].

• Blacklists are an updated DNS databases of previously known phishing URLs,
IP addresses, and keywords. They are usually maintained by online communi-
ties such as APWG [1]. The content of blacklists is usually generated by using
three common mechanisms that either used in an individual or a combination
manner with varying degrees of success and accuracy [8], these mechanisms
are:

– Suspicious URLs are automatically classified based on some phishing
patterns.

– Systems’ administrators can manually classify suspicious URLs.
– Some of anti-phishing systems enable their clients (users) to report and rate

suspicious URLs to be recorded in the blacklist.

Although the high detection accuracy of blacklists with low false positive rate
(the number of legitimate instances that wrongly classified as phishing) in many
scenarios [13, 14], this method however cannot identify zero-hour phishing
instances. That is due to the required time for the list to be updated, and hence
recording the fresh suspicious URLs. This limitation gives the phisher a great
chance of success before its phishing site being detected [8, 12]. Blacklists are
also limited to their requirement of human intervention and verification to be
updated [14].

• Whitelists are designed to hold known safe URLs that have previously been
visited by the user to allow the access only to trusted sites. Whitelists are
efficient in detecting zero-hour phishing attacks. If the list content has no entry
error, a high true positive results are produced (the number of correctly detected
phishing instances). Whitelists however are less commonly implemented than
blacklists due to the possibility of containing error data which may entered by
users. When users are repeatedly prompted to add URLs of visited sites to the
list, over time they will give up and may change to the automatic pattern of
update, or may disable this function [15]. Whitelist content is usually short and
precise since it based on user’s wish of visit (i.e. sites going to visit). Collecting
such predefined data however is a difficult, if not impossible process. In addi-
tion, it is impossible for whitelists to hold “all” trusted URLs across the entire
cyber world [16, 17]. Whitelists can be used however to complement blacklist
and heuristic methods as a first level of verification. Thus, saved URLs have not
to be unnecessarily re-verified and may be mistakenly misclassified [18].

• Heuristics, or Rule-Based method is commonly used to classify a given page
by examining one or more of its characteristics or features. This method may
include visual similarity, using of search engines, and analysing of certain
anomalies found in URLs and pages’ source code [18]. Heuristics can be used

430 M.M. Al-Daeef et al.



either as a solo detection method, or can be combined with blacklist and
whitelist methods. As opposed to blacklist-based tools which need to wait for
list updating time, heuristic-based tools can immediately catch phishing URLs.
Phishers however, still able to bypass this method of detection [14]. Text-based
heuristic solutions for example can be easily tricked by making image-based
instead of text-based phishing pages or URLs. These solutions can also be
tricked by matching text color with background color of the page [15].
Heuristic-based tools suffer from the high false positive rates (the rate of
legitimate instances that incorrectly classified as phishing). In addition,
heuristic-based tools require to be manually adjusted to identify future phishing
tricks [14, 19].

5 Factors Behind the Success of Phishing Attacks

Although there are a lot of numbers of proposed anti-phishing solutions, phishers
however, still able to deceive a big proportional number of Internet users and
bypass implemented defense techniques. To draw clear direction for future
anti-phishing solutions, designers have to clearly identify the factors behind the
success of phishing attacks. Most such factors are highlighted in this section.

• Several anti-phishing methods such as blacklists, whitelists, and heuristics are
widely used to build most of anti-phishing systems. Each of these methods
however, has its limitations that definitely affect the performance and thus,
results’ quality of the systems by which these methods were employed. Because
of that, no solution yet has proved as an optimal, particularly against fresh
(zero-hour) attacks [9]. Hybrid solutions that combine two or more of
anti-phishing methods can improve the results. Hybrid systems however, suffer
the increased complexity and high consumed time and resources [9].

• Some solutions are based on analysing email’s header or content to extract
features that used in classifying emails as either legitimate or phishing.
Researchers in [20] have argued that, classification features in many cases are
arbitrarily selected by authors without evaluating their potential efficiency. As a
consequence, systems based on unevaluated features will eventually produce
inaccurate results. Authors in [21] have proposed an attempt for such evaluation
process.

• Anti-phishing systems fail in most scenarios since phishers still able to bypass
these systems through human unawareness and inattention behavior [3, 8].
Several techniques were designed for example to warn users when they visit
phishing sites. Users in common cases however, do not pay attention to such
warnings [5, 22].

• In email-based phishing scenarios, phishing emails are usually composed in a
way of playing with victims’ psychological factors to instill a sense of urgency
and fear in their minds, and hence, push them to click URLs in phishing emails
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to update login information and avoid their accounts being suspended or ter-
minated [2].

• Naïve users in many cases do not know the nature of phishing websites or even
their existence, and they do not care about websites’ legitimacy [23]. Many
studies have stated that, users’ awareness about phishing is an important defense
line which need to be enhanced [4, 6–8]. Thus, variety of users’ training
methods have been proposed for that purpose.

6 Types of Anti-phishing Client-Side Toolbars

Client-side toolbars are widely used as the last line of defense against phishing
attacks, and they generally fall into two categories, lookup systems and classifier
systems.

• Lookup Systems in most cases are a client-server architecture in which, the
server maintains a blacklist of known fake sites, whereas the client-side toolbar
checks the authenticity of visited site against the content of the blacklist, and
hence warns the user if the checked site poses any threat. To enhance the
performance quality, some of lookup systems employ whitelists method coupled
with blacklists [12].

• Classifier Systems are generally known as heuristics or rule-based techniques
that used to analyze emails’ or pages’ content, and domain registration infor-
mation based on some of phishing characteristics [22, 24]. They are used to
overcome human-caused mistakes and ignorance of phishing situations [3].

• Hybrid systems combine both of lookup and classifier mechanisms to alleviate
the limitations of each mechanism. Such systems are generally used to analyze
the content and domain registration information as a complement mechanism to
black and white lists. In such cases, classifier’s heuristics are only applied to
inspect URLs that not in the black and/or white lists []. eBay toolbar [25] is an
example of hybrid systems.

7 Warning Principles in Client-Side Toolbars

Besides the browser indicators that used to warn users about phishing pages,
client-side toolbars are also implement their own warning techniques. They usually
take some actions and present warning messages at users’ interface when they visit
suspicious sites. Such warning notifications are used to influence users’ behavior
and reactions against phishing attacks [12, 26]. Warning messages that displayed by
security toolbars are generally classified as passive or active warnings. Passive
warnings warn users about the potential risk without interrupting browsing task.
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Active warnings on the other side are designed to interrupt users’ browsing task to
warn them about phishing risk [11].

Passive warnings include, colored icons or tabs that used to indicate the degree
of the risk. SpoofGuard toolbar [27] for example, uses a traffic light that turns
between green, yellow and red colors as the user navigates webpages, and display a
warning message if the user tries to provide sensitive information to a spoof site.
Researchers in many studies have argued that, most of users do not pay enough
attention to warning messages and colored icons that displayed by
anti-phishing toolbars. Thus, such warnings can be easily missed when they are
frequently displayed to users. Users’ behavior of ignorance will raise especially
when they frequently receive false alarms [5, 22].

Warning pop-ups are an example of commonly used active warnings that
implemented by several security toolbars such as SpoofGuard [27] and eBay
Toolbar [25]. Warning pop-ups usually appear at browser centre and block
browsing progress until the user acknowledges them. Pop-ups are likely more
effective than passive warnings, however, they become less effective when they
repeatedly appear. Users over time may tend to either disable or indiscriminately
confirm these pop-ups [22].

To be more effective, warning messages should show users a useful security
information at the right time [22]. To help users in making wise decisions and
correct reactions towards phishing attacks, warning messages should be enough
understood by users rather than just asking them for simple responses of “Ok” or
“Cancel” [28].

8 Examples of Client-Side Toolbars

This section discusses some examples of client-side toolbars based on what
anti-phishing method they implement. A summary of these tools is provided in
Table 1 that shows the limitations of these toolbars from warning principles and
operational points of view.

• Several client-side toolbars were built using the blacklist method. GoldPhish
[15] for example is a content-based tool that uses the optical character recog-
nition OCR technique to read the webpage text. This text then is submitted
to Google search engine to retrieve its ranking result compared to top ranked
domains. Mozilla Firefox’s FirePhish [29] is another example of blacklist-based
tools. It checks visited URLs against a blacklist that downloaded and maintained
by Firefox browser.

• Using whitelists is another anti-phishing method which is rarely used as a solo
method by anti-phishing toolbars. This method is usually used to complement
the blacklist and heuristics methods. In such cases, the tool falls into the cate-
gory of hybrid systems that use a combination of anti-phishing methods.
Examples of such toolbars are given later as hybrid systems.
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• Heuristics based toolbars are widely used to detect phishing attacks.
SpoofGuard toolbar [27] for example, employs a series of heuristics by per-
forming several tests on the domain and URL, the page content, and the images
in visited page to identify it as either phishing or legitimate.

Table 1 Summary of anti-phishing client-side toolbars

Toolbar
name

Warning principle limitations Functionality limitations

GoldPhish • Relies on a passive warning
principle to warn users about
phishing sites

• A web page may do not include
enough text, logos, or images to
verify its domain name

• GoldPhish is limited to read only
English text

• Attacks on Google’s PageRank
algorithm may advance a phishing
site in Google’s search results, thus,
phishing site is provided to
GoldPhish as a valid option

Mozilla
Firefox’s
FirePhish

• Uses a passive warning principle
and display a warning pop-up to
warn users about phishing sites

• Users are promoted to either leave
the site or ignore the pop-up.
Unaware users may simply choose
to ignore the pop-up

• Adds a lock icon in the address bar
to differentiate between HTTP and
HTTPS connections, most users
will not notice that

• Stores only URLs of spoof sites, thus,
ineffective against concocted sites

• Users may turn off or set a long
interval to update the content of
downloaded blacklist

SpoofGuard • Only uses a traffic light and display
a warning message to warn users
about detected phishing sites

• Users are required to adjust some of
its threshold values. It is difficult task
for naïve users

Microsoft
IE phishing
filter

• Uses passive warning messages to
warn users about detected
phishing sites. Users however, are
given a choice to continue with the
site or leave it, unaware users may
simply choose to continue

• Stores only URLs of spoof sites, thus,
ineffective against concocted sites

• Works only on Microsoft Internet
explorer

eBay
Toolbar

• Relies on colored tab to warn
users about phishing sites

• Only applicable for eBay and PayPal
websites, phishing attacks not limited
to only eBay and PayPal

PhishNet • Not mentioned how users are
warned about phishing sites. Thus
it’s assumed that, no new warning
principle was employed

• Generates many variations of each
blacklisted URL

• Many of generated URLs may be
either innocent or not exist

• Generated URLs require increased
bandwidth demands to be checked

• Some threshold values need to be
adjusted in advance
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• Hybrid systems or toolbars employ combinations of anti-phishing methods.
Microsoft IE phishing filter [30] for example, utilizes a client-side whitelist and
a server-side blacklist, and also applies some heuristics if checked URL not
found on the black or white lists. Another example of hybrid systems is the eBay
Toolbar [25] which uses a combination of a content similarity heuristics and
blacklist method to check sites that known to be operated by eBay or PayPal.
PhishNet [31] is another example of hybrid systems. It provides a prediction
method to reduce the limitations of blacklist method. PhishNet combines the
heuristics and blacklist methods in a different way to generate many variations
of each URL found in the blacklist to detect the variations of URLs that may be
produced by phishers.

9 Conclusion

Client-side toolbars are developed using either one or more of anti-phishing
methods that generally include, blacklists, whitelists, and heuristics. Although they
help Internet users in many scenarios, client-side toolbars still unable to provide
a complete protection against phishing attacks, particularly against fresh (zero-hour)
ones. Many of these toolbars have their own functional limitations. In addition, they
have inherited the limitations of implemented anti-phishing methods.
Blacklist-based toolbars for example still unable to detect fresh attacks due to
required time and effort for the list to be updated. Some of toolbars that employ
whitelist method suffer some of functional difficulties. They require the users to
manually add new trusted URLs to their own whitelists to avoid being blocked from
visiting new (not yet added) websites. As a consequence of such annoying process,
users will eventually tend either to disable or skip this function. Many of
heuristic-based toolbars require the users to adjust some of threshold values of the
toolbar, SpoofGuard is an example of such toolbars. This tuning process is not a
simple task, especially for naïve users. Other types of toolbars are dedicated to
protect only a specific group of users. eBay toolbar for example, is designed to
check only websites that operated by eBay or PayPal. Hybrid systems that employ
more than one of anti-phishing methods are suffering increased complexity and
highly consumed time and resources.

In addition, most of anti-phishing toolbars failed in steering users away from
phishing websites due to employed warning approach. Many of toolbars fire alarms
only after users have accessed phishing pages. Users in common cases will simply
ignore such alarms, thus, they become closer to the danger.

This paper has reviewed a number of client-side toolbars based on their theme of
utilized anti-phishing methods and warning principles. This review is important to
put a light spot on the limitations that need more research efforts. Next phase of
research in this area should focus on finding a way to enhance users’ awareness
about phishing phenomenon by implementing methods that tighten security
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concepts with something that users are continually practice. Users’ training is a
promising approach which can be used to complement the functionality of
client-side toolbars since the training and client-side toolbars are both a
user-oriented approaches.
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Quantitative Analysis of Hand Movement
in Badminton

Alvin Jacob, Wan Nurshazwani Wan Zakaria
and Mohd Razali Bin Md Tomari

Abstract This paper focuses on the development of a mobile measurement device
to evaluate the bending and flexion of a Badminton player’s hand. Badminton can
be classified as a fast racket based sports. A human eyes alone is not capable of
capturing all these movements. The usage of high processing optometric system is
expensive and large in size. Thus, this paper proposes development of wearable
measurement device to analyse badminton player’s movements. This project
involves the designing of a wearable sensor system that measure the players
grasping action. A number of flex sensors is attached to a glove to acquire readings
from the movement of the players hand and fingers. Experiments were conducted to
determine the feasibility of each sensor towards the design of the new measurement
device. The experiment results exhibit the capabilities of the bend sensors to pro-
vide accurate information regarding hand and finger movement activity.

Keywords Flex sensor � Monitoring device � Badminton � Flexion � Extension

1 Introduction

Badminton is a fast and dynamic sport that can be classified as one of the fastest
racket sports. It can be characterized by the different type of movement that consist
of hard smashes, short drop and long clears where all this movements force the
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player to act and react in an extremely rapid manner. About 20 % of the attacks
performed during a game are smashes or jump smashes [1]. After 100 years of
vigorous development, badminton has become a very popular sports played
throughout the world [2] and also can be considered the most played game in
Malaysia.

To win a badminton game, the proper use of tactics is an important game
changer. Players need to be aware of the amount of energy they are exerting during
a play to be able to perform well during a game. Scientific studies on tactics,
strategy, or playing patterns of international level badminton are however, very
limited [1]. The purpose of this study is to profile individual badminton player’s
way in grasping the badminton racket and to establish a comprehensive database of
the player’s badminton tactics.

The measurement and evaluation process is necessary for players to be moti-
vated to do better and also very helpful for the coaches to analysis the performance
of their players [3]. The data collected can also be used by the players and coaches
to predict and prevent injuries caused by improper playing technique and fatigue.
Since badminton is considered as a fast sports, it is certain that human eyes alone is
not capable to interpret the fast movement of badminton players.

Generally high dynamics movements are normally analysed with using high
speed optometric systems such as high speed video. However, due to some tech-
nical limitations (e.g. high amount of light) that exists when using this method.
These measurements are often performed in a laboratory setting, which does not
comply well with the real competition or real training conditions [4]. In addition,
the method of using optometric systems can be relatively expensive and requires
high speed equipment to operate.

Miniature sensors allow data collection with a high sample rate and a wide
measuring range when connected to a microcontroller, this is because the light
weight and small size of the sensors will not restrict the performance of the bad-
minton player [5]. Thus, the best method that available to successfully capture the
badminton player’s data while still offering flexibility and keeping the cost low will
be by using wearable sensors. Wearable sensors are being used in many fields to
measure human movement and dynamics, where it can also be used to monitor the
body’s physiological response and also the kinematic aspects of performance. To
monitor this in a natural way, there is a need for integrated sensors to be
straightforward to use, comfortable to wear and wearable [6].

2 Kinematic Model of the Hand

Kinematics is used to describe motion without consideration given to its mass or the
forces acting on it, where a humans motion is projected in three dimensional
position and all points of the body move along parallel path and have the same
velocity and acceleration at any given instance [7]. Athletic movement is based on
flowing dynamic movement rather than static postures, a good athletic posture is
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actually a series of postures associated together to produce an efficient movement
[6]. Sports clothing that are usually close fitting is an ideal method that has been
used to capture the kinematics of an athlete. By obtaining this feedback information
the athlete reinforces body awareness which may help to improve playing
technique.

The human hand skeleton consists of three basic parts, namely phalanges,
metacarpus and wrist. In total the human hand has 27 bones together as shown in
Fig. 1. By this structure, human hand are capable of performing three basic gripping
tasks, namely grasping, holding and squeezing [8]. The skeleton hand is shown in
Fig. 2, can be modelled or represented by 19 links and 24 DOFs corresponding to
the bones and articulations respectively of a human hand as illustrated in Fig. 2 [9].

Each finger such as the index finger, middle finger, ring finger and little finger
except the thumb, can be modelled as a kinematic chain composed of four links and
five DOFs. Three out of the four joints have almost parallel axes, involved in
flexion and extension movements. The thumb is defined by three links and four
DOFs and is much more complex because its movements also strongly involve the
metacarpal bone.

By analysing and studying the parameter used by A.M. Mohd Ali [10] in their
system, it can be determined which link is to be evaluated for the system being
proposed. The smart glove developed by A.M. Mohd Ali consists of 5 flex sensors
measuring the whole length of the finger, since the little finger is less utilised when
grasping the badminton racket this system focuses on the other three finger and the
thumb for the measurement. Further analysis included some video footage of
badminton trainer, Nghia Tran teaching his student from the University of

Fig. 1 Human hand skeleton
[8]
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California on how is a proper racket grip [11]. This videos suggested that the wrist
is an important joint for badminton players and this joint will be mainly analysed
throughout this system since a badminton player uses this joint the most.

3 Hand Movement and Motion Measurement Method

On the basis of previous studies, this paper conducts analysis on the method to read
and analysis the grasping action of a badminton player holding and playing with the
badminton racket. Previous studies done on this subject are however, very limited
as not much focus is given to the hand joint only. Thus methods of measuring the
hand and finger movement has been adopted from other fields like Biomedical
engineering, which range from rehabilitation to the development of prosthetic hand.

A more general idea can be seen where Akhil Mohan designed a sensorized glove
for monitoring hand rehabilitation [12]. In which, a sensorized glove designed using
optical linear encoder (OLE), flex sensor and a 3-axis accelerometer to measure wrist
flexion, finger flexion and forearm movement as well. Furthermore, a sensorized ball
also was constructed using a rubber ball to exercise the hand which is used to
measure the grasp force of stroke patients, by embedding pressure sensors into the
ball. Flex sensor was used to measure the bending of the finger joint (finger flexion
and extension); the sensors property of varying resistance when bent or flexed makes
it suitable to be used in this glove. Op-amp circuit was used to minimize the error
occurred due to the source impedance of flex sensor. This developed system is able
to detect movement of little finger, middle finger, index finger and thumb.

Fig. 2 Kinematic configuration of the human hand [9]
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A.M. Mohd Ali proposes an artificial hand gripper controller which is controlled
by a smart glove utilizing the flex sensor [10]. The aim of this research is to assist
handicap individual in providing them with an enhanced version of prosthetics hand
that can be used in rehabilitation process, which is economical and affordable. They
focused mainly in the control of multi finger grippers with priority on the finger tips
and joint. Controlling a multi finger gripper can be viewed in terms of controlling
an object’s pose and the forces between the object and its environment. For this
they developed a glove using two types of sensors which are flex and flexi-force
sensors. The flex sensor is attached to the back of the smart glove in order to detect
the finger flexion while the flexi force sensor is to measure the force exerted on the
finger tip. From the experiments done, it is said that when the flex sensor is bent
inward resistance value increase significantly as the angle of flex sensor is bend
further. However, when it is bent outward, the resistance value decreased gradually.
These preliminary finding suggest that flex sensor is clearly suitable to be used in
the system that will be developed to detect finger bending angle of a badminton
player by utilizing inward bend of the flex sensor.

3.1 Hardware Configuration

The main purpose of this project is to design and develop a functional and user
friendly device to measure the bending and flexion of the hand and finger of a
badminton player.

Figure 3 shows the overall hardware setup diagram and the operation of this
system is shown in Fig. 4. First, the Flex Sensor by Spectra Symbol [13] is used to
measure the bending and flexion of the players hand and fingers. From the
experiment done in [14] and [15], it is seen that when the flex sensor is bend
inward, resistance value increased significantly as the angle of flex sensor is bend
further. However, when it is bent outward, the resistance value decreased gradually.

Fig. 3 Illustration of the
overall system
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These results from previous works suggest that flex sensor is suitable to detect the
finger bending angle. The output of this flex sensor is analog, to read the sensor; its
variable resistance needs to be converted to variable voltage as this process creates
electronic noise, a simple RC filter is used the smooth out the output.

Secondly is the microcontroller, Arduino Uno which performs the recording and
measuring activity of the flex sensor. Since this system needs to be user friendly and
easy to use, keeping in mind of this reason the Arduino Uno, which is an inex-
pensive and less hassle microcontroller, is chosen rather than the usual PIC. To use
PIC microcontroller, one have to decide types of board, circuitry, language, com-
piler for the language, hardware programmer and etc. Arduino provides a complete,
flexible, easy-to-use hardware and software platform that is widely used by artists,
designers and even hobbyists [14]. It contains everything needed to support and
simplify the usage of this microcontroller; simply connect it to a computer with a
USB cable or power it with an AC to-DC adapter or battery to get started [16].

Lastly is the notebook which displays the recorded data to be analysed. The
processed data from the microcontroller will be transmitted to a notebook via a
USB cable to display the bending angle of the player’s fingers.

3.2 Data Acquisition

Arduino software is free and open source which includes full development envi-
ronment that can be easily downloaded from the internet. Arduino is programmed
in C/C++ language where the IDE (Integrated Development Environment) is used
to write sketches containing program code, to be uploaded into Arduino [15]. The
process of getting the players data is a continuous process and loops itself to
process the data. The data acquisition flow chart is shown in Fig. 5.

First step will be to set up the serial transmission speed and to set input/output
for the microcontroller. Second will be to read the analog value from the pin where
the Flex Sensor is connected. A delay of 20 ms is implemented to allow the
microcontroller to stabilize.

Flex Sensor 
Arduino Uno as

Data acquisition (DAQ)
USB Connection

Data analysis 
performed on 

notebook

Data displayed 
on notebook 

Fig. 4 Flow diagram of the proposed system
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Third process will be where the microcontroller performs Analog-to-Digital
conversion of the data received from the sensor devices. After the data is converted
into digital form next will be to map the obtained analog values into the angular
value. This is done using the Arduino map library. Lastly, is to transmit the data
obtained from the player to a notebook where data processing will take place to
interpret all this data and display it to the player and coach.

4 Flex Sensor Characteristics Test Procedure

To test the flex sensor characteristic, three different test methods were carried out. In
this first experiment, the sensor characteristics are verified manually by using a
multi-meter to monitor the resistance value changes as the flex sensor is bent
forward. After examining the results from previous studies [10], it can be said that

START

Initialise

Read 
Analog 
Signal 

Perform Analog-
to-digital 

Conversion 

Map Sensor 
Value To Angle 

Value 

Delay

Transmit 
Data To 

Notebook 

Fig. 5 Data acquisition flow
chart
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the more the sensor is bent (from 0° to 160°), the higher the resistance value
increases. Next, is to determine the analog voltage value for the flex sensor resis-
tance at certain angle: 0°, 45°, 90°, 135° and 160°. These angles are chosen because
they represent the finger bending states when a player is grasping the racket.

The second test is reliability test in which the flex sensor is connected to RC
Filter, using a 10 KΩ resistor and a 0.1uF capacitor. Besides smoothing out any
unwanted noise, the RC filter also convert the resistance to voltage value for further
analysis.

The third test is the condition in which the Arduino microcontroller is used to
collect the flex sensor data and subsequently convert the voltage value obtained
from previous test to and angular value. The Arduino microcontroller will perform
the Analog to Digital conversion and calculate the output angle for the input
voltage. The results for each test will be described later in this paper.

4.1 Flex Sensor Test Results

From the experiments conducted, resistance value for the flex sensor (which range
10–50 KΩ) can be plotted as shown on Table 1, for this test a total of 5 samples
were taken and the mean value is calculated. The mean of the reading taken for the
thumb, index finger and the middle finger is plotted into a graph to investigate the
error in the reading taken for the sensors as shown in Fig. 6. Noted that the thumb
can only be measured until 110°.

As the second experiment was conducted, resistance value for the flex sensor is
converted to voltage and plotted against angle in Fig. 7. For each test 5 samples
were taken and the mean of the samples is plotted into a graph to investigate the
error in the reading taken for the sensors.

The experiment shows that when flex sensor is bend inward, resistance value
increases as the angle of flex sensor increases. However, when the sensor it is bent
outward, the resistance value decreased gradually and steadily.

Table 1 Resistance value for
flex sensor

Finger Resistance value for angle (KΩ)

0° 45° 90° 110° 135° 160°

Middle 10.60 13.20 18.60 – 24.40 32.78

Index 9.16 13.60 19.20 – 27.10 33.45

Thumb 9.50 12.04 16.40 19.80 – –
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5 Conclusion

The proposed system was tested and we found that the data refining is essential
before it can be integrated to the glove worn by the player. The flex sensors were
able to detect finger flexion/bending, but the output deteriorates from the maximum
value measured when it is kept in the flexed position (e.g. hand fully closed) and
has to be ruled out. A miniature RC circuit or the usage of op-amps for better

Fig. 6 Measured resistance against measured angle

Fig. 7 The graph of output voltage against measured angle
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accuracy and reliability is on the design phase and has to be tested. The evaluation
in first real hardware experiment shows a reliable performance and the capability of
flex sensor to follow the bending of hand finger is quite accurate.
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A Proposed Strategy for Secure
and Trusted Environment
in e-Government

Tri Kuntoro Priyambodo and Yudi Prayudi

Abstract The Internet as a primary means of the implementation of e-Government
is an insecure channel and can provide a loophole, which allows the emergence of
various types of threat and vulnerability. This becomes an obstacle in the efforts to
increase the participation of the community and gives impacts in decreasing the
trust in the system. Therefore, a strategy that involves technological as well as
conceptual aspects needs to be carried to realize a secure and trusted environment
on e-government. This paper gives an overview of the strategy based on security
and trust in one comprehensive solution that can be applied to achieve the goal
through the integration of five components, namely: security and standard, security
policy, trusted computing, defense-in-depth strategy and human factor. Through
this paper then all parties involved in e-government may reconsider a strategy that
has been set up to give attention to the issue of secure and trust in the imple-
mentation of e-government system.

1 Introduction

E-government is the form of implementation of public services based on the uti-
lization of information and communication technologies. When the implementation
of e-government is run properly, there will be some benefits obtained. However,
there are also a number of obstacles and challenges in the implementation of
e-government. In this case, according to [1], there are 9 factors which generally
become the constraints and challenges in the implementation of e-government; one
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of which is a problem of security and privacy. The key factors in e-government is a
security system. This is a consequence of the use of the Internet as the main
medium in e-government in which the Internet itself is very susceptible to threats
and vulnerability. The Internet is an insecure channel. The Internet as a public
channel is the most effective medium that can be used to reach out all walks of life.
Therefore, technically a system must have a good security standard, so that threat
and vulnerability issues on e-government can be prevented.

It is in line with the opinion of Stephen Smith and Rodger Jamieson in [2] that
the key factors in e-government is a security system. This is a consequence of the
use of the Internet as the main medium in e-government in which the Internet itself
is very susceptible to threats and vulnerability. Regarding this issue, [2, 3]
specifically have discussed a wide range of potential vulnerability that is often
found in the implementation of e-government.

This is in line with the new trend of the Internet architecture, known as infor-
mation centric networking (ICN), which is an Internet architecture that is
content-focused networking paradigm rather than host-to-host communication.
According [4], ICN architecture secures the contents itself instead of securing the
communication links. Although the future ICN concept would be more appropriate
in the interest of securing information within the scope of e-government, but in the
discussion of this paper is to use the security paradigm host to host.

In addition to security issues, the other important thing to note in the imple-
mentation of e-government is building the trust to the system, so that it will enhance
public participation in utilizing all of the services provided in e-government,
including the transaction of confidential data. Hassan [5] argue that in a society,
trust is a basic requirement of the technology adoption process. Users tend to avoid
using a particular technology in a perceived lack of concern when the demand for
security in the technology is not met. The lack of participation of the citizens in
employing e-government system is because of lack of trust towards the
e-government system. Nevertheless, the data from Security Document [6],
e-government services in the future are used for the benefit of healthcare claims, to
vote or sign a digital transaction, pay taxes or services, where the digital identity
will become ever more significant, for that reasons, the trust in e-government
environment becomes a determinant of the success of the system. Also, [7] reveal
that trust makes citizens comfortable when sharing personal information, making
online government transactions, and acting on e-government advices.

According to [8], trust is not just merely received from a document that contains
claims of guarantee given by e-government service providers, but must also be
proven and verified by a third party. In this regard, Ideler [9] mentioned that the
main problem for increasing the participation of users of information service is the
way to make the degree of trust reach an acceptable level. The existence of a
number of threats and vulnerabilities on e-government system certainly will lower
the degree of trust from the society to the e-government system. In principle,
citizens expected high-quality e-government services and full access to information
with a possible security and trusted system that can be offered. Hence, a strategy to
build an e-government environment which is secure and trusted is demanded, so
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that the function and goals of e-government can be achieved through maximum
participation from citizens to take advantage of all available e-government services.

Issues about security and trust environment for e-government have not been
much discussed by previous researchers. Initial researches are focused more on the
security issue. According to [7], most of the existing publications on trust in
e-government focus on technical perspectives such as PKI. The author himself has
previously been doing research about information security strategy on
e-government based mobile device [10]. The result is a solution to information
security strategy to keep a balance between security and convenience, namely:
selection of data and services, appropriate policy, adoption of technology and
human education aspect. The review is limited only to a number of issues about
security in mobile eGovernment. For this reason, to extend the previous study, a
broader study is conducted regarding the issue of secure and trusted environment on
e-government.

2 Vulnerability, Secure and Trusted Issue

According to [11], services provided by e-government to citizens, enterprise, a
public officer, government administration and agencies via the Internet and mobile
connections are vulnerable to a variety of threats. Meanwhile, [12] argues that
vulnerability refers to flaws or weaknesses in system security procedures, design,
implementation, and internal controls that could be exploited by threat-sources.
Once exploited, it could result in a security breach, consequently causing harm to
e-government information assets and services. The assets must be protected to
ensure secure e-government include client computers, the messages traveling on the
communication channel, and the Web and e-government servers—including any
hardware attached to the servers [4].

In any system, including the system of e-government, it is known there are four
main regions of threat in any given system: programs, peripherals, communications,
input and output. According to Ali (2007) in [13], there are many factors that trigger
the occurrence of vulnerability. Among those factors are Technical and
Technology, Human, Social, Political factors of the Countries, Economic, and
Networking.

According to [3], e-commerce is one example of the application of a good
security system. However, the use of The Public Key Infrastructure (PKI) that is
applies to e-commerce is not fully applicable within the scope of e-government
without a thorough analysis of what the new trust model should be. The trust
calculation for commerce is based on monetary issues, while government solutions
involve important infrastructure, society, and privacy issues.

Trust is part of humanity and social interaction. There are a lot of principles and
definitions of trust. In this case [10] has made a list of definitions of trust from a
number of sources. While according to [7], trust is defined as an individual’s belief
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or expectation that another party (e-government) will perform a particular action
important to trustor in the absence of trustor’s control over trustee’s performance.

Furthermore, Santos [14], adds that the solutions to improve trust is through two
aspects, namely:

• Enforcing the security properties required by the users, that is to provide pro-
tection against data users, as well as security of the computing platforms used.

• Giving users guarantees that the desired security properties are being enforced.
Considering users are not directly involved in the control process of security and
do not know how power computing platforms are used, the users need to be
given guarantees that the infrastructure being run is completely safe. In this case,
the guarantees that can be given are through trusted computing hardware and
trusted certifier that is offline.

Meanwhile according to [15], a system is categorized as a trust if it meets three
criteria, namely:

• Protected capabilities, the presence of a set of orders having exclusive per-
mission to access a specific location where sensitive data are stored or a location
where a particular activity can be run.

• Integrity measurement, the existence of metrics from the platform characteristics
that contain things affecting the integrity of the platform.

• Integrity reporting serves as informing the specific storage location of integrity
measurements as well as providing a legal authentication from the stored value
based on trusted platform identities.

Trust in the government agency has a strong impact on the adoption of a
technology. Colesca [10] reveals that a high level of trust in the government’s
ability, motivation and commitment to the e-government programs coupled with a
high level of trust on enabling technologies leads to a synergy between the gov-
ernment and citizens. In addition, [13] mention that in an e-government system,
trusting believes an e-government website will act responsibly when a citizen visits
or transacts with it. The existence of threat and vulnerability especially malware
would be a factor that can eliminate trust from the system.

3 A Proposed Strategy

To make information available to those who need it and who can be trusted with it,
a robust defense requires a flexible strategy that allows adaptation to the changing
environment, well-defined policies and procedures, the use of robust tools, and
constant vigilance. Thus, it is helpful to begin a security improvement program by
determining the current state of security at the site.

A number of researchers have proposed some solutions to address the problem
of security and trust in e-government. Among the researchers are [16] who give a
strategy solution to strengthen security through security policy, security practices,
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security procedure and security technology. Other solutions are delivered by [7] that
trust on e-government is built by employing nine theoretical constructs that
delineate the concept of citizens’ trust in e-government. While [10] has conducted
research on identifying the relation between trust and e-government services, as
well as the main factors affecting the attitude of trust in e-government. In this case,
the research findings indicated that citizen’s higher perception of technological and
organizational trustworthiness, the quality and usefulness of e-government services,
the Internet experience and propensity to trust, directly enhanced the trust in
e-government. Age and privacy concerns have a negative influence on trust. The
other study about trust in e-government was done by [13] who examined the extent
to which the effect of information quality, system quality and service quality
contribute to building trust towards e-government system.

Unfortunately, those studies did not address the issue of security and trust in one
comprehensive solution. The studies also did not include how to improve the
strategy and realize a secure and trusted environment in e-government. A strategy is
important because it will give an idea of how the unity in point of view and
components can be arranged from the beginning or gradually so that the require-
ments of a secure and trusted environment can be met. The strategy will also
provide an overview of the linkages between components that affect the attainment
of the goal expected.

To realize a secure and trusted environment, several approaches from a variety of
viewpoints need to be adopted. In the previous research, [11] have discussed
specifically the security aspect with a mobile apps-based solution. Using the base of
the proposed model on the research, this study proposes the inclusion of five
components as a strategy to realize a secure and trusted environment on
eGovernment. The five components are security standard, security model and trust
management, defense strategy, trusted computing and human factor. An explana-
tion of the five components is given in the following description.

3.1 Security and Trust Standard

Standard is the highest level of policy that shows transparency to the public that all
the processes carried out in an institution have been in accordance with the pro-
visions. Security standard features a high-level concept. According to [17], ideally
every institution has a policy as the guideline to communicate their goal that
contains a set of basic principles to be a reference for technical and operational
levels. Policy will provide an overview of culture and value built into the institu-
tion. Although policy is solely a guideline, given the development of a more
advanced technology as well as feedback from the operational experiences and
practices on a daily basis, the policy must also be responsive to follow such
developments.

Security and trust standard that can be applied in e-government is using the
approach of Information Security Governance, that is governance of
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organizations/institutions that provides a guiding strategy, ensures that the goal of
the company is attained, manages risk, utilizes resources of the organization
responsibly, and oversees the success or failure of security programs.

3.2 Security Policy, Model and Trust System

A secure environment is strongly influenced by the application of security policy,
security model as well as trust management system.

• Security Policy. According to [18], security policy is a statement that clearly
specifies what should and what should not be in the field of security. In the
lower level, security policy will contain a set of policies regarding authorization
and secure states. In general, security policy is a set of statements and
requirements of system behavior that will ensure the realization of a secure
system. Meanwhile, [19] stated that in the coverage of law enforcement, security
policy must also include policies about confidentiality of classified data. In this
case, all classified data/information should be protected and only users with a
certain level who have the right to access such data and information. In addition,
there must be rules and obligations that bind users who utilize the classified data.

• Security Model is an abstraction that provides a conceptual language that will
be used by the administrator to implement the security policy. Security model
will define the hierarchy of access or modification of rights that can be owned by
users from the institution.

• Trust Management System is a framework to determine whether the security
policy expressed through logic and abstraction as well as implemented through
programming or system setting has completely complied with the policy that
should be followed. Trust management system is applied to policy language and
compliance checker.

According to [20], for a simple environment, the use of several security models
are adequate. For future development, [20] predicts that a security model will be
increasingly complex, and the approaches that can be done as solutions are
Application-Centric Access Control Models and Technology-Centric Access
Control Models. Even according to [6], additionally the issue security and conve-
nience will be more balanced, one of which is through applying the concept of a
context-aware authentication.

3.3 Defense-In-Depth Strategy

Based on the idea of [4], a common security system is currently designed and
developed based on Defense-In-Depth (DID) model. The system refers to the
unification of management and technology used. This model differs from the
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layered defense that has only one layer of defense to cope with all threats. The
implementation of security system is divided into three classifications i.e. preven-
tion technologies in order to protect the system from any intruder and threat at the
level of system or storage, detection technology to detect and track the condition of
information system when running abnormal or other interruptions in the network or
system and an integrated technology that is to integrate important functions for
information security of core assets, such as prediction, detection and tracking
interruptions. Applying defense-in-depth strategy technically becomes the standard
solution in a secure and trusted environment.

3.4 Trusted Computing

Currently, an infrastructure security solution uses software-based approach. In fact,
software based approach to handling security still brings a number of gaps for
certain parties [21]. One of the problems encountered is the inability of the software
to do preventive actions when apparently the attacker performs assault directly on
the hardware. If this approach is done, it will cause changes in the integrity or even
modification on the security application itself. If the endpoint/client is connected in
an open system, such as the Internet, it is very difficult to determine the security
level of endpoint/client, when only relying on the software based security mecha-
nism. One drawback of software is, when there is an increase in security level; it
will decrease the comfort and ease in using the computer. The vendors of the
software have been aware of it.

Trusted computing is selected as the hardware component to support the strategy
to build secure and trusted environment. Trusted computing can also provide
solutions regarding the authenticity and integrity through the ability to perform
verification toward an infrastructure platform. One of the modules from the trusted
computing is trusted platform module (TPM), which becomes one of the keys to the
application of trusted computing. According to [22], Germany’s government is the
one that has a high commitment to implement trusted computing in a variety of
strategic infrastructures owned by the government.

3.5 Human Factor

In any environment, there is a human between internal and external system.
Nikolakopoulos [23] calls it as linking the human factor. Human factor contributes
to the emergence of vulnerability that causes the decline in security of an envi-
ronment. Human error, bad behavior in interacting with the system, a low level of
skill, knowledge and education open the possibility for human factor vulnerability.
That is why Mitnick and Simon (2002) in [24] mention that “humans are the
weakest connection in information security”. Unfortunately, all attempts conducted
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by any institution to increase security are concentrated on the hardware and soft-
ware rather than on peopleware. Therefore, there must be a mechanism in the
institution to focus on the handling of peopleware as unity in the attempts to
increase security and trust from the environment. In this case, [25] mention the
efforts to improve security must be followed by increasing feedback from the
human factor. The feedback is obtained through various methods, such as through
modeling to determine the characteristics of human factor in a security system.

According to [26], a human factor will form a group and eventually become the
organization’s culture. Therefore, human factor in security issue is a complex and
dynamic issue because it could be related to various aspects of human. However, all
scholars agree that in any security system, a human factor remains as a crucial
part. Even according to [25] in the field of security, all technology based solutions
can be easily designed and implemented, but not for a solution to the human factor.

The five components are proposed as one unified strategy to realize a secure and
trusted environment on e-government. The relationship between those five com-
ponents is illustrated in Fig. 1.

4 Discussion

One of the illustrations of security solution for e-government is a secure
e-government architecture proposed by [27]. Another solution is given by [12] in
the form of a framework for securing e-government services that integrate IT
security services into e-government maturity models. In this regard, the proposed
framework addresses both the quantity of offered e-government services and the
quality of security services by aligning strategic objectives between e-government
services and security services.

Fig. 1 This image is an illustration of how the relationship of five components as a proposed
strategy for secure and trusted environment in e-government
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Both alternative solutions are more likely as a technological framework that
becomes the basic architecture of e-government system. Whereas, Maria Wimmer
and Bianca von Bredow in [2] reveal that security aspects on e-government do not
solely concern with technical aspects. In this case, e-government must be estab-
lished from a non-technical viewpoint as well. That is why, this paper proposes a
more comprehensive concept as a solution to provide secure and trust through the
incorporation of technical and nontechnical aspects. Solution and discussion
regarding trust in an e-government focus more on the user’s perspective toward
trust in the e-government system as done by [2, 7].

In this paper, we proposed the strategy for secure and trust environment for
e-government that contains five components. An explanation of the reasons why the
five components were selected have been given at previous sub section. From the
explanation, it can be understood why the fifth component is the most crucial thing
to be able to realize the concept of security and trust in e-government.

Among those five components, the two components, which are
technology-based, are trusted computing and defense-in-depth strategy while the
other three components are conceptually based, namely standard, security policy,
and human factor. The five components of the strategy proposed in this paper are
only recommendation. Ideally, those strategy components can be implemented to
realize the concept of a secure and trusted environment in e-government. However,
if all the components are not met, there must be at least one of the technology-based
components and conceptually based components, which can be implemented.
Components of a defense-in-depth strategy and human factor are recommended as a
strategy to satisfy at least the minimum level of secure and trusted environment of
e-government.

To be able to implement a strategy that is proposed in this paper, the steps that
can be performed are:

• Conduct a review of the e-government strategy, whether the five components
that proposed in this paper has been part of the strategy. If it hasn’t, then it is
recommended to refine the strategy to include components that are proposed in
this paper.

• A strategy must be a unity between policy makers and implementers. The issue
of secure and trust on e-government should be a shared concern among policy
makers and implementers. For that, there needs to be a forum to deliver an
update on the issue and the technology to improve the concern for security and
trust on e-government.

5 Conclusion and Future Research

The Internet as the main medium for the implementation of e-government turns out
to have a number of threats and vulnerability. It is becoming an obstacle for the
implementation of e-government especially in terms of public participation. One of
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the solutions is to set up a secure and trusted environment on e-government system
in order to increase the adoption of a technology toward the synergy between the
government and citizens through e-government services.

The solution proposed in this paper is the development of the concept of secure
e-government proposed earlier by [11] with the extension of trusted environment
issue. The proposed strategy contains five components, namely: standard, security
policy, trusted computing, defense-in-depth strategy as well as a human factor. The
five components of the strategy proposed in this paper are for a recommendation.
Principally, those strategy components must be implemented to realize the concept
of a secure and trusted environment in e-government. However, if all of those
components cannot be met, their have to be at least one of the hardware/software
based components and conceptually based components that can be realized.
Components of defense strategy and human factor are recommended as a strategy to
achieve the minimum level of secure and trusted environment of e-government.

The description in this paper is still in the high conceptual level. To determine
whether the proposed strategy has met the expectations for a secure and trust
environment of e-government, there must be further researches up to the imple-
mentation level. Each strategy component proposed in this paper requires further
study on the low-level aspects of implementation.
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Microcontroller-Implemented Artificial
Neural Network
for Electrooculography-Based Wearable
Drowsiness Detection System

Keith Marlon R. Tabal, Felicito S. Caluyo
and Joseph Bryan G. Ibarra

Abstract Various methods have been explored to develop an effective drowsiness
detection system to give drivers a warning of impending drowsiness. The present
work has successfully developed an electrooculagraphy-based wearable drowsiness
detection system in the form of a visor cap by implementing an artificial neural
network (ANN) into an Arduino LilyPadUSB microcontroller. As a result, a
stand-alone and wearable system that does not require a computer was achieved.
The performance of the system for drowsiness detection has an overall accuracy of
90.00 %, precision of 88.00 %, sensitivity of 91.67 % and a training mean squared
error (MSE) of 2.70 × 10−3.

Keywords Artificial neural network � Electrooculography � Drowsiness
detection � Microcontroller implementation

1 Introduction

For many years, drowsiness has been associated with vehicular accidents and fatal
crashes. Drowsiness, which is linked with fatigue tend to reduce reaction time,
vigilance and attentiveness of a person resulting in poor performance on
attention-based activities [1, 2]. If the person happened to be a driver, the occurrence
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of drowsiness while driving may lead to a road accident resulting in damage to
properties or worse, may cause the loss of lives.

Various methods using physiological signal analysis such as electroen-
cephalography (EEG) and electrooculography (EOG) along with different classifi-
cation algorithms have been used to develop effective drowsiness detection systems
(DDS). For example, a real-time EEG-based DDS was constructed using a novel
six-channel electrode system, a digital signal processing chip and a separate con-
troller chip for the drowsiness detection [3]. Another study employed one-channel
sensor incorporated in a headband harness on a DDS [4]. The signals acquired by
the hardware were sent via Bluetooth to a computer where MATLAB was used to
detect drowsiness. In a similar context, an EEG-based DDS was also developed by
employing a fast ICA-based detection algorithm [5]. On the other hand, an
EOG-based DDS was used as an alternative to video-based systems in detecting eye
activities caused by drowsiness [6]. In a separate study using EOG, eye movements
of drivers were observed using a moving-base driving simulator to assess driver
drowsiness. A device called ActiCapTM was used to measure EOG signals while an
adaptive detection approach was used simultaneously to detect not only eye blinks,
but also other driving-relevant eye movements [7]. Another EOG-based drowsiness
detection method was proposed using convolutional neural network (CNN) [8].
They used a linear dynamic system to smoothen the EOG signals recorded by the
NeuroScanTM system before being fed to the CNN for drowsiness classification.
Hybrid systems have also been developed to detect drowsiness. These include a
portable wireless device capable of detecting drowsiness in real-time using a
combination of EEG and EOG. The signals from the forehead, acquired by silver
fabrics installed in a headband, are transmitted using XBee® into a stand-alone
microcontroller for analysis [9]. In addition, a similar system for vehicle drivers was
also studied using an algorithm based on time duration measurements between
blink behaviors. However, the processing of the signal is performed using a signal
processing tool kit in MATLAB [10].

The above-mentioned studies are only some of the many methods attempted by
researchers to develop effective drowsiness detection systems. However, the
development of wearable and stand-alone systems that does not require a computer
or other external devices for detecting signs of drowsiness were not explored and
thus remained a major challenge in the field of accident prevention systems. To
address this problem, an EOG-based drowsiness detection system in the form of a
visor cap was explored in the present study by implementing an artificial neural
network (ANN) in a microcontroller to achieve a wearable and stand-alone
drowsiness detection system. The ANN was trained to classify signs of drowsiness
through blink duration patterns acquired from a test subject. Moreover, this study
aimed to benefit workers who have long working hours such as long distance
drivers and machine operators by warning them of an impending drowsiness
through an alarm system.
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2 Methodology

2.1 Hardware Design

The design of the hardware was based on the block diagram as shown in Fig. 1.
Four (4) silver/silver-chloride (Ag/Ag-Cl) electrodes were used as bio-potential
sensors and an instrumentation amplifier with built-in filters was constructed using
a single quad operational amplifier [11]. A TLC1079 micropower precision oper-
ational amplifier was used because of its minimum supply voltage of 1.4 V, suitable
for battery operated applications. The first stage of the amplifier composed of two
(2) op-amps is configured as a high-pass filter with cut-off frequency at 0.8 Hz and a
voltage gain of 51. The second stage is a combined difference amplifier and
low-pass filter with a cut-off frequency at 36.17 Hz and a voltage gain of 83.33.
Compared to the suggested and most commonly used range of 5000–7000 [12], the
overall gain of the amplifier is only about 4250.

The actual printed circuit board (PCB) implementation of the signal conditioning
circuit (Instrumentation Amplifier and Filters) is shown in Fig. 2 along with the rest
of the hardware components. It has a dimension of 3.90 cm by 2.60 cm.
Combinations of through-hole and surface mount devices (SMD) were used to
achieve a compact design that would fit in the interior of the visor cap.

For the main controller, a LilyPadUSB Arduino based on the ATmega32u4 was
used because of its 32 KB flash memory, enough to hold the artificial neural
network designed for the present application. Moreover, the LilyPadUSB is com-
monly used for wearable technologies because it can be sown into a fabric. The
board contains a MCP73831 Lithium Polymer (LiPo) battery charging chip, making
it ideal for portable battery operated applications.

The alarm system is composed of a piezoelectric disk beeper and a micromotor
vibrator which is commonly found in cellular phones. The piezoelectric disk beeper
and vibrator are connected to pins 3 and 9 of the microcontroller, respectively.

Fig. 1 Block diagram of the drowsiness detection system
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2.2 Electrode Placement Setup Selection

In order to determine the best electrodes setup, each of the following configurations
in Fig. 3 were tested to acquire EOG signals for comparison. The first setup is
shown in Fig. 3a where the first electrode which serves as a ground is placed at the
center of the forehead; a second electrode is placed above the left eye; and a third
electrode is placed below the left eye. The second electrode setup as shown in
Fig. 3b has an additional electrode which is placed at the upper right corner of the
forehead. This electrode is connected to the reference used by the instrumentation
amplifier. The last electrode setup as shown in Fig. 3c is similar to the second
electrode setup except for the interchanged ground and reference electrodes.

ground 
electrode

upper 
electrode

bottom 
electrode

ground 
electrode

upper 
electrode

bottom 
electrode

reference 
electrode

upper 
electrode

bottom 
electrode

ground 
electrode

reference 
electrode

(a) (b) (c)

Fig. 3 Electrodes setup

Fig. 2 Actual hardware implementation
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When the first electrode setup was tested, traces of noise appeared in the signal.
The solution used in eliminating the noise was the implementation of moving
averages of the signal.

Two separate signals taken without the moving average and with an imple-
mented moving average is shown in Fig. 4. Significant reduction of noise is evident
in the signal acquired when an MA was implemented. The MA was therefore
implemented in signal acquisition using all three (3) electrode placement setup.

Figure 5 shows a pair of blink signals acquired from the three (3) electrode
placement setup. For the first electrode setup, a peak-to-peak voltage (VPP) of
1.14 V with a baseline at approximately 1.56 V is acquired. The second electrode
setup acquired a VPP of 1.8 V with a baseline at approximately 1.27 V. The third
and last electrode setup acquired a VPP of 1.07 V with a baseline at approximately
1.4 V.

Fig. 4 Noise reduction using moving average (MA)

Fig. 5 Blink signals from the three (3) electrode placement setup
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The factors from which the best electrode setup was based were the VPP and
baseline voltage produced by each configuration. Considering the blink signals pro-
duced by each electrode setup, the 2nd configuration provided the most pronounced
characteristic because of its high VPP and low baseline which were a must for the
current application. These characteristics, reduces the possibilities of false blink
detections due to the subjects head movements and other facial muscle artifacts. The
actual implementation of the electrode setup in the visor cap is shown in Fig. 6.

2.3 EOG Data Acquisition

The EOG data acquisition was performed using a visor cap-to-computer setup. In
this process, a USB cable was used to connect the cap into the computer. To
identify a blink signal, Eq. 1 was employed to detect if the amplitude (x) of the
EOG signal exceeds the 1.60 V threshold voltage.

f ðxÞ ¼ 1; x[ 1:60V
0; x� 1:60V

�

ð1Þ

To collect EOG signals, the user performs a series of normal blinks and mimics
the eye blink behavior of a drowsy person by slowly closing and opening the eyes
[13, 14]. Figure 7 shows two overlapped blinks during a 700 ms window. Notice
that the normal blink has a very short duration pattern compared with a drowsy
blink signal.

For every blink signal detected, five (5) raw EOG samples were collected with
50 ms interval and were digitized by the analog-to-digital converter (ADC) module
of the microcontroller. The raw data acquired from the ADC ranges between 0 for
0 V to 1023 for 3.3 V representing a 10-bit ADC resolution. One hundred thirty
(130) batches of EOG data were collected for the training datasets.

Fig. 6 Actual Electrode Setup Implementation (a) interior view (b) the visor cap
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2.4 ANN Network Design

A feed-forward neural network with one hidden layer was used in the system. It is
composed of five (5) inputs, five (5) hidden neurons and one (1) output neuron. The
five (5) inputs correspond to the 5 EOG samples. Each neuron implements sigmoid
function for activation. Biases were also included in each neuron resulting to thirty
six (36) weights. The design of the ANN from which the microcontroller imple-
mentation and training program was based on is shown in Fig. 8.

After the ANN was created, the network was trained using back-propagation
algorithm (BPA) [15]. The neural network was trained using a supervised learning
where the inputs along with its corresponding output are embedded in an array form
in the program. Batch mode was also implemented in the training where the
adjustments of weights were made on an epoch-by-epoch basis. Each epoch
consists of the entire set of training examples.

2.5 Neural Network Training Using BPA

The network training was done by creating an m file in MATLAB. The program
was a straight-forward implementation of the standard equations for back-
propagation algorithm. In the m file, separate arrays for the input and output
training datasets were initialized along with the random values for weights. The
learning rate (α) and iterations were set at 0.7 and 250, respectively.

For each hidden neuron, the sum of the product inputs and their corresponding
weights were computed using Eq. 2 were x ′i is the weighted sum, xi is the input, wik

is the weight of the input of the neuron (k) and n = 5 is the number of inputs in the
network.

Fig. 7 ANN Architecture

Microcontroller-Implemented Artificial Neural Network … 467



x0i ¼
Xn

i¼0

xiwik ð2Þ

The weighted sum has a total of six (6) inputs because of the additional biases in each
neuron.

After x ′i was computed, the result was passed on to the sigmoid activation
function using Eq. 3. This function provides a smooth transition between inputs
because of its curvilinear behavior [16]. It also constricts the values between 0 to 1.

yi ¼ 1

1þ e�x0i
ð3Þ

Equations (2) and (3) were repeated for the output neuron except that the inputs used
were the results of the activation function (yi) of the hidden neurons. The next step
was to compute for the error gradient on the output neuron using the Perceptron
Delta Rule which was mathematically expressed in Eq. 4, where δO referred to the
error gradient, y is the activation function of the output and y ′ as the desired output.

Fig. 8 ANN Architecture
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dO ¼ yð1� yÞðy0 � yÞ ð4Þ

To determine the error gradient (δk) of each hidden neuron, the computed δO was
propagated back to the hidden layer using Eq. 5, where wiO were the weights of the
activation functions (yi) of each hidden neurons.

dk ¼ yið1� yiÞdOwiO ð5Þ

Upon determining the error gradient of each neuron in the network, they were
used to update the weights. This was done using Eq. 6, where wik referred to the
original weight of input i on neuron k, α is the learning rate, and δk was the error
gradient of hidden neuron k.

wik ¼ wik þ awikdk ð6Þ

2.6 Microcontroller Implementation

The program for the drowsiness detection system was written using the Arduino
Integrated Development Environment (IDE). The weights and biases produced
during the training of the neural network is shown on Table 1, where the cell at
which the columns (Wi) intersects with the rows (k) represents the weights (wik)
shown in Fig. 7. These weights and biases were permanently assigned to their
corresponding variables in the program where Eqs. 2 and 3 were employed.

The program includes the EOG data acquisition through the ADC module of the
microcontroller. A moving average is performed on the acquired signals. The result
of the process is polled to regularly check if it exceeds the blink threshold. When a
blink signal is detected, the microcontroller starts to save the next five (5) EOG
samples in an interval of 50 ms per sample. These samples would now be fed to the
artificial neural network for blink signal classification. When the blink signal is
classified by the neural network as a drowsy signal, the piezoelectric disk beeper
and the vibrator would be activated for a duration of one (1) second.

Table 1 Weights and biases

Neuron (k) W0 W1 W2 W3 W4 W5

0 1.3336 1.4461 −2.8720 −5.5188 14.0919 −2.7838

1 1.6792 −1.1447 0.0315 0.0329 −0.6078 −0.1028

2 0.1832 1.4266 1.8759 0.9566 1.0933 0.5970

3 −6.4900 −2.2150 −2.2792 −2.2295 −1.9414 −1.0666

4 27.0604 8.7401 9.6387 10.1908 8.5782 9.7013

5 −2.1513 −2.2658 −1.7050 −1.5543 −1.7032 −1.2856
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The program has a total of 10.302 KB binary sketch size. At this stage, the
microcontroller could now function on its own without the help of a computer. The
microcontroller could process every blink signal that is fed into it.

2.7 Drowsiness Detection System Testing

After the ANN was uploaded into the microcontroller, the system was tested for
detecting normal and drowsy blinks. A test subject wore the visor cap and was
asked to perform a series of blinks for preliminary testing. After some adjustments
on the cap, the subject performed a series of normal blinks as instructed by an
observer. Among the fifty (50) normal blinks performed by the subject, the system
was able to positively identify forty-six (46) with only four (4) misclassifications.
After the test for normal blinks, the subject was now asked to mimic a drowsy blink
by slowly closing and opening his eyes [13]. In doing so, the blink duration
becomes longer which can occur due to drowsiness [14]. The subject was instructed
by the observer to perform a series of drowsy blinks. After fifty (50) drowsy
blinks, the system was able to positively identify forty-four (44) and only six
(6) misclassifications.

3 Results and Discussion

The result of the test for the performance of the artificial neural network for blink
classification was evaluated using the Confusion Matrix [17] as shown on Table 2.
The true positive (TP) refers to the actual number of correctly classified drowsy
blinks which were predicted to be drowsy blinks, the false positive (FP) refers to the
actual number of incorrectly classified normal blinks which were predicted to be
drowsy blinks, the true negative (TN) refers to the actual number of correctly
classified normal blinks which were predicted to be normal blinks, and the false
negative (FN) refers to the actual number of incorrectly classified drowsy blinks
which were predicted to be normal blinks.

The test for the performance of the ANN for blink classification revealed that the
system has an overall accuracy of 90.00 %, precision of 88.00 %, sensitivity of
91.67 % and a training mean squared error (MSE) of 2.70 × 10−3.

Table 2 Classification
performance of the ANN

Confusion matrix Predicted blink signal

Drowsy Normal

Actual blink signal Drowsy TP = 44 FN = 4

Normal FP = 6 TN = 46
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4 Conclusion

In this study, an electroocculography-based wearable and stand-alone drowsiness
detection system utilizing a microcontroller-implemented artificial neural network
(ANN) was achieved. The feed-forward network used in the system was trained to
classify drowsy blink signals from normal blink signals using back-propagation
algorithm through supervised learning. The ANN was successfully implemented on
a LilyPadUSB Arduino microcontroller. Moreover, the system does not require
additional processing devices such as computers in detecting drowsiness.

Acknowledgment The authors would like to thank the Engineering Research and Development
for Technology (ERDT) scholarship program of the Department of Science and Technology-
Science Education Institute (DOST-SEI) for funding this study.

References

1. Driver Fatigue and Road Accidents.: A Literature Review and Position Paper. The Royal
Society for the Prevention of Accidents (RoSPA), February (2001)

2. Drowsy Driving and Automobile Crashes.: NCSDR/NHTSA Expert Panel on Driver Fatigue
and Sleepiness, Report HS 808 707, (1998)

3. Tsai, P.Y., W. Hu, T.B.J. Kuo, L.Y. Shyu.: A portable device for real time drowsiness
detection using novel active dry electrode system. In: 31st Annual International Conference of
the IEEE EMBS, USA, pp. 3775–3778 (2009)

4. Park, L., Xu, L., Sridhar, V., Chi, M., Cauwenberghs, G..: Wireless dry EEG for drowsiness
detection. 33rd Annual International Conference of the IEEE EMBS Boston,
Massachusetts USA, pp. 3298–3301 (2011)

5. Chae, M.S.: Portable wireless drowsiness-detection system. 2012 IEEE International
Conference, pp. 762–765 (2012)

6. Chieh, T.C., Mustafa, M.M., Hussain, A., Hendi, S.F., Majlis, B.Y.: Development of vehicle
driver drowsiness detection system using electrooculogram (EOG). In: 1st IEEE International
Conference on Computers, Communications, & Signal Processing with Special Track on
Biomedical Engineering, pp. 165–168 (2005)

7. Zhu, X., Zheng, W.L., Lu, B.L., Chen, X., Chen, S., Wang, C.: EOG-based drowsiness
detection using convolutional neural networks. In: IEEE International Joint Conference on
Neural Network (IJCNN) Beijing, China, pp. 128–134 (2014)

8. Ebrahim, P., Stolzmann, W., Yang, B.: Eye movement detection for assessing driver
drowsiness by EOG. In: 2013 IEEE International Conference on Systems, Man and
Cybernetics. Manchester, United Kingdom, pp. 4142–4148 (2013)

9. Arnin, J., Anopas, D., Horapong, M., Triponyuwasi, P., Yamsa-ard, T., Iampetch, S.,
Wongsawat, Y.: Wireless-based portable EEG-EOG monitoring for reat time drowsiness
detection. 35th Annual International Conference of the IEEE EMBS Osaka, Japan, pp. 4977–
4980 (2013)

10. Desai, Y.S.: Driver’s alertness detection for based on eye blink duration via EOG & EEG. Int.
J. Adv. Comput. Res. 2(7), 93–99 (2012)

11. Bárcia, J.C.: Human electrooculography interface. Master’s Thesis: Unibersidade Tecnica de
Lisboa (2010)

Microcontroller-Implemented Artificial Neural Network … 471



12. Usakli, A.B., Gurkan, S., Aloise, F., Vecchiato, G., Babiloni, F.: On the Use of
Electrooculogram for Efficient Human Computer Interfaces. Hindawi Publishing
Corporation, Cairo (2010)

13. Kircher, A.: General Information Vitaport II. VTI, Swedish National Road and Transport
Research Institute, Linköping (2001)

14. Muzet, A., Pbayle, T., Langrognet, J., Otmani, S.: AWAKE pilot study no.2: Testing steering
grip sensor measures. Technical Report IST-2000–28062, CEPA (2003)

15. Rumelhart, D., Hinton, G., Williams, R.: Learning Internal Representations by Error
Propagation, Vol. 1. MIT Press Cambridge, MA, USA, pp. 318–362 (1986)

16. Larose, D.T.: Discovering knowledge in data: an introduction to data mining.
Wiley-Interscience, Online ISBN: 9780471687542 (2005)

17. Kohavi, R. Provost, F.: On Applied Research in Machine Learning. In Editorial for the Special
Issue on Applications of Machine Learning and the Knowledge Discovery Process, vol. 30.
Columbia University, New York (1998)

472 K.M.R. Tabal et al.



A Classification of an Audio Signal Using
the Wold-Cramer Decomposition

Abdullah I. Al-Shoshan

Abstract Audio signal classification has been approached by many researchers,
and the purpose of the classification process is needed to build two different
libraries: speech library and music library, from a stream of sounds. In this paper, an
approach for audio signal classification is proposed using the Wold-Cramer
decomposition. Some simulation using the proposed approach is presented.

1 Introduction

Humans can discriminate speech from music easily in their mind without any
influence of the mixed music. Due to the new techniques of analysis and synthesis
of speech signals, the musical signal processing has gained particular weight, and
therefore, the classical sound analysis techniques are used in processing music
signals. Music art has a long and distinguished history. It goes back to the time of
Greek and is developed through centuries in both the musical instruments and
melodies. The problem of audio signal classification serves as the fundamental step
towards the rapid growth in audio data volume [1–3]. There are many kinds of
music such as: Classical, Rock, Pop, Disco, Jazz, Country, Latin, Electronic,
Arabic, etc. [4–8]. Audio signals change continuously and non-deterministically
with time [12]. Consequently they are usually characterized as time averages, and
their relative amplitude and frequency contents can be easily specified. As an
example, speech and music typically have strong low-frequency energy and pro-
gressively weaker high-frequency content [9–12]. The maximum frequency, fmax, of
an audio signal varies according to audio signal kind; fmax equals 22 kHz in CD
quality recording, 11 kHz in FM stereo broadcasting, 6 kHz in stereo or
multi-loudspeaker recording, 5 kHz in mono-loudspeaker recording, and 4 kHz in
the traditional telephone transmitting quality.
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Audio signals can be classified into the following classes:

1. Speech signal compounded of single talker in specific time period.
2. Completely music signal without any speech component.
3. Mixture of single talker speech and background music.
4. Songs; mixture of music with a singer voice.
5. Singing without music.
6. Abnormal music; uses acclaim cadence, single word cadence, human whistle sound,

opposite reverberation or anynon-music sound that been inserted as abasic toneof the
music melody. These cadences cannot be generated by any of the ordinary musical
instrument exceptmodernOrgan andmainly processed by amajor help of computers.

7. Speech signal compounded of two or more speakers talking simultaneously in a
specific time period. A good algorithm for separating the sounds of two talkers
taking simultaneously is using the cepstrum analysis.

8. Non-speech and non-music signals: like car, motor, fan sounds, etc.
9. Complex sound mixture like multi-speakers or multi-singers with multi-music

sources.

Although all fields of signal processing have attracted a considerable number of
researchers and have enjoyed success in recent years, and as new software techniques
ride the surging waves of ever faster computers, the problem of classification of
music and speech signals is still an important area of research. The overlap in speech
and music signal is, in general, very strong so that there is no ordinary filter that can
separate them from each other. Speech covers the spectrum from near zero to 3.5 kHz
with an average dominant frequency = 1.8747 kHz. However, from the classical
theorem of music, the lowest fundamental frequency (A1) is about 27.5 Hz and the
highest tone C8 is around the frequency of 4186 Hz. Therefore, musical instrument
manufacture tries to bound music frequency to human’s sound limits to achieve
strong consonant and also strong frequency overlap. Moreover, music propagates
over all the audible spectrum and cover more than audible band (20 kHz), with an
average dominant frequency = 1.9271 kHz. Also, a music instrument in general has
many fundamental frequencies while speech of specific person has only unique
fundamental frequency, and we can assign more accurately a dominant frequency for
a specific person speech while it is not the case in specific music instrument. For a
music instrument every tone kind (i.e., A) has special fundamental and for a piece of
music played by many instruments we will get too many fundamentals.

2 Audio Signal Classification

Audio signal classification approaches can be classified into three categories:

1. Time-domain.
2. Frequency domain.
3. Time-Frequency domain types.
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In [7], a two-level music and speech classifier has been developed used long-term
features such as differential parameters, variance, time-averages of spectral param-
eters, and zero crossing rate (ZCR). Saunders [13] has also proposed a two-level
algorithm for classification based on the average ZCR and the short-time energy
(STE) features, and applied a simple threshold procedure. They have designed their
model based on human cochlea functional performance. Using long-term features,
like cepstrum pitch or spectral centroid, consumes large delay without worth
increase in overall classification precision. It was observed that the most powerful
classification features in time domain are the ZCR and the STE [14], however, they
fail when noise is involved. In general, the music and speech classification process
found in literature can be classified into the following algorithms [7]:

I. Time-domain approaches: ZCR, STE, ZCR and STE positive derivative,
Variance of the Roll-Off feature, Pulse Metric, Number of silent segments,
Hidden Markov Model (HMM), Neural networks, Number of silent segments

II. Frequency-domain approaches:

(1) Spectrum: Spectral Centroid, Mean and Variance of the Spectral Flux,
Mean and Variance of the Spectral Centroid, Variance of the Spectral Flux,
Roll-Off of the Spectrum, Bandwidth of signal, Amplitude, and Delta
Amplitude.

(2) Cepstrum: Cepstral Residual, Variance of the Cepstral Residual, Cepstral
feature, Pitch, and Delta Pitch.

III. Time-Frequency domain approaches: Spectrogram, Wavelets, and
Evolutionary Spectrum.

3 Evolutionary Spectrum

For a stationary signal, its spectral representation may be viewed as an infinite sum
of sinusoids with random amplitudes and phases

eðnÞ ¼
Zp

�p

e jwndZðwÞ ð1Þ

where Z(ω) is a process with orthogonal increments i.e.

E dZ�ðwÞdZðXÞf g ¼ SðwÞdw
2p

dðw� XÞ ð2Þ

and S(w) is the spectral density function of e(n). The family of constant amplitude
sinusoids is however not appropriate for characterizing non-stationary processes,
like audio signal. In the Wold-Cramer decomposition, a discrete-time non-stationary
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process {x(n)}is considered the output of a casual linear, and time-variant
(LTV) system with a zero-mean, unit-variant white noise input e(n), i.e.,

xðnÞ ¼
Xn

m¼�1
hðn;mÞeðn� mÞ; ð3Þ

where h(n,m) is the impulse response of the LTV system. Substituting e(n) from
(1) into (3) (S(ω) = 1 for white noise) we get

xðnÞ ¼
Zp

�p

Hðn;xÞe jwndZðxÞ ð4Þ

where the generalized transfer function of the LTV system is defined as

Hðn;wÞ ¼
Xn

m¼�1
hðn;mÞe jwn ð5Þ

A non-stationary process can thus be expressed as an infinite sum of sinusoids
with random, time-varying amplitudes and phases. Since the instantaneous variance
of x(n) is given by

E xðnÞj j2
n o

¼ 1
2p

Zp

�p

Hðn;xÞj j2dx ð6Þ

then, using the Wold-Cramer decomposition, the ES is defined as

Sðn;xÞ ¼ 1
2p

Hðn;xÞj j2 ð7Þ

Although the time-frequency distributions, like the spectrogram, the wavelets and
the ES, are good in discriminating music from speech signals, the main disad-
vantage of these tools is the cost of their computations; therefore, they may be used
in off-line analysis.

4 Simulations

In this section, we will use the Wold-Cramer representation of a non-stationary
signal. When the speech signal is examined over a sufficiently short period of time
“between 5 and l00 ms”, its characteristics are fairly stationary; however, over long
periods of time (on the order of 1/5 s or more) the signal characteristics change to
reflect the different speech sounds being spoken. Figure 1 shows the ES of a speech
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signal, however, Fig. 2 shows the ES of music signal, and however, Fig. 3 shows
the block diagram for speech/music/mixed classification. The suppression of the
amplitude for speech might due to Gaussianity, and from the figures, we observe
that the energy of music signal is distributed clearly over the time-frequency
domain, and is not the case of speech signal.

Fig. 1 ES of speech signal

Fig. 2 ES of music signal
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5 Conclusions

In this paper, an approach for audio signal classification was proposed using the
evolutionary spectrum. The purpose of the classification process was needed to
build two different libraries: speech library and music library, from a stream of
sounds. Some simulation for classification using the proposed approach was pre-
sented and has shown clearly some differences between the two signals in the
time-frequency domain when using the evolutionary spectrum approach. For future
research, the evolutionary bispectrum of speech/music may also give new results,
especially when one of the two signals is corrupted with a symmetrical noise, like
Gaussian.
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Model of Drugs Penetration Through
Biological Membrane

Martin Augustynek, Adela Zemanova, Jan Kubicek
and Marek Penhaker

Abstract This work deals with pharmacokinetics modeling and compilation of
functional models. There are three mathematical models representing actions
beginning intravascular drug administration until the elimination from the body.
Graphics dependences are outputs of these models, provide a quick idea about
behavior of drugs in the body and time period, when is medicine completely
eliminated. The main model illustrates the penetration of drug across biological
membrane using the same principles, but the model tells of what happens to take
place on bio membranes and its surrounding area.

Keywords Pharmacokinetic model � Compartment � Biological membrane �
Intravascular application

1 Introduction

In many other studies provides information about the transmission of various
substances through various types of membranes [1–3]. These penetrations are using
various mathematical modeling methods and thanks to these models we can further
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study the behavior of various substances in the body. No study, however, does not
address the fundamental principles of pharmacokinetic modeling.

Pharmacokinetics deals with the fate of drugs in the body after administration
and studying the processes affecting time during concentration of the drug via an
appropriate description of the appropriate pharmacokinetic parameters.
Pharmacological response is then developing appropriate mathematical model for
interpreting these data [4–6].

Substance (drugs or any other substance), which is in a living organism in a
certain way being injected, for some time remains, either unchanged or as
metabolites, and then is gradually eliminated from the body out. This is done in
various ways, e.g. kidney, lung, skin, intestine, to a lesser extent the mammary
glands of breastfeeding women, sweat glands etc. Fate of drugs can be expressed in
terms of the kinetic scheme in the next picture (see Fig. 1) [7].

In pharmacokinetics is often used compartmental approach that considers the
organism as a set of well interconnected blocks separated by each other biological
membranes. Over the compartment is considered the body section of a single drug
concentration and uniform conditions for pharmacokinetic processes [4, 8, 9].

The influence of the body to the active substance lies in its influence on indi-
vidual sections of the movement in the body, i.e. influence on the pharmacokinetics.
This organism decides on how fast and in what quantity the drugs reach the target
tissue, and whether it will create and maintain the concentration needed to effects on
receptors [10].

Interaction of the active substance with the organism starts its administration in a
specific dose, specific dosage form and determine the route of administration [11].
In terms of pharmacokinetic drug administration substances can be divided into two
basic types:

• Intravascular applications
• Extravascular applications

Fig. 1 Pharmacokinetic diagram fate of the drug in the organism [4]
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2 Materials and Methods

Formulation of compartmental pharmacokinetic model is based on the fact that the
movement of medicinal substances in the body considerably hampered by the
existence of various barriers, which must the drug molecule penetrate. Among the
important barrier are undoubtedly biological membranes [12].

Because the distribution of drugs in the body happens very complicated, the
pharmacokinetics considerably simplified description of this process through the
creation of an abstract model (compartment). Mentioned compartments forme in the
organism individual systems, assuming a uniform dispersion of drug in these sections.

The description of most drugs used most frequently one compartment, two
compartment, possibly more compartment pharmacokinetic model [4, 13, 14].

2.1 Model Penetration of Medicaments Trough
Biological Membrane

To the drugs got to your destination in the body, it is essential for overcoming
biological barriers, which include biological membranes. The most common
mechanism of this permeation is simple diffusion.

By mathematical simulation is necessary to imagine two compartment breathing
space membrane, where one compartment presents set out before and second
compartment on the contrary set out behind by this one membrane. This phe-
nomenon it is possible to model mathematically by using Eq. 1. Fick’s law [14, 15].

dX
dt

¼ �D � S dC
dt

ð1Þ

where:

– dX is quantity of the substance which diffuses during the time interval dt,
– S is size of the area through which the substance diffuses (membrane)
– dC/dx is gradient of the concentration, or change in the concentration dC, which

is attributable to the distance dx,
– D is the diffusion coefficient (constant of proportionality); negative sign

expresses the loss substances from the point where the substance diffuses.

It should be considered that the drug in the individual compartments homoge-
neously dispersed and its instantaneous concentration are c1 and c2. The first Fick’s
law therefore follows:

dX1

dt
¼ �PS c1 � c2ð Þ ð2Þ
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where:

• X1, X2 is instantaneous amount of drug in compartments 1 and 2,
• S is a surface of the membrane,
• c1–c2 is the concentration ratio of the difference of the distance of the thickness

of the membrane (substituted for the concentration gradient dC/dx),
• P is permeability coefficient.

Then

dX1

dt
¼ �PS

V1
X1 þ PS

V2
X2 and

dX2

dt
¼ �PS

V1
X1 þ PS

V2
X2 ð3Þ

By pharmacokinetic analysis are mostly not known size volumes, in which the
substance is distributed, therefore they are enter into one constant, along with P and
S called penetration rate constant ki,j (from compartment i-th to j-th).

PS
V1

¼ k12 and
PS
V2

¼ k21

Linear equation then becomes:

dX1

dt
¼ �k12X1 þ k21X2 and

dX2

dt
¼ k12X1 þ k21X2 ð4Þ

2.2 One Compartments Model Endovascular Dosage
of Medicinal Substance

This is a model with a single compartment, where elimination plays a crucial role.
When modelling one compartment system can emerge from the differential
equation:

dX
dt

¼ �keX ð5Þ

2.3 Two Compartments Model Endovascular Dosage
of Medicinal Substance

When creating a two compartment model must take into account one central and
one peripheral compartment. In this particular case it is a type of elimination from
the central compartment. You can come out of two differential equations:
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dX1

dt
¼ � ke þ k21ð ÞX1 þ k21X2 ð6Þ

dX2

dt
¼ �k21X1 � k21X2 ð7Þ

where:

• X1, X2 instantaneous amount of drug in compartments 1 and 2,
• k12, k21 are penetration rate constant, ke is the elimination rate constant.

3 Results

The above models have been implemented in Matlab Simuling and for possibility of
better control and interpretation of results was created GUI applications [14, 16–18].

3.1 One Compartments Model Endovascular
Dosage of Medicinal Substance

For imagination of what is happening with the drug after its administration to the
organism, it is possible to assemble again compartmental pharmacokinetic models
(see Fig. 2), which are a significant output characteristic depending on the con-
centration of the drug over time. To create this model is started from one Eq. (7).

From the graph (see Fig. 3) one can see how the drug concentration declines
over time after its administration [19]. Taking initial drug concentration at time zero
was numerically equal to 4.015 mg/l.

Scope1

1
s

Integrator

-ke

Gain1

Fig. 2 One compartment model diagram representing the intravascular administration of the drug
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3.2 Two Compartments Model Endovascular
Dosage of Medicinal Substance

The block diagram of the model (see Fig. 4) based on the differential equations
given above (Eqs. 6 and 7).

In the resulting graph (see Fig. 5) we can see the blue curve, which represents the
decreasing concentration of the central compartment and green curves that char-
acterize the course of concentration in the peripheral compartment.

The peripheral compartment at time zero, there are no amount of the drug, but
over time, even in this portion receives. When the green curve reaches its maxi-
mum, is at this point completed the process of distribution and elimination occurs
alone.

3.3 Model Penetration of Medicaments Trough Biological
Membrane

Schematic representation of the transfer of substances membrane corresponds to
two compartment model, where it is not included the elimination phase (see Fig. 6).
This is purely a penetration of the drug through the membrane compartment from
X1 to X2 and vice versa. To create the model is started from the differential Eq. (6).

The resulting graph (see Fig. 7) represents the passage of drug through membrane,
where the active substance passes from the central compartment to the peripheral

Fig. 3 Resultant graph of one compartment model by intravascular administration of the drug
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compartment. The blue curve represents a substance brought into the central com-
partment and the green curve represents the substance gets into the peripheral com-
partment from the central. In zero time you can see a difference in concentrations on
the membrane. From the side where the substance administered is the maximum,
while on the other side of zero. The zero concentration increases, while the maximum
value decreases. At the time, however, the concentrations values stabilize.

Scope

1
s

Integrator1

1
s

Integrator

k21

Gain2

k12

Gain1

ke

Gain

Fig. 4 The two compartment model diagram representing the intravascular administration of the
drug

Fig. 5 The resulting graph of
a two compartment model
intravascular administration
of the drug
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Fig. 6 Diagram of penetration model of drugs through the bio membrane in Simulink

Fig. 7 The resulting graph
model of penetration of drugs
through the bio membrane
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4 Models Verification

Rendering of individual dependence concentration on the drug on time was used
program Simulink, where were compiled particular models of differential equations.
Since all models operate on the same basis, using modelling equations can be
through a different view of addiction compare the accuracy of the results.

This comparison was chosen Microsoft Excel spreadsheet. On the basis of the
same input parameters in Matlab, Simulink and Microsoft Excel spreadsheet can be
drawn depending compare [20].

For verification, we used an example where a patient received intravenously
200 mg dose of drug. The concentration of the drug varies over time (see Table 1
and Fig. 8).

For using the equation of regression was established elimination rate constant
(Fig. 9).

Elimination rate constant was set to a value of 0.7718 h−1. Was also inserted into
o compartment model in a control environment GUI, and subsequently drawn
(Fig. 10).

Table 1 The concentration of 200 mg administered drug over time

t [h] 0 1 2 3 4 5

c [mg dm−3] 4.015 1.850 0.858 0.397 0.184 0.039

Fig. 8 Part of verification for
the concentration at 1 h of
drug administration by
spreadsheet

y = -0.7718x + 1.39
R² = 1

-10 

0 

10 

0 1 2 3 4 5 6 7 

ln
c

t (h)

Fig. 9 Logarithmic dependence with equation of regression
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As can be seen above to verify, in the time 1 h from administration of the drug in
the individual case the concentration value is in the same range. In Microsoft Excel
spreadsheet, it is 1.85 mg/l and through Matlab rounded to one decimal place above
1.856 mg/l. It can therefore be concluded that the functionality of the models
processed in Matlab, Simulink is correct.

5 Conclusions

Unlike other studies that have been mentioned in the introduction, the objective of
this study verify the basic principles of pharmacokinetics. For this purpose was
created three models solving the situation where is a drug into the body injected and
we follow its concentration in the body from the actual filing until after removal
from the body out. Fourth, the main model of this work deals with the fate of the
drug on the biological membrane and in the surrounding area. These models were
combined into a single application user interface (see Fig. 11), which makes it easy
to use models and easy interpretation of the results in the form of graphical outputs.
Functionality of models were validated on the type of the drug of known con-
centration [18].

Fig. 10 Part of verification
for the concentration at 1 h of
drug administration by Matlab
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Power Fading Effects in Millimeter-Wave
Radio Over Fiber (RoF) Link

Norliza Mohamed, Suriani Mohd. Sam and Nor Hafizah Ngajikin

Abstract The use of fiber-based wireless system has offered a reliable and cost
effective communication system. Such system greatly provides superior possible
bandwidths for both fiber and free-space applications. For that reason, radio over
fiber (RoF) technology is the best preference to deal with the improved capacity and
mobility mainly at higher frequency. However, RoF link might suffer from the
power fading effect especially when millimeter-wave (mm-wave) signal transmis-
sion is involved. Therefore, this work aims to investigate the mitigating of power
fading for the proposed configuration of high optical carrier frequency signal
generation at three different conditions based on stimulated Brillouin scattering
(SBS) technique.

1 Introduction

Enormous growth of wireless communication system in the last decade has resulted
in the significant increase in the demand for high user capacity and high data rate
services. In particular a wider radio frequency spectrum is very much needed over a
radio link. It is essential for radio link to employ higher frequency carriers because
spectrum congestion occurs at low frequencies. Numerous research works have
been conducted in mm-wave signal generation with optical mm-wave production
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being an essential technique in RoF system [1, 2]. Signal transmission in mm-wave
radio communication systems by using optical fiber has been extensively investi-
gated [3–5] since they provide high bandwidths and pico-cell sizes.

By using RoF, the capacity of optical networks can also be integrated with the
flexibility and mobility of wireless access networks. Considering these conditions,
the combination of wireless and optical networks could provide a solution for the
increasing capacity and mobility as well as reducing the costs in the access network.
In this study, the concept of RoF has been implemented due to several advantages
offered such as the reduction of the complexity at the antenna site and the allocation
of the radio carriers to the different antenna sites (frequency reuse).

On the other hand, RoF link might suffer from the dispersion effect when higher
frequency transmission like mm-wave signal is involved. Even though the dis-
persion effect can be compensated with the use of dispersion-shifted fiber
(DSF) where zero dispersion wavelengths occur, such fiber is quite expensive and
could increase the cost of creating a new fiber link or replacing the existing link. In
addition, due to the zero dispersion wavelength, the attenuation coefficient of the
fiber is slightly increased which, might degrade the performance of the signal.

Considering these issues, several techniques were proposed by number of works in
avoiding or minimizing the dispersion effects. Many research works have been
published and reported in RoF system by applying various techniques as well as
configurations for the signal generation and transmission. To ensure that the
mm-wave transmission system is tangible, appropriate techniques and configurations
are required to adopt themm-wave in anyRoF system. There aremany techniques can
be applied for themm-wave signal generation either at the central station (CS) or at the
base station (BS) subject to the requirements of the system [6, 7].

Wei et al. in [8, 9] has demonstrated a harmonic RF carrier generation and
broadband data up-conversion technique with single mode and single sideband
(SSB) modulation for RoF systems using stimulated Brillouin scattering (SBS) with
power penalty was less than 1 dB. In SSB modulation technique, it offered a
feasible and more robust against fiber dispersion when an unmodulated RF carrier is
contemplated. In addition, the integration between single mode modulation
(SMM) and SSB has been proven as an effective way to alleviate the dispersion
induced power penalty (DIPP) for RoF [10, 11].

In this work, the front-end optical receiver utilizing remote optical local oscil-
lator (ROLO) for RoF system is proposed and it is illustrated in Fig. 1. The figure
depicts the transmitter and receiver configurations of the proposed RoF system
connected with standard single mode fiber (SSMF) as the transmission medium.
Two different signal generation schemes are employed at both transmitter and
receiver sides respectively. High optical carrier frequency is generated at one part of
the transmitter based on SBS technique while up-conversion technique is done
utilizing heterojunction bipolar transistor (HBT), which consequently, higher fre-
quency signals are generated locally at BS. The mixing technique and frequency
conversions draw high attention in the application to analog fiber communication.

In addition, by generating the RF carrier signal as a local oscillation signal which
replaces the conventional local oscillator (LO), it could reduce the cost of high
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frequency LO and it could be done remotely at CS. This combination of techniques
provides a lower cost system and reduces the dispersion effect in terms of the
system performance and transmission distance limitation [6, 7, 12, 13]. Therefore,
the mitigating power effects of three different conditions in RoF signal generation
configuration based on the RoF-ROLO system will be presented and discussed in
this paper.

2 Signal Generation Based on SBS Technique

This section explains the development of signal generation based on SBS technique
and the simulation work has been conducted utilizing OptiSystem software. The
effect of different optical fiber loop length, the effect of different optical carrier input
power and the effect of different Responsivity value of the p-i-n photodiode
(PD) are considered. The required SBS parameters are appropriately set including
the SBS simulation circuit model prior to the simulation of the optical signal
generator. In this model, the important parameters of the SBS simulation model are
listed in Table 1. The results of the simulation and the performance of the model are
studied for three different configurations. The most significant parameters that are
considered in this work are the optical input power of the continuous wave
(CW) laser, the length of the SBS fiber loop and the responsivity, R of the p-i-n PD,
while the other parameters were remained constant.

A CW laser and an electrical signal with frequency of 10 GHz was modulated by
the Mach Zehnder modulator (MZM). The CW polarization input was fixed due to
the polarization controller (PC) attached before the MZM. The 1550 nm CW laser
wave with 1 MHz narrowband linewidth was nonlinearly modulated with the fre-
quency of the electrical generator by the MZM with a sufficient amount of bias
voltage. Optical sidebands frequency separated by 10 GHz can be seen at the
optical output spectrum of the MZM. These signals were then conveyed to a 25 km

Fig. 1 Block diagram of the RoF-ROLO System
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of SSMF after passed through a 5 m of erbium doped fiber amplifier (EDFA) to
control the power of the signal wave.

For the Brillouin to take effect, two pump lasers which are the pump laser 1
(PL1) and pump laser 2 (PL2) were used to generate a shared output signal and
coupled them into the fiber of another side. The wavelength of each pump laser was
set to be about 11 GHz higher than the modulated signal to avoid any distortion of
the signal. Consequently, the optically generated signal could be obtained at the
output of the circulator due to the counter-propagating pump waves of the pump
lasers. Two chosen frequencies of the sidebands were amplified by the SBS
whereas all other frequency components were attenuated due to the natural atten-
uation in the fiber [14]. These chosen signals were then transmitted to another SMF
before they were detected by p-i-n PD at the receiver side.

The circulator allows any signals entering the ports in its rotation. In this situ-
ation, the modulated signal from MZM was initially amplified by an EDFA before
it entered the first port of the circulator, while the pump signals entered the other
input port. The SBS signals were generated when the pump waves of the pump
lasers were counter-propagating in the fiber. Hence, the output spectrum of the
circulator consists of both counter-propagating signals and the amplified modulated
signal from the MZM. Since in this work two pump lasers were used, thus a set of
sidebands of optical frequency which are the lower sidebands (LSBs) and upper
sidebands (USBs) were obtained at the output port of the circulator as depicted in
Fig. 2.

Table 1 Parameters setting
of SBS simulation model

Parameters Values

Bit rate 10 Gbps

Time window 1.28e−0.08 s

Sample rate 640 GHz

Sequence length 128 Bits

Sample per bit 64

Optical Power of CW laser −30 to 10 dBm

Wavelength frequency of CW laser 1552.52 nm

Linewidth of CW laser 1 MHz

Frequency of Sine Generator, fLO 10 GHz

Frequency of Pump Laser 1 (PL1) 193.09 THz

Frequency of Pump Laser 2 (PL2) 193.11 THz

Responsivity, R of the p-i-n PD 0.1–1.0 A/W

EDFA length 5 m

Optical Fiber Loop Length 1–50 km

Dispersion of Optical Fiber 17 ps/nm/km

Attenuation of Optical Fiber 0.2 dB/km

Brillouin Gain, gB 4.6e−11 m/W
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3 Performance Analysis and Discussion

Analysis on the performance of the SBS model will be mainly based on the
changing effects of some parameters which are by varying the SBS fiber loop
length, different optical power of the CW optical laser carrier and the effects of
different responsivity value of the p-i-n PD.

3.1 Effect of Different Optical Fiber Loop Length

In observing the effect of different optical fiber loop lengths, fix value of other
parameters were initially determined. The effects were based on specified optical
power of the CW laser at wavelength of 1552.52 nm. The SBS fiber loop length
was varied from 1 to 50 km and the optical amplifier gain was set to be at 20 dB.
While, at the receiver, the responsivity, R of the p-i-n PD was fixed at 0.8 A/W.
Figure 3 shows that as the frequency getting higher the detected signal getting more

Center frequency, 5 dBm

1st stoke (USB), 0 dBm

2nd stoke (USB), -8 dBm

3rd stoke (USB), -

1st stoke (LSB), 0 dBm

2nd stoke (LSB), -8 dBm

3rd stoke (LSB), -12.2 dBm

10 GHz 10 GHz

12.5 dBm

Fig. 2 Optical spectrum of the circulator
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nonlinear due to the nonlinearity effects of the SMF. Obviously, at 20 GHz the
nonlinear property had existed at the fiber length of 15 km and at 30 GHz, the
nonlinearity was appeared at 10–25 km. While, at 40 GHz, the detected signal was
at the highest point when the fiber loop was about 16 km. Based on this finding, it
was found that the optimum fiber loop length that can be used in generating the
optical signal based on the SBS technique of the model are in the range of
10–25 km with the peak value at about 17 km. In addition, as the distance increased
thus the detected power was consequently faded.

3.2 Effect of Different Optical Carrier Power

Another important characteristic in the SBS configuration model is by studying the
effect of different optical carrier power of the CW laser. Therefore, some parameters
had to be constant. In this condition, the wavelength of the CW laser was remained
at 1552.52 nm with the optical carrier power level in the range of −30 dBm up to
10 dBm. Meanwhile, the SBS fiber loop length was fixed at 25 km and the optical
amplifier gain was set to be at 20 dB. The responsivity of the PD was varied at 0.6,

Nonlinear region

Fig. 3 Detected output power at 5 dBm of optical input power of CW laser for different generated
frequencies as a function of fiber loop length
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0.8 and 1.0 A/W. Figure 4 depicts the output power that was achieved at 0.8 A/W
for different generated frequencies as a function of the optical carrier power.

As can be seen, when higher frequency is generated, the output power has faded
at a certain proportion. In that case, at 0 dBm of input power of 10 GHz generated
signal, the detected power was about 25.57 dBm whilst at 20 GHz, the detected
power was reduced to 22 dBm that is about 14 % decrement. The detected power
continues to decrease to about 25.7 and 34.7 % when the 30 and 40 GHz signals
were generated respectively. Additionally, as has been mentioned earlier, there is a
region where the detected signal started to be almost constant which falls in the
range of −12 to −4 dBm. This region has been classified as a transition area. Hence,
for this SBS setting and configuration, the maximum optical carrier input power that
may be utilized is more or less −4 dBm. If higher input power is consumed, it is a
waste of power since the effect to the output power level is very small or the effect
to the output power is nearly horizontal. In most devices, the input power is limited
at a certain value in which at higher input power might cause impairment to the
device.

In addition, the higher the responsivity of the PD, the higher the output power
level was detected. Nevertheless, the responsivity has its optimum region and will
be discussed in the next subsection. At frequency of 10 GHz, for instance, the

Fig. 4 Detected output power at 0.8 A/W of responsivity for different generated frequencies as a
function of optical carrier power
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detected power is increased about 18.7 % from 0.6 to 1 A/W at 10 dBm of input
power. On the other hand, at frequency of 40 GHz, the increment percentage with
the same parameter condition is 42.1 % which is more than double from the
increment percentage of 10 GHz signal. Therefore, it was found that when the
frequency increases, the detected power would rise tremendously from 0.6 to 1 A/W.
For this reason, this study was continued by the changing effect of the responsivity of
the PD in the next subsection.

3.3 Effect of Different Responsivity Value of the p-i-n PD

Responsivity value of the photodetector also plays an important role during the
photodetection of the generated signal. Basically, responsivity, R and quantum
efficiency, η are the main characteristics of a PD which contribute to the sensitivity
of an optical receiver that is the minimum input power that is required for the
receiver to an optimum performance. Responsivity of a typical p-i-n PD is in the
range of 0.6–0.9 A/W and relationship between η and R is given as [15]:

g ¼ R� hc
kq

¼ 1:24R
k

[A/W] ð1Þ

Therefore, this subsection discusses the effect of different responsivity values for
the p-i-n PD that is used in the SBS configuration model. The SBS fiber loop length
is predetermined at 25 km as well as the wavelength of the CW laser still remained
at of 1552.52 nm. The optical carrier power level is set at −10, −5, 0 and 5 dBm
while the optical amplifier gain is retained at 20 dB. As has been discussed in
previous subsection, when the input power levels are increased, the detected power
levels have remained constant even though the responsivity values are changed.
Furthermore, as the responsivity values of the PD are increasing, the detected
output power increases at a certain proportion. At input power of −10 dBm, from
0.1 to 0.2 A/W, the output power is increased tremendously about 128.7 %.
However, from 0.2 to 0.3 A/W, the output power is increased just about 32.9 %,
while from 0.3 to 0.4 A/W, the increment percentage is 17.6 % and so on as can be
found in Fig. 5. It was found that as the responsivity increases, the increment rate is
decreasing. Hence, from Fig. 5, it was proven that, the responsivity of a typical
p-i-n PD was in the appropriate region that was between 0.6 and 0.9 A/W where the
trend shows very small increment in the detected power level at that region. It is
expected that the increment will remain steady as the responsivity increases.

In Fig. 6, it exhibits the detected output power at −5 dBm of input power for
different generated frequencies. The trend of the graph at each frequency shows that
as the generated frequency increases, the detected power declines. However, the
decrement percentage has raised approximately 40 % of the previous frequency. For
instance, at 0.8 A/W of the responsivity, the detected power has dropped about
19.4 % from 10 to 20 GHz. While, from 20 to 30 GHz, the detected power has
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Appropriate region of 
typical p-i-n PD

Fig. 5 Percentage rate of output power increment at 10 GHz generated signal as a function of
responsivity of p-i-n PD

Fig. 6 Detected output power at −5 dBm of optical input power of CW laser for different
generated frequencies as a function of responsivity of p-i-n PD
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lessen about 27.3 % which the percentage is increased about 40 % of the previous
frequency. Similarly, from 30 to 40 GHz, the detected power has reduced around
37.3 %. With this condition, it was disclosed that when the generated frequency
increases, the detected power decreases about 40 % more than the previous
frequency.

4 Conclusion

This paper has presented the RoF-ROLO system with the integration of SBS signal
generator and HBT mixer model. This system has exhibited to a ROLO system that
meet the requirements needed in any RoF environment. The performance of the
RoF-ROLO system was analyzed and evaluated according to the effect of different
input power levels in order to investigate the power fading effect in the RoF link.
The simulation of the system was carried out by considering the setting of key
parameters which were the optical carrier power of the CW laser, the length of the
SBS fiber loop and the responsivity of the p-i-n PD, while the other parameters
were remained constant. The analysis on the simulation performance of the SBS
model was presented which emphasis on the discussion of the effects of those
parameters. It was found that the output power has mitigating effects when those
three different conditions were considered.
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A New SMS Spam Detection Method
Using Both Content-Based and Non
Content-Based Features

Nurul Fadhilah Sulaiman and Mohd Zalisham Jali

Abstract SMS spamming is an activity of sending ‘unwanted messages’ through
text messaging or other communication services; normally using mobile phones.
Nowadays there are many methods for SMS spam detection, ranging from the
list-based, statistical algorithm, IP-based and using machine learning. However, an
optimum method for SMS spam detection is difficult to find due to issues of SMS
length, battery and memory performances. Hoping to minimize the aforementioned
problems, this paper introduces another detection variance that is based on common
characters used when sending SMS (i.e. numbers and symbols), SMS length and
keywords. To verify our work, the proposed features were stipulated into five
different algorithms and then, tested with three different datasets for their ability to
detect spam. From the conduct of experiments, it can be suggested that these three
features are reasonable to be used for detecting SMS spam as it produced positive
results. In the future, it is anticipated that the proposed algorithm will perform better
when combined with machine learning techniques.

1 Introduction

Spam messages are unsolicited messages sent by spammers to known and unknown
users for various purposes. Among others are for fraud, advertisement and phishing.
Spam messages can occur in many forms; emails, SMSs and social network plat-
forms. This paper focuses on the activity of spamming using SMS or text messages
as the increasing usage of SMS to communicate nowadays provides huge oppor-
tunities for spammers to do their job. SMS different with email in several aspects
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i.e. it does not contain a mailing list of recipients and the maximum words for
messages is up to 160 characters [1].

To the best of researchers’ knowledge, the detection of spam messages can be
done through content-based features [2], non-content features [3] and machine
learning classifiers [4]. Many researchers study techniques and methods for filtering
spam messages in email [5–11] but less publication reported on the phone.

The common way to detect SMS spam is using ‘keywords of spam’. This
approach however resulted in using more space and memory; as well as processing
would take time due to the larger set of ‘keywords of spam’. In this paper, we focus
on detecting spam messages of SMS by combining both content-based and
non-content based features. As such, three features are proposed; namely based on
the length of messages that is more than 100 characters, messages contains special
characters such as symbols and numbers as well as keywords of spam messages
itself and our justification of using these are highlighted as following:

1. Length of message (i.e. greater than 100 characters).
From our finding analysing SMS spam datasets, we found SMS spams tend to
be longer in size. Besides, SMS spam normally use standard and formal lan-
guage in order to attract users so that they can understand and put their interest
to those particular messages. Therefore, in our work, we assume messages that
are more than 100 in length could potentially be classified as spam.

2. Special Characters (i.e. numbers and symbols).
From our study, we can reveal that the usage of special characters do exist and
common in SMS spams. For instance, spammers prefer using numbers or digits
such like phone number, code number to claim, service code and sum of money
(i.e. 300 pounds). In addition to this, special characters or symbols such as ****,
$, XXX are commonly found to be used in SMS spams.

3. Keywords of spam and ham.
From our analysis, words that being used in spam messages are common and
similar across platforms. Thereby, our approach also considers common key-
words for detecting spam. Examples of keywords are like—‘Free’, ‘Call’ and
‘Claim’. Besides, ham keywords are also investigated and use in our detection
algorithms.

By detecting SMS spam using their lengths, used characters and keywords, we
postulate it will make the detection rate higher; and at the same time minimizing
device resources. To achieve what we have claimed for, three aforementioned
detection features were stipulated into five different algorithms; with validation of
the used datasets were done using four well-known machine-learning classifiers.

The rest of this paper is organised as follows. Section 2 provides an overview
about existing methods and techniques for SMS spam detection. Section 3 then
describes our methodology with Sect. 4 presents results and discussions from our
conduct of testing. The paper concludes with an outlook for future works.
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2 Existing Research Related to Spam Detection

Much research has been put to investigate spam messages especially on the email
platform. For example, Pour et al. [11] discussed three techniques for email spam
detection; namely list-based, statistical algorithm and IP-based. The list-based
technique is classified into three categories, namely Blacklist, Whitelist and
Greylist. Blacklist blocks the IP address based on complaints from recipient [12],
with Greylist rejects mail from unknown sources on the theory that real mailers will
retry the mail and spammers won’t [13]. The statistical algorithm can be cate-
gorised into content-based method and rule-based method. Content-based method is
commonly used and it filters the content of mail body and headers. It uses machine
learning which need to be trained [9]. For example, Chakraborty and Mondal [10]
applied different decision tree classifiers to filter spam mail while Amayri &
Bouguila [14] used Support vector Machine (SVM) for spam filtering. Rule based
method works through certain rules and these rules will decide to pass or block the
email [9]. Reverse lookup is an example of method in the IP-based technique. It is a
method of resolving an IP address into a domain name [15].

Development of technology in mobile phone with sophistication of new
invention such as smartphones and tablets lead spammers to change their target to
mobile users. This is due to the multifunction of mobile phone to access corporate
network and data. The authorities and researchers have to take action to reduce and
control SMS spams that are rising year by year. Generally, SMS spams can be
detected by examining and reviewing message contents (i.e. content features) or the
way messages are sent (i.e. non-content features). Sohn et al. [2] proposed a method
of using stylistic information to the content-based mobile spam filtering. They focus
on the way the SMS is written (i.e. stylistic aspect) and four features of stylistic
were used—length of messages, function word frequencies, part-of-speech n grams
and special character. Tan et al. [16] identified features of SMS spams based on
word grams, character grams, alphanumeric and non-alphanumeric characters. They
also tested a number of statistical features such as message length, proportion of
upper-case letters and proportion of punctuation. Other study is by Mujtaba and
Yasin [1], where they used four features—size of the message, the existence of
frequently occurring monograms in the messages, existence of frequently occurring
diagram in the message and messages class. These features are implemented and
trained in machine learning algorithm for better accuracy.

Xu et al. [3] focus on the non-content features such as statistical features, tem-
poral features and network features. Their study showed that the temporal features
and network features were more effective as compared to the statistic features.
Mosquera et al. [17] analyzed the effectiveness of machine learning filters based on
linguistic and behavioral patterns. Shahi and Yadav [4] conducted experiments to
compare the performance of machine learning classifiers to detect SMS spam in
Nepali language and Bilal and Farooq [18] compared four types of evolutionary
learning classifiers to filter SMS spams in order to obtain the best classifiers. Other
study that conducted in Nuruzzaman et al. [19] used the same approach.

A New SMS Spam Detection Method … 507



3 Algorithm and Methodology

From the review of existing works in the Sect. 2, it can be suggested that SMS spam
research is still needed and provide wide opportunity for improvement. Having
said, this paper proposes another variation for detecting SMS spams using the
combination of content and non-content features. For testing purposes, the proposed
features are expanded into five (5) different algorithms. The idea of expanding
features into five (5) variations of algorithms is to investigate their performance,
with the ultimate aim to find the best combination for optimum detection.

The first three algorithms use only two aforementioned features; with the
remaining algorithms combine all features. Specifically, Algorithm 1 uses only
keywords, Algorithm 2 uses the combination of message length and keywords, with
Algorithm 3 uses the features of special characters and keywords respectively.
Algorithm 4 and 5 use message length, special characters and keywords. Figure 1
presents pseudo code of the proposed method and Table 1 shows the different level
of features used in each algorithm.

Two main phases involved in our experiments conduct. In the phase 1, valida-
tion of datasets was conducted. To do this, four (4) data mining classifiers in
WEKA (i.e. Naïve Bayes (NB), Support vector machine (SVM), k-Nearest
Neighbor (k-NN) and Decision Tree (DT)) were used. The used datasets named
UCI Machine Learning (UCI) [20], British English SMS Corpora (BEC) [21] and

Input; M: SMS messages
Output; H: Ham SMS or S: Spam SMS

Begin (while TRUE)
Read all SMS messages, M
Detect S (i.e. using five algorithms as in Table 1)

Copy to H or S folder
End

Fig. 1 Generalized pseudo-code for five algorithms

Table 1 Different features in each Algorithm

Detection of ham/spam

Algorithm Phase 1 Phase 2 Phase 3 Phase 4

1 Spam keywords Ham keywords (NA) (NA)

2 Length + Spam
keywords

Ham keywords (NA) (NA)

3 Number/digit + Spam
keywords

Ham keywords (NA) (NA)

4 Length Number/digit + Spam
keywords

Ham
keywords

(NA)

5 Length Number/digit + Spam
keywords

Ham
keywords

Spam
keywords
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Dublin Institute of Technology (DIT) [22] respectively. Table 2 details out different
numbers of spam and ham messages in each dataset.

In the phase 2, testing on the proposed algorithms was conducted.
Pre-processing or cleaning process for the dataset is not done because characters
(i.e. numbers and symbols) in these messages may help with the detection process.
Results for experiments conduct for both phase 1 and 2 were analyzed, compared
and reported in the next section.

The measurement of detection performance is based on Correctly Classified
Messages, True Positive and True Negative.

• Correctly Classified (CC): SMS is correctly classified as spam or ham message.
The rate for accuracy of a classifier or algorithm is determined by the formula as
below.

Accuracy ¼ TPþ TNð Þ= TPþFN þ TNþFPð Þ

• True Positive (TP): SMS messages are correctly classified as ham messages
• True Negative (TN): SMS messages are correctly classified as spam messages.
• False Positive (FP) & False Negative (FN).

4 Results and Discussions

Results are reported and discussed in three parts. Part 1 discusses the results for
dataset validation; with part 2 and 3 reported the performance detection of the
proposed algorithms.

4.1 Part 1: Dataset Validation

Table 3 presents results of experiment conduct for validating datasets. From the
Table 3, it can be found that the k-NN classifier produced the best detection rate
where it managed to detect the highest number of spam and ham messages and is it
also found that all classifiers managed to detect spam messages (TN) of the DIT
dataset. As majority of chosen classifiers perform detection of ham and spam
messages in a ‘good’ manner, it can be suggested that the chosen datasets are
appropriate to be used for testing the proposed algorithms.

Table 2 Characteristics of
used datasets

UCI BEC DIT

Ham 4825 450 –

Spam 747 425 1353

Total 5572 875 1353
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4.2 Part 2: Algorithm 1–3 Results

Results for Algorithm 1–3 towards three different datasets are shown in Table 4.
From the Table 4, it can be stated that Algorithm 1 managed to detect more spam
messages (TN) as compared to other algorithms. For correctly classified messages

Table 3 Results in WEKA using four classifiers

Results in WEKA

Dataset Classifier Correctly
classified (%)

Incorrectly
classified (%)

TP FN TN FP

UCI NB 5306 = 95.23 266 = 4.77 4646 87 660 179

SVM 5537 = 99.37 35 = 0.63 4825 35 712 0

k-NN 5564 = 99.86 8 = 0.14 4825 8 739 0

DT 5416 = 97.20 156 = 2.80 4807 138 609 18

BEC NB 804 = 91.89 71 = 8.11 413 34 391 37

SVM 868 = 99.2 7 = 0.8 450 7 418 0

k-NN 872 = 99.66 3 = 0.34 450 3 422 0

DT 750 = 85.71 125 = 14.29 434 109 316 16

DIT NB 1353 = 100 0 = 0 0 0 1353 0

SVM 1353 = 100 0 = 0 0 0 1353 0

k-NN 1353 = 100 0 = 0 0 0 1353 0

DT 1353 = 100 0 = 0 0 0 1353 0

Bold represents the actual number of spam messages detected

Table 4 Results for algorithm 1, 2 and 3

Simulation results

Dataset Algo Detection
feature(s)

Correctly
classified (%)

Incorrectly
classified (%)

TP FN TN FP

UCI 1 Keywords 4228 = 75.88 1344 = 24.12 3501 1324 727 20

2 Length and
keywords

4853 = 87.10 719 = 12.90 4178 647 675 72

3 Characters
and keywords

5155 = 92.52 417 = 7.48 4454 371 701 46

BEC 1 Keywords 766 = 87.54 109 = 12.46 357 93 409 16

2 Length and
keywords

788 = 90.06 87 = 9.94 409 41 379 46

3 Characters
and keywords

812 = 92.8 63 = 7.2 425 25 387 38

DIT 1 Keywords 1294 = 95.64 59 = 4.36 0 0 1294 59

2 Length and
keywords

1135 = 83.89 218 = 16.11 0 0 1135 218

3 Characters
and keywords

1221 = 90.24 132 = 9.76 0 0 1221 132

Bold represents the actual number of spam messages detected
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into ham and spam, Algorithm 3 is more accurate for datasets of UCI and BEC
while Algorithm 1 is more accurate for DIT dataset.

4.3 Part 3: Algorithm 4 and 5 Results

Algorithm 4 and 5 combine all three (3) proposed features and results are shown as
in the Table 5. Table 5 indicates that Algorithm for 4 and 5 perform well in
detecting spam messages (TN) for all three datasets, with Algorithm 5 performed
better as compared to Algorithm 4. In term of accuracy classifying messages into
ham and spam, Algorithm 5 produced more accurate detection for datasets of UCI
and DIT.

4.4 Discussions

From the conduct of experiments, it was found that the detection feature that is
based on keywords (i.e. spam and ham) is still producing good detection results. For
all five (5) algorithms, Algorithm 1 (i.e. using our own keywords of spam and ham)
performs well and better in detecting spam messages. Here, we argue that in order
to have an optimum detection results, that method needs to have a ‘sound’ list of
keywords. With respect to the clients’ mobile environment, it is preferable to have a

Table 5 Results for algorithm 4 and 5

Simulation Results

Dataset Algo Detection
feature(s)

Correctly
classified (%)

Incorrectly
classified
(%)

TP FN TN FP

UCI 4 Length, character
and keywords

5322 = 95.51 250 = 4.49 4684 141 638 109

5 Length, character
and keywords
(2x)

5357 = 96.14 215 = 3.86 4670 155 687 60

BEC 4 Length, character
and keywords

788 = 90.06 87 = 9.94 440 10 348 77

5 Length, character
and keywords
(2x)

725 = 82.86 58 = 6.63 440 10 377 48

DIT 4 Length, character
and keywords

1063 = 78.57 290 = 21.43 0 0 1063 290

5 Length, character
and keywords
(2x)

1177 = 87.00 176 = 13.00 0 0 1177 176

Bold represents the actual number of spam messages detected
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minimum list of keywords due to their limitation. On the other hand, if it meant to
be implemented in servers’ environment, it should be working perfectly. In addi-
tion, detection using keywords is sometimes ‘unscrupulous’ due to various lan-
guage styles.

The number of messages in each dataset can also affect the detection rate as
different datasets may have different number of spams and hams and also contains
different message structures. In term of accuracy, results suggest that Algorithm 5
produced high accuracy for UCI dataset as compared to others but Algorithm 3
performed better for the BEC dataset albeit using only two of the proposed features.
The similar condition is occurred for the DIT dataset. In this dataset, Algorithm 1
produced higher accuracy as compared to others although this algorithm used only
one feature; which is keywords. We anticipate different detection results are due to
the ‘immature’ of the algorithms and there is a need for improvement. When it
combined with the machine learning classifier, we expect it to improve and perform
better.

We reported that our model produced a ‘fair’ detection results and we expect this
is caused by two conditions. First is due to the way we do our detection.
Specifically, the algorithms work on a ‘phase-by-phase’ basis and they were
non-iterative (i.e. static detection). Using static detection might limit the detected
results, as messages that are less than 100 of length were not detected at the first
stage (Algorithm 2, 4 and 5). Second is due to the nature of the messages itself, as
not all messages contain special characters (Algorithm 3). However, from our
second validation, we can confirm that our algorithms managed to detect all spam
messages that contain ‘spam’ special characters, and greater than 100 in length.

5 Conclusions

In this paper, three features that based upon SMS length, special characters and
keywords are discussed to detect SMS spams. These features are a combination of
content and non-content of the messages. These features were tested using three
well-known datasets and from our conduct of experiments, it can be suggested that
our preliminary algorithms managed to detect spam messages that contains spam
keywords, spam special characters and length. In summary we can suggest that,
although different datasets could result in different detection rate, but we expect it
will produce better detection rate if combined together into single algorithm.

For the future, we will cover our performance evaluations, which includes ROC
curve, F-measure and effect towards battery and processing performances. In
addition, we also plan to implement dynamic detection rather than static detection
as practiced in the present paper. And finally, the proposed algorithms will be
applied into machine learning in order to inject the element of ‘learning’ for
optimum detection.
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Ultra Wideband Fat Tissue Fabrication
Using Different Cross Linking Agent
for Microwave Imaging

Aslina Abu Bakar, Ahmad Rashidy Razali, Normasni Ad Fauzi
and Mohd Aminudin Murad

Abstract The paper discusses the fabrication of fat tissue using glyoxal and glu-
taraldehyde as a cross linking agent to be used in breast phantom for microwave
imaging application. The fabricated fat tissue’s dielectric constant is measured in
the ultra-wideband frequency range of 3.1–10.6 GHz. In brief this paper addresses
the two issues of breast phantom fabrication; first to simulate the wide range of
permittivity of the breast fat tissue and secondly using different cross linking agent
such as glyoxal and glutaraldehyde to replace formaldehyde. The previously
reported fat tissue fabrication using formaldehyde as a cross linking agent was not
safe for handling and hazardous for health. The fabricated fat tissue using the
proposed material has shown that it has a close proximity of dielectric constant
when compared with the real fat tissue fitted by using a Debye model.

1 Introduction

Currently, the primary techniques used for breast cancer detection is mammography
and magnetic resonance imaging (MRI). However active microwave imaging based
technique is an emerging technique that can be considered to be a complimentary
technique to mammography and MRI. Thus, there is a need to develop an artificial
breast phantom to simulate the interactions of electromagnetic waves with bio-
logical tissues in the microwave imaging system before the clinical test on human is
done. Many researchers has found the substantial contrast in the dielectric prop-
erties of normal and malignant breast tissues across the frequencies that is the basis
in developing microwave imaging [1–5].

Usually the breast phantom fabrication should take into consideration the shelf
time of the phantom in terms of long term stability. Phantom can be deteriorates in
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physical properties and water content that may affect the permittivity of the
phantom with time.

The breast contains a high concentration of fat (adipose), dense fibrous, loose
connective and glandular tissue. Fat composition is the dominant tissue in the breast
of older women but younger women has a high percentage of fibrous tissue [6]. It is
found that the tissue is composed of fat cells that are almost spherical and range in
size from 50 to 200 mm in diameter. The average compositions are consisting of
80–90 % fat, 10–20 % water as well as a small amount of protein [7].

The paper by Lazebnik et al. [8] who has done a large scale study of real breast
tissue measurement has given us a good insight on the heterogeneity issue,
dielectric properties of the breast tissue which are primarily determined by the
adipose(fat) content of each tissue sample which were divided into three categories
and the dielectric properties of some types of normal breast tissues are much higher
than the previously reported which has led to a low contrast issue between the
cancerous and healthy tissue.

In this paper, an alternative chemical to replace formaldehyde has been proposed
and the dielectric constant in the UWB range is measured and compared with the
real fat tissue.

2 Fat Tissue Development

In the development of the breast fat it is required to mimicks the material of low
water content. The fat tissue is made by mixing 12.0 g propylene glycol and
193 mL milli-Q water. Then 30.8 g gelatine is added slowly and continues stirring.
This mixture is then heated gradually to achieve the temperature of 90 °C 200 mL
of canole oil is heated to 50 °C and poured to the partially cooled gelatin mixture.
About 2.2 mL of commercial dishwashing liquid is included as a surfactant to form
oil emulsion. The mixture is then cooled to 40 °C. Finally two different cross
linking agent in aqueous solution (about 1.512 g) to replace the formalin (an
aqueous solution of the chemical compound formaldehyde) is supplemented with
stirring. The emulsion is poured into moulds and allowed to cool at room tem-
perature. Previously, formaldehyde as a cross linking agent has been used [9] which
is unfavorable due to the safety issue in handling the sample and the vapour can be
hazardous when kept for long term.

3 Complex Permittivity Measurement

The complex permittivity of the fabricated phantom were taken using open ended
coaxial line probe HP 85070A in the UWB frequencies. All the measurement of
complex permittivity was made at room temperature (approximately 24 °C). VNA
calibration is done before the dielctric probe measurement is taken placed, followed
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by the calibration of the probe using 3 standards: open (where the tip of the probe is
leaved in air), short (connected to a short circuited stub) and using deionized water
where the probe tip is immersed in a deionised water.

The dielectric properties of fat tissue sample with the size of 3 cm × 3 cm were
measured twice and averaged to ensure data accuracy. The tissue sample is kept in a
close container to keep its moisture.

In order to verify accuracy of the developed fat tissue sample, a comparison is
made with the electrical parameters of real breast fat tissues. This is modeled by
using Debye Model and the value of the real tissue is referred as shown in Table 1.

The complex permittivity of materials is represented by the Debye model [10, 11]
as given by

erðxÞ ¼ e1 þ es � e1
1þ jxs

� j
rs
xe0

ð1Þ

where es is the value of permittivity that would be observed at low frequencies, e1
the value for ‘infinite’ frequency, τ is the relaxation time and σ is the conductivity.

In the measurement, error sources were derived from the network analyzer error
sources and the dielectric error sources. The network error sources are noise (about
0.0006) and the fixed load/probe directivity contribution (0.05–0.15) for the stan-
dard calibration (air, short and load), depending on frequency.

4 Result and Discussion

There were two samples that have been measured; sample A is made of the
ingredients namely Glyoxal and sample B is made of Glutaraldehyde. The mea-
sured results of the two fat tissue samples are presented in the Figs. 1 and 2 over the
ultra-wideband frequencies. Figure 1 shows the dielectric constant of the sample
with glyoxal and glutaraldehyde while the measured results for conductivity of the
samples are shown in Fig. 2. Figure 1 shows the dielectric constant of the two
samples as a comparison which shows that the sample with glyoxal having a lower
dielectric constant or relative permittivity compared to the glutaraldehyde.

Table 1 Single-pole Debye parameters [12]

ε∞ Δε τ(ps) σ

Fat-high 3.9870 3.54448 13.0000 0.0803

Fat-median 3.1161 1.5916 13.0000 0.0496

Fat-low 2.8480 1.1041 13.0000 0.2514

Glandular-high 14.2770 40.5152 13.0000 0.6381

Glandular-median 13.8053 35.5457 13.0000 0.7384

Glandular-low 12.8485 24.6430 13.0000 0.2514
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In [11], the dispersive characteristic in real biological tissue has been reported by
using experimental data for normal and malignant breast tissue. Using this data the
real normal tissue is represented by the Debye Model and the single pole Debye
parameter used in the modeling of the real tissue in this paper is shown in Table 1
[12]. As shown in Fig. 3, the fat tissue samples for different cross linking agent are
measured and compared with the real tissue. The proposed sample tissue shows a
higher dielectric constant and thus this fat tissue sample can imitate for a fat tissue
that has high water content to be used in breast phantom fabrication for microwave
imaging application. At the centre frequency, 7.5 GHz it is measured that the
dielectric constant of the sample using glyoxal and glutaraldehyde are 7.2 and 8.0
respectively while the real tissue having a dielectric constant value of 6.9. The cross
linking agent material; formaldehyde shows a low dielectric constant properties and
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this is lower than the real tissue. Glyoxal and glutaraldehyde can be a good potential
cross linking agent replacing formaldehyde and the measured dielectric constant has
shown to give a small difference of 4 and 14.3 % compared to the real tissue taken
at centre frequency. By having a wide range of dielectric constant of the fat tissue,
thus the breast tissue fabrication using the two cross linking agent can mimics real
fat tissue having a high water content(high relative permittivity) and low water
content(low relative permittivity) tissue. Figure 4 shows the fabricated sample with
glutaraldehyde before the dielectric constant measurement is taken.

Fig. 3 Dielectric constant
versus frequencies for the fat
tissues fabricated using two
different cross linking agent
and real tissue

Fig. 4 Fabricated breast fat
sample using glutaraldehyde
as cross linking agent
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5 Conclusion

The paper has reported the measured results of the fat tissue samples using two
different cross linking agents. The result also has compared to the previously fab-
ricated sample using formaldehyde which is unfavorable chemical due to health
issue in handling phantom for microwave imaging application. The samples con-
stituting the fabricated fat tissue samples have indicated a good emulation of the
actual breast fat. For the breast phantom fabrication, the fabricated fat tissue samples
is non-toxic and can be embedded in a breast phantom together with other tissue
sample such as glandular and tumor tissue to mimics real breast. But undeniably that
heterogeneity of the real breast tissue still poses a challenge for accurately repre-
senting it in physical breast phantom.
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Transformation Polynomial Secret
Sharing

Tanyaporn Sridokmai, Somchai Prakancharoen
and Nalinpat Porrawatpreyakorn

Abstract This research objective is to introduce how the secret sharing algorithm
was used to increase the security of your data before distributing to the database.
The first arbitrated polynomial function was transformed to be another one in order
to enhance more security. Plaintext was reconstructed by reversing two stages
interpolation. This algorithm improves more security than ordinary share secret
sharing algorithm.

Keywords Secret sharing � Transformations of functions � Interpolation �
Algebraic functions

1 Introduction

This research aims to secure the data in distributed databases, because the dis-
tributed database is extremely important in many organizations, both public and
private sectors such as hospitals, banks or university in order to prevent frauds or
destruction of hackers, The purpose of distributed database security is deal with
protecting data from deliberately attacks. Current implement for providing secure
data storage is to ordinary encrypt the data using an encryption key. If the
encryption key is risky thus an unauthorized individual possibly access the data.
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This problem can be solved by split plaintext to multiple parts by secret sharing
algorithm. In order to reconstruct the original data, typically more than one of the
splitted parts must be retrieved.

Secret sharing refers to techniques for distributing a secret amongst a group of
participants, each of whom is allocated with a share of the secret.

Secret Sharing Scheme (SSS) is the method of isolating the secret to shares and
distributing them to a group of participants. The collection (set) of groups that are
able to reconstruct the secret is termed access structure and its elements are called
authorized groups. Secret sharing, which was individually introduced by Blakley
[1] and Shamir [2], deals with procedures of distributing secret value among a set of
contributors, in such a way that only some qualified secret shares can recover the
secret value (ordinary plaintext). The paper objective is to enhance security of SSS
by transform arbitrary polynomial equation to a distinct one.

2 Secret Sharing Based Threshold Scheme

In secret sharing [3], the essential thing is the number of participants required to
reconstruct the secret. If the number of authorized participants k out of n, we call
this scheme ðk; nÞ -threshold access structure and defined as:

F ¼ A 2 2pjjAj �Kf g; 2�K � n ð1Þ

where F is a method which the dealer can use to distribute shares to each participant
any access structure F�2p, p is the set of trustees and 2p is the power set of
p satisfies the following condition, A an arbitrary set of participants such that
jAj �K.: if A 2 F and A � A0 � p then A0 2 F, K is the least number of retrieved
participants and n is the number of total participants in the system.

2.1 Shamir’s Threshold Secret Sharing Scheme [2]

Shamir’s secret sharing scheme is a threshold scheme based on polynomial inter-
polation. It allows a dealer D to distribute a secret value s to n users, such that at
least k\n users share are required to reconstruct the secret. The protocol is
information theoretically secure, i.e., any fewer than k users cannot gain any
information about the secret by themselves. To share the secret s among users
P1;P2; . . .;Pn such that k users are required to reconstruct the secret. Dealer
D creates a random polynomial f ðxÞ of degree k � 1 and constant term s.

f ðxÞ ¼ a0 þ a1xþ a2x
2 þ � � � þ ak�1x

k�1 ð2Þ
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This polynomial is constructed over a finite field, such that the coefficient a0 is
the secret s and all other coefficients are random elements in the field; the field is
known to all authorized participants.

Dealer D publicly chooses n random distinct evaluation points: Xj 6¼ 0, and
secretly distributes to each user Pj the share sharejðsÞ ¼ ðXj; f ðXjÞÞ; j ¼ 1. . .n:
(Remark: The evaluation point Xj could be any publicly known value, therefore for
our convenience, we assume Xj ¼ j, hence the shares are denoted as) [4]

f ð1Þ; . . .; f ðjÞ; . . .; f ðnÞ ð3Þ

To reconstruct the secret from each k shares out of n shares, without loss of
original plaintext, we have to retrieve at least k shares: f ð1Þ; f ð2Þ. . .; f ðkÞ.

By Lagrange interpolation [5], the k participants function value (Range) can be
used to recomputed the coefficients a0 of polynomial equation then we can recall
the original plaintext S. The correctness and security conditions are also maintained.

Limitations of the scheme are computationally hard and become impractical
with large number of shares K, stack overflow despite Shamir’s shares are only
pairs ðx; yÞ, their sizes increased with the power K.

3 Theory of Graph and Transformations

3.1 The Graph of Element Function

Element functions of graph are algebraic function: The algebraic functions are
formed by applying algebraic operations to the identity function

y ¼ f xð Þ: ð4Þ

3.2 Types of Algebraic Functions

The general polynomial function as shown on Eq. (5)

f ðxÞ ¼ a0 þ a1xþ a2x
2 þ � � � þ ak�1x

k�1 ð5Þ

Linear Function: A linear function is a function defined by an equation of the
form:

y ¼ a1xþ a0 ð6Þ
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Cubic Function: A function defined by a polynomial of degree 3. The general
form of cubic function is

y ¼ a3x
3 þ a2x

2 þ a1 þ a0 ð7Þ

3.3 The Transformations of Graph Algebraic Function

In this section we will discuss how the graph of a function may be transformed
either by shifting, stretching or compressing, or reflection. The form of the quad-
ratic function in the equation is called vertex form, so named because the form
easily reveals the vertex or “turning point” of the parabola [6, 7]. Each of the
constants in the vertex that form of the quadratic function plays a role. As you will
soon see, the constant a controls the scaling (stretching or compressing of the
parabola), [8] the constant h controls a horizontal shift and placement of the axis of
symmetry, and the constant k controls the vertical shift. [9] (Table 1)

4 Design of Transformation Polynomial Secret Sharing
Algorithm

The whole sequence of practeal solution was shown in Fig. 1.

The Construction of Secret Part.

Step 1: Input- secrete key number of participant
Step 2: Select random values a1; a2. . .; an
Step 3: Generate polynomial string to share the secret into parts.

Table 1 Transformation rules for functions [6, 7]

Equation To obtain graph

y ¼ f ðxÞþ kðk[ 0Þ Shift graph y ¼ f ðxÞ up k units

y ¼ f ðxÞ � kðk[ 0Þ Shift graph y ¼ f ðxÞ down k units

y ¼ f ðx� hÞðh[ 0Þ Shift graph y ¼ f ðxÞ right h units

y ¼ f ðxþ hÞðh[ 0Þ Shift graph y ¼ f ðxÞ left h units

y ¼ �f ðxÞðc[ 0Þ Reflect graph y ¼ f ðxÞ over x -axis

y ¼ f ðxÞðc[ 0Þ Reflect graph y ¼ f ðxÞ over y -axis

y ¼ af ðxÞða[ 1Þ Stretch graph y ¼ f ðxÞ vertically by factor of a

y ¼ af ðxÞð0\a\1Þ Shrink graph y ¼ f ðxÞ vertically by factor of a

(Multiply y—coordinates of y ¼ f ðxÞ by a)

y ¼ f ðcxÞðc[ 1Þ Shrink graph y ¼ f ðxÞ horizontally by factor of c

y ¼ f ðcxÞð0\c\1Þ Stretch graph y ¼ f ðxÞ horizontally by factor of c

(Divide x—coordinates y ¼ f ðxÞ of by c)
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Transformations of Polynomial Function

Step 4: Transformations of polynomial graph function
Step 5: Sent Transformation Polynomial Secret Sharing to Database

The Reconstruction

Step 6: From Database Server to Secret sharing Data
Step 7: Use by Lagrange Polynomials Return to Secret Sharing

4.1 The Construction of Secret Part (Step1–4)

First, the Data owner (D) has to define the original plaintext (S) which would be
assigned as a0 of the arbitrary polynomial equation. Second, this polynomial
function ðf ðxÞÞ will be calculated of f ðxÞ on yi far each value of xi these share Si, on
ðxi; f ðxiÞÞ, were then represent as secret share part of original secret S.

Step 1: D defines a0 ¼ s
Step 2: D select t � 1 random, independent coefficients a1; . . .; at�1; 0� aj � p� 1

Defining the random polynomial Zp,

Fig. 1 Transformation secret sharing to database severs (DBSi)
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f ðxÞ ¼
Xt�1

j¼0

aj � x j: ð8Þ

Step 3: D publicly chooses n random distinct evaluation points: Xj 6¼ 0; and
secretly distributes to each users Pj the share

sharej sð Þ ¼ Xj; f Xj
� �� �

; j ¼ 1. . .n: ð9Þ

Example 2 Polynomial Secret Sharing
Let S = 12, n = 6, a1 = 16, a2 = 9, k = 3.
Secret share points

f ðxÞ ¼ 12þ 16xþ 9x2

ð1; 14Þ; ð2; 19Þ; ð3; 25Þ; ð4; 34Þ; ð5; 44Þ; ð6; 56Þ ð10Þ

For each participant a different single point of share jðSÞ; j ¼ 1; 6 (both x and f
(x)).

Let us consider (2, 19), (4, 34), (5, 44).
ðx0; y0Þ ¼ 2; 19ð Þ; ðx1; y1Þ ¼ 4; 34ð Þ; ðx2; y2Þ ¼ 5; 44ð Þ. The graph was illus-

trated as Fig. 2

Fig. 2 Graph of polynomial
secret sharing (base on
Eq. 10)
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4.2 Transformations of Defined Polynomial
Function (Step4)

The Data owner (D) has to define another polynomial function with has the same
order. Former polynomial result ðf ðxiÞ; xiÞ were then used as in put of new poly-
nomial function then used as input of new value of secret share ðf 0ðxiÞ; x0iÞ

Vertical scaling and reflection along with horizontal and vertical translations for
the graph can all happen in one equation using a, h and k then

y ¼ f xð Þ ð11Þ

y ¼ x2 ð12Þ

And our equation that contains the scaling’s, reflections and translations looks
like this

y ¼ a x� hð Þ2 þ k ð13Þ

Example 3 Polynomial Secret Sharing and Transformation
Therefore, if a = −0.1 and h = −4 and k = −5, we say that the allusion parabola is

reflected across the x-axis and vertically scaled by a factor of 0.1 and horizontally
translated −4 units and vertically translated −5 units. Our equation for this would
appear as (14): [9]

y ¼ �0:1 xþ 4ð Þ2�5

Or, with a bit of simplification:

y ¼ ð�0:1Þ xþ 4ð Þ2�5

y ¼ � xþ 4ð Þ2
10

� 5
ð14Þ

Hence, the secret share of polynomial transformations are (1, −37.4), (2, −57.9),
(3. −89.1), (4, −149.4), (5, −235.4) and (6, −365).

Transformations of polynomial graph function as shown in Fig. 3.
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4.3 Sent Transformation Polynomial Secret Sharing
to Database Servers (Step 5)

After 4.2, these secret shares should be sent to be kept in distrusted database
engines DBið Þ. Data base administrator could not understand it since it was only
secret share under double polynomial secret sharing algorithm performing.

4.4 The Secret Reconstruction by Lagrange Polynomials
and Return to Secret Sharing (Step 6)

First (Step 6), in situation that D would like to retrieve the original secret S, D has to
identify ID of the target tuple. This ID will be sent to all DBS then DBS has to
perform file retrieval then sent found tuple back to D

Second, sent back tuples were interpolated by Lagrange interpolation which
should give a transform polynomial function.

Third (Step 7), transform polynomial function were used to compute of former
polynomial with Lagrange interpolation then the value a0 form this equation was
represent as original plaintext under more confidence than ordinary SSS.

To reconstruct the secret from each subset of k shares out of n shares, without
loss of generality we will mark this subset: f ð1Þ; . . .; f ðkÞ [4].

Use Lagrange interpolation to find the unique polynomial f ðxÞ such that degree
of f ðXÞ\t and f ðjÞ ¼ sharejðsÞ for j = 1, 2, …, t.

Fig. 3 Graph of polynomial
secret sharing and
transformation graph (based
on Eqs. 10 and 14)
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Follow to position of the original equation.
The three transformation of secrets point were

ðx0; y0Þ ¼ 2;�37:4ð Þ; ðx1; y1Þ ¼ 4;�149:4ð Þ; ðx2; y2Þ ¼ 5;�235:4ð Þ

We will compute Lagrange basis polynomials:

l0 ¼ x� x1
x0 � x1

� x� x2
x0 � x2

¼ x� 4
2� 4

� x� 5
2� 5

¼ 1
6x2

� 11
2x

þ 31
3

l1 ¼ x� x0
x1 � x0

� x� x2
x1 � x2

¼ x� 2
4� 2

� x� 5
4� 5

¼ �1
2x2

� 31
2x� 5

l2 ¼ x� x0
x2 � x0

� x� x2
x2 � x1

¼ x� 2
5� 2

� x� 4
5� 4

¼ 1
3x2

� 2xþ 22
3

¼ �37:4
1
6x2

� 11
2x

þ 31
3

� �

þ �149:4ð Þ �1
2x2

� 31
2x

� 5
� �

þ �149:4ð Þ 1
3x2

� 2xþ 22
3

� �

ð15Þ

And return to transformation polynomial secret sharing

y ¼ � xþ 4ð Þ2
10

� 5 ð16Þ

The Secret sharing 3 points after return to Polynomial Secret Sharing

ð2; 19Þ; ð4; 34Þ; ð5; 44Þ
ðx0; y0Þ ¼ 2; 19ð Þ; ðx1; y1Þ ¼ 4; 34ð Þ; ðx2; y2Þ ¼ 5; 44ð Þ

We will compute Lagrange basis polynomials:

l0 ¼ x� x1
x0 � x1

� x� x2
x0 � x2

¼ x� 4
2� 4

� x� 5
2� 5

¼ 1
6x2

� 11
2x

þ 31
3

l1 ¼ x� x0
x1 � x0

� x� x2
x1 � x2

¼ x� 2
4� 2

� x� 5
4� 5

¼ �1
2x2

� 31
2x� 5

l2 ¼ x� x0
x2 � x0

� x� x2
x2 � x1

¼ x� 2
5� 2

� x� 4
5� 4

¼ 1
3x2

� 2xþ 22
3

f ðxÞ ¼
X2

j¼0

yjljðxÞ

¼ 19
1
6x2

� 11
2x

þ 31
3

� �

þ 34
�1
2x2

� 31
2x

� 5
� �

þ 44
1
3x2

� 2xþ 22
3

� �

ð17Þ
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We could recover original polynomial equation with ‘12’ as an original

f ðxÞ ¼ 12þ 16xþ 9x2 ð18Þ

5 Performance and Efficient Analysis [10]

In this part analyzes this scheme’s performance and efficiency by comparing it with
the existing schemes. In order to compare with the existing project, we classify the
existing scheme based on the distribution mechanism of secret share. There is a
secure channel in the Shamir scheme [2] Table 2 shows a simple comparison
between them.

Following from Table 2:

1. Secrecy: Shamir scheme construct secret shares from an original data based on
arbitrary defined polynomial equation. These secrets shares should be used to
reconstruct original data. For our scheme, the polynomial equation was increase
more secrecy by perform a transformation it to the new one. This technique
could increase secrecy level more than ordinary Shamir scheme.

2. Extensible: When polynomial is kept fixed, pieces can be dynamically added or
deleted without affecting the other pieces. Two polynomial equations need not
to produce the same amount of secret shares

3. Reliability: at least a number of users, greater than the threshold, are required for
reconstruction the original data.

4. Flexible: we can supply each participant different number of pieces according to
administration defined.

5. Minimal: The size of each piece does not exceed the size of the original data.

In time aspect, as shown in Fig. 4, our scheme consumes the highest time for
splitting and recovering data file. Compared with Shamir’s scheme, because it has
attach, Transformations of Polynomial Function in order to higher security.

Table 2 Comparision of other schemes

Scheme Secrecy Extensible Reliability Flexible Minimal Performance

Shamir
scheme [2]

Yes Yes Yes Yes No Low

Our
scheme

More More Yes Yes No A little bit
more
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6 Summary and Future

This paper presents a secret sharing scheme enhancement by transformation of first
defined polynomial function to the second polynomial. The disadvantage of this
method was encryption activity that the plaintext must be encrypted and decrypts all
the time there were referenced. It should be good if we can performance file
manipulation without decryption on it. Homomorphic algorithm should be con-
sidered as the next research. Cryptographer should use Homomorphic algorithm to
perform encryption on plaintext before and after secret sharing without any encrypt
the original plaintext.
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Ant Colony-Dijkstra’s Algorithm
for Evacuation Preparedness
in High Rise Buildings
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and Yuseni Wahab

Abstract The critical tasks during evacuation process is how to find the right ways
in order to escape from the danger place to a safe place. In process offinding the right
ways, most of the evacuees are panicked. Subsequently, make the process more
difficult. With that occurrence, the main objectives of this research study are to
identify the suitable shortest path algorithm for evacuation in high rise building, then
design and develop an evacuation route via shortest path algorithm in order to obtain
an exit route to evacuate by using Optimization and Artificial Intelligence
Technique. The objectives that involved are to help the evacuees to find the best
routes during evacuation process. Six phases of methods are raised to accomplish the
objectives by utilizing the Dijkstra and Ant Colony Optimization Algorithm. The
first step is started from the original building layout. Then transform the layout into
2D layout plan. After that, import the matrix data to generate graph theory. Next step
is utilizing the both approaches to achieve the shortest path. The preliminary result
has shown positive result which can deliver the shortest path to help evacuees.
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Keywords Ant colony optimization � Dijkstra’s algorithm � Evacuation � Shortest
path

1 Introduction

Evacuation is a process of moving people from danger place to safe place during an
emergency. Unexpected event occurs such as natural disaster may cause an
emergency situation which brings damage and losses. Though, evacuation planning
needs to be prepare to maximize the evacuation effectiveness [1] and also minimize
the property losses [2].

The main problems in evacuation process are the difficulties to find the right
route in order to escape towards safe place [3] and the behaviour of evacuees during
the evacuation especially in indoor place such as high rise building [4]. Moreover,
the building itself become more complex with the high population density [5] effect
the time of evacuation [6].

An evacuation planning is needed to carry out, in order to improve the efficiency
of evacuation process. During emergency situation, evacuees mostly panicked hard
to make a decision to find the best path to escape especially the evacuation take place
in the closed building. Moreover, the building tend to be complex in structure and
design subsequently effect the process of finding the best path and trigger various
behaviour of evacuees during the critical situation [7]. Planning the evacuation is
important requirement to evacuate people safely when emergency occurs [8] and the
planning can ensure the evacuation process done quickly and carefully [9].

A good evacuation management is able to catch the attention of evacuees in
guiding them toward exit route quickly and help them make a good decision.
Hence, this research design and develop the evacuation preparedness model via
shortest path algorithm and Artificial Intelligence Technique on exit route selection
to evacuate.

This research is expecting to produce independent evacuation preparedness
algorithm for exit route and also guide evacuees escape safely from the building.
The evacuee especially those who are unfamiliar with the building can find the best
path by following the guide provided and make the evacuation process more effi-
cient by reducing the evacuation distance and time with the improvement of
evacuees’ behaviour.

The contribution of this research study are guide evacuees to find the best path
easy and smooth in a safest way and in consequences reduce the fatalities and
injuries of evacuees during the evacuation.
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2 Research Methodology

This research methodology utilise Dijkstra’s Algorithm and Ant Colony
Optimization in finding the best path in the evacuation process in a high rise
building.

Dijkstra’s Algorithm efficient in generating the shortest path for selection of
route and claim to be the best techniques in solving the simple shortest path
problem by providing the shortest path from any evacuation node [10, 11]. This
algorithm also able to provide safe evacuation plan [12, 13, 14] and solve single
source shortest path problem in a graph search algorithm [15, 16] to find the
shortest distance between a node and all other nodes to suit the target of Dijkstra’s
Algorithm [17, 18].

The other technique is Ant Colony Optimization (ACO) Algorithm which is the
Artificial Intelligence technique. This algorithm is proved to be the alternative for
Dijkstra’s Algorithm in solving the problem of finding the shortest path. The ACO
algorithm is represents the way of real ants optimize their route while searching for
a food. Ants are able to find the shortest pathways from their nest to food place by
exchanging information among them via pheromones [19]. Based on the presence
and concentration of pheromones, the ants guide their direction and tend to move to
high concentration of pheromones to find the optimal path while looking the food
[20]. In adapting the ants with the evacuation process, the food is representing the
exit node while the ant nest represents the current location of the evacuees.

This implementation of Dijkstra’s Algorithm and Ant Colony Optimization
involves 6 steps as shown in figure below (Fig. 1. Implementation of Dijkstra’s
Algorithm and Ant Colony Optimization Steps).

In Fig. 1 the first step is derived from building floor layout. Then convert into 2D
floor layout in order to design the evacuation preparedness model by setting up each

Fig. 1 Implementation of
Dijkstra’s algorithm and ant
colony optimization steps
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door in the floor as a node. The distance from each node are also obtain from the 2D
layout plan and are collected into a matrix table as a matrix data format to generate
the graph theory. Finally, utilize the two selected algorithm.

3 Result and Discussion

Simulation program using MATLAB has been built to find the shortest path using
Dijkstra’s Algorithm and Ant Colony Optimization. Dijkstra’s Algorithm calculate
the shortest path using the given distance based on the real building layout, the total
distance is from the source node to destination node [21]. Meanwhile, the Ant
Colony Optimization obtains the shortest path from the coordinate of each node in
the building layout. From the coordinate of node, the ACO calculate the total
distance which is the shortest. The result are compared and proved to be the same, it
is means that ACO algorithm can be the alternative technique of Dijkstra’s
Algorithm in finding the shortest path for evacuation.

According to the 2D layout plan Fig. 2, there are a few nodes for door and
staircase. Through the simulation model, the shortest path is obtained between
nodes 38 and 47.

Fig. 2 2D layout plan with nodes and path between nodes along with distance
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The first calculation is based on Dijkstra’s Algorithm (DA), the starting step is to
collect the number of nodes in the 2D layout plan above into the matrix table. The
matrix table as shown in Table 1 consist of the node and the weight or the distance
between the connected nodes.

Based on this matrix table, the calculation is done by the Dijkstra’s
Algorithm (DA) to obtain the shortest path between the nodes 38 to 47. However,
before the calculation is performed the matrix table are read as sparse format and
the node are renamed start from one in ascending order. The sparse format is in
Table 2.

There are 10 nodes and 27 edges created based on the data imported. The
calculated shortest path is between the nodes 1 to node 10 in the simulation model
as the nodes are renamed (as shown in Table 3).

The result obtain by DA is shown in the graph (as shown in Fig. 3)
The path taken is through node 1 > 3 > 7 > 10 with total distance is 17.73 meter.

This result is compared with the result of the other technique which is Artificial
Intelligence technique, Ant Colony Optimization (ACO). The result of shortest path
using ACO can be referred in Fig. 4.

The result shows that the total distance is 17.26 in meter. The difference is due to
the way of calculation between DA and ACO. ACO use coordinate of the node to
calculate the shortest path based on the 2D layout plan (Fig. 2). Furthermore, the
node are also different as the ACO rename the node into new node (Table 4).

The total of shortest distance and the direction of path are same with the result of
Dijkstra’s algorithm. The differences of the number of nodes can be summarized in
the Table 4. From the result that has been obtain, we can prove that Ant
Colony Optimization can be the alternative substitute of Dijkstra’s Algorithm in
finding the shortest path.

Table 1 Matrix table

Node 38 39 40 41 42 43 44 45 46 47

38 0 0 4.86 9.09 0 0 0 0 0 0

39 1.22 0 5.94 9.62 0 0 0 0 0 0

40 4.86 0 0 5.52 5.65 8.51 9.26 0 0 0

41 9.09 0 5.52 0 2.53 0 0 0 0 0

42 0 0 5.65 2.53 0 0 6.01 0 0 0

43 0 0 8.51 0 0 0 2.07 0 0 0

44 0 0 9.26 0 6.01 2.07 0 0 0 3.61

45 0 0 8.55 0 5.01 3.27 2.03 0 0 0

46 0 0 0 0 0 0 1.83 0 0 0

47 0 0 0 0 0 0 0 0 0 0
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Table 2 sparse format Node Distance

(2,1) 1.2200

(3,1) 4.8600

(4,1) 9.0900

(1,3) 4.8600

(2,3) 5.9400

(4,3) 5.5200

(5,3) 5.6500

(5,4) 2.5300

(3,5) 5.6500

(4,5) 2.5300

(7,5) 6.0100

(8,5) 5.0100

(3,6) 8.5100

(7,6) 2.0700

(6,3) 8.5100

(7,3) 9.2600

(8,3) 8.5500

(1,4) 9.0900

(2,4) 9.6200

(3,4) 5.5200

(8,6) 3.2700

(3,7) 9.2600

(5,7) 6.0100

(6,7) 2.0700

(8,7) 2.0300

(9,7) 1.8300

(7,10) 3.6100

Table 3 Rename node DA 2D layout plan DA

38 1

39 2

40 3

41 4

42 5

43 6

44 7

45 8

46 9

47 10
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Fig. 3 Result DA in graph theory

Fig. 4 Result of ant colony
optimization

Table 4 Rename node ACO 2D layout plan DA ACO

38 1 1

40 3 2

44 7 3

47 10 4
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4 Conclusion

In this paper, finding the shortest path using Dijkstra’s Algorithm and Ant Colony
Optimization Algorithm were discussed by using evacuation preparedness simu-
lation model via MATLAB program. To obtain the result, six steps of method had
been applied. The first step is converting original building layout into 2D layout
plan, second is designing the 2D layout plan of building followed collecting the
matrix data to generate graph theory. Then, calculate the shortest path using the two
selected techniques which are Dijkstra’s Algorithm and Ant Colony Optimization
Algorithm. For future improvements is to obtain the safest path using Ant Colony
Optimization.
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All Optical Signal Restoration for 10G
DPSK System

Bhagwan Das, M.F.L. Abdullah and Nor Shahida Mohd Shah

Abstract Ultrafast Kerr nonlinearity, offers various signal processing functions to
be used. Several nonlinear transmission impairment such as phase noise, amplitude
noise and power spectral efficiency loss become proficient to degrade the perfor-
mance of optical systems, when intense power is launched in optical fiber. In
modern communication system, all optical regeneration is one of the solution to
mitigate transmission impairments instead of O-E-O conversion. In this paper, all
optical regeneration is demonstrated for 10G DPSK system using 3R regeneration
and phase sensitive amplification to mitigate amplitude and nonlinear phase noise
form 10G noisy DPSK transmission system. Bit error rate of 10−12 is achieved at
power penalty of 5 dBm. In developed system the novelty exist in compensating
two noise simultaneously; ASE noise and phase noise using integrated algorithm
developed using 3R and PSA. The system is developed and tested using com-
mercial software package optisystem to check the feasibility of the system design in
real time implementation. The developed all optical regeneration system is very
demanding for long distance high-speed communication systems. The result con-
clude the positive feasibility for real time implementation of designed system.

Keywords Optical regeneration � DPSK system � Bit error rate � 3R regeneration �
Phase sensitive amplifier

B. Das (&) � M.F.L. Abdullah � N.S.M. Shah
Faculty of Electrical and Electronic Engineering, Universiti Tun Hussein
Onn Malaysia (UTHM), Parit Raja, 86400 Batu Pahat, Johar, Malaysia
e-mail: he130092@siswa.uthm.edu.my

M.F.L. Abdullah
e-mail: faiz@uthm.edu.my

N.S.M. Shah
e-mail: shahida@uthm.edu.my

© Springer International Publishing Switzerland 2016
H.A. Sulaiman et al. (eds.), Advanced Computer and Communication
Engineering Technology, Lecture Notes in Electrical Engineering 362,
DOI 10.1007/978-3-319-24584-3_47

545



1 Introduction

The current research focus, to increase the system range and stoutness for trans-
mission systems [1]. Ultra-high speed communication is achieved using all-optical
signal regeneration, which is one of the promising techniques. High power trans-
mission inside the optical fiber produce several transmission impairments for
example linear, nonlinear, and scattering etc. due to interaction of fiber material and
refractive index [2]. The intensity of noise produce is based on level of interaction
between signal and fiber material [3, 4]. Mainly these impairments eithers are
amplitude or frequency/phase dependent [5]. Out of these impairments nonlinear
phase noise is much more dominant than amplitude noise and handled distinctly [6].
Signal regeneration perform by electrically or all optically, both have their own
importance in optical communication system. In modern optical system all-optical
regeneration is widely used, because electronic regeneration requires conversion of
information from optical to electrical and vice versa [7, 8], while all optical is free
from O-E-O conversion. An Ideal all optical regeneration remove both amplitude
and phase noise [9, 10]. However, use of the complex optical-field dominantly
produces the nonlinear phase that degrade system performance [11–14].

2 Literature Review

Long-haul communication system require optical amplifier to compensate fiber
losses [15]. Erbium-doped and Raman fiber amplifiers are currently being used [16];
these amplifiers are examples of phase-insensitive amplifiers (PIAs), which produce
signal gain that is independent of the signal phase [17]. In principle, one could also
use phase-sensitive amplifiers (PSAs) in communication systems [18]. The potential
advantages of PSAs include, but are not limited to, noise reduction [19], the
reduction of noise-induced frequency and phase fluctuations [20], dispersion com-
pensation and the suppression of the modulation instability [1]. All optical regen-
eration is previously investigate through many techniques such as single pump
configuration (Non-degenerated) [2], dual pump configuration (degenerated) using
phase sensitive amplifier (PSA) for single or multilevel optical regeneration each has
its own advantages and disadvantages [3, 4]. Furthermore, all-optical regenerations
are also investigated theoretically, numerically with 2R (Re-amplify, reshaping)
regenerator, 3R (Re-amplify, reshaping, retiming) configuration, phase extraction,
pump dithering, Semiconductor optical amplifier (SOA), format conversion and with
black box model [5–7]. The PSAs configuration is power consumptive and complex
to use [8]. All optical regeneration still requires consideration to improve existing
techniques in terms of improvement in BER, Eye diagram, power consumption and
Q-factor of the system [9]. To improve the performance of existing all optical
regenerative systems, we have demonstrated the all-optical regeneration for 10G
noisy DPSK to improve the BER using 3R and PSA.
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3 Problem Statement

When high power is launched inside fiber, nonlinear impairments became promi-
nent and distort the signal during transmission. This produce spectral efficiency
loss. Electronic regeneration is not adequate to be used for this problem because of
its speed limitations and losses at high transmission. All optical regeneration is
proposed to mitigate the nonlinear phase and ASE noise from noisy transmission
systems.

4 Methodology

All optical regeneration is performed for 10G DPSK systems using PSA with 3R
regeneration. With this technique the nonlinear phase noise mitigate with PSA and
other noises such as ASE are removed using 3R regeneration process. Figure 1
shows, the system model for the all-optical regeneration system. The model con-
tains the optical transmitter of 10G DPSK, noise emulator to introduce the external
noise in the system to perform the regeneration. At the end, BER and eye diagram is
compared before and after applying our all optical regenerative for 10G noisy
DPSK system.

4.1 Optical Transmitter

In optical communication system, to recover lost spectral efficiency of the system,
signal in phase and in amplitude is required. Therefore, in such type of systems the
in phase transmission are preferred over amplitude only formats. In this regard,
DPSK offers advantage in terms of resilience to transmission impairments [9]. In
this work, 10G DPSK system is designed using (1) which describes the mathe-
matical expression for the DPSK optical transmitter. Equation (1) states that we can

Fig. 1 System Model for 10G DPSK noisy all optical regenerative system
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transmit different amount of power P(t), depending upon the encoding scheme and
sampling time Ts [9]. The DPSK transmitter requires the pseudo random bit
sequence, laser source, pulse generator and optical modulator. Table 1 shows, the
parameters used in optical transmitter. Figure 2 shows the schematic design of
DPSK transmitter in Optisystem.

PðtÞ ¼
E for RZ 100 %

E � cos p
2 cos

2 1:5pt
Ts

� �� �
for RZ 66 %

E � cos p
2 cos

2 3pt
Ts

� �� �
for RZ 50 %

0

@

1

A ð1Þ

The system contain Pseudo noise random sequence with bit rate of 10G, CW
laser as the source and RZ pulse generator as an electrical input. All these signals
feed into LiNbO3 MZIMs modulator, which produce the 10G DPSK output. The
optical transmitter also consist of narrow-line width laser to generate a lightwave
whose wavelength conforms to the ITU grid [10, 12, 19].

Table 1 Parameters for DPSK transmitter

Pseudo noise random sequence RZ pulse generator Continuous
wave laser

Modulator

Bit Rate: 10G
Operation mode: Log sequence
Number of leading zeros: Time
window * 5/100) * Bit rate
Number of trailing zeros: (Time
window * 5/100) * Bit rate

Pulse shape:
Rectangular with
5Vp-p
Duty cycle: 50 %
Encoding scheme:
RZ

Frequency
1552.5 nm
Power: 10 dbm
Linewidth:
10 MHz
Initial phase: 0°

Extinction
ratio: 20 dB
Negative
signal chirp: 1
Symmetry
factor: −1

Fig. 2 DPSK optical transmitter in optisystem

548 B. Das et al.



4.2 Noise Emulator

In 10G DPSK, system noise is externally inserted to perform all optical regener-
ation for noisy system. Amplitude and phase noise are included using respective
modulators. The phase modulator is driven at a frequency of 15 GHz and amplitude
modulator driven at frequency of 2 GHz; both modulators are shown in Fig. 3.

The amplitude and phase noises are controlled by varying the corresponding
depths to emulate different noise levels allowing control of the phase and amplitude
noise levels, respectively. Figure 4 displays, the noise emulator design in optisys-
tem. Both modulator are modulated with 1 GHz and 20 GHz RF signal tone
frequency using sine wave generator respectively.

Fig. 3 Model of noise
emulator

Fig. 4 Noise emulator in
optisystem
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5 Experimental (Simulation) Description All Optical
Regeneration Using 3R (3 Regeneration) and Phase
Sensitive Amplifier

In this work, all optical regeneration is performed over 10G noisy DPSK system.
3R regeneration is technique, which is used to recover the signal from noises, using
reamplification, reshaping and retiming. Equation (2) states that, when power is
launched inside optical fiber due to change in phase the signal is varied, by
neglecting dispersion [20].

UðL; tÞ ¼ uð0; tÞ exp½icPL uð0; tÞj j2� ð2Þ

Regenerator performance depends mainly on parameter ϕ = iγPL. Optimum
value of ϕɴɭ (nonlinear phase noise) is close to 3π/2 because spectrum exhibits two
peaks with a sharp dip at the original wavelength [20]. The main interest of 3R
optical regeneration is to prevent from noise accumulation during transmission.
Phase sensitive amplifier is, relying on the second and third order fiber nonlinearity
and Four-wave mixing (FWM) [20]. Phase sensitive amplification using 3rd order
nonlinearity of medium occurs when a pump wave interacts with signal and idler
waves of lower frequency. If the signal and idler frequencies are identical, the
process is said to be degenerate [20]. Degenerate PA is governed by the
frequency-matching condition ω2 = 2ω1, where ω2 and ω1 are the pump and signal
frequencies, respectively, and the amplitude as shown in (3) and (4) [20];

dzA1 ¼ i2cA2A
�
1 expðibzÞ ð3Þ

dzA2 ¼ i2cA2
1 expðibzÞ ð4Þ

where β = 2β1 − β2 is the linear wave number mismatch and γ is the non-linear
coupling coefficient, which is proportional to χ(2). One can choose the amplitude
units in such a way that |Ai| is proportional to photon flux. Suppose that wave 2 is a
strong pump and wave 1 is a weak signal. Then, in the small-signal
(undepleted-pump) approximation, the growth rate will be k is given by
(|γ|2 − δ2)1/2. The transfer functions satisfy the auxiliary Eq. (5) [1].

E ¼ a cosðxtþ/Þþ b sinðxtþ/Þ ð5Þ

This is how, the 3R and PSA are collectively used to mitigate ASE and nonlinear
phase noise respectively as shown in (5) [2]. In (5) two quadrature amplitudes are a
and b; phase of the pump signal is to be amplify using sinwt component and
deamplify using cos wt, the two-kinds of input signals with isotropic (phase
insensitive) noise are transformed to the squeezed state [3]. BER for 3R regeneration
and PSA for signal accumulation scales are shown in (6) [4]. In (6) SNR is the signal
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to noise ratio, N is the rank of the regenerator and C a suitable constant. One can
obviously see the advantage of avoiding noise accumulation with a regenerator [5].

BER � N expð�CSNRÞ ð6Þ

Figure 5 describes, that first 10G DPSK signal is generated, after that amplitude
and phase noise is inserted in the system externally [6]. The all optical regeneration
is performed over this noisy signal using 3R and PSA as discussed earlier. After
that, BER is calculated before and after the all-optical regeneration to validate the
functionality of regenerator [7]. In all optical regeneration algorithm using 3R and
PSA, 3R regenerator only can mitigate the ASE noise [8], synchronize the pulses
[9], recover the signal for amplitude regeneration not for phase as much efficiently
[10], overall 3R regeneration does not improve the BER of the optical system [11].
The main advantage of this technique is that with the help of 3R regenerator the
ASE noise and other amplitude related noise can mitigate and PSA will control the
phase response of the system [12]. Finally, we have achieved the all-optical
regeneration using the 3R and PSA for 10G noisy DPSK transmission system with
improved BER.

6 Results and Discussion

Figure 6 describes the optical DPSK transmitter response using electrical constel-
lation diagram. The global parameters set for transmitter are sample bit 64, sample
rate 60 kHz, sample length 128 with Bit rate of 10 GB/s. Figure 7 represents the
electrical constellation diagram for 10G DPSK transmitter after inserting the
amplitude and phase noise in the system. The amplitude modulator includes 1Vp-p
amplitude and phase shift of 90° and having modulation index of 1. The Phase
modulator includes the 1Vp-p amplitude, bias of 0.5 and phase shift of 90°, having

Fig. 5 Developed model for all optical regeneration
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normalized electrical signal with phase deviation of 90°. Overall, 12 dB noise is
included in 10G DPSK system using both modulators. Figures 8 and 9 represent
BER and eye diagram of 10G noisy DPSK system before and after all optical
regeneration using 3R and PSA. The ideal BER ism10−15 for 10G DPSK system
and ideally eye diagram should be opened and having no jitters. Figure 8 shows, the

Fig. 6 Response of DPSK transmitter

Fig. 7 DPSK response with noise
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BER and eye diagram before the all optical regeneration, the BER at this level is
10−4, and eye diagram is also not eye opened and having jitters and in this case the
Q-factor for the system 48. Figure 8 also contains several FWM components, which
clearly shows that the all optical regeneration is performed adequately. Using our
developed techniques, we have improved BER up to 10−11, with eye-opened

Fig. 8 BER, Eye diagram and Q-factor before all optical regeneration

Fig. 9 BER, eye diagram and Q-factor after all optical regeneration
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diagram, having some jitters, all the other FWM components are filtered, only the
10G transmitted signal is regenerated with Q-factor of 135 as shown in Fig. 9. The
results accomplishes that, we have achieved the significant improvement in BER
and 64 % improvement in the Q-factor of the system with eye opened diagram,
having minimum jitters. Overall, the noise remain in the system is 2.1 dB; this
states that that all optical regeneration has removed the noise from the 10G noisy
DPSK system significantly using our designed technique. Important thing to discuss
is that all these significant improvement in BER, eye diagram and Q-factor are
achieved at modulation index of 1. The change in modulation index also produces
the changes in output, we have encountered have this problem during our findings;
in future, there is a need to design such system that are independent from this
modulation order.

Figure 10 defines the response of 10G noisy DPSK system after applying all
optical regenerative technique using 3R and PSA. It can be clearly seen in the
Fig. 9, that ASE noise and nonlinear phase noise is significantly removed. The
external noise was included in the system was 12 dB and our designed techniques
has reduced the both noise up to 2 dB at power penalty of 2 dB for overall system.

7 Conclusion

The results of research work determines that all-optical regeneration is practicable
using combination of 3R and PSA technique. The proposed technique mitigates
ASE noise and nonlinear phase noise from 10G DPSK and provide significant

Fig. 10 Response of DPSK transmitter after applying all optical regeneration
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improvement in BER and Q-factor of the system. The result of this study suggest a
number of new avenues for research, such as using similar technique 3R and PSA,
the regeneration can be performed for PSK, DQPSK in optical communication
system. Furthermore, the energy efficient optical communication system design
using FPGA design will produce green optical communication system, which is the
future demand of high-speed communication.
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Real-Time Segmentation and Tracking
Module of Target of Interest from Video
Sequence in Object Recognition Systems

Slavomir Matuska, Robert Hudec, Miroslav Benco
and Patrik Kamencay

Abstract This paper proposes a real-time objects segmentation and tracking
module from video sequences, which can be effectively used in real-time object
recognition systems. The module is based on background subtraction method in
combination with CAMshift (Continuously Adaptive Mean shift) algorithm. In the
first step, background subtraction method is applied to determine pixels of moving
objects in video stream. Then, foreground pixels are used as starting point for
CAMshift algorithm. CAMshift finds optimal size, position and orientation of
moving objects. After that, key frame extraction method is applied in order to
choose only relevant frame in later objects classification.

1 Introduction

Real-time segmentation and fast objects tracking in video sequences are an essential
part of many application, especially in traffic monitoring, surveillance systems, smart
cities, human-machine interface and different kind of security solutions. Over the last
few years, there were published many approaches focusing on achievement of good
and robust real-time objects segmentation and tracking, for example in [1, 2].

The main task of this module is to detect moving objects in the scene and then
track theirs movement across the scene. For people is easy to see moving object and
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separate it from the rest of the scene. In computer vision, one of the simplest way
how to separate moving object from scene background is to use background sub-
traction method. This method is widely used in computer vision and involves
calculating a reference image, subtracting each new frame from the reference
image, thresholding and evaluating the result. These steps result in creation of
binary segmented image with highlighted moving objects. The simplest form of
reference image is a time-averaged background image. This method suffers from
many problems and requires a training period to calculate reference image [3, 4].
There had been also a problem with rapid illumination changes which was solved
later in [5]. After successful determination and detection of moving objects,
CAMshif algorithm is applied to find optimal object size, position and orientation.
CAMshift is very efficient in tracking object with similar color and was used in
many approaches [6, 7]. Object color should be different from the color of the
background. In our approach, this problem is solved during background subtraction
phases and in CAMshift phase only foreground pixels are used. CAMshift can be
summarized whit these steps [8]:

1. Choose the initial region of interest which contains the object we want to track.
2. A color histogram computation from the region of interest.
3. A probability distribution computation using color histogram.
4. Based on the probability distribution image, find the center mass of the search

window using mean-shift method.
5. Center the search window to the point taken from step 4 and repeat step 4 until

convergence.
6. Process the next frame witch search window position from the step 5.

In the last part of the module, key frame extraction method is applied on target of
interest determinated in CAMshift phase. This method uses early and late filtration
to mark only relevant targets of interest in order to achieve best results in objects
classification.

This paper is focusing on creation simple and efficient method of segmentation
and tracking objects in video sequence using background subtraction method and
CAMshift algorithm. The paper is organized as follows: detailed method descrip-
tion is given in the second part. Experimental results are described in the third part
and conclusion and future work are shown and discussed in last parts.

2 Proposed Method

As it was mentioned before, the main task of real-time segmentation and tracking
module is detection of moving objects and marking relevant target of interest for
object classification.

Figure 1 shows block diagram of our proposed method. Video sequence in
resolution 1920 × 1080 and frame per second rate at 25, using H.264 codec serves
as input data stream. Moreover, video resolution is reduced to final resolution
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640 × 380 pixels, i.e. divided factor 3. Data stream is processed frame by frame
following block diagram in Fig. 1. In the beginning, background subtraction
method needs at least 50 frame to initialization.

After that period, each frame is blurred with Gaussian with 2 × 2 kernel and then
background subtraction method is applied on the processed frame. Output of this
phases is shown in Fig. 2, where actual frame is shown in Fig. 2a, binary segmented
image with highlighted foreground pixels is given in Fig. 2d and background image
can be found in Fig. 2b. In the next step, moving object candidates are detected
using binary segmented image which is scanned by sliding window with size
20 × 20 pixels and with 10 pixels step. Sum of white moving pixels is count in each
sliding window and when this sum is greater than threshold value, actual sliding
window is marked as moving object candidate. Valid candidates are show as gray
rectangles in Fig. 2c. Candidates are checked for relevance and best of them is
marked as a region of interest (ROI) with moving object.

If they are more ROI in one scene, algorithm of checking overlapping ROI is
used to evaluate possible ROI overlapping and in this case, there is need to merge
two ROIs into one. In the last step of the module, ROI are checked for their
presence in the scene and data of non-valid ROI are saved and afterwards ROI

Fig. 1 Real-time segmentation and tracking module block diagram
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tracking is stopped and erased from valid regions of interest. All these steps are
repeated until last frame of the video sequence is processed or live stream is
stopped.

2.1 Key Frame Extraction Method

In order to achieve best accuracy in object classification, key frame extraction
method is used to filtrate regions of interest. Proposed method consist of two parts:

• Early filtration.
• Late filtration.

Early Filtration. Early filtration is applied on the moving ROI in real-time and
its task is to do first filtration of valid regions of interest. ROI needs to fulfill two
conditions in order to participate in objects recognition:

• ROI size must be more then threshold value.
• ROI must consist at least of 40 % moving pixels.

Threshold value was determined empirically from testing video sequences and
its value was set to 10000 pixels. This condition should filtrate ROI where unknown
object is not clearly visible in ROI, for example when object is entering or leaving
the scene or is partially overlapped by other objects. The second threshold value

Fig. 2 Background subtraction images
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was also determined empirically. In testing video sequences average percentage of
moving pixels in regions of interest was about 50 % and therefore the threshold was
set to 40 %.

Later Filtration. Later filtration is applied on a set of the regions of interest
belonging to the tracking object, after this object has left the scene. Later filtration
consist of two conditions:

• Number of edges in ROI.
• Number of frame with tracking object in video sequence.

Canny detector is used to detect edges in each ROIs. Edges are represented by
white points in output binary image from Canny detector. Number of white points is
counted and average value of white points in images is calculated using the
formula 1:

edgemean ¼
Pn

i¼0 edgeCounti
n

: ð1Þ

where n is number of images which belong to single tracking object and edgeCounti
is number of white points in individual ROI. If the number of edges in ROI is lower
than average value, particular ROI is used in object classification. Idea of this
condition is to remove these ROIs, where unknown object is overlapping by some
other objects from background, such as tree, stone etc. The objects which are not at
least 40 frames at video sequence are removed from valid detected objects
according to the second condition. This condition remove false detected objects in
video sequences.

3 Experimental Results

The module was programmed and developed in C ++ language using
OpenCV libraries. For verification of the module robustness and accuracy, the
module was tested on static video sequences with resolution 1920 × 1080. In video
sequences, moving objects were represented by animals in their natural conditions
or in zoo. These videos were created as a part of the international project
E!6752—DETECTGAME. There were 5 different kinds of animal, namely wolf,
brown bear, fox, deer and wild boar. Information about video length and number of
frame in video sequences per animal kind are given in Table 1.

Real-time segmentation and tracking module was tested and recall, precision and
F1 measure were evaluated.
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3.1 Precision, Recall and F1 Measure

Precision. Precision is defined as a proportion between the number of valid frames
specified by the module and the number of all frames classified as valid frames.
Precision is defined by formula 2:

Precision ¼ tp
tp þ fp

: ð2Þ

where tp defines the number of frame correctly classified as valid class and fp defines
the number of frame incorrectly classified as valid class.

Recall. Recall is defined as a proportion between the number of valid frames
specified by the module and the number of all valid frames. Precision is defined by
formula 3:

Recall ¼ tp
tp þ fn

: ð3Þ

where tp defines the number of frame correctly classified as valid class and fn -de-
fines the number of frames which were not classified as valid, but they should be.

F1 measure. F1 measure combines precision and recall in harmonic mean and F1
measure is defined by formula 4:

F1 ¼ 2 � precision � recall
precisionþ recall

: ð4Þ

3.2 Results

Recall, precision and F1 measure were evaluated for every video sequence and
results are shown in Table 2.

From Table 2 is evident that high recall, precision and F1 measure were achieved.
Only in two cases, namely deer_0 and deer_3, precision achieved low values. This
was caused by the nature of the movement of deer animal. Deer is often static and
therefore background subtraction method after some time includes deer into back-
ground pixels. Graphical results for recall and precision for wild boars and deers are
shown in Fig. 3 and for wolfs, foxes and brown bears are shown in Fig. 4.

Table 1 Video sequences information

Wild boar Brown bear Wolf Fox Deer

Video length (min) 08:55 07:23 04:52 01:21 09:24

Frame count 13,375 11,075 7300 2025 14,100
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Table 2 Results of recall, precision and F1 measure on video sequence database

Video name Recall Precision F1 measure Video length (min)

Bear_0 1.00 0.86 0.91 3:30

Bear_1 1.00 0.81 0.89 0:39

Bear_2 1.00 0.56 0.72 0:37

Bear_3 0.92 0.97 0.95 2:37

Wolf_0 1.00 0.88 0.94 1:18

Wolf_1 0.67 0.99 0.80 0:52

Wolf_2 1.00 0.98 0.99 0:12

Wolf_3 0.97 0.84 0.90 0:15

Wolf_4 0.89 1.00 0.94 0:30

Wolf_5 0.88 0.86 0.87 1:45

Deer_0 1.00 0.32 0.49 1:55

Deer_1 0.99 0.99 0.99 1:55

Deer_2 1.00 0.58 0.73 4:57

Deer_3 0.95 0.31 0.46 1:27

Boar_0 0.96 0.94 0.95 0:38

Boar_1 0.83 0.89 0.86 0:42

Boar_2 1.00 0.69 0.82 1:00

Boar_3 1.00 0.71 0.83 1:20

Boar_4 1.00 0.54 0.70 0:36

Boar_5 0.83 0.96 0.89 4:39

Fox_0 1.00 0.88 0.93 0:16

Fox_1 1.00 0.89 0.94 0:17

Fox_2 1.00 0.70 0.83 0:10

Fox_3 1.00 0.92 0.96 0:38

Fig. 3 Recall and precision
for video sequences with
boars and deers
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4 Conclusion and Future Work

In this paper, real-time and robust module for objects segmentation and tracking
was introduced. The main task of this module is detection, segmentation and
tracking of multiple moving objects in video sequences. The module of object
segmentation and tracking involves two main common techniques, namely back-
ground subtraction method and CAMshift algorithm. From the realized experiments
is evident, that our approach has achieved high value of recall, precision and F1
measure. The module is suitable to be used in many application areas, for example
in smart cities, where can be used in traffic monitoring and intelligent traffic control.
Moreover, it can be also used in any type of surveillance systems, human-machine
interface or security solutions. In the future, this module will be used as a part of the
intelligent system for animal recognition from video sequences. Therefore, key
frame extraction method was implemented in this module to insure the most rele-
vant results in objects classification. The main task of the intelligent system is to
create a migration corridors for wild animals in designated areas.
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Analysis of Electromyography
(EMG) Signal for Human Arm Muscle:
A Review

A.F.T. Ibrahim, V.R. Gannapathy, L.W. Chong and I.S.M. Isa

Abstract Muscles provide motion in response to nerve impulses. There are two
main categories of muscle can be distinguished based on their anatomy and the
particular functions they perform. Skeletal muscles are the largest group of muscles
control posture, generate heat, and provide motion control and are mostly influ-
enced by the brain in conscious acts. Smooth muscles provide rhythmic motion
outside the control of the brain. A nerve cell provides a train of impulses delivered
to a group of muscles in which the impulses depolarize muscle cells and cause
muscles to contract. Electromyography (EMG) is a technique for evaluating and
recording electrical activity produced by skeletal muscles when the muscles are
stimulated. Surface electromyography and needle electromyography are two gen-
eral methods of recording the electrical activities of muscle tissue. In this project,
surface electromyography will be used to test the analysis for human arm muscle.
Electrodes placed on the skin surface can be used to monitor the coordination of
entire muscle groups but will not reveal much about the individual muscle cells.
Thorough testing will be done as the future work once the fabrication has been
completed.

1 Introduction

Electromyography (EMG) is a technique for evaluating and recording electrical
activity produced by skeletal muscles when the muscles are stimulated.
Electromyography (EMG) is performed using an instrument called electromyograph
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to produce a record called electromyogram. The word electromyogram stems from
three terms. ‘electro’ means pertaining to electrical activity, ‘myo’ has a Greek root
mean muscle, and ‘gram’ stands for recording [1]. By combining this term, elec-
tromyography (EMG) refers to recording of a muscle’s electrical activities.
Electromyography (EMG) can be defined as a signal that records the electrical
activities generated by the depolarization of muscles cells during muscle contraction
and the nerve impulses that initiate the depolarization of the muscle. There are two
general methods of recording the electrical activities of muscle tissue such as surface
electromyography (EMG) and needle electromyography (EMG). Surface elec-
tromyography (EMG) in which the electrodes are applied on the skin is non-invasive
for measuring electrical activity resulting from contraction and relaxation exercises.
Meanwhile, needle electromyography (EMG) is the needles with electrodes are
inserted into muscle itself is an invasive technique for measuring muscle electrical
activity resulting from contraction and relaxation exercises. In this study, surface
electromyography (EMG) will be used to test the signal analysis for human arm
muscle. A typical electromyography (EMG) signal is the result of the electrical
activities of many motor units that are weighted according to the amount of fat and
skin between each motor unit from the electrode [2]. Electrodes placed on the skin
surface can be used to monitor the coordination of entire muscle groups but will not
reveal much about the individual muscle cells. In general, this technique is used to
identify which muscle groups are involved in a particular motion or action.

2 Background Study

Muscles provide mobility in response to nerve impulses. There are two main cat-
egories of muscle that can be differentiated based on their anatomy and the par-
ticular functions they carry out. Skeletal muscles which are the largest group of
muscles control posture, generate heat, and provide motion control and are mostly
influenced by the brain in conscious acts. Second group of muscles is the smooth
muscles which provide rhythmic motion outside the control of the brain.

In principle, a nerve cell provides a train of impulses delivered to a muscle or
group of muscles. These impulses depolarize muscle cells and cause muscles to
contract. The frequency of the nerve impulses determines the process of muscle
depolarization and muscle contraction. Several muscle fibers are innervated by only
a single motor-neuron or motoneuron. The structure containing the motoneuron and
its connected muscle fibers is known as the motor unit. Each muscle is composed of
a number of motor units, and each motor unit is driven by a neuron. Depending on
the collective effects of the information coded in the nerves driving a muscle, a
particular action is performed by the muscle. Absence of any electrical impulses
will make the muscle relax.

Muscle contraction consists of two methods which is isometric and isotonic. The
muscle is not allowed to shorten when it is under isometric contraction. Meanwhile,
a constant force is applied by the muscle when it is under isotonic contraction. In a
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wrap, not all muscle cells contract simultaneously because some remain idle and
take over when the contracting muscle cells relax. Distribution of the firing
sequence of various motor units controls this operation to provide a desirable action
by the muscle.

Before starting the project, it is essential to do some research on the importance
and contribution toward the project moreover on the generation of the elec-
tromyography (EMG). The electromyography (EMG) is generated when a motor
neuron action potential from spinal cord arrives at a motor end plate [3]. Its arrival
causes a release of Acetylcholine (ACh) at the synaptic cleft which causes a
depolarization or known as action potential. This action potential electrically travels
downward from the surface in a transverse tubule. This in turn causes a release of
Ca++ causing cross-bridge binding and sarcomere of the muscle to contract as
shown in Fig. 1.

After doing research on the generation of the electromyography (EMG), it is
important to explore the characteristics of the electromyography (EMG) signal. The

Fig. 1 Generation of
electromyography (EMG)

Analysis of Electromyography (EMG) Signal for Human Arm Muscle: A Review 569



amplitude of the electromyography (EMG) signal is stochastic or known as random
in nature [4]. The amplitude is ranged from 0 to 10 mV peak-to-peak. The usable
energy of the signal is limited to the 0–500 kHz frequency range with the dominant
energy being in the 50–150 Hz range.

Most signals have noise. Electromyography (EMG) signal also have noise since
the signal produced is very small. There are some characteristics of the electrical
noise produced by the signal such as ambient noise, motion artifact, inherent noise
and muscle crosstalk [5]. Ambient noise which corresponds to power line noise lies
in wide range of frequencies but its dominant component is 50 Hz or 60 Hz which is
the most common source of electrical noise in the electromyography (EMG) signal.
Motion artifact is caused by the movement at the interface between the detection
surface of the electrode and skin which lies in 1–10 Hz frequency range. Inherent
noise comes from electronics instrumentation since all electronics equipment
generates electrical noise. This noise which cannot be eliminated has frequency
components that range from 0 Hz to several thousand Hz. Muscle crosstalk is a
phenomenon in which signal recorded over one muscle was in fact generated by a
neighboring muscle and conducted to the recording electrodes. Electromyography
(EMG) signal is very important to evaluate the condition of nerves and muscles.
However, electromyography (EMG) signal is a complicated signal in which is
controlled by nervous system and is dependent on the anatomical and physiological
properties of muscle. Therefore, it is hard to detect the signal generated from the
muscle since the characteristic of the signal has amplitude range of 0–10 mV prior
to amplification and frequency range of 10–500 Hz.

In order to test the EMG signal, most of us cannot afford to have their own EMG
machine to test their muscle especially for muscle injury people. EMG machine is
very expensive and the machine is only provided by hospital. Most injured people
need to refer to hospital in physiotherapy unit to test their contraction of muscle.
Every month, the tragedy of accidents occurs and most cases involving injury to the
muscle. This will cause a lot of people need to refer to EMG machine to test the
contraction of muscle.

Meanwhile, we can see the overview that most muscle injury people do not like
to wait for turn just to get their muscle checked [6]. Normally, EMG machine is
expensive. Hence, electromyography (EMG) circuit is designed so that it can be
used to overcome this problem.

3 Related Work

Wireless sensor networks have become increasingly popular in nowadays appli-
cations due to decreasing technology costs and improved product performance,
robustness and extensibility [7]. The use of wireless sensors for biomedical research
applications has been widely reported in the literature which utilizes wireless
sensing capabilities in the form of either body worn or ambient sensing device [8].
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Wearable physiological monitoring systems have been developed in a variety of
studies. Applying new sensing technology to healthcare maybe part of an alter-
native way to the financial and demographic crisis facing global healthcare system
[9]. Researchers applying new methods to noninvasive patient monitoring and
diagnostics are assisted by the features of Sensing Health with Intelligence,
Modularity, Mobility and Experimental Reusability (SHIMMER) [10].

SHIMMER EMG expansion module provides a highly economical wireless
EMG acquisition system using conventional disposable electrodes as shown in
Fig. 2. SHIMMER EMG measures and records electrical activity associated with
skeletal muscle contractions and can be used to analyze and measure the biome-
chanics of human or animal movement [11]. SHIMMER EMG is non-invasive and
therefore the activity it measures is a representation of the activity of the whole
muscle or group of muscles whose electrical activity is detectable at the electrode
site.

It is important to know the overall system of SHIMMER EMG module rather
than discuss about it functionality. SHIMMER EMG module is comprised of four
system overview such as electrodes, amplifier, bandwidth filter and analogue to
digital converter (ADC) as shown in Fig. 3. Electrodes consist of positive, negative
and neutral electrode where they are connected from each EMG board. Second part
is amplifier which increases amplitude of input signal. Every amplifier has noise
when amplify the signal. Therefore, bandwidth filter is added into the system to
filter the noise. Bandwidth filter bandpass filter with bandwidth of 5 Hz to 322 Hz.
Bandwidth filter is an active filter and therefore it has gain. The final part of the
system is analogue to digital converter (ADC) which converts the input analogue
signal to a digital representation of this signal by assigning a value between 0 and
4095 to each sample. This is the output from the SHIMMER EMG module.

The biomedical activity inside the muscle of a human body is detected with the
help of EMG electrodes. As described in the introduction earlier, there are two main
types of EMG electrodes which are surface and inserted electrodes [12]. Inserted
electrodes are divided into two types which is needle and fine wire electrodes as
shown in Fig. 4[13]. Needle electrodes are widely used in clinical procedures in
neuromuscular evaluations. The tip of the needle electrode is bare and used as a

Fig. 2 SHIMMER EMG module
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detection surface in which it contains an insulated wire in the cannula. Second type
of inserted electrode is fine wire electrodes in which the wire electrodes are made
from any small diameter, highly non-oxidizing, stiff wire with insulation. This type
of electrode are extremely fine, they are easily implanted and withdrawn from
skeletal muscles, and they are generally less painful than needle electrodes whose
cannula remains inserted in the muscle throughout the duration of the test. In the
project, inserted electrodes will not be used because the structure itself exposed to
the disadvantage of this type of electrodes. Besides, the application of inserted
electrodes requires strict medical supervision and certification.

Fig. 3 Basic system overview

Fig. 4 Inserted electrodes
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Therefore, surface EMG (sEMG) electrode will be used to test and analyze the
small EMG signal throughout the whole project. Surface EMG electrodes provide a
non-invasive technique for measurement and detection of EMG signal. The theory
behind these electrodes is that they form a chemical equilibrium between the
detecting surface and the skin of the body through electrolytic conduction so that
current can flow into the electrode. This type of electrodes is simple and very easy
to implement. Surface EMG electrode is being increasingly used to detect muscle
activity in order to control device extensions to achieve prosthesis for physically
disabled and amputated population. There are two types of surface EMG which is
gelled EMG electrode and dry EMG electrode. Gelled EMG electrodes contain a
gelled electrolytic substance as an interface between skin and electrodes as shown
in Fig. 5. The most common composite for the metallic part of gelled electrodes is
silver-silver chloride (Ag-AgCl) in which AgCl layer allows current from the
muscle to pass more freely across the junction between electrolyte and the elec-
trode. Dry EMG electrodes do not require a gel interface between skin and the
detecting surface and this type of electrode may contain more than one detecting
surface.

Application of surface EMG electrodes requires proper skin preparation
beforehand. In order to have a good quality of EMG signal, the skin should be
cleaned with alcohol in order to eliminate any wetness or sweat on the skin. Besides
skin preparation, proper EMG electrode placement also affects the quality of EMG
signal. In order to acquire the best possible signal, surface EMG electrodes should
be placed between the motor unit and the tendinous insertion of the muscle, along
the longitudinal midline of the muscle as shown in Fig. 6. The distance between the
center of the electrodes should be 1–2 cm. The electrodes should neither place at or
near tendon nor at the edge of the muscle.

Fig. 5 Gelled EMG electrode
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4 Future Work

Some of the issues were not taken into consideration due to lack of information in
Matlab. Therefore, hardware is required to develop to support the evidences of the
literature review. The study of hardware must be based on the instrument amplifier
and bandpass filter because it is important to build EMG circuit since it sense very
low signal. Next stage is the designing and fabrication of the circuit before the
testing and analysis.

5 Conclusion

From the observation, the EMG circuit functions excellently in meeting almost
entire target aims and objectives requirement although there are some part of LCD
display is in unstable condition. From the previous research, surface EMG elec-
trodes are used to attach to human arm body as an agent of detection of human arm
muscle contraction. It is proved that the signal will varied when the muscle begin to
contract. In the project, the contraction of muscle will show some values on LCD
display and no values will show if the muscle relaxed. Muscle contraction normally
generates electrical activity with the signal between 1 mV until 10 mV prior to
amplification. When muscles contract, the threshold voltage of the muscle con-
traction will be around 0 V until 3 V after the amplification. Therefore, the reference
voltage set on the ADC circuit is 5 V.

Acknowledgement The authors would like to take this opportunity to thank those who con-
tributes directly or indirectly in completion of this article and also for their constructive comments.
In addition, the authors also would like to express their gratitude to Faculty of Electronic &
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Fig. 6 EMG electrode placement
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ANN Diagnosis for Defect Detection
and Classification in Two-Layer Printed
Circuit Boards Using Supervised
Back-Propagation Algorithm

Rionel Belen Caldo

Abstract In this work, the proponent makes use of Artificial Neural Network
(ANN) to visually inspect and classify the defect found in two-layer Printed Circuit
Boards (PCBs). The proponent trained and tested the data for pattern recognition
using C language. The supervised back-propagation learning algorithm was used
for training and testing of PCB patterns. This learning algorithm is suitable for
training multi-layered neural network and for generating the deltas of all output and
hidden neurons. Considering that training and testing the data would only provide
outputs with respect to generated weights, the proponent makes use of another
program for defect detection. Excel VBA macro program was used for common-
ality testing of actual versus expected outputs. Also, it was used in making PCB
defect detection possible by marking each defective unit. The proponent modeled a
bare PCB circuit with 80 × 44 dimensions. The PCB board was further divided into
32 panel sides, each with 10 × 11 dimensions. There were five defective units
modeled in the first layer and there were 14 classified defects used in the second
layer. These data were trained and tested successfully, accurately and reliably using
ANN.
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1 Introduction

Accordingly, PCB manufacturing is the backbone of electronic manufacturing
industry [1]. By definition, the Printed Circuit Board (PCB) is a thin board con-
sisted of fiberglass with electrical wires printed onto the board. It could be likened
to electrical wires, connecting the central processor with other components on the
board. Traditionally, in PCB inspection, the image of the bare PCB is being cap-
tured and inspected manually and visually in finding the defects [2]. Manual
inspection, which is the traditional method of inspecting PCB, is ineffective due to
limited human resources and speed constraints [1]. Considering that inspection of
solder joints is a critical process in the electronic manufacturing industry, this
manual method seemed to be risky. If the defects were not detected concurrently,
the reduction of manufacturing cost, yield improvement, quality products and its
reliability are at risks [3]. In giving solution to problems encountered in human’s
manual inspection method, automated visual inspection is being offered. This
method would eliminate subjective judgments and would provide fast, quantitative
and accurate dimensional assessments [4]. Significantly, inspection process is a
must for modern manufacturing environment. In fact, mass-production manufac-
turing facilities of various electronic industries would require their people to
achieve 100 % quality assurance of all parts, subassemblies and finished goods.

Recently, there have been a lot of works and research endeavors concentrated on
PCB defect detection. PCB defects detection is a must to verify PCB characteristics.
This defect detection would ensure that the PCB design is in conformity with its
desired specifications [5].

In the study entitled, “Automatic PCB Inspection Algorithms: A Survey”, the
proponents examined different algorithms and techniques used for automated
inspection of PCBs. The proponents make use of classification tree in grouping the
algorithms according to its classification. The proponents concentrated on image
analysis, fault detection strategies and state-of-the-art techniques [6].

The authors in the study, “Neural Network Diagnosis for Visual Inspection in
Printed Circuit Boards”, presented an automatic optical inspection system in
diagnosing PCBs mounted in Surface Mounting Technology (SMT). The propo-
nents make use of neural network and they re-processed PCB tested images in
reducing the amount of data to be fed unto the neural net. They concluded that the
Automatic Optical Inspection system provides low cost solution with very fast
diagnosis and easy set-up, which is beneficial in industrial applications [7].
According to the study conducted by Khalid et al. in [5], in spite of the need to
detect defects, it is also a must to classify these defects so that the source of these
defects can be identified and prevented. The latter statement has been neglected and
not given much attention. Hence, the proponents of the study proposed an algorithm
in grouping the defects found on the bare PCB. Using synthetically generated PCB
image, their algorithm was able to group 14 commonly known PCB defects into
five groups. The algorithm they have proposed include image subtraction, image
adding, logical XOR and NOT, and flood fill operator [5].
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Mar et al. in [3], proposed two inspection modules: “front-end” and “back-end”
inspection modules. The front-end includes illumination normalisation, localisation
and segmentation. On the other hand, back-end includes the classification of solder
joints using the Log-Gabor filter and classifier fusion [3]. On the other hand, in the
study, “A Visual Inspection System for Surface Mounted Devices on Printed Circuit
Board ”, the proponents divided the inspection process into two stages: screening
stage and classification stage. In screening stage, one image feature is abstracted
from the examined image and is used as a screening index. In the second stage, the
proponents make use of neural networks in integrating all available image feature
information. Moreover, parting coefficient was used as an index for selecting proper
image features. The system was trained using set of revised image data and the
images collected from production line were used to test the trained system [8]. In
[2], Anu et al. proposed a system where the reference image is obtained from a
CAD file. In finding the defects, portion of the reference image is selected and
cropped. Using template matching, same portion is obtained from the inspection
image. Then, image subtraction is performed and from the subtracted image, the
defects were then identified. The defects were extracted using feature extraction
method. Using shape analysis, the standard defects are colored and displayed [2].
Ibrahim et al. in [4], improved the PCB inspection process by incorporating a
geometrical image registration, minimum thresholding technique and median fil-
tering in solving alignment and uneven illumination problem. There were six types
of defects being identified by the system: missing hole, pin hole, under-etch,
short-circuit, mouse-bite and open-circuit [4]. According to Choksi et al. in [1],
image difference operation is preferred to be used in automated PCB inspection
system as well as in many other image processing applications. The inspection of
PCB consists mainly of misplaced or missing components in the PCB. If there is
any missing electronic component, then it is not so damaging the PCB. But, if any
of the component that can be placed only in one way and has been soldered in other
way around, then the same will be damaged and there are chances that other
components may also get damaged. In eliminating this to happen, PCB inspection is
demanded to take care of the missing or misplaced electronic components. In their
research work, the proponents proposed an efficient algorithm that detects and
locates any defect found on PCBs. It was improved using geometrical image reg-
istration, minimum thresholding technique and median filtering. The defect clas-
sification operation was used to enhance the image difference operation in terms of
computation time using wavelet transform techniques [1]. In this study, the pro-
ponent sought to use C program language and Excel VBA macro program in
training and testing the data for defect detection and classification using ANN.
Literatures, on the other hand, cited the use of image processing, Matlab and CAD
in processing their data. Also, most of the studies conducted make use of one layer
PCB. In this work, the proponent will make use of two-layer PCB. The bare PCB
caters 14 known defects.

ANN Diagnosis for Defect Detection and Classification … 579



2 Methodology

In this work, the proponent makes use of Artificial Neural Network (ANN) in defect
detection and classification for two-layer PCBs. Specifically, the supervised
back-propagation learning algorithm was used for pattern recognition in this study.
This algorithm would require a known desirable output for each input value in
obtaining the loss function gradient. The main objective of this algorithm is to train a
multi-layered neural net, which could learn appropriate internal representations.
Thus, allowing the system to learn varied maps of input to output representations [9].
The general block diagram is shown in Fig. 1 and it was further simplified in Fig. 2.

In this work, the proponent presented a visual inspection system using pattern
recognition, for which the physical device to be inspected is the PCB and the
classifier is neural network. The purpose of the proposed system is to automatically
detect and classify occurrence/s of defect/s, which can be recognized using manual
visual inspection. As shown in Fig. 1, the system is consisted of five processes. The
first two processes is purely concern in training and testing the data. Upon com-
pleting the latter two processes, the proponent will test the data for defective PCB

Fig. 1 Proposed ANN PCB
diagnostic system
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units. The computational tool employed by the proponent in this study is Artificial
Neural Network. ANN will be used for detecting defects. Also, the proponent
makes use of Excel VBA macro program for commonality testing. This Excel VBA
macro program will be used to classify the defects based on the ANN training
results. The weights and outputs generated by ANN diagnostic system using C
language will be fetched and interpreted directly by the macro program. The macro
program will give the correlation between the actual and expected outputs. The
statistics can be plotted on a line graph and the defect can be plotted on a spare PCB
unit for visual view of the results.

Figure 2 is the simplified block diagram of the system, which is comprised of
three major sections namely: Image acquisition/registration, inspection and detec-
tion processes. The template and defective bare PCB images will be registered unto
the ANN system for training and testing purposes, the learning process takes place

Fig. 2 Simplified block diagram of PCB inspection and detection system
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in this stage. The training and testing of data samples is vital and essential for defect
inspection and detection. The next stage, which is the inspection process, includes
template matching and image subtraction. The NOT operator will be used to match
and to subtract the tested image with that of the trained image. Each pattern will be
represented with bits ‘0’ and ‘1’. The final stage, which is the detection process,
includes defect detection, defect plot and error marking. The defect detection would
show statistics for conformity with specs while the defect plot and error marking
process would show visually the ANN diagnostic results. The last section incor-
porates classifying the defects.

3 Design Considerations

Figures 3, 4 and 5 show the template image for PCB bare circuit, PCB pattern for
training data, and PCB training data with 32 panels respectively. In this study, the
proponent makes use of the template image for PCB bare circuit used by Moganti
et al. and Khalid in 2008 [5, 6]. The template image for bare PCB was used for
training the data with respect to desired output patterns labeled as panel 1 to panel
32. Panels were labeled horizontally as shown in Fig. 4. The PCB template was
further divided into 32 panels for ease of training the data. As for the defective

Fig. 3 Template image for
PCB bare circuit

Fig. 4 PCB pattern for
training data
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image of the bare PCB, the proponent constructed five defective images for testing
purposes (will be used for layer 1 of the PCB) as elicited in Figs. 6, 7, 8, 9 and 10.
The proponent did not consider specifying the classification of defect for layer 1 of
the PCB; rather nonconformance with PCB desired specifications were the ultimate
basis of testing. The proponent represented image in black with bit of ‘1’ and blank
image with bit of ‘0’.The proponent considered matching the template image for
bare PCB with the testing data with defects. Basically, the NOT operator was used
in determining the commonality and/or nonconformity of the actual and the
expected PCB design.

Fig. 5 PCB training data
with 32 panels

Fig. 6 Defective PCB
image 1

Fig. 7 Defective PCB
image 2
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For testing purposes, the proponent makes modifications of the bare PCB circuit
pattern. As for Fig. 6, the defect is the missing H-pattern and third circle on the
upper-left side of the panel. For Fig. 4, there were three missing circles on the
top-left side of the panel. On the third elicited defect, there were 11 circles on top,
which were soldered unintentionally. It should not be soldered completely, leaving
the center open. On the fourth defect, two small circles were missing. Finally, on the
last defect exhibited in Fig. 10, there were defects on missing pattern and unexpected
soldering. Like the PCB pattern for training data in Fig. 4, these defective images
will be represented in terms of bit ‘1’ and ‘0’. Also, these testing defects will be fed
to the neural net and the system should be able to recognize these defects.

Fig. 8 Defective PCB
image3

Fig. 9 Defective PCB
image 4

Fig. 10 Defective PCB
image 5
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As for the layer 2 of the PCB, the proponent modeled the defective PCB patterns
used by Moganti et al. and Ibrahim et al. in 2012 [4, 6] in bits of 0’s and 1’s. The
classifications of defects used were as follows: 1. breakout, 2. pin hole, 3. open
circuit, 4. Under-etch, 5. mouse-bite, 6. missing conductor, 7. spur, 8. short,
9. wrong hole, 10. conductor too close, 11. spurious copper, 12. excessive short,
13. missing hole and 14. over-etch. In this study, these defects were used for
identification and classification of the defects in the second layer of the PCB.

4 Experiment Results

Table 1 shows the ANN training data used in this study. There were 53 patterns
trained for layer 1. The first 32 patterns represent the PCB bare pattern discussed in
Figs. 3 and 4. The trailing 21 patterns represent the five defective units (D1 to D5)
discussed in Figs. 6, 7, 8, 9 and 10. There were two defective panels in D1 and D2,
six defective panels in D3, four defective panels in D4 and seven defective panels in
D5. As for testing the data, the proponent makes use of the training data, but
without the expected output.

In the second layer, the proponent trained and tested data for 46 patterns. The first
32 patterns represent the PCB bare circuit. The trailing 14 patterns represent the 14
classification of defects as shown in Fig. 11. Moreover, in simulating the ANN
diagnosis for defect detection in PCBs, the proponent conducted several trainings and
tests for different parameters. Truly, this is the very crucial part in ANN imple-
mentation. Based on the obtained results, the proponent was able to get an optimized
set of parameters, which would give the best and the ideal ANN simulations as it
garnered 100 % statistics when the actual and the expected outputs were compared.

Table 1 ANN training data (input and output)
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Listed below are the parameters used by the proponent. Same number of layers and
size for each layer parameters were used in testing the bare pattern and in verifying
with five defective units (first layer) and 14 classified defects (second layer).

Error tolerance: 0.01
Learning parameters: 0.1
Momentum parameter: 0
Noise factor: 0
Maximum cycles: 5000
Number of layers: 3 [has 1 hidden layer]
Size for each layer: 110 110 8

As for training data, there were 265,000 patterns formulated. For each input
vector, the output vector is represented with comparison to expected output vector
as tabulated in Table 2. As for the testing data, on the other hand, there were 53
patterns observed. Similarly, the input vector is represented with respect to its
corresponding output vector as tabulated in Table 3.

It could be analyzed in Tables 2 and 3 that the data being trained for layers one
and two were accurate. Thus, the training is strong enough to detect occurrence/s of
defect/s. The proponent rounded off the actual outputs and these were compared
individually with its expected outputs for different samples using Excel VBA macro
program. In further assessing the robustness of the system, the percent error per bit
was computed (without rounding off) and the mean of 8 bits for each sample were
plotted in Figs. 12 and 13. Figures 12 and 13 present the graphical representation of
training results. Figure 12 justifies that the training for layer 1 gives reliable results
as the highest obtained percent error is only 3.15 % and the average error is only
0.52 %. On the other hand, Fig. 13 justifies that the training for layer 2 gives
reliable results as the highest obtained percent error is only 4.40 % and the average
percent error is only 0.72 %.

Fig. 11 PCB with 14 classified defects
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Table 2 ANN training data for first layer

S.No ANN training data commonality analysis

Code
assignment

Panel count (location
in the PCB)

Actual
output

Expected
output

Detection rate
100 %

1 1 1 00110001 00110001 1

2 2 2 00110010 00110010 1

3 3 3 00110011 00110011 1

4 4 4 00110100 00110100 1

5 5 5 00110101 00110101 1

6 6 6 00110110 00110110 1

7 7 7 00110111 00110111 1

8 8 8 00111000 00111000 1

9 9 9 01000010 01000010 1

10 10 10 01000011 01000011 1

11 11 11 01000010 01000010 1

12 12 12 01000011 01000011 1

13 13 13 01000100 01000100 1

14 14 14 01000101 01000101 1

15 15 15 01000110 01000110 1

16 16 16 01000111 01000111 1

17 17 17 01001000 01001000 1

18 18 18 01001001 01001001 1

19 19 19 01001010 01001010 1

20 20 20 01001011 01001011 1

21 21 21 01001100 01001100 1

22 22 22 01001101 01001101 1

23 23 23 01001110 01001110 1

24 24 24 01001111 01001111 1

25 25 25 01010000 01010000 1

26 26 26 01010001 01010001 1

27 27 27 01010010 01010010 1

28 28 28 01010011 01010011 1

29 29 29 01010100 01010100 1

30 30 30 01010101 01010101 1

31 31 31 01010110 01010110 1

32 32 32 01010111 01010111 1

33 D1 10 10000001 10000001 1

34 D1 11 10000010 10000010 1

35 D2 2 11000001 11000001 1

36 D2 10 11000010 11000010 1

37 D3 3 11100001 11100001 1

38 D3 4 11100010 11100010 1
(continued)
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Table 2 (continued)

S.No ANN training data commonality analysis

Code
assignment

Panel count (location
in the PCB)

Actual
output

Expected
output

Detection rate
100 %

39 D3 5 11100011 11100011 1

40 D3 11 11100100 11100100 1

41 D3 12 11100101 11100101 1

42 D3 13 11100110 11100110 1

43 D4 13 11110001 11110001 1

44 D4 14 11110010 11110010 1

45 D4 22 11110011 11110011 1

46 D4 24 11110100 11110100 1

47 D5 3 11111001 11111001 1

48 D5 4 11111010 11111010 1

49 D5 5 11111011 11111011 1

50 D5 10 11111100 11111100 1

51 D5 11 11111101 11111101 1

52 D5 12 11111110 11111110 1

53 D5 13 11111111 11111111 1

Table 3 ANN training data for second layer

S.No ANN training data commonality analysis

Code
assignment

Panel count (location
in the PCB)

Actual
output

Expected
output

Detection rate
100 %

1 1 1 00110001 00110001 1

2 2 2 00110010 00110010 1

3 3 3 00110011 00110011 1

4 4 4 00110100 00110100 1

5 5 5 00110101 00110101 1

6 6 6 00110110 00110110 1

7 7 7 00110111 00110111 1

8 8 8 00111000 00111000 1

9 9 9 01000010 01000010 1

10 10 10 01000011 01000011 1

11 11 11 01000010 01000010 1

12 12 12 01000011 01000011 1

13 13 13 01000100 01000100 1

14 14 14 01000101 01000101 1

15 15 15 01000110 01000110 1

16 16 16 01000111 01000111 1

17 17 17 01001000 01001000 1
(continued)
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5 Discussion and Analysis of Results

In this section, the proponent discusses the testing results of the study. Figures 14, 15,
16, 17 and 18 elicit the ANN Testing for five defective units. As mentioned, for D1
and D2, there were two defects being observed (panels 10 and 11) and (panels 2 and
10) respectively. For D3, there were six defects (panels 3 to 5 and 11 to 13). Four
defective panels were traced in D4 (panels 13, 14, 22 and 24). Lastly, there were
seven defective panels in D5 (panels 3 to 5 and 10 to 13). As for the defect rate, the

Table 3 (continued)

S.No ANN training data commonality analysis

Code
assignment

Panel count (location
in the PCB)

Actual
output

Expected
output

Detection rate
100 %

18 18 18 01001001 01001001 1

19 19 19 01001010 01001010 1

20 20 20 01001011 01001011 1

21 21 21 01001100 01001100 1

22 22 22 01001101 01001101 1

23 23 23 01001110 01001110 1

24 24 24 01001111 01001111 1

25 25 25 01010000 01010000 1

26 26 26 01010001 01010001 1

27 27 27 01010010 01010010 1

28 28 28 01010011 01010011 1

29 29 29 01010100 01010100 1

30 30 30 01010101 01010101 1

31 31 31 01010110 01010110 1

32 32 32 01010111 01010111 1

33 D1 2 10000001 10000001 1

34 D2 9 10000010 10000010 1

35 D3 17 11000001 11000001 1

36 D4 10 11000010 11000010 1

37 D5 2 11100001 11100001 1

38 D6 20 11100010 11100010 1

39 D7 27 11100011 11100011 1

40 D8 14 11100100 11100100 1

41 D9 27 11100101 11100101 1

42 D10 6 11100110 11100110 1

43 D11 13 11110001 11110001 1

44 D12 27 11110010 11110010 1

45 D13 16 11110011 11110011 1

46 D14 12 11110100 11110100 1
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Fig. 12 Percent accuracy of
training data with 21 defects
(Layer 1)

Fig. 13 Percent accuracy of
training data with 14 defects
(Layer 2)

Fig. 15 Percent accuracy of
defect detection for testing
data (defective 2)

Fig. 14 Percent accuracy of
defect detection for testing
data (defective 1)
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detection for each defective unit is as follows: 93.75 % for defectives 1 and 2,
81.25 % for defective 3, 87.5 % for defective 4 and 78.125 % for defective 5.

On the other hand, Fig. 19 shows the ANN testing for adopted 14 classifications
of defects. As for the testing, for D1, panel 4 is defective. For D2, the defective
panel is panel. For D3, panels 8 and 9 were affected. Same defect detection and
localization applies to D4 to D14. As shown in the figure, different panels were
being affected for different classification of defects. As for the defect rate, the
detection for 14 defects is 65.625 %. This considers two defects affecting panel 2
and three defects affecting panel 27.

Based on the experiments performed, it could be analyzed that the data being
tested for layers one and two gives 100 % accurate defect detection. The system
was able to detect and classify occurrences of defects. Like in trained data, the
proponent assessed the robustness of the system by getting the percent error per bit

Fig. 16 Percent accuracy of
defect detection for testing
data (defective 3)

Fig. 17 Percent accuracy of
defect detection for testing
data (defective 4)

Fig. 18 Percent accuracy of
defect detection for testing
data (defective 5)
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(without rounding off) and the mean of 8 bits for each sample. It was realized that
the system gives favorable results. Figure 14 justifies that the testing data for
defective 1 gives reliable results as it obtained reliable defect detection at 12.67 and
12.12 % and the average defect detection is 12.40 %. Figure 15 for defective 2 also
gives reliable results at 35.5 and 12.21 % defect detection and 23.86 % on the
average. Similarly, defective 3–5 gives favorable results, giving average defect
detection 48.07, 48.57 and 37.37 %. Lastly, for the testing of the second layer, the
highest defect detection is 48.96 %, the lowest detection is 24.46 % and the
average defect detection is 32.54 %.

6 Conclusions and Future Directives

In this paper, the proponent adopted the supervised back-propagation learning
algorithm using C language for training and testing the data of the modeled PCB
bare pattern. Also, in providing visualization of results, the proponent makes use of
Excel VBA macro program. This high-level language was used in migrating the
generated text file to a more refine data representation for ease of analysis. The
proponent was able to detect the pre-assigned and trained defective units using the
desired parameters being set using trial and error method. There were two layers of
PCB studied and tested. The first layer of the PCB makes use of the defective units
modeled by the proponent. On the other hand, in the second layer of the PCB, the
proponent adopted 14 classified defects. The system was able to automatically
detect occurrence/s of defect/s with 100 % accuracy for two layers of PCB using
ANN. Also, the robustness and reliability of the system were tested by computing
the percent error per bit (without rounding off) and the mean of 8 bits for each data
sample. The total average defect detection for reliability tests of layers 1 and 2 are
34.05 and 32.54 % respectively. This justifies that the system is capable of
detecting the occurrences of defects accurately and reliably.

Although there are many works in this field especially the use of PCB, the
novelty of the study applies to the use of C program language and Excel VBA
macro program in defect detection and classification. As for the new insights on this

Fig. 19 Percent accuracy of
defect detection for testing
data with 14 defects
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field, the proponents make use of two-layer PCB circuit. In future researches, the
proponent will use actual layers of PCBs and the images will be captured real time
using Matlab. The proponent will also try other computational tools such as fuzzy
logic and evolutionary algorithms.
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An Intelligent PCB Visual Inspection
System for Defect Detection
and Localization in Excel VBA Macro

Rionel Belen Caldo

Abstract An intelligent system using Excel VBA macro program was made in this
research. The proponent modeled a bare Printed Circuit Board (PCB) pattern used
by Moganti et al. and Khalid in 2008. The proponent represented this PCB bare
circuit in 80 × 44 dimensions with bits of ‘0-blank image’ and ‘1-filled/black
image’. The PCB pattern was further divided into 32 panels in 10 × 11 dimensions
with same bit representation. This bare pattern was compared with defective units
for template matching using logical operators. The proponent considered building
the system in high-level programming type of language. Considering that the
system’s algorithm would require the use of Graphical User Interface (GUI) for
visualization purposes. Excel VBA macro program, in this accord, was preferred by
the proponent as it provides powerful tools both in GUI constructions and in
Microsoft Excel applications. As the study aims to provide a more systematic way
of inspecting PCB for defect detection, the system is built with functionalities
capable of handling and mimicking the tasks of PCB visual inspector. The system
would not only detect occurrence/s of defect/s, rather it would provide defect
analysis by localizing the exact location of the defect on a specific panel and
assessing defect likelihoods using repository and trend chart.
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1 Introduction

Designing and creating an intelligent visual inspection system for automatic Printed
Circuit Board (PCB) defect detection and localization is indeed becoming not just a
need, but a must for PCB electronic industries. Accordingly, PCB visual inspection
in general term contributes the largest manufacturing cost, considering that these
industries aimed at producing 100 % quality products. However, production of zero
defects or integrity issues in terms of producing non-defective unit is an impossible
target. Indeed, no production system is capable of meeting such unrealistic target.
As a matter of fact, as of date, PCB designs are becoming more and more complex.
In statistical point of view, as we increase the number of components inside PCB,
we also increase the defect rate. For these reasons, the proponent considered pro-
viding viable solution in the final testing stage, considering that in this stage,
defective units are being detected. The PCB will have to be repaired or rework
whenever defective units were observed. What will be developed in this research
work is a decision-helping tool using an intelligent expert system. Linguistics rules
shall be created in analyzing the functional tests of data samples. This study will
give focus as well on the localization of the defective component.

The proponent gathered relevant literatures and tabulated reviews as shown in
Table 1. In the table, the serial number, research title, proponents’ name, year of
publication and algorithms used were itemized. As for the synthesis of reviewed
literatures, most of the proponents make use of image processing applications in
PCB defect detection, localization and classification [1, 2, 3, 4]. Also, computa-
tional intelligence such as fuzzy logic [5] and neural network [6, 7] were integrated
and made visible on the defect analysis. The program applications used are Matlab
and Computer Aided Design (CAD)[2]. Most of the researches focused on the
“front end” inspection for detecting and localizing defects [8]. Though, “back end”
inspection was considered as well [8]. Classification tree was used as well for image
analysis [9]. Most of the researches make use of a bare PCB circuit for template
matching. Accordingly, classifying the type of defects is becoming a trend in
current researches dealing with PCB visual inspection system [10, 4]. As defined by
Gebus et al. in [5], expert system is a program having a huge amount of knowledge
about a specific topic. By gathering this knowledge obtained from identified
experts, the proponent will be able to create a system as efficient as those identified
experts. In this case, the proponent will model the visual inspector as expert for
defect detection and localization. Accordingly, knowledge can be divided into two
forms: knowledge about the environment and the knowledge about interactions
between the previous facts. As for the environment, the proponent considered
getting information on different defects. As for the interactions between previous
facts, the proponent will generate and establish linguistic rules and algorithms in
making decisions for defect detection and localization using Excel VBA macro
program. Basically, the proponent will be collecting essential data based from
related literatures and he will be using conditional statements in the process in lieu
of detecting and localizing defects found in PCB [5]. The highlights and main
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Table 1 Tabular representation of literatures for PCB visual inspection system

S.
No

Research title Proponents Year Algorithms used

1 Printed circuit board
defect detection using
wavelet transform

Amit H. Choksi, Ronak
Vashi, Mayur Sevak and
Kaushal Patel

2014 Wavelet decomposition,
thresholding, image
difference operation

2 PCB defect detection,
classification and
localization using
mathematical
morphology and image
processing tools

P.S. Malge, R.S. Nadaf 2014 Morphological image
segmentation algorithm,
simple images processing
theories

3 Automatic visual
inspection of PCB using
CAD information

A. Anu, Margret
Anouncia and L. Rajaji

2012 Reference image,
inspection image,
template matching, image
subtraction and shape
analysis

4 Design and development
of automatic visual
inspection system for
PCB manufacturing

N.S.S. Mar, P.K.D.V.
Yarlagadda, C. Fookes

2011 Segmentation of solder
joint, Classification of
solder joint, Log-Gabol
filter and classifier fusion

5 A printed circuit board
inspection system with
defect classification
capability

Rahman Syed Abu
Bakar, Musa Mohd
Mokji, Jameel Abdulla
Ahmed Mukred, Zulkifli
Md Yusof, Zuwairie
Ibrahim, Kamal Khalil,
Mohd Saberi Mohamad

2012 Image subtraction,
thresholding, image
registration

6 An Algorithm to Group
Defects on Printed Circuit
Board for Automated
Visual Inspection

Noor Khafifah Khalid,
Zuwairie Ibrahim,
Mohamad Shukri Zainal
Abidin

2008 Image subtraction, image
adding, logical XOR and
NOT and flood fill
operator

7 Automatic OCB
inspection algorithms: a
survey

Madhav Moganti, Fikret
Ercal, Cihan H. Dagli,
Shou Tsunekawa

N.A. Classification tree

8 Neural network diagnosis
for visual inspection in
printed circuit boards

A. Fanni, M. Lera, E.
Marongiu, A. Montisci

N.A. Neural network

9 A visual inspection
system for surface
mounted devices on
printed circuit board

Shih-Chieh Lin and
Chia-Hsin Su

N.A. Screening, classification
(neural network), parting
coefficient

10 Defect localization on a
PCB with functional
testing

Sebastian Gebus,
Sebastien Lorrilard,
Esko Juuso

2002 Fuzzy logic or linguistic
equations in fault
diagnosis
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workings of the study are being discussed in different sections. Section 1 elicits the
synthesis of related literatures. Section 2 discusses the methodology of the study.
Section 3, on the other hand, describes the details of design considerations.
Section 4 contains the analysis and experimental results for defect detection and
localization while the conclusion part is described in Sect. 5. Finally acknowl-
edgments and references are given.

2 Methodology

An intelligent system to automatically detect and analyse PCB defects is proposed
in this study. The proponent considered using Excel VBA as its preferred platform
in program applications and simulations of the visual inspection system. In Fig. 1,
the proponent elicits the main flow of the system using rectangular blocks. This was
further simplified and detailed in waterfall model as represented in Fig. 2. As shown
in Fig. 1, there are two major blocks of processes. On the first two blocks is the
representation of PCB bare circuit pattern and defective PCB dummies in bits of ‘0’
and ‘1’. The remaining blocks were considered to be as the most important process
blocks. These blocks include the template matching of the two compared PCB
layouts and the utilization of Excel VBA macro program for defect detection and
localization.

3 Design Considerations

Considering that this research work is in parallel with the work of the proponent
entitled, “ANN Diagnosis for Defect Detection and Classification in Two-Layer
Printed Circuit Boards using Supervised Back-Propagation Algorithm” in 2015,
same template image for PCB bare circuit was used. This template image is com-
monly used by previous researchers in defect analysis. Also, the PCB pattern used
for training data was adopted for ease of data representation. Similarly, bit 0’s and
1’s were used in representing blank and black images respectively (Figs. 3 and 4).

Fig. 1 Main flow of PCB visual inspection system
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Fig. 2 Process flow of PCB
visual inspection system

Fig. 3 Template Image for
PCB bare circuit

Fig. 4 PCB pattern for
training data
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The template image for bare PCB used has 80 × 44 dimensions. This was
divided in panels 1 to 32. Each panel has equal dimensions of 10 × 11. In this work,
the proponent makes use of 10 defective images of bare PCB. The sample or
dummy patterns were showcased in Figs. 5, 6, 7, 8, and 9. These dummy defective
PCB images are represented in bits of 0’s and 1’s from panel 1 to panel 32. These
dummy panels are to be loaded unto the system and it will be compared auto-
matically to the modeled PCB pattern. The defect detection and localization will be

Fig. 5 Dummy defective
PCB image 1

Fig. 6 Dummy defective
PCB image 2

Fig. 7 Dummy defective
PCB Image 3
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stored and will be plotted on a trend chart. Each dummy defective PCB is being
controlled using pre-assigned control/lot number. Like in previous work, noncon-
formance with PCB desired specifications would serve as ultimate basis of testing
and analysis. The proponent considered matching the template image for bare PCB
with the testing data with defects. Basically, the logical NOT and logical AND
operators will be used in determining the similarity, commonality and/or noncon-
formity of the actual and the expected PCB designs.

In simulating the system, the proponent provided ten modifications or revisions
of the PCB template as tabulated in Table 2. These modifications cater different
classifications of defect. This table was updated after dummy defective PCB images
were loaded unto the PCB visual inspection system. Like the PCB pattern repre-
sented in Fig. 4, these defective images were represented in terms of bit ‘1’ and ‘0’.

Basically, the algorithm to automatically detect and localize defects using
Excel VBA macro program is merely a data comparator. This data comparator will
simply recognize identical values. Here is how the algorithm works. The leftmost
XNOR gate compares the template PCB (X11) and the dummy PCB (Y11); if they
are the same, Z11 gives value of ‘1’. The second XNOR gate compares the template
PCB (X10) and the dummy PCB (Y10); if they are the same, Z10 gives a value of ‘1’.
In turn, the remaining XNOR gates compare the bits that are left, producing a bit of

Fig. 8 Dummy defective
PCB image 4

Fig. 9 Dummy defective
PCB image 5
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‘1’ output for equal bits and a bit of ‘0’ output for unequal bits. If all data values in
X and Y are identical, all XNOR gates have high outputs and the AND gate has a
high EQUAL. This means that the dummy PCB is not defective. If words X and
Y differ in one or more bit positions, the AND gate has a low EQUAL. This means
that the dummy PCB is defective.

The PCB visual inspection system is consisted of five worksheets: the PCB bare
circuit, the PCB bare circuit with pattern, the database criteria, the dummy panel
and the defect detection monitoring. The PCB bare circuit worksheet elicits the
pattern in bits of ‘0s’ and ‘1s’. The PCB circuit with pattern, on the other hand, is
simply the extension of the latter worksheet. This extension worksheet provides
panel representations of panel 1–32, which will be used in comparison with the
dummy panel. Also, this extension worksheet serves as the main template to be
used for matching purposes. The database criteria worksheet was used in this study
to store the name of the operator and the shifting schedule of data encodes. This was
protected and hidden in the program for security reasons. The values stored in this
worksheet will be displayed in the main GUI as shown in Fig. 11. The dummy
panel and the defect detection monitoring worksheets are the two most important
worksheets in this study. Three command buttons are situated in the dummy panel
worksheet. This includes ‘Load Dummy PCB’, ‘Dummy PCB Inspection’ and ‘Set
by Default the Dummy’, elicited in Fig. 10. The ‘Load Dummy PCB’ is used for
loading the dummy PCB panel for template matching. The user will simply place
the dummy panel in bits of 1 and 0 in the workspace provided for. On the other
hand, the ‘Set by Default the Dummy’, will simply set the workspace in its original
state. Lastly, the ‘Dummy PCB Inspection’ seemed to be the busiest among all the
buttons, as it does the main workings of the system. Sample source codes for these
commands buttons are elicited in the preceding texts.

Table 2 Repository of detected and localized defects

Defect detection and localization monitoring system

Lot No. Date Shift Operator No. of defects Affected panels

P0000001 9-Mar-15 A Rionel Caldo 8 10 11

P0000002 9-Mar-15 B Elmer Dadios 8 2 10

P0000003 9-Mar-15 C Donabel
Abuan

9 3 4 5 11 12 13

P0000004 9-Mar-15 D Imelda Martin 7 13 14 22 24

P0000005 9-Mar-15 N Rionel Caldo 32 2 3 4 5 10 11 12 13

P0000006 9-Mar-15 A Elmer Dadios 3 1 21 26

P0000007 9-Mar-15 D Donabel
Abuan

11 1 7 15 21 26

P0000008 9-Mar-15 C Donabel
Abuan

8 13 15 18 26

P0000009 9-Mar-15 D Imelda Martin 18 13 15 16 18 24 26
32

P0000010 9-Mar-15 N Rionel Caldo 9 2 10 22 26 29 31
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‘Sample source code for PCB Visual Inspection System
Sub load_dummy()
actwork = ActiveWorkbook.Name
actsheet = ActiveSheet.Name
mypassword = “2tet”
Workbooks(actwork).Sheets(actsheet).Unprotect mypassword
End Sub
Sub PCB_Inspection()
actwork = ActiveWorkbook.Name
actsheet = ActiveSheet.Name
mypassword = “2tet”
Workbooks(actwork).Sheets(actsheet).Unprotect mypassword
Updating.Show
Workbooks(actwork).Sheets(actsheet).Protect mypassword
End Sub
Sub set_by_default()
actwork = ActiveWorkbook.Name
actsheet = ActiveSheet.Name
mypassword = “2tet”
Workbooks(actwork).Sheets(actsheet).Unprotect mypassword
x = 2
Do While x < 46

y = 2
Do While y < 82
Workbooks(actwork).Sheets(actsheet).Cells(x, y).Select
‘This would set the dummy panel in its original state
Call orig_color
y = y + 1
Loop

Fig. 10 Main command
buttons for PCB visual
inspection system
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x = x + 1
Loop
Workbooks(actwork).Sheets(actsheet).Protect mypassword
MsgBox “You have successfully set by default the dummy panel!”, vbInformation,
“PCB Visual Inspection System_CALDO”
End Sub

Upon clicking the ‘Dummy PCB Inspection’, the main GUI automatically
appears as shown in Fig. 11. The system would require the user to provide the lot
number and date of defect analysis for traceability. Also, the user will have to select
the shifting schedule and the name of operator as provided in the database criteria
worksheet.

Clicking the command button, ‘Detect Defect’ is used for PCB defect detection
and localization. It links and updates the encoded data in the ‘Defect Detection
Monitoring’ worksheet. This worksheet consolidates all data entries and it graphs
the lot number against the no. of defects being detected. The system is equipped
with fool-proofing methodologies, so as to prevent wrong data encodes. This
includes, but not limited to, wrong lot number, double lot entries and incomplete
data entries. Moreover, validations and confirmations using message boxes were
observed in this study. These fool-proofs and validations were used for containing
data integrity issues. After clicking the ‘Detect Defect command button, the data
entries were validated for completeness and the lot number was checked for double
lot entries. Once completed, the bit contents of the loaded dummy panel were
compared with that of PCB bare pattern bit contents. The panel defects 1–32 were
initialized to 0. The proponent makes use of the ‘strcmp’ operator in comparing the
contents of two worksheets. Each panel is provided with individual counter. This
counter is incremented whenever similar value is observed. There were 352 patterns
for each set. The total number of defects is computed by subtracting the total

Fig. 11 Main GUI of PCB
visual inspection system
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number of patterns (352) with the summation of all defects. The system will then
display the total number of defects being detected. Remember that each panel is
consisted of 11 bits. If the defect counter for each panel is less than 11, it means that
the panel is defective. The defective panel is localized by displaying the affected
panel number using message boxes. Finally, the data will now be transferred to the
main repository and it will be graphed using a trend chart. A confirmation box of
successful data encodes and updates will appear once completed.

4 Experiments and Analysis of Results

The main user form is introduced in the previous section, specifically in Fig. 11. As
exhibited in the figure, the proponent would require few data inputs from the user
for traceability purposes. The template PCB pattern is made available in the system.
The user will simply load the dummy PCB for testing purposes. The system will
then detect occurrence/s of defects. After detection of defect/s, the system will then
localize the affected panel/s. Refer to Fig. 12 for sample validations. Once, the
process of identification and localization of defects were completed, the system

Fig. 12 Sample PCB panel
defect detection
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automatically generates report pertaining to PCB defect analysis. This report will be
stored in a central repository database for monitoring and controlling purposes. The
trend chart shown in Fig. 13 is also provided for visualization. This process works
for each load of PCB dummy controlled in pre-assigned unique lot numbers.

In simulating the defect detection and analysis in Excel VBA macro, the pro-
ponent conducted several trials and tests as enumerated in Table 2. Based on the
obtained results, it is observable that the system is able to detect and classify the
defects congruently as it gives 100 % detection rate when the actual and the
expected outputs were compared.

5 Conclusion

In this paper, the proponent makes use of Excel VBA macro program for intelligent
PCB defect detection and localization. In addition, in providing visualization of
results, the proponent provided Graphical User Interface (GUI) for traceability,
repository for monitoring and trend chart for controlling purposes. In this work, the
proponent makes use of 10 defective units (represented in bits of 0 and 1) for
simulation purposes and it was able to detect and localize defects accurately by
template matching using logical operators. It is realized that high-level program-
ming language like Excel VBA macro program can be used powerfully in modeling
an intelligent system, as it provides ease of code in the part of the program design
and user-friendliness for end-users.

Acknowledgments Jesus Christ as the Lord and Savior of the proponent is gratefully
acknowledge, as the ultimate source of knowledge and wisdom. De La Salle University is
acknowledged as well for giving financial assistance for the proponent’s doctorate study, and the
Research and Statistics Center of Lyceum of the Philippines University-Laguna (LPU-L) for
research funding, publication and dissemination.

Fig. 13 Trend chart for PCB
visual inspection system
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Modeling Academic Achievement of UUM
Graduate Using Descriptive and Predictive
Data Mining

Fadzilah Siraj

Abstract The selection of data mining approaches is based on the ability of data
mining as a powerful tool for academic analysis purposes. In higher educational
institution, data mining can be used for the process of uncovering hidden trends and
patterns that help the institutions in forecasting the students’ achievement. Today,
the abilities such as intelligence, skill and CGPA are identified as a main factor for
academic achievement. In essence, it is a common practice to use the CGPA as an
indicator of students’ academic achievement. However, measuring the academic
achievement is not an easy task. The purpose of this study is to investigate factors
that associated with academic achievement for the undergraduate students of
University Utara Malaysia (UUM) based on College of Arts and Sciences (CAS),
College of Business (COB), and College of Law, Governance and International
Studies (COLGIS) using descriptive and predictive data mining. Prior research
indicates that students and faculty shared a common perception of the skills nec-
essary for success in the degree programs. Based on the results extracted from
descriptive and predictive data mining, empirical investigation using logistic and
neural networks reveal that factors such as family income, race and language skill
have significant association with academic achievement.

1 Introduction

Data mining (DM) is defined as computer automated exploratory data analysis of
large complex data sets that can be used to discover patterns and relationships in
data with an emphasis on large observational databases [1, 2]. DM applies modern
statistical and computational technologies to the problem of finding useful patterns
hidden within large database [3, 4]. To uncover hidden trends and patterns, it uses a
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combination of an explicit knowledge base, sophisticated analytical skills, and
domain knowledge. In effect, these trends and patterns form the basis of predictive
models that enable analysts to produce new observations from existing data.

The tasks of DM can be modeled as either Predictive or Descriptive in nature [5].
A Predictive model makes a prediction about values of data using known results
found from different data while the Descriptive model identifies patterns or rela-
tionships in data. Descriptive DM is used to discover interesting regularities in the
data, to uncover patterns and find interesting subgroups in the bulk of data [6]. In
education, [7] used Descriptive DM to determine the demographic influence on
particular factors.

The selection of DM approaches is based on the ability of DM as a powerful tool
for academic analysis purposes [6]. In higher educational institution, DM can be
used to uncover the hidden trends and patterns that help the management in fore-
casting the students’ achievement. Academic achievement is the major concern in
the universities [7]. The issues of prediction and explanation of academic
achievement and a study to identify the key indicators to the academic success and
persistence of students are extremely important [8, 9]. The academic achievement is
always described in terms of grades or degree completion [10].

Today, the abilities such as intelligence, skill and CGPA are identified as a main
factor for academic achievement [11–13]. However, measuring the academic
achievement is not an easy task [14]. In Malaysia’s education context, the excellent
in academic achievement is the upmost target for every student and institutions and
also generally, a key indicator for individual success. To date, information
regarding national database about IPTA also has been processed. However, only
descriptive statistics have been utilized. At UUM, very little attempt has been made
to analyze graduates in detail using descriptive statistics and cross tabulations as
well as employing Neural Network (NN) to uncover the hidden information within
the data. The purpose of this study is to investigate factors that associated with
academic achievement for the undergraduate students of UUM based on College of
Arts and Sciences (CAS), College of Business (COB), and College of Law,
Governance and International Studies (COLGIS). Prior research indicates that
students and faculty shared a common perception of the skills necessary for success
in the degree programs [15]. Based on results extracted from DM algorithm,
empirical investigation using Logistic Regression (LR) and NNs reveal that factors
such as family income, race and language skill have significant association with
academic achievement.

2 Related Works

Numerous studies have been conducted to determine factors that affect academic
achievement. Both students and academicians rated self-motivation [16], aptitude,
prior academic performance, effort, motivation [17] and attitude [18] play significant
roles in academic achievement. Efforts to increase students’ academic performance
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and achievement have also been linked to family involvement, emotional support,
parent’s adherence to education, their economic conditions, social background, the
way parents communicate with teachers and actively participate in educational
program can increase the performance of students [19, 20]. Gender differences exist
in academic performance, in fact, female students show higher confidence and better
performance in all examined academic subjects [21].

To date, higher education organizations are placed in a very high competitive
environment and aiming to get more competitive advantages over the other business
competitors. To remain competitive, these organizations need a deep and enough
knowledge for better assessment, evaluation, planning and decision making. Since
most of the required information can be extracted from the historical and opera-
tional data that reside in the organizations’ databases, DM can be exploited in
extracting the required information that can be used to facilitate competitiveness
and also additional insight for education management institutions based on oper-
ational data in facilitating decision making. Such a need for understanding large
data sets is found in education, engineering, business, medicine and others [22].
The technological development could be used to allow better collection, and more
importantly to analyze large amount of data that finally produce knowledge that is
meaningful to organizations which needs to be discovered. Failing to do so will
inevitably contribute to the loss of useful information, money, time and efficiency.
Hence, in this regard, descriptive and predictive approaches in DM could deliver
meaningful knowledge that assists the organizations to sustain its competitiveness.

In DM, two most commonly used models in education are logistic regression
(LR) and NNs [23, 24]. For instance, LR used to model the examination result
indicates that the performance of female students are 2.128 times higher than that of
the performance of male students [25]. The results of applying DM to enrolment
data of Sebha University in Libya shows that NN obtains the highest results
accuracy [26] compared to LR and decision tree [27]. NN is potentially enhancing
the effectiveness of a Nigerian Universities admission system and able to predict the
performance of more than 70 % of the prospective students [28].

Academic achievement is one of the most important criteria in measuring student
success at the university [29]. In fact, it is aligned with other aspects of achieve-
ments such as communication, leadership, self-management, attitude and person-
ality [30]. In this, study LR and NN methods were explored in providing more
insight in conjunction with academic achievement.

3 Approach

The approach for this study has been adapted from [27] as shown in Fig. 1.
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3.1 Data Collection

The respondents of this study include UUM graduates who have completed their
undergraduate study in the year 2006, 2007 and 2008.

3.2 Data Preparation

Data preparation covers all activities for constructing the final data set that are
conducted repetitively to analyze the data, choosing suitable attributes to use as
predictors as well as transformation and cleaning data.

3.3 Data Description and Data Cleaning

A total of nearly 300 attributes have been explored from the data sets. During this
phase, the treatment for the missing values are conducted. However, the way to
handle the missing value depends upon the data that has been collected.

3.4 Modeling

Initially, Descriptive DM is carried out to investigate the nature of the dataset and the
distribution of each attribute. Frequency tables are generated, and the correlation
analysis has also been conducted to determine the relationship between the attributes,
including Cross Tabulation Analysis (contingency tables). However, only the Cross
Tabulation analysis is reported in this paper. Clustering Analysis is performed based
on 4 clusters. For Clustering Analysis, Kohonen network is used (Fig. 2) assuming
the clusters are formed at the output layer from patterns that share common features.

To enable the Kohonen layer to group similar patterns, a neighborhood of
artificial neurons around the winning artificial neuron (at the output layer) is also
altered to be more like the input pattern [30]. As the clusters were generated through
Kohonen networks, these clusters are then used as output for LR and NN.

Data
Collection

Data
Preparation

Data
Description

Data
Preparation 

Modeling
LR and NN

Analysis & 
Reporting

Fig. 1 Steps involved in the study for obtaining empirical results
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In addition, comparison between the predictive approaches has been conducted to
get some insight about the strength and weaknesses of each approach since one of
the aims of the study was to determine whether these methods were well suited for
extracting the required knowledge. As a result, the predictive method will be able to
predict in which cluster the future student falls into based on the academic infor-
mation of the students. This is the main difference between the proposed method
and the previous method using LR and NN as the predictive methods.

LR analysis model is also known as one of the most useful tools in quantitative
analysis phase of the decision-making process [31]. It allows the prediction of a
discrete outcome from a set of variables that may be continuous, discrete,
dichotomous, or a combination of any of these by fitting a set of points to a curve
[32]. The LR equation can be written as in [31]

h ¼ exp b0 þ b1 þ � � � þ bkxk þ að Þ
1þ exp b0 þ b1 þ � � � þ bkxk þ að Þ ð1Þ

where α is the constant from the equation, and β is the coefficient of the predictor
variables. Alternatively, the LR equation can be written as

p ¼ eaþbx

1þ eaþbx
ð2Þ

where π is the probability for the outcome of interest or “event”, α is the intercept, ß
is the regression coefficient, and e = 2.71828 is the base for the system of natural
logarithms x can be categorical or continuous, but Y is always categorical.

NN is one of the DM techniques; defined as an information-processing system
which is inspired from the function of the human brain whose performance char-
acteristics are somehow in common with biological NN [33]. Multilayer Perceptron
(MLP) is one of the most common NN architecture that has been used for diverse
applications, particularly in forecasting problems [29]. The network is normally
composed of a number of nodes or processing units, and it is organized into a series
of two or more layers (Fig. 3).

The training of MLP could be stated as a nonlinear optimization problem aims to
find out the best weights that minimize the difference between the input and the

Fig. 2 Kohonen network
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output. Its most popular training algorithm is Back propagation (BP), and it has
been used in solving many problems in pattern recognition and classification.
Some BP parameters such as number of hidden nodes at the hidden layers ‘learning
rate, momentum rate, activation function and the number of epoch are also
investigated to obtain a suitable NN prediction model [34]. Furthermore, these
parameters could change the performance on the learning from bad to good
accuracy [35]. The accuracy of NN is provided by a confusion matrix. The accuracy
of NN is calculated using (3)

Percent of Correct ¼ Tot: of correctly predicted patterns
Total no: of patterns

� �

� 100% ð3Þ

3.5 Analysis and Reporting

The techniques that produce highest accuracy are considered as the most suitable
technique for prediction purposes. Although NN produces higher accuracies than
LR in many instances, it still remain a black box to researchers. Hence, the use of
LR and Descriptive DM could lead to some insight with regard to correlation and
association of the attributes with the academic achievement. In this study, the
attributes are selected based on the statistical results and the academic achievement
is measured by CGPA. The comparison among graduates is conducted in accor-
dance to the programs undertaken at UUM.

4 Results

The entire population of UUM graduates who had completed their studies between
1 and 6 months upon graduation for the year 2006, 2007 and 2008 were collected
from UUM database. A total of 5005, 3605 and 5723 UUM graduates participated

Fig. 3 MLP architecture

614 F. Siraj



in the survey were complete enough to be used in the study. The distribution of the
graduates of baccalaureate programs for the year 2006–2008 based on college of
Arts and Sciences (CAS), College of Business (COB) and, College of Law,
Governance and International Studies (COLGIS). The results indicate that COB has
the highest percentage of graduates involved in this study for the year 2006 and
2008. In the year 2007, CAS percentage exceeds COB by 13.9 % [36]. Further
analysis on the performance of the graduates based on each college for the three
years is also shown in Fig. 4. For CAS, the performance of the graduates with
CGPA above 3.67 improves throughout the three years; in fact the year 2008 shows
the highest percentage (3.4 %) amongst the three colleges. Although the CGPA of
COLGIS graduates with CGPA of 3.00–3.66 decreases to 34.8 % in 2007, the
average CGPA obtained by the graduates of this college is the highest among the
three colleges. Note that by the year 2008, less than 4 % of the graduates from all
colleges obtained CGPA 2.00–2.49. When the academic achievement is
cross-tabulated with gender, it is very clear that majority of the female graduates
obtained CGPA between 3.00 and 3.66 for three consecutive years (Fig. 4). These
findings are consistent for the three colleges in UUM. On the other hand, most male
students scored CGPA between 2.50 and 2.99 in 2006 (47.1 %) and (36.6 %).

The Chi-squared test statistic is 470.88 with an associated p < 0.01; hence
gender is associated with CGPA. In addition, graduates from CAS achieved better
results than other colleges (Fig. 5). However, the findings in this study reveal that
employment rates are higher for the COB compared to other colleges.

In terms of gender versus employment, there is a significant association between
these two variables. Hence, more promotion should be encouraged towards
increasing the number of male enrollment to the universities (Fig. 5). The appro-
priate departments need to recommend programs suitable for improving the aca-
demic achievement particularly for the male students.

The results of the experiments using NN and LR are summarized in Table 1.
The same data sets have been used for both predictive methods. Clearly, NNs

superseded the performance of LR for all colleges. The highest accuracy obtained
by LR is 61 % whilst the NN scores more than 99 % of the classification accuracies.

Fig. 4 Distribution of CGPA
with respect to college and
year
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Comparing the likelihood ratio test values, the Wald statistics and the correlation
values, the logistic equation for CAS is written as

P eventð Þ ¼ Exp 5:04� 0:7 � Gþ 0:20 � BI � 0:16 � S� 0:18 � FIð Þ
1þExp 5:04� 0:17 � Gþ 0:2 � BI � 0:16 � S� 0:18 � FIð Þð Þ ð4Þ

Similarly, the logistic equation for COB is written as

P eventð Þ

¼ Exp 1:33� 0:01 � G� 0:05 � Rþ 0:34 � BI þ 0:02 � S� 0:03 � FI þ 0:35 � BSþ 0:72 � GKð Þ
1þExp 1:33� 0:01 � G� 0:05 � Rþ 0:34 � BI þ 0:02 � S� 0:03 � FI þ 0:35 � BSþ 0:72 � GKð Þð Þ

ð5Þ

Table 1 The performance of NN and LR

College Neural network Logistic
regression

Input Seed
no.

Hidden
unit

Output Percentage
correct

Percentage
correct

CAS 4 5 4 4 99.12 61.0

COB 7 5 4 4 99.29 59.8

COLGIS 4 4 6 4 99.11 60.4

Fig. 5 Distribution of CGPA with respect to gender for the year 2006–2008
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Finally, the logistic equation for COLGIS is written as

P eventð Þ ¼ Exp 4:74þ 0:53 � G� 0:09 � R� 0:45 � BIþ 0:20 � BSð Þ
1þExp 4:74þ 0:53 � G� 0:09 � R� 0:45 � BIþ 0:20 � BSð Þð Þ ð6Þ

where

G is Gender
R is Race
S is Sponsor
FI is Family Income
BS is BM Skill
GK is General Knowledge

The attributes that are significantly associated with the academic performance for
each college indicate that the most common factor for the three colleges that are
associated with academic performance are Gender and BI (Table 2). Gender factor
may be biased since the intake of female to male is about 3:1 ratio. However, BI
factor is in line with the findings from Ministry of Education which indicate
graduates from IPTA need to improve their BI skill for both communicative and
writing skill.

It also appears that both CAS and COB graduates’ academic performance has
significance association with the Sponsor and Family Income. For COB and
COLGIS graduates’, race and BM skill are the two significant factors that are
associated with academic performance.

5 Conclusion

This study attempts to model the academic achievement that can be used by the
UUM management or educators to analyze the students’ performance. The
empirical findings reveal and confirm some speculation about the factors that
influence academic performance. Further drilling information as a continuation of
this paper may reveal more knowledge and that may lead in the formation of policy
or framework for academic performance for the students in UUM in general and

Table 2 Summary of significant predictor variables for academic achievement

College Gender BI Sponsor Family
income

Race BM
skill

General
knowledge

CAS ✓ ✓ ✓ ✓

COB ✓ ✓ ✓ ✓ ✓ ✓ ✓

COLGIS ✓ ✓ ✓ ✓
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with respect to colleges in particular. Other Predictive or Clustering may also help
to uncover the hidden information that still exist within the UUM graduates data.

The result from this study is expected to be used for identifying the factors
influencing students’ academic performance. In addition, the prediction model
could be used by the management to design special programmes for the ‘out-
standing’ and the ‘low’ achievers for each degree programme. In this way, students
who are expected to do well could be pushed to the limit or reach the excellent
level. On the other hand, students who are expected to be low achievers could be
assisted to gain better grades upon graduation. This is to ensure the quality of
graduates is either sustained or progress in a positive directions. DM can assist in
the decision making process or to explain and justify it. Further research on DM is
expected to increase due to the efficiency and the level of accuracy obtained through
Descriptive and Predictive DM.

Acknowledgment The author gratefully acknowledge the University Utara Malaysia for pro-
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Abstract Wireless sensor networks are primarily characterized by inadequate
energy supply. Therefore, development of an energy efficient protocol can play an
important role in impacting the network lifetime. Typically, communication is the
most energy expensive act that nodes perform and limited energy of nodes is the
main obstacle. An efficient cluster arrangement might be a solution. Though opti-
mum clustering in wireless sensor networks is an NP-Hard problem, at present,
bio-inspired metaheuristic approaches are very popular in solving them. This paper
presents a centralized energy-aware clustering algorithm for wireless sensor net-
works using the novel bio mimic cuckoo search algorithm. The cost function was
defined, with the goal of maximizing the network lifetime and minimizing the
intra-cluster distance. The performance of the proposed algorithm is evaluated with
well-known centralized and decentralized clustering protocols. The results derived
from simulations show that proposed solution can enhance network lifetime over its
comparatives.
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1 Introduction

Recent progresses in Micro-Electro-Mechanical Systems (MEMS) technology have
brought good news for wireless sensor network (WSN). This technology ensures
that multifunctional, low power wireless sensor nodes can be developed at a low
cost. At the same time, the technology enables the nodes, which are tiny in size, to
communicate within a short distance [1–3]. These sensor nodes are equipped with
some amount of sensing, control, data processing, and communicating components
[4]. A number of these tiny nodes are deployed inside the sensing area or close to it
in order to build WSNs. These WSNs are powerful in a sense that they are capable
of supporting a number of diverse applications including environment monitoring
[5, 6], medical care [7], precision agriculture [8, 9], military target tracking and
surveillance [10, 11], natural disaster relief and monitoring [12, 13] etc.

WSNs are critically resource constrained by limited power supply, memory,
processing performance and communication bandwidth [4]. As a result, in almost
every scenario, sensor nodes rely on limited energy sources e.g. batteries. Once the
nodes are deployed and functioning in the network, replacing the batteries generally
is not a feasible task. But at the same time, a WSN must perform for a given period
of time or more than that. Hence, most existing works (e.g. clustering, prolonging
lifetime) in WSNs area are dealing with energy efficiency. Clustering is an approach
that is used to control network energy expenditure efficiently. It minimizes the
number of sensor nodes that communicate with the base station (BS) from a long
distance and distributes the energy spending uniformly amongst the nodes of the
sensor network.

This paper focuses on the development of a centralized, energy efficient clus-
tering algorithm based on CS to extend sensor network lifetime and evaluation of its
performance on several WSN simulation environments. The protocol partitions the
total network into several clusters using CS algorithm. The algorithm considers
energy consumption of the nodes in the optimization process. The evaluation of the
CS clustering algorithm against its counterparts was done on the basis of uniform
clustering capability, network lifetime, scalability and the amount of data sent to the
BS. The developed protocol later was tested against the previous well known and
established protocols like LEACH, LEACH-C and PSO—one of the most used bio
inspired optimization algorithms.

The rest of the paper is organized as follows: In Sect. 2 we discussed the
literature review part. In Sect. 3, the network models and radio energy models
utilized in the proposed protocol are described. In Sect. 4 we give a comprehensive
explanation of the projected cluster configuration protocol using CS algorithm.
Section 5 presents the simulation results of our protocol and in Sect. 6 conclusions
are drawn.
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2 Literature Review

By adopting cluster based network approach a number of protocols and opti-
mization techniques have been proposed in literature. Among them one of the most
famous clustering protocols is Low Energy Adaptive Clustering Hierarchy
(LEACH) [14]. It provides significantly better result than conventional multi hop
routing schemes, e.g. the minimum transmission energy (MTE) in terms of energy
saving and network lifetime [15]. A further improvement in distributed nature of
LEACH is known as LEACH-C [16], which forms the clusters using a centralized
algorithm executed by the BS. There were some other works based on low energy
protocols. In [17] authors presented two approaches of low power consumption by
using the information obtainable from a gate level VHDL simulations. In another
work [18], an algorithm is presented for the detection of distributed systems by
huge scale collaborative sensors in low power environment. Tree or linear hopping
network (ToLHnet) [19] is another powerful protocol that supports mixed networks
in low complexity.

Apart from these, some researchers started to use bio-inspired optimization
algorithms to solve the problem of efficient clustering [20]. A number of bio-inspired
algorithms developed for clustering in WSNs namely Ant Colony Optimization
(ACO) [21, 22], Genetic Algorithm (GA) [23], Particle Swarm Optimization
(PSO) [24, 25] etc. Cuckoo Search (CS) is one of the recent additions in the pool of
bio-inspired optimization algorithms. CS was developed in 2009 by Yang and Deb
[26]. The motivation of this algorithm came from the breeding behaviour of cuckoo
bird, which has a unique characteristic of laying eggs in other bird’s nest. CS has
shown its ability to render better results than other algorithms of its type against
several benchmark tests and statistical analysis showed that the problem solving
success of the CS algorithm is better than the PSO and GA [27, 28].

So it was the target of this research work to test its validity in performing better
to solve clustering problems in WSNs efficiently. The first work of cuckoo search to
improve the network lifetime of the sensor field was proposed by Dhivya in [29].
To the best of knowledge, till date, this is the only work that exactly matches the
field of this proposed study, considering only CS algorithm in cluster head
(CH) selection. In this work, clusters are formed with the nodes with least energy
and data collected by these nodes are transmitted to the designated CH. Therefore
the lowest energy nodes are initially exploited. The goal was to reasonably balance
the energy usages among the nodes on the basis of their remaining energy and to
increase the lifetime of the network. The acquired results are compared with only
LEACH protocol to show the effectiveness of the method. The key difference
between the proposed work and [29] is the function of CS in selecting the most
favourable nodes as CHs on the basis of different cost functions, in order to extend
the network lifetime.
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3 The System Model

3.1 Network Model

We presume a network model analogous to those used in [14, 16], with the attri-
butes mentioned below: the BS is fixed and located inside the sensor network field.
All sensors are stationary, perform sensing tasks periodically and always have data
to send to the BS. Each node can operate in both cluster head (CH) mode or sensing
mode—depends on its remaining energy level. Data aggregation is used to reduce
the amount of sent messages.

3.2 Radio Energy Model

A first order radio energy model is used in [15] and our protocol uses a similar radio
model for the sensors. In this model, to achieve a satisfactory Signal-to-Noise-Ratio
(SNR) in transmitting an l-bit message over a distance d, the energy expended by
the radio is given by:

ETX l; dð Þ ¼ l � Eelec þ l � eFSd2; if d\d0

¼ l � Eelec þ l � eTRd4; if d� d0
ð1Þ

where Eelec is the dissipated energy for each bit of data that is used to run the
receiver circuit or the transmitter. ɛFS and ɛMP varies with respect to transmitter
amplifier model that is being used. d0 denotes the threshold value of the trans-
mission distance. Now, to receive l bit data packet, the energy used by the radio is:

ERX lð Þ ¼ l � Eelec ð2Þ

4 Proposed Algorithm Description

4.1 Cuckoo Search Algorithm

Cuckoo search (CS) is a population based optimization technique and as many
other metaheuristic algorithms it starts with random initial population. In order to
simplify CS algorithm three idealized rules can be used [23].

– A single cuckoo lays one egg at a time and dumps it randomly in one of the host nest
– Selection of the highest quality egg among the best nests to carry out to the next

generation (a sort of eclecticism)
– The number of host nests is fixed. The host bird can discover an egg laid by a

cuckoo with the probability pa 2 ½0; 1�
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4.2 Cluster Setup Using Cuckoo Search Algorithm

In general there are two types of communication happening in a wireless sensor
network: inter cluster communication and intra cluster communication. The intra
cluster communication is communication between nodes which is relatively cheaper
than the previous one. By clustering we try to increase this intra cluster commu-
nication. One of the ways is to select a definite amount of clusters, select a number
of CHs that would represent each cluster and all the non CH nodes will send their
information to the respective CHs. After accumulating all the information from non
CH nodes, the CH node will forward this message to the BS. Thus the total amount
of energy consumption will be decreased immensely. One more issue needs to be
addressed here, that is if only one CH is acting always as the head node, after
certain amount of time it will lose its energy level. In this case, a new node is
required to be the CH. This decision of selecting a new CH will be done by the
respective algorithm. Amount of residual energy, distance from non CH nodes etc.
are the criteria in defining and nominating a new CH.

Generally, all clustering protocols consist of four major stages and two phases.
The four stages are: CH selection, cluster formation, data aggregation, and data
communication. The two phases are the setup phase and steady state phase. At the
starting of each setup phase, nodes send the information to the BS about their
current energy level and locations. The BS calculates the average energy level of all
nodes based on the received information. For every round, only those nodes are
qualified as CH candidates, who have higher energy level than the average of that
cluster. This process ensures that only nodes with an adequate energy level are
selected as CHs. Next, the BS runs the CS algorithm to decide the best K number of
CHs that can minimize the cost function, as defined by:

f1 ¼ max
k¼1;2;...:K

X
d ni;CHe;k
� �

= Ce;k

�
�

�
�

n o
ð3Þ

f2 ¼
XN

i¼1

EðniÞ=
XK

k¼1

E CHe;k
� � ð4Þ

cost ¼ b� f1 þ 1þ bð Þ � f2 ð5Þ

where function f1 is the highest average Euclidean distance between nodes and their
associated CHs and Ce;k

�
�

�
� is the amount of nodes that fit into cluster Ck of egg

e. Ratio of total primary energy of every node ni, i = 1, 2, …, N in the sensor
network with all present energy of the CHs candidates of the present round is
defined by f2. A user defined constant β is essential to determine the role of every
sub objectives. The fitness function described here has the goal of concurrently
reducing the distance of intra cluster between CHs and their nodes, as quantified by
f1. It also optimizes the energy efficiency of sensor network as measured by f2. As
per the cost function defined earlier, a tiny value of f1 and f2 implies to compact
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cluster formations with the most favorable set of sensor nodes that have adequate
energy to perform the task of CH.

If a sensor network has N sensors and K predetermined clusters, the clusters for
that network can be defined by the following steps:

1. Initialize H eggs to contain K randomly selected CHs among the suitable CH
candidates.

2. Evaluate the cost function of each egg i.

(a) For each node ni, i = 1, 2, …, N

• Calculate distance d(ni, CHe,k) between node ni and all CHs CHe,k

• Assign node ni to cluster head CHe,k where;

dðni;CHe;kÞ ¼ min
8k¼1;2;...;K

dðni;CHe;kÞ
� � ð6Þ

(b) Calculate cost function with Eqs. (3)–(5).

3. Find the best nest with high quality eggs.
4. A fraction pa of worse nests are discarded and new ones are built.
5. Keep the finest solutions (or nests with quality solutions);

Rank the solutions and find the current best.
6. Map the latest updated position with closest (x, y) coordinates.
7. Repeat steps 2–6 until the highest number of iteration is reached or any other

stopping criterion.

After receiving the best set of clusters, CHs and their associated cluster mem-
bers, the BS transmits the information that contains the CH-ID for each node back
to all nodes in the network. The cluster head node acts as the local control centre to
coordinate the data transmission. Once the CH completes receiving data from all of
its member nodes, it does data aggregation and sends it to BS. We adopt the
analogous approach as in [15] to send the data from CH to BS using fixed spreading
code and Carrier sense Multiple Access (CSMA). Figures 1 and 2 show the
flowchart of CS algorithm and the selection procedure of the best set of cluster
heads per round applied in cluster setup phase.

5 Simulations and Analysis

The proposed protocol is implemented and the performance is assessed using
MATLAB R2013a. We execute the simulations in environment of 100 nodes in a
network area of 500 m × 500 m. The preliminary energy of nodes to is not equal,
means it is a heterogeneous network. The BS is located in the middle of the network
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area with coordinates (250, 250). We decided that 20 % of the sensor nodes will
have 5 J of primary energy, whereas rest 80 % of nodes will have 2 J of primary
energy. Around 5 % of the total nodes will be selected as CHs (K = 5). The
comparison of our protocol was performed with the two benchmark protocols,
LEACH, LEACH-C and one bio inspired based approach in clustering using PSO.
The simulations were run until every node in the network had died. Moreover, the
data message was fixed to 6500 bytes. The length of the control packet was
200 bytes. For the parameters of CS algorithm, we used H = 30 eggs, pa = 0.25. We
set β = 0.5 to give identical contribution of every sub-objective. Table 1 shows the
network parameters at a glance.

Figures 3, 4, 5 and 6 give a pictorial view about the formation of cluster for a
random deployment of 100 nodes during the tenth round of the communication.

No

No

Yes

End: Output

Abandon worse nest’s Egg with probability Pa and build new 

Egg for the nest

Rank the Eggs and find the current solution 

Increment the generation count

Map the new position with the closest x,y coordinates

if (Fi> Fj )

Replace j by the new solution

Yes

INITIALIZATION
Initializing the population and set gen = 1

Is (gen> Max_gen)

Select Cuckoo i randomly via levy flights

Choose a nest j among n randomly and evaluate fitness Fj

Generate a new Egg newegg from cuckoo i and evaluate the 

fitness of newegg Fi

Fig. 1 Flow chart of CS
algorithm used in clustering

A Novel Cuckoo Search Based Clustering Algorithm … 627



From figures, it is clear that our protocol (see Fig. 6) can generate better network
partitioning, where all CHs are uniformly positioned across the network and located
almost near the centre of each cluster. On the other hand LEACH and LEACH-C,
generate an uneven allocation of CHs throughout the network. PSO attempted to
show better results than these two. Meanwhile, the projected algorithm which uses

Fig. 2 Selection of best set of
cluster heads per round using
CS algorithm
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CS, tries to avoid poor cluster formation due to the inherent cooperation of CS that
can attain global minimum of intra cluster distance.

Figures 7 and 8 respectively illustrates the lifetime after the death of 50 % of
total nodes and the total network lifetime, defined by amount of nodes active over
round (100 nodes, 1000 rounds). It shows that the proposed protocol exceeds the

Table 1 Network parameters
and their values

Parameters Values

Number of nodes 100

Area size 500 m × 500 m

Base station position (coordinates) (250, 250)

Data size 6500 bytes

Control packet size 200 bytes

Number of clusters K = kopt 5 % of total nodes

Fig. 3 Network partitioning by LEACH

Fig. 4 Network partitioning by LEACH-C
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total network lifetime of LEACH, LEACH-C, and PSO, by nearly 54, 38, and 9 %
respectively. This improvement is based on two reasons. Firstly, with minimum
intra cluster distance and optimal CH distribution across the network, the proposed
protocol shows improved network partitioning. As a result, the energy dissipated by
all nodes for communication is reduced. Secondly, the CS technique adopted in the
protocol produces a set of good trade-offs where the values of the cost function are
tolerable to the network requirements.

Figure 9 shows the total amount of data messages received at BS by all the
protocols and algorithms. The proposed algorithm improves the data delivery by
factors of 17 % over PSO, 54 % over LEACH-C and 161 % over LEACH. The idea
behind this is, our protocol can take the benefit of picking the high energy node as a
CH by taking into consideration the residual energy of the CH candidates and also
the minimum distance between the nodes and their CHs by implementing optimized

Fig. 5 Network partitioning by PSO

Fig. 6 Network partitioning by CS
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cost functions. Hence, more data messages are delivered to the BS. This experiment
also facilitates the achievement of one of the objectives of this study.

For the scalability experiment in this work, the evaluation of the CS based
clustering algorithm is tested for a number of incidents where the amount of nodes
varies from 100 to 500. This simulation showed the limitation and capability of the
WSN scalability of our proposed protocol. Previous results in this paper showed

Fig. 7 Network lifetime after 50 % node dies

Fig. 8 Network lifetime till all the node dies
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that the CS protocol runs well for 100 nodes. From Fig. 10, it is visible that it
produces moderate results even when the node numbers are increased from 100 to
200 and 500 respectively. But it is noticed that, the efficiency of the proposed
protocol decreases when the network is highly dense.

Fig. 9 Total amount of data received at the BS over time

Fig. 10 Scalability of the proposed protocol
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6 Conclusion and Future Works

In this paper, an energy-aware hierarchical clustering algorithm has been presented
for WSNs, which uses CS algorithm. The cost function was defined in a manner,
which takes into calculation the highest distance amid the non-CH nodes and its
related CH, and the residual power of CH candidates in CH selection algorithm.
Simulation results indicate that the proposed CS based protocol gives better net-
work life time and capable of delivering more data to the BS compared to LEACH,
LEACH-C and PSO based clustering approaches. In addition, the projected pro-
tocol generates better cluster formation by equally allocating the CHs all through
the network area. Our future endeavor is to extend our work to the cross layer
optimization between query and routing strategies. Furthermore, it can be extended
by counting multi-hop communication among CHs to increase energy efficiency.
Additionally hybridization of several other learning techniques could be done to
determine more energy efficient clusters.
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Smart Location Reminder Based
on Position Tracking

Pavel Masek, Jan Dvorak, Ondrej Krejcar and Kamil Kuca

Abstract This work addresses deployment of mobile devices’ sensors in
improvement of functionality of applications. The application that uses these sen-
sors can offer better services to the user. In this project, the sensor for localization
using GPS will be employed. This sensor will extend the possibilities of an
application of reminder type with the possibility of notification based on the user’s
location. It will be possible to parametrize and combine this extension with the
already known notifications based on time. The supplemented application is much
more capable to carry out all the work and it is capable of more intuitive reminders.
At the same time, the application is developed using the platform Apache Cordova
and it will be targeted on all the main platforms.

Keywords Geolocation � Mobile application � Apache Cordova � Cross-platform
development � Location tracking

1 Introduction

The employment of smart phone sensors is the key element to making a developed
application more attractive. If the sensors are used correctly or in a resourceful way
they have significantly bigger chance to gain a toehold in the market with mobile
applications. In the broader sense, it is possible to regard any source of information
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that transmits data to another controlling unit as a sensor. Mobile phones literally
abound in a variety of sensors such as accelerometer that measures the acceleration
of the user’s movement, a gyroscope that defines the orientation of the phone in the
space, and many others.

This work uses the sensor for user’s localization using GPS. GPS is a military
satellite system for localization run by the Ministry of Defence of the United States of
America. With its employment it is possible to determine the exact location unit the
accuracy up to 10 m. The mobile sensor for localization is plentifully used for the
improvement of services of the applications. A good example of these applications
are the weather forecast applications. These applications get the user’s location and
based on that they view information about the weather in given location.

The way the GPS works is described in the articles [1, 2]. The articles introduce
several algorithms that the GPS system is based on and that particularize the
obtained data. There are uncountable possibilities to use the acquired user’s loca-
tion smartly from the simple display of the user’s location on a social network up to
a recommendation of the best restaurant in the neighbourhood.

This project will try to improve an application of reminder type using the
acquired data from GPS. The application of reminder type can have different uses.
For example, in the article [3] there was used an analogue of reminder mobile
phone application that notified the patients with diabetes to take their medications.
The basic application of reminder type can look as a notebook where the user takes
notes of the tasks to do. That kind of an application is not very effective in its
functionality. It reminds the user about the tasks only at the moment that the user
uses this application. Better applications allow at least setting a time when the event
or a task would notify the user. This is a better solution but not sufficient enough.

Using geolocation is an essential extension for providing reminder services. The
geolocation allows to set the activation of notifications based on user’s location.
There is also a possible combination of notification based on user’s location and the
time in which the user should be notified. An application enhanced this way is more
competent of carrying out its purpose. Development process of mobile application
as well as wide (cloud) solution development need to be also based on strong
economy model where we need to define purpose of solution as well as possible
financial income or distribution model [4–6].

The application will be developed using the platform Apache Cordova that allows
multiplatform development of mobile applications. The platform uses the tech-
nologies HTML, CSS and JavaScript for the application development. That way the
application can be developed without writing a native code of specific platform.

2 Problem Definition

There is already quite a competition in the application field for notification
administration. It can be assumed from the number of different rankings that
compare the functionality of individual applications as found in the articles [7, 8].
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For the evaluation of the rival applications, the selection was adapted to those
that use notifications based on the user’s location. Expected requirements for
applications are: accurate notification of a created event according to the location,
intuitive user interface, considerate manipulation with system sources, the possi-
bility of editing and creating events using a web interface and the existence of an
application on all major mobile platforms.

The first of the competitive applications is an application for Android platform
that is called Geobell. Unfortunately, this application is created only for this plat-
form. It notifies of the created events quite precisely. However, the use of this
application is rather unintuitive. Among other of its drawbacks, there is also an
excessive battery consumption. Also, it does not allow adding and editing events
using a web browser.

One very well-known application for the administration of notifications is
Google Calendar. It offers the option of adding and editing notifications using the
web browser and mobile application and its simple and intuitive user interface.
Perhaps its only flaw is the lack of the possibility of creating notifications based on
the location.

The application LocationMinder is developed for the platform iOS. This
application offers intuitive user interface and an accurate location detection.
According to the user rating it can be concluded that this application is very
popular. Among its disadvantages is the lack of web interface and the fact that the
application exists only for the iOS platform.

The last from the selection of rival applications is the application Location
reminder for Windows Phone platform. The application has not a very well
arranged interface and overall bad implementation when it comes to using GPS and
that results in a lower battery life.

The result of the research and testing of the rival applications is a discovery that
none of the applications meet all the conditions that were required. The resulting
application will be inspired by the parts that were designed well in the rival
application and that way it will bring a combination of all the requirements in one
application. Also, the application will be available on all major mobile platforms
since we will be using the technology Apache Cordova.

3 New Solution

When developing mobile applications there was one very unpleasant fact for the
developers or the developing studio. If they wanted to aim the application on all
major mobile platforms, they needed to know three different programming languages
for three major mobile platforms. The result was that the same application needed to
be written separately for each platform and there was no way to use the written code
again for another platform. This brought a very robust and high quality solution,
however at the same time it caused the mobile application development to be a very
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expensive matter. The articles [3, 7–9] deal with the advantages and comparison with
native solution. Nowadays, there are two ways that remove this problem.

The first way is provided by a company Xamarin with a commercial product
with the same name. Xamarin allows writing multiplatform mobile application in
the programming language C# from which a native code of given application for
given platform can be generated. The development of applications using the pro-
duct Xamarin is extensively described for example in literature [7–11]. The liter-
ature can guide the developers from the complete beginning up to the
implementation of the application like online chat. The big advantage of this
technology is the fact that it uses the native code of the given platform and that way
it is faster than the following multiplatform solution.

The second possibility is using open source platform Apache Cordova, that
stands as a foundation for a very well-known project for the production of multi-
platform applications called PhoneGap. Apache Cordova uses HTML, CSS and
JavaScript for the production of applications. Using this technology offers several
advantages. The first advantage is the same as in the previous technology and that is
a single code for all platforms. The second advantage are the used technologies for
the application production. As a matter of fact, we could say that these technologies
or at least their foundation is known by every developer. That is why it is much
easier for a company to hire an employee to work with this technology.

The technology Apache Cordova basically works on the principle of insertion of
a full-page component WebView. It is a component that displays the content of
websites. A code written in HTML, CSS and JavaScript will be displayed in this
component. Later, the functions of individual libraries of the platform Apache
Cordova are called by JavaScript based on different events. These functions are
mostly added to a global JavaScript object window.

The resulting application will proceed from the pieces of knowledge acquired
from the research that is described in the previous chapter. One of the requirements
is aiming the new application on all major platforms that are Android, iOS and
Windows Phone. This goal will be achieved using this very platform, Apache
Cordova. A more detailed procedure on how to develop application on this platform
is described in literature [8–12].

Another fundamental point is an exact notification on events related to the user’s
location. Getting the location will be solved using the library org.apache.cordova.
geolocation. The manner and possibility of using the library are introduced in the
document [9–11]. A very closely related requirement is a requirement on a careful
treatment of the system sources. This requirement is referring to an excessive
battery consumption. The excessive battery consumption is usually caused by an
overly short span between gaining the locations. By setting a suitable span between
repeatedly localization the user, we can prevent this problem. This span would be
further possible to edit in the application setting just in case that some user would
not find it suitable.

For the intuitivity of user interface its development will follow the article [10] that
is related to the development of multiplatform mobile applications in the comparison
with the development of user interface written in the native code of the platform.
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There is another requirement connected to the intuitivity and generally the
simple controllability of the application. In a similar way that the rival solution
Google calendar allows editing and synchronization notifications in a web browser,
the new application should also have this supplement. The user gets another chance
to insert and edit their notifications in an easier way using this supplement. The web
application will use Java Spring MVC in the server and MySQL as a database. So
that the application would seem as an ordinary application, its frontend part will be
written as a single page application (further as SPA) in a same way as Google
calendar. For creating SPA we will use an typescript framework to create SPA
Bobril TS. The use of Bobril TS is described in online documentation [3, 7–10]
including the examples and all the codes.

4 Implementation

Development of multiplatform applications using framework Apache Cordova uses
JavaScript as a programming language. The application is then developed as a so
called SPA website. Therefore, it is very convenient to already use some JavaScript
framework for creating SPA. There is a selection of many popular frameworks such
as AngularJS or React.

The firstly named AngularJS uses a standard approach to HTML DOM and its
manipulation. As opposed to AnglularJS, React uses the also called virtual DOM.
Basically all the HTML elements are generated using JavaScript. A big advantage
of this approach is a much higher speed. The very popular social network Facebook
is written in React.

Any of the above mentioned frameworks were not used for the application
implementation. As a framework we chose Bobril TS. It is a typescript framework
for creating SPA applications. Typescript is a superstructure of JavaScript that
brings a type control, classes, interface modules, intelligence and code refactoring.
Framework Bobril TS is inspired by a library React and so it also uses the virtual
DOM. A big advantage is the variety of types that is welcome for creating a more
extensive application. Another advantage of this framework is its size. The modi-
fied basic version has less than 10 kB.

The main point of the whole application is the implementation of user notifi-
cations based on their location. The library org.apache.cordova.geolocation is used
for acquiring the user’s location. That provides the access to GPS of the mobile
device. It allows the implementation of methods not only for getting the coordinates
successfully but also unsuccessfully. A detailed and a complete description of the
library can be found in the online documentation [11].

Acquiring the user’s location occurs every five minutes in the default application
settings. That way the most precise notification is emphasized. This time interval
can be edited in the application settings.

The user can create two basic types of notifications and those are the geolocation
and time notifications. These two options can be later combined. In the case of time
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notification the start and the end of the notification has to be set. In the case of
geolocation notification the setting is a bit more difficult. Inserting the geolocation
notification can be done using two different ways. The first one is writing the exact
address of the place of notification. The other option is choosing the location using
a map. In order to display the map the library Google Maps JavaScript API v3 can
be used.

The next parameter is setting notifications when coming to the given place or
when leaving the place. The last parameter is choosing the radius for notifications.

By combining the geolocation and time notifications it is possible to achieve a
very precise notification. For example, when leaving for a holiday “Remind me on
2.4.2015 from 3:30 to 4:30 in the distance 500 m from home—Have you packed
your passports?”

The calculation of the distance between two GPS coordinates is calculated using
haversian formula. For this calculation a small JavaScript library haversine.js is
used. The use of this library is described in the online documentation [13].

The application always keeps the list of events. The geolocation events are being
checked every time the device gets new coordinates to find out whether they occur.
So according to the default setting it happens every five minutes. At the same time
one of the previous locations of the user are preserved in order to be able to find out
whether the user left the place of notification. For each geolocation event there is a
calculation for the distance from the user’s location. This distance is later compared
with the set radius of the event. In the case of the event of coming to a place the
distance for the notification to go off must be smaller than the radius. In the case of
leaving the place the actual distance has to be bigger than the radius and at the same
time the previous distance has to be smaller than the radius of the given event
(Fig. 1).

Entering the event is enabled even through a web interface. Because of that it is
necessary to make a synchronization of the event in the mobile database with the
database of the web application. An automatic synchronization is in the default
settings set in a 15 min time interval. This automatic synchronization occurs only in
the moment when the mobile device is not used. Also, the synchronization caused
every time the application is started or reopened.

The synchronization as such runs that way that the application sends the time of
the last synchronization that is saved in the user parameter to the server. Each user
has a parameter of the last modification locally on the mobile device and also on the
server.

The server compares the time of the last update sent by the mobile device with
the time set in the database. In the moment when these two times differ, the server
generates the array of all the active events and it sends them back to the mobile
device together with a new time of the last update.

The mobile device updates the time of the last modification in its local storage
and then it starts comparing the events. Each event has a unique ID generated by a
database of the server part that serves as a definite identifier. Using this ID the
events are compared. The events that have the same ID and different figures are
updated in the mobile devices accordingly to the events received from the server.
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The events that are saved only in the mobile device and are not in the event field
generated by the server are deleted. And the events that are not saved in the mobile
devices and are in the field generated by the server are added as new events.

The persistent events saving in the mobile devices is solved using saving json
file. Json file was chosen because it represents the natural construction of the
language object JavaScript. For the access to the storage of the mobile device the
plugin org.apache.cordova.file is used. Using it can help to read easily and to record
files into the mobile device storage. The entire documentation with examples of use
is accessible online on [14].

5 Testing of Developed Application

The testing of the application occurred in several phases. The user interface was
tested in the beginning of the development; saving data testing was added later
together with the testing of getting the location. For the suitable, complex and many

Fig. 1 Final GUI of developed application
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times repeating problems we used unit testing and more specifically the testing
framework jasmine for testing of the JavaScript.

In the end, a final short UX testing was run together with installing the testing
version of the application on three different mobile devices.

The user interface was tested in the first phase of the development. All the
elements that cause any interaction were tested. Especially the buttons, opening the
left menu, touch events and swipe gestures.

Based on the result of the first phase testing, we abandoned animating opening
the left menu using CSS3 transition effect. The animation was not smooth and it did
not seem as a functioning application.

The rival applications using native codes of given platforms had no notable
problem with the smoothness of the animation.

The next phase consisted of testing the persistent data saving and its loading
from the mobile device storage. The result of the testing would be the same as the
list of events that it was created before the testing.

The tested cases were: saving during a standard turning off of the application,
turning off the application using the task manager or when turning off the phone.

In all the cases of persistent saving testing, the list of events after the testing was
the same as the list of events before the testing.

After the successful test of persistent saving, it was time to test event syn-
chronization. Testing sets were created and they were tested for all possible cases
that could happen. For every testing set a correct solution was created and that was
to be achieved.

Among the tested cases there were these situations: no event is saved in the
mobile device (it can be the case of a starting state of mobile application), no event
is saved on server (the case when the application started being used), the device has
events and the server generates empty space (here there are two possible states, if
the time of actualization is different all the events would be deleted in the mobile
device, if the time of the actualization is the same there are no events to be
actualized, adding or removing), server generates a bigger number of events than
the ones saved in the mobile device (here the reason can be an addition of new
events through a web interface or addition of new and removing a smaller number
of old events than the number of added ones), and the last case is generating a
smaller number of events than those that are saved in the mobile device (the case
can be a removal of the events or addition of lower number of new events).

For this phase of testing the unit testing was used with the aid of testing
framework jasmine. The documentation for the testing framework jasmine
including the example of the code is available online on [15].

The penultimate phase of testing was connected with a testing of notification
correctness using the user’s location. For this testing, Ripple emulator was used. It
allows testing the applications like Apache Cordova right in the desktop browser.
Ripple emulator can be installed as a package node.js or it is possible to add it as a
plugin in the browser google chrome.

Ripple emulator allows simulating many states that the real mobile device can
get into including the simulation of phone moving or the access to the network. It
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also allows simulating user’s location that significantly facilitates and accelerates
the development and the testing of the application.

During the testing, a testing data set with the correct results was created. After
the calculation of notifications the results from the testing set had to match the
results of the calculation.

The correctness of alerts was tested also by users on three different mobile
devices. The testing devices were mobile phones with the system Android from
Samsung—Galaxy S2 (Android 4.2), Galaxy S3 (Android 4.4) and Galaxy S4
(Android 4.4).

For the data collection from the feedback a popup window was edited so that it
would alert to the event. Two buttons for a positive and negative evaluation were
added to the window.

The test results confirmed an almost immaculate display of the popup window
with the notification in the moment when the user reached a certain area. However,
at the same time some errors appeared in the notification. In the moment when the
user entered a very small radius (namely 100 m and less), the user passed the area
before the application would request the location again. For that reason, the time for
location requesting will have to be edited to a smallest interval possible but with a
respect to the battery life.

The last phase of testing was a user UX testing. The users participated in this
user testing. The application was introduced to them and they were explained what
the application can operate. Afterwards, the application was installed into their
mobile phones. Without any instructions they were given several tasks. Both users
got the same tasks. First, they had to create two time events, then four events
connected to a certain locations, and in the end two combined events (geolocation
together with time event).

The users had no problem with creating a time event. Both accomplished this
task correctly and in a very short time. However, in the case of creating a geolo-
cation event a problem arose when using the map to enter the location. In this step,
the user interface is not assembled very clearly and so it would be suitable to edit
the logic of entering the location using the map. During creating a combined event
no new problems arose.

A change of the default application displaying also emerged from the user
testing. The users made a remark that even though it is a geolocation application,
the first thing that is displayed after the launch is the calendar with time notifica-
tions. For this reason, we added a possible setting of the default displaying in the
settings section.

Usage of created solution can be emergent also in critical areas e.g. in
biomedical or biomedicine where the solution is based on sensors while it produce
some kind of relevant information for physicians (patient enter some area—home or
flat, etc.) [6, 16, 17]. In such areas where we are dealing with patient data we need
to take care also of security issues of such solution [18–26].
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6 Conclusions

The application was being developed as an application of Apache Cordova type.
Thanks to this approach it was possible to create an application for all three main
platforms with a single code. This approach could be a suitable way to lower the
costs for a mobile application development and also the time for the development.

The application could supplement the reminder market. Unlike the rival solu-
tions, it contains both the web interface and geolocation, and it is created for all
three main mobile platforms, which are iOS, Android and Windows phone.

To a certain extent, the application meets the requirements defined in the
beginning of the development. However, in the present state it would not be able to
compete with the already created solution. As for the graphic side, it does not make
a great first impression. Also, it would be convenient to work on a better alerting in
the case of a small radius selection. Last but not least, it would be necessary to edit
the user interface to bring it well fitted to the users using another UX testing where
we would like to follow existing guidelines [27–28].
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Three Dimensional (3D) Cost-Downtime
Model for Hostel Facilities Maintenance

Yuseni Ab Wahab, Abd Samad Hasan Basari, Burairah Hussin,
Kyrina Airin Abu Samah and Noramalina Mohd Sabri

Abstract This paper is part of an on-going research on the development of
maintenance cost and down time model for Higher Education Institution Hostel
facility maintenance in Malaysia where the case study is conducted at Kolej
Universiti Islam Melaka (KUIM). The model is developed to assist maintenance
staff based on calculated total cost and downtime from the maintenance data. The
decision that has to be made is focused on the replacement action where all taking
account on the frequency basis. This is due to the item is not subject to failure but
consider the operating cost and downtime with use. The advantage of the graph of
total cost downtime per unit time curve is with the optimal value, it consider the
total cost around the optimum. If the curve is fairly flat around the optimum, it
shows that no extensive plan for the replacements exactly at the optimum.
However, if there is uncertainty regarding the value of the stated parameter required
during the analysis, then the optimal replacement is doubtful. In addition, by giving
variety set of values of the total cost and downtime, the curve could in consequence
affect the optimal solution and graphically shown in 3 Dimensional (3D).
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1 Introduction

Some equipment operates with excellent efficiency when it is new. But as it ages, the
performance deteriorates. An example is the door components in Kolej Universiti
Islam Melaka (KUIM) hostel facilities maintenance. When new, it is considered as
the equipment is in good condition. However if there has a small crack, it will affect
the quality of the equipment. In general, replacements will cost money in terms of
component and a balance is required between the money spent for replacements and
savings obtained to reduce the operating cost [1, 2]. The optimal replacement policy
can be determined by minimizing the sum of operating and replacement costs and
downtime per unit time [3, 4]. The developed model can be used to optimize
component replacement decision. The interest in this decision area is initiated by
attempting to increase the reliability of the system or the building [5, 6].

Most equipment has being inspected by following the preventive replacement
according to the schedule and requirements. Thus it is necessary to identify which
component should require preventive replacement during maintenance and which
should be run until breakdown. If the component is selected for preventive
replacement during maintenance, then the related question to be answered is: What
is the best time to perform maintenance? Based on the fact, primary goal addressed
in this study is to make maintenance more reliable through preventive replacement
[6, 7].

Replacement in maintenance can be classified as either deterministic or proba-
bilistic (stochastic). Deterministic problem are those in which the timing and out-
come of the replacement action are assumed to be known with certainty [8, 9]. For
example, the component that is not subject to failure but whose operating cost
increases with use [10]. In order to reduce this operating cost, a replacement can be
performed. After the replacement, the trend in operation cost downtime is
decreased. Meanwhile, probabilistic problem are those where the timing and out-
come of the replacement actions are depended on chance where the equipment may
be described as being good or breakdown. The probability law defining changes
from good to fail is described by the distribution of time where completion failure is
a random variable. The distribution then is named as the equipment’s failure dis-
tribution [11, 8].

2 Literature Review

Related works regarding the cost and downtime models for hostel facilities main-
tenance is discussed in this section.
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2.1 Optimal Replacement Time for Component

Normally, most component or equipment operates with outstanding efficiency when
new. As it ages the performance will deteriorates. Generally a balanced replacement
cost and downtime is required between the money spent on replacement and saving
obtained by reducing the operating cost. Thus, in order to determine an optimal
replacement policy, it is necessary to minimize the sum of operation and replace-
ment cost per unit time [11, 8].

To deal with the optimization problem, in general, the aim is to optimize some
measure of performance over a long period of time. This approaches is simpler
mathematically when compare to developing a model for optimizing a measure of
performance over a finite horizon [12].

Cost is usually conflicted and associated with optimization problem. This class
of problem can be termed as short term deterministic since the magnitude of the
interval between replacements is weeks or months. If the interval between
replacements was measured in years, then the money changes in value over time
would need to be taken into account in the analysis [12, 13].

2.2 Stochastic Preventive Replacement

In normal conditions, preventive replacement action is taken before equipment
reaches a failed state. This requires two necessary conditions:

1. The total cost of the replacement must be higher when failure occurs during
operation rather than during scheduled maintenance. This may be caused by a
higher loss of production since replacement after failure is unplanned or failure
of one piece of plant may cause damage to other equipment [13].

2. The hazard rate of the equipment is kept increasing. The failures occur
according to the negative exponential distribution or equivalent with the Weibull
distribution, where the shape parameter β = 1.0. When this is the case,
replacement before failure does not affect the probability that the equipment will
fail in the next operation, given the current condition is good. Consequently, if
preventive replacement is applied to equipment that fails according to the
negative exponential distribution, the maintenance is inefficient. Obviously, the
hazard rate is decreasing when equipment fails according to the hyper expo-
nential distribution or the Weibull whose β value is less than 1.0 and again
preventive replacement should not be applied [13, 11].
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2.3 Optimal Preventive Replacement

Failure is always unexpected and it is not unreasonable to assume that failure
replacement is more costly than a preventive replacement. However, a balance is
required between the preventive replacement cost and their resulting benefits that
can reduce failure replacements [8]. The replacement policy is considered as a
preventive replacement which occurs at fixed intervals of time. Meanwhile failure
replacement occurs whenever necessary. The optimal interval between the pre-
ventive replacement can be determined to minimize the total expected cost
downtime of replacing the equipment per unit time [12, 13].

2.3.1 Cost Model

The model construction is as follows.

Construction of the Model

1. c(t) is the operating cost per unit time at time t after replacement
2. C, is the total cost of a replacement.
3. The replacement policy/to perform replacements at interval length
4. The objective is to determine the optimal interval between replacements to

minimize the total cost of operation and replacement per time

The total cost per unit C(t) for replacement at time t, is
C(t) = total cost in interval (0,t) length of interval

To use the equation c(tr) = C(tr), it requires that the trend in operating costs is
consider as an increasing function. Any costs, such as production losses incurred
due to the duration of the replacement needs to be incorporated into the cost of the
replacement action. Otherwise, a numerical solution is required as in Eq. (1):

C trð Þ ¼
R tr
0 c tð ÞdtþCr

trþTr
ð1Þ

2.3.2 Downtime Model

The purpose of downtime model is to minimize the total downtime per unit time. In
some cases, the difficulties in costing or the desire to get maximum throughput or
utilization of equipment require the replacement policy that minimizes the total
downtime per unit time or, equivalently, maximizes availability [14]. The problem is
to determine the optimal times at which replacements should occur to minimize total
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downtime per unit time. The basic conflict are that as the preventive replacement
frequency increase, there is an increase in downtime due to these replacement, but a
consequence of this is a reduction of downtime due to failure replacements, and the
aim is to get the best balance between them.

The model is developed to determine the optimal replacement interval between
the preventive replacements in order to minimize the total downtime per unit time.
The policy is illustrated in Fig. 1.

The total downtime per unit time, for preventive replacement at time tp, denoted
as D(tp) is in Eq. (2).

DðtpÞ ¼

Expected downtime due to failures +

downtime due to preventive replacemene
Cyclelength

ð2Þ

Downtime due to failures = number of failures in interval (0, tp) × Time required
to make a failure replacement = H(tp) × Tf.

Downtime due to preventive replacement = Tp.
Therefore Eq. (3)

DðtpÞ ¼ HðtpÞTf þ Tp
tp þ Tp

ð3Þ

This is amodel of the problem relating replacement interval tp to total downtimeD(tp).

3 Case Study

The hostel building maintenance data is gathered from ICYM for a period of time.

Fig. 1 Downtime minimization: optimal interval
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3.1 Cost Model

By referring to Eq. (1), Table 1 is obtained where the optimal replacement age is
10 months, and the associated cost per month is MYR 17.14. Table 1 also shows
the deterioration trend from month 1 to 12 and increase again from 10 to 11. The
associated graph of cost per month versus time is provided in Fig. 2, which includes
the calculation of the optimizing criterion c(t) = C(fr) when the trend in operating
cost is discretized. Therefore, the replacement is at the end of month 10, since the
next period of operations and maintenance cost, c(t = 10), is higher than the average
cost to date (MYR 17.19).

Table 1 Replacement cost
for door

Month MYR

1 17.99

2 17.81

3 17.71

4 17.64

5 17.54

6 17.38

7 17.35

8 17.27

9 17.23

10 17.19

11 17.20

12 17.25

MYR Malaysia ringgit

Cost vs. Time Model

Fig. 2 Replacement cost for door
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Sample numerical Calculation
The simplified after referring to Eq. (1) is:

C(tr) ¼ ð1=tÞ � ððð600:44=30Þ � tþðð22172:94=30Þ � EXP(�X � ðtÞÞ=XÞ
� ðð600:44=30Þ=XÞþ ð200Þ=30ÞÞ

where t = 24 h (1 Day) and X = Exponent/days

X ¼ 5357=30 days ¼ 0:178567

¼ ð1=24Þ � ððð600:44=30Þ � 24þðð22172:94=30Þ � EXP(�X � ð24ÞÞ=XÞ
� ðð600:44=30Þ=XÞþ ð200Þ=30ÞÞ

¼ 17:99

3.2 Downtime Model

The method applied from the downtime model, the corresponding curve of D(T) in
Table 2 for the preventive replacement and presented graphically in Fig. 3. The
remarks that can be concluded are that the assumption verified by the curve that the
preventive replacement plotted above the best time to the replacement of compo-
nent hostel facility maintenance. It also shows that when the 18 value increased the
curve will go nearer to perfect replacement from 6.6 value downtime, if the quality

Table 2 Replacement downtime for door

t (month) Tf Tp lambda f(t); if exponent H(t); if
exponent

Downtime
(h)

7 0.035 5.309 lambda � EXP �lambda � tð Þ lambda � t
1 25 0 5.309 0.026262939 5.309 132.725

2 34 3 5.309 0.000129919 10.618 72.8024

3 18 5 5.309 6.42694E-07 15.927 36.46075

4 14 12 5.309 3.17933E-09 21.236 19.3315

5 5 7 5.309 1.57277E-11 26.545 11.64375

6 3 7 5.309 7.7803E-14 31.854 7.889385

7 4 18 5.309 3.84881E-16 37.163 6.66608

8 11 60 5.309 1.90396E-18 42.472 7.752824

9 15 85 5.309 9.41864E-21 47.781 8.528883

10 31 120 5.309 4.65928E-23 53.09 13.583

11 40 90 5.309 2.30489E-25 58.399 24.01941

12 65 90 5.309 1.1402E-27 63.708 41.48059
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of preventive replacement downtime, means that the more downtime detected, the
downtime will reduce due to fewer breakdowns occurred during operations [15].
Details of the percentage of the expected downtime to fit the status quo point are
also shown in Table 2 and Fig. 3.

3.3 Three Dimensional (3D) Graph: Cost-Downtime
Replacement Model

The three dimensions can be labelled by a combination of cost, downtime and time.
Any three directions can be chosen, provided that they do not all platters in the
same plane. In physics and mathematics, a sequence of n numbers can be under-
stood as a location in n-dimensional space. When n = 3, it can be considered as the
three-dimensional of cost, downtime and time replacement space. It is represented
by Table 3 and Figs. 3, 4.

The cost and downtime model, the corresponding curve of D(T) in Table 3 for
the cost and downtime replacement the graphically shown in Figs. 4 and 5. The
remarks that can be concluded are that the assumption verified by the 3D curve that
the best time to replacement cost and downtime plotted above the perfect
replacement. Details of the percentage of the expected downtime to fit the status
quo point are shown in Table 3.

Downtime vs. Time Model

Status quo point 

Fig. 3 Replacement downtime for door
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Table 3 Three dimensional (3D) graphs: cost-downtime replacement model

Time (month) Cost (RM) % Downtime (h) %

1 17.99 8.58 132.725 34.7

2 17.81 8.5 72.8024 19.01

3 17.71 8.45 36.46075 9.53

4 17.64 8.42 19.3315 5.04

5 17.54 8.36 11.64375 3.04

6 17.38 8.29 7.889385 2.05

7 17.35 8.27 6.66608 1.75

8 17.27 8.24 7.752824 2.03

9 17.23 8.22 8.528883 2.23

10 17.19 8.16 13.583 3.55

11 17.2 8.28 24.01941 6.27

12 17.25 8.23 41.48059 10.8

Total 209.56 100 382.8836 100

Fig. 4 Three dimensional (3D) graphs: cost-downtime replacement model
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4 Conclusion

The hostel facilities maintenance model shows that the total cost downtime curve
has shown its optimal values. It is beneficial to plot the total cost downtime per unit
time curve to assist maintenance staff in making appropriate decision. The
advantage of the curve is by giving the optimal value of t, the total cost downtime is
plotted around the optimum value. If the curve is fairly flat around the optimum,
there is no urgency for the maintenance staff to prepare for the replacements to
achieve the optimum value, thus giving some flexibility in scheduling the work.
When necessary the replacement duration can be embedded into the replacement
model, which the aim is to minimize the total downtime or equivalent and the
maximization of item availability. This research has presented a model that can be
used to establish the optimal time based which discard decision if the goal is to
identify the interval of preventive replacement policy for future improvement, the
model can be hybrid that with Artificial Intelligence (AI) and data mining technique
to increase its accuracy.

Acknowledgments This research is supported by Kolej Universiti Islam Melaka (KUIM) and is
part of the Degree of Doctor of Philosophy (Ph.D.) in the Faculty of Information and
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Status quo point 

Fig. 5 Three dimensional graphs (3D): cost-downtime replacement model
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A New Model of Crypt Edge Detection
Using PSO and Bi-cubic Interpolation
for Iris Recognition

NurulAkmal Hashim, Zaheera ZainalAbidin,
AbdulSamad Shibghatullah, Zuraida AbalAbas and Norzihani Yusof

Abstract Several attempts have been made to improve the iris recognition system
from first into second generation which is proficient to recognize unique iris fea-
tures such as crypts. However, the always changing iris features create difficulties in
comparison phase to determine the genuineness. Therefore, to determine gen-
uineness, this study proposes a new model of iris recognition using combinational
approach of particle swarm optimization (PSO) and Bi-cubic interpolation tech-
niques in selecting the best crypt among unique iris features template. The particles
in PSO searches the most optimal crypt features in iris texture meanwhile, Bi-cubic
interpolation technique create sharp and refined crypt images. The results indicate
an improvement of PSNR rates which are 22.6836 dB for CASIA and 22.3312 dB
for UBIRIS database. Moreover, this method has indicates that the output from two
databases are within tolerate noise rate. The implication of this study contributes to
a new method of feature extraction using bio-inspired, which enhanced the ability of
detection in iris recognition.
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1 Introduction

Iris recognition is one of the systems in biometric identification. It is an autonomous
system that uses mathematical pattern recognition techniques for measuring the
human iris. It has evolved more than a decade since it is introduced by John
Daugman. Each of the iris has a unique pattern that cannot be replaced by others
even there are a twins [1]. These iris patterns determine the one of the kind
information and only a specific human’s iris contains a unique iris features bio-
metric data [2].

However, these always changing iris features create difficulties in comparison
phase to determine either genuine or impostor. It is shown that a failure was
detected in 21 % of intra-class comparisons cases, taken at both three and six month
intervals [3]. Therefore, in order to reduce the re enrollment or failure matching, the
unique iris features such as crypts, radial furrows, concentric furrows, freckles and
blotches are easy to identify and been recognize. The example of crypts and furrow
are show in Fig. 1.

This unique iris features are depending on the micro characteristics of iris fea-
tures [4]. However, the almost stable iris features are only sustained for a certain
period of time [1]. Nevertheless, the change in iris feature shows that it can be
sustainable up to six years [5].

Furthermore, due to the change in iris features, the number of not genuine is
arising in iris recognition system proportionally. The non-genuine user is catego-
rized into two types; the first type is someone who is trying to penetrate the systems
and pretending to be the original person. Meanwhile, the second type is when the
system rejects the genuine user who wants to access the system.

Fig. 1 Human iris [20]
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2 Related Work

Continuous research proposal of iris recognition method exist with the same main
goal of addressing the rejected genuine issue [6]. Example of methods which has
been used by other researcher such as deblurring [7, 8], white noise insertion [9,
10], image enhancement [11], multiple biometric modality analysis [12–14],
compression [15, 16] and the selection of unique iris features [17]. Among all, the
selection of unique iris features research has gain latest attention. There are tech-
niques in selecting unique iris features such as PSO [15], ACO [18], ant-CBIR [18]
and Bee Optimization [19]. However, all of these techniques still produce high
noise rate images and consume processing power. Therefore, a combination of PSO
and Bi-cubic interpolation has been proposed to overcome the difficulties to
determine either genuine or vice versa.

The Particle Swarm Optimization (PSO) algorithm is used to identify the sig-
nificant and unique iris features, which is according to the bird flocking or fish
schooling behavior, meanwhile Bi-cubic interpolation re-sampling the image to
raise the number of pixels in a digital image.

In the proposed method as in Sect. 3, the existing technique of PSO has been
under studied and evaluated. PSO is one of the techniques that inspired by the
behavior of bird flying or fish schooling which introduced by Kennedy and Eberhart
[12]. Moreover, PSO is one of the new heuristic algorithms that acts as randomly
generated population and utilizes a fitness value to evaluate the population. In fact,
PSO updates the population and searches for the optimum value with random
techniques. In addition, PSO has more effective memory capability since each of
the particles remembers its own previous and neighborhood best value [15].
Besides, PSO is easier to be implemented and have fewer parameters to be adjusted.
Other than that, PSO only select the ‘best’ particle that shares the information to
others. It is a one-way information sharing mechanism; the evolution is determined
to provide for the best solution.

3 Propose Method

In the proposed research methods, techniques of PSO and Bi-cubic interpolation
have been under studied and evaluated.

3.1 Particle Swarm Optimization

The performance of each particle is measured using a fitness function which
depends on the optimization problem [15, 16, 21]. Each particle i flies through the
n-dimensional search space Rn and maintain the following information:
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• Xi, the current position of the particle i(x-vector)
• Pi, The personal best position of the particle i(p-vector).
• Vi, the current velocity of the particle i(v-vector).

The personal best position associated with a particle i is the best position that the
particle has visited so far. If f denotes the fitness function, then the personal best of
particle i at a time step t is updated as:

Pi tþ 1ð Þ ¼ PiðtÞ if f(xi(t + 1))� fðPiðtÞÞ
xiðtþ 1Þ if f(xi(t + 1))\f ðPiðtÞÞ

�

ð1Þ

In order to locate the position of yielding the lowest error among all the Pi is
called the global best position and is denoted as gbest. It is shown in the Eq. 2.

gbest 2 P0ðtÞ;P1ðtÞ; . . .; PmðtÞf g
¼ min fðP0ðtÞÞ; fðP1ðtÞÞ; . . .; fðPmðtÞÞf g ð2Þ

The velocity updates are calculated as a linear combination of position and
velocity vectors. Thus, the velocity of particle I is updated using Eq. 3 and the
position of particle I is updated using Eq. 4:

xiðtþ 1Þ ¼ xiðt)þViðtþ 1Þ ð3Þ

Viðtþ 1Þ ¼ wviðt)þ c1r1ðp1Þðt)� xiðt)þ c2r2 crypt� xiðt) ð4Þ

where,

vi must be in a predefined range [Vmin, Vmax], where
if vi > Vmax then vi = Vmax, and if vi < Vmin then vi = Vmax.

In the formula, w is the inertia weight, c1 and c2 are the acceleration constants
and r1 and r2 are random numbers in the range [0, 1]. Moreover, pi is the personal
position of the particle i and crypt is the updated crypt (Fig. 2).

Fig. 2 A 2D illustration is
shows, on how the velocity
moves and updates the
equation and regions [16]
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3.2 Bi-cubic Interpolation of Iris Feature Template

Bi-cubic interpolation is a technique that interpolates a 2D image into new size of
crypt image. In this method, the nearest 16 pixels are used to create an intermediate
pixel Fðp0; q0Þ. Therefore the output image quality is increased. In Fig. 3, an
intermediate pixel Fðp0; q0Þ [Near to F(p, q)] is created by interpolating nearest
[4 × 4] pixels from F(p − 1, q − 1) to F(p + 2, q + 2), then interpolating the results
in the horizontal direction.

The following equation [17] is used to interpolate nearest 16 pixels. Number 2
on the sigma represent number of loops in the shaded code.

Fðp0; q0Þ ¼
X2

m¼�1

X2

n¼�1

Fðpþm; qþ nÞRcfðm� aÞgRcf�ðn� bÞg ð5Þ

where F(p + m, q + n) indicates pixel data at location (p + m, q + n). Rc() denotes a
Bi-cubic interpolation function such as a BSpline, Traingular and Bell cubic
interpolation function.

4 Experiment Result

An experiment had been set up to identify the crypts in iris image template using
combination of PSO and Bi-cubic interpolation.

Fig. 3 A 2D illustration is
shows, on how the Bi-cubic
interpolation moves [17]
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4.1 Test Image Set

In these experiments, a set of iris template images were used from the CASIA and
UBIRIS database which example of images is shown in Figs. 4, 5, 6 and 7. Figure 4
shows a normalization image of iris template size [20 × 240] is taken from CASIA
database and split it into four block size [10 × 120]. Then the first blocks is taken
and apply PSO to find the best edge of the crypt and crop it out. This cropped image
then will be apply on Bi-cubic interpolation for zoom out. Figure 5 shows a
transformation of crypt using different type of method which PSO and Bi-cubic
interpolation. Figure 6 shows example of UBIRIS database image with noise that
contains diverse of grey levels (we name this a noisy image). Some of the objects’
intensity is very similar to the background of the image and some shapes are more
irregular. Compared with the simple shapes, the edge detection problem in this set
of images is clearly more difficult. In Fig. 7, crypt image of size [29 × 21] have been
interpolated into size [128 × 128] using bilinear, nearest neighbor and bi-cubic
technique. The result shows the image quality improvements of Bi-cubic interpo-
lation method as compared to others mentioned. Moreover, the result shows image
that employing the enhancement can help in identification of iris image pattern
matching techniques.

Crypts (29 x 21)

Bi-cubic (128 x 128)

Normalization image (20 x 240)

1st block of image after split it into 4 (10 x 120)

Fig. 4 Transformation of iris
template and crypt (CASIA)
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(a)

(b) (c)

Fig. 5 Transformation of
crypt image (CASIA). a PSO
and bi-cubic, b PSO and
nearest neighbor and c PSO
and bilinear

Normalization image (20 x 240)

1st block of image after split it into 4 (10 x 120)

Crypts (29 x 21)

Bi-cubic (128 x 128)

Fig. 6 Transformation of iris
template and crypt (UBIRIS)
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4.2 PSO Parameter Setting

The parameter for PSO setting is based on Table 1. All the values were chosen
based on the common setting and an observed search from initial experiments.

4.3 Result

The experiment results have been grouped into high quality (CASIA) and low
quality iris images (UBIRIS). Section 4.3.1 shows the high quality data meanwhile
Sect. 4.3.2 gives the low quality iris.

4.3.1 CASIA for High Quality Image

The ‘PSNR’ in Table 2 is the peak signal to noise ratio of the crypt-image.
The PSNR value for each method is calculated which are 22.6836 dB for PSO and
Bi-cubic, 21.0286 dB for PSO and Nearest Neighbor method, 22.3851 dB for PSO
and Bilinear method. Figure 8 shows the comparison in column graph that PSNR
performance of the proposed method is better as compare to conventional methods
for high quality iris image.

(a)

(b) (c)

Fig. 7 Transformation of
crypt image (UBIRIS). a PSO
and bi-cubic, b PSO and
nearest neighbor and c PSO
and bilinear

Table 1 Setting for PSO
parameter

Population 50

Iteration 100

C1 2.05

C2 2.05
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4.3.2 UBIRIS for High Noise Image

The PSNR values of different methods have been summarized in Table 3.
The PSNR value for each method is calculated which are 22.3312 dB for PSO and
Bi-cubic interpolation, 21.9385 dB for PSO and Nearest Neighbor method,
22.2764 dB for PSO and Bilinear method. Figure 9 shows the comparison in
column graph that PSNR performance of proposed method is better as compare to
conventional methods for high noise iris image.

Table 2 PSNR values using
different method of
enhancement image for
CASIA database

Method PSNR value

PSO and bi-cubic 22.6836

PSO and nearest neighbor 21.0286

PSO and bilinear 22.3851

Fig. 8 Comparison of PSNR
value between three methods
(CASIA)

Table 3 PSNR values using
different method of
enhancement image for
UBIRIS database

Method PSNR value

PSO and bi-cubic 22.3312

PSO and nearest neighbor 21.9385

PSO and bilinear 22.2764

Fig. 9 Comparison of PSNR
value between three methods
(UBIRIS)
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5 Conclusions

The proposed method is a combinational approach for identifying the crypts in iris
images template in order to aid the recognition process of iris recognition system.
The algorithm employs new covariance based interpolation for edges and iterative
curve based interpolation for smooth areas. The results showed PSNR value has
improved in terms of performance and suggest quality of visual enhanced crypts
images with the propose method as compare to conventional methods. The new
method is excellent since it can robustly detect the crypt image even though the
image is high in noise rate. Finally, the effectiveness of the crypt image can be
viewed in Figs. 8 and 9.
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8 Colour Quantization of Colour
Construct Code in CIELAB Colour Space
Using K-Means Clustering and Hungarian
Assignment

Kam Meng Goh and Zubairy bin Ismaail

Abstract Color Construct Code (CCC) has been introduced to store data with
larger size by applying colour feature as compared to traditional 2D QR code. To
decode CCC, colour quantization and colour correction process in pre-decoding
process are essentially important in order to obtain data. Unfortunately, colour
feature in CCC is always easily influenced by illumination. Meanwhile, colour
space i.e. RGB and HSV is also device-dependent. Our work addresses these two
issues and introduces a method to quantize and correct the 8 colour of CCC based
on its CIELAB colour space. We combined K-mean clustering for the colour
reduction and Hungarian assignment for the colour correction purpose. The results
showed that our method does not only manage to correct the colour under varying
illumination, but it is also independent to the device.

1 Introduction

The usage of one dimensional barcode (1D) can be found everywhere because of its
capability to store digital information based on the spacing and width of the parallel
lines. However, the data amount that can be stored in 1D barcode is very limited.
The capacity of 1D barcode can be increased by using multiple 1D barcode or
enlarging the barcode size, and these actions may increase the printing costs.
Therefore, plenty of researches have been conducted to address this issue. Barcode
is then further upgraded into 2D barcode, where data is stored in vertical and
horizontal dimension. Furthermore, different geometric shapes/patterns have been
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integrated into 2D barcode for storage enhancement. Figure 1 shows the example of
1D and 2D barcode.

There are several type of 2D codes developed recently. In 1994, Denso Wave
has invented a well-known quick respond (QR) code that can store about 7000
numerals [1]. There are other types of 2D barcodes developed in the market such as
Aztec Code [2], Data Matrix [3], PDF417 [4], Maxicode [5], and so on. Most of the
time, 2D code is used for storing text data i.e. URL. Due to the extensive use of
smartphone nowadays and the increasing demand of the internet, 2D code scanning
technology is now applicable in the smartphones. The emerging demands of bar-
codes with higher capacity urge the development of 2D colour codes, where colours
are integrating with 2D code. In 1996, Han et al. invented a first colour code, named
as ColorCode to store characters and symbols [6]. ImageID has marketed another
type of colour code in 2006 [7]. Xerox Prac has invented DataGlyphs in 2001 [8].
Microsoft Research teams introduced High Capacity Colour Barcode (HCCB) in
2007 [9], where the coloured triangle is used to replace traditional square cell in the
2D codes. However, the detection and alignment algorithms of HCCB are fragile
and may cause the HCCB decoding failure. In 2010, High Capacity Colour 2D
barcode (HCC2D) is designed by adding colour into QR code [10]. HCC2D has
similar robustness as QR code, but the capacity is slightly lower than that of HCCB
code. Colour Construct Code (CCC) was invented by Color Code Technologies Co.
Ltd. that aims to store multimedia file such as video, audio or image in the 2D
colour code [11]. CCC contains a row of header that store relevant properties
information about the multimedia data type embedded in this code. The rest of the
CCC is embedded with the binary data of the multimedia file, where the binary data
is represented in terms of colour. The colour is arranged in rectangular cells, while
the size of the CCC depends on the size of the multimedia file. Figure 1c–e shows
the examples of 2D colour codes.

During pre-decoding process, quantization process plays an important role
for correcting the colour. However, the dramatic colour changes may cause the
quantization process to turn out as a failure. Colour value is easily distorted
by some environmental factor i.e. illumination changes. Uneven illuminations on
the 2D colour codes may cause the quantization to be fragile. Besides, every
displaying device or printing device has its own displaying/printing characteristics.
One colour may be presented or printed in different colours depending on the
device. Furthermore, colour space i.e. RGB colour space or HSV colour space is

Fig. 1 a 1D barcode, b 2D barcode, c HCCB, d HCC2D, e color construct code
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device-dependent. Therefore, colour code decoding process becomes more
challenging.

In this paper, we addressed the colour changes issue and we introduced a novelty
of correcting the colour based on CIELAB colour space using K-mean clustering
and Hungarian assignment. We used CCC in our research since this type of colour
code fulfils our needs. Our method not only managed to correct the colour affect by
the illumination changes, but at the same time we also managed to handle the
distorted colour caused by printer characteristics. In Sect. 2, we discuss about the
related previous works of quantization. We present our method in Sect. 3 and
results in Sect. 4. Lastly, the conclusion is discussed in Sect. 5.

2 Related Work

The CCC decoder basically involves several stages consisting of capturing process,
CCC cropping, perspective transformation, colour quantization, grid detection, and
decoding process. The pre-decoding process will involve the mechanism from
cropping until grid detection. This paper will focus on pre-decoding process only.
Figure 3 illustrates the flow of pre-decoding process.

Basically, quantization methods can be classified into two categories. The first
category uses splitting algorithms to quantize the image. This category is
computational-efficient but will tend to alter the colour value during the process.
Median cut algorithm [12], variance based algorithm [13], and Wu Quant [14] can
be classified under this category. Since colour feature is very important to store data
in colour code, therefore this category is only applicable if CCC is undisturbed by
noise and illumination changes. Second category contains the quantization algo-
rithm based on statistical clustering method. For example, K-Means clustering [15],
Fuzzy C Mean [16], and Self-organizing Map [17]. This category is able to produce
results without altering the colour, however it is computational-expensive and needs
a very good initialization. This approach is able to produce the result as good as
Wu-Quant but poorer than that of clustering methods.

All 2D colour code mentioned in the Sect. 1 assumed that there are no illumi-
nation changes or colour changes during capturing process, except [15]. Bagherinia
and Manduchi [18] invented a method to quantize colour without referring to any
reference colour list. Their algorithm tends to decode groups of colour bars at once,
where they claimed that decoding colour bars is equivalent to finding the nearest
reference colour. However, this method focuses on illumination changes in RGB
spaces only. Querini and Italiano [19] made a comparison among a few of colour
classifiers on HCC2D, which are SVM, Euclidean distance, LMT, Naive Bayes,
and K-mean, in order to identify which classifiers will give the best results on
correcting colour. The result showed that K-mean displayed the best results among
all classifiers. Since colour carries important information.

Besides quantization methods, we also notice that colour space plays a important
role in the decoding process. Colour spaces can be categorized into two classes,

8 Colour Quantization of Colour Construct Code in CIELAB … 673



which are device-dependent and device-independent class [20]. A device-dependent
colour space is the colour space where the colour delivered is based on the device
properties. For example, the RGB colour value printed on the paper is definitely
different from the RGB colour value displayed in monitor. Some well-known colour
spaces are device-dependent, such as RGB, HSV, YCbCr, and CMYK. The second
class is colour space which is device-independent, such as CIELAB and CIELuv.
These colour space are based on the way human vision interprets colours, but not
the way printer ink or monitor deliver colours. Therefore, all these colour spaces
will deliver the same parameters or same value regardless of the device being used.

The previous study showed that K-mean will display the best results among all
classifiers. Besides, CIELAB seems to be the most suitable colour space for our
research purpose, since we are looking for the colour space that will not be affected
by printer or illumination changes. Therefore, an approach using K-mean clustering
on CIELAB colour space and Hungarian assignment to quantize CCC colour is
proposed in the following section. Our work focuses on quantizing 8 colours, which
are red, blue, green, cyan, magenta, yellow, black and white colour. For validation
process, we compare our results with the other methods in RGB spaces as well as
CIELAB colour space. Besides that, we also compare the quantization result in
difference colour space such as HSV space and RGB space.

3 Proposed Quantization Process

In this section, we introduce our quantization scheme, which tries to cluster the
colour in CIELAB colour space using K-means clustering. We use CIELAB colour
space because it is a perceptual uniform colour space and device-independent.
Figure 2 shows the general flow of our proposed method.

From Fig. 2, we first converted the image from RGB colour space into LAB
colour space because of its robustness towards colour change. Then, we applied
K-means clustering on converted image to categorize every pixel into relevant
clusters. After the clustering process, we will be producing seven layers, where
every layer represents one colour except black and white colour (BW) in the same
layer. Six colour layers are assigned to reference ideal colour using Hungarian
assignment. Lastly, we applied K-means clustering on BW layer again to correct
black and white colour. In this paper, some pre-processing such as auto-cropping,
affine transformation and perspective transformation are out of the scope, and input

Fig. 2 General flow of proposed quantization process
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images are cropped manually before processing. All input images are taken from
cameras. Figure 3 shows examples of the input images, where Fig. 3a is the image
taken from the displayed monitor, while Fig. 3b is the same colour code taken from
printed image.

The input taken is in RGB colour space. According to Fig. 2, we first converted
RGB colour space to CIELAB colour space, where L represents luma (lightness or
illumination information) while ab represents chroma information. CIELAB is a
mathematical derivative of CIE*XYZ. Therefore, RGB colour space is first con-
verted into CIE*XYZ colour space, then only it is being transformed into CIELAB
colour space. The example of Lab image of Fig. 3b is shown in Fig. 3c.

After the conversion, we applied K-means clustering to classify every pixel of
the input image to the corresponding cluster/group, where every cluster represents
one colour. This was done by minimizing the sum of square between cluster
centroid and the input data. In this paper, the input data will be ab component of
Lab images. We abandoned L element since it represents lightness information and
this element is easily affected. Pairs of ab elements of each pixel will be the feature
for clustering. Figure 4 shows the clustering process.

Fig. 3 a Image taken from displaying device, b image taken from printed paper, c Lab image
of (b)

Fig. 4 Flow chart of ab elements K-means clustering
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The clustering process is the iteration process of updating centroid of cluster and
distance between feature and centroid. Referring to Fig. 4, first we assume that there
are 7 clusters instead of 8. This is because value of a element is always equals to
b element in black colour as well as white colour. Therefore, ab elements of black
and white colour should be classified under the same cluster. The clustering process
starts with first initial guessing of 7 centroids based on all available ab features.
Then, Euclidean distance of every feature and every centroid of cluster is calcu-
lated, and every feature is assigned to be a member of the nearest cluster based on
the minimum Euclidean distance. After the assignment, the algorithm will check if
the current iteration is the first iteration. If it is the first iteration, then the algorithm
will re-calculate centroids of clusters based on the mean value of all ab members
under the corresponding clusters. The process will be repeated to find the nearest
cluster of every ab element again until there are no changes of cluster anymore, as
illustrated in the second decision in Fig. 4. The second decision in Fig. 4 shows that
if there is no first iteration and there are still changes of members (elements) among
the group, the algorithm will be repeated until it reaches its stability. After the
clustering, we assigned every ab elements to the corresponding RGB value from the
original image.

Then, the Hungarian assignment is applied to do the colour correction on these
original RGB values of elements in the clusters. A cost matrix is needed for
Hungarian assignment process. Before doing this, mode values of R, G, and B
layers of all elements in every cluster are computed for the purpose of finding
colour trend of each cluster. Note that this process is applied to all clusters except
BW cluster. To exclude BW cluster, this cluster is selected from all clusters based
on the cluster with maximum number of elements, since black and white colour are
under the same cluster. Then, we compute Euclidean distances between 6 computed
mode RGB values of clusters with reference ideal colours from the lookup reference
table, in which this table contains ideal RGB value of 6 colours (RGBCMY). A cost
matrix, T is generated as shown in (1):

T ¼
E11 . . . E61

..

. . .
. ..

.

E16 . . . E66

2

6
4

3

7
5: ð1Þ

where Emn is the Euclidean distance between ideal and mode RGB values of every
colours generated using (2):

Emn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðRm � RnÞ2 þðGm � GnÞ2 þðBm � BnÞ2
q

: ð2Þ

m and n in (2) represents the index number of colour from 1 to 6. After this process,
we applied Hungarian Assignment to find the optimal pairs of colours. Hungarian
assignment is an algorithm to obtain the best or optimal assignment with minimum
cost based on the given cost matrix, T. In this paper, the optimal assignment is
about assigning the colours from the input image to the corresponding ideal
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reference colours. By having optimal assignment pairs, we replaced every input
RGB values of these six colours with the corresponding assigned ideal RGB values.
However, black and white colours are yet to be corrected. To separate these two
colours, we applied K-means clustering again on BW layer into 2 clusters, where
the input data are RGB values of original black and white colour. After the sepa-
ration, we need to decide which cluster belongs to which colour. To do this, we
summed up RGB value of every element/member in these 2 clusters and compared
the maximum summation value from these clusters. The summation of RGB value
from white cluster should be always larger than that of black colour. After that we
replaced the input black and white colour with ideal values. Lastly, we combined all
layers together to obtain the image with corrected colour as shown in Fig. 5c.

4 Experimental Results

In order to test the robustness of our proposed algorithm, we implemented the
proposed method to different scenarios. We applied our method to 4 kinds of image,
which are illustrated in Figs. 3a, b and 5a, b.

Figure 3a is the image captured from the displaying device (monitor), where
there are some noises caused by the screen shadow. Figure 3b is the image captured
from the printed paper, where the colour code is not affected by any environmental
factor. However, the printed RGB colour value deviated from ideal RGB colour
value. Figure 5a, b is printed images with uneven illumination changes.

These 4 samples were chosen to test the robustness of our algorithm towards
colour changes and illumination changes. We tested these 4 samples with other
algorithm, which is Wu-Quant, and median cut algorithm using Color Inspector 3D
software. We figured out that adjusting the colour saturation of image to maximum
value manually in Color Inspector 3D may achieve better results in certain cir-
cumstances. Therefore, we compared our method with these 4 methods, which are
Wu-Quant, Wu-Quant S (saturation), median cut, median cut S (saturation). Note

Fig. 5 a Test sample 3, b test sample 4, c corrected colour image from Fig. 4b

8 Colour Quantization of Colour Construct Code in CIELAB … 677



that the other 4 methods are applied in RGB space. The result is calculated based on
the percentages of cells with correct colours as follows:

p ¼ Ccorrect

Ctotal
� 100%: ð3Þ

where p is denoted as correct cell percentage, Ccorrect is the number of cells with
correct colour and Ctotal is the total number of cells from colour code. Table 1
shows the results of 4 scenarios.

Our proposed method produces the best and convincing results regardless of any
situation. In Table 1, Wu-Quant and median cut only provide better results if the
colour saturation is changed. This is because illumination changes and colour
distortion factor is removed by adjusting the colour saturation value. However, the
level of saturation of every image is different. Therefore, the level of saturation can
only be adjusted experimentally and hence is inconvenient. Thus, changing satu-
ration level is not a good option for us.

Figure 3a is the image directly captured from screen, where RGB value is
deviated less from the ideal value. Therefore, all methods are able to quantize the
colour nicely. On the other hand, the results produced by Wu-Quant and median cut
in Fig. 3b is slightly lower compared to that of Fig. 3a, due to the colour value
deviation since printers have its own properties to create colour. Wu-Quant and
median cut is less robust to the printed colour. In this case, our proposed method
shows the strong robustness towards colour changes compared to that of other four
methods.

Figure 5a, b are printed CCC captured under uneven illumination. Illumination
and colour distortion brought huge impact to the printed CCC, meanwhile also
affecting the data stored inside CCC. Wu-Quant and median cut may misinterpret
the colour and allocate the colour to the wrong category if these two methods are
applied on RGB colour space, as shown in Table 1. Even if the colour saturation is
adjusted, the correction is not significant since there is too much deviation in these
two samples. Generally, our proposed method is strongly robust towards illumi-
nation changes and colour changes based on our experimental testing in Table 1.
Besides that, we also investigate if Lab colour space is applicable on other quan-
tization algorithm by replacing K-means clustering process with other quantization
algorithms to compute the result, as displayed in Table 2.

Table 1 Comparison of accuracy between proposed method with other methods

Sample Proposed
method (Lab) (%)

Wu-Quant
(RGB) (%)

Wu-Quant
S(RGB) (%)

Median
cut (RGB) (%)

Median cut
S(RGB) (%)

Figure 4a 100 98.71 99.17 96.57 99.25

Figure 4b 100 96.84 100 92.01 90.15

Figure 5a 99.80 86.95 99.32 90.42 85.46

Figure 5b 99.85 78.68 81.90 77.03 77.10
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Besides the methods used in Table 1, we also compared our results with fuzzy
c-means (FCM) and self-organizing maps (SOM). FCM algorithm is very similar to
the theory of K-means clustering, but it will run slower than K-means since FCM
performs more operations. SOM is a type of neural network that also introduced for
clustering process. It involves training and mapping process. As a result, SOM takes
more processing time compared to that of K-means and FCM.

From Table 2, Wu-Quant produce better results in Lab Colour space since Lab is
a promising colour space. However, the results of Wu-Quant are not as consistent as
that of our proposed method. Result of Wu-Quant in Fig. 5a tells that it may
quantize colour wrongly despite in Lab colour space. In this sample, all cyan
colours in CCC are quantized as blue colours by Wu-Quant. FCM results trend is
very similar to our proposed method, since FCM and K-means are very much alike.
SOM can achieve good results except Fig. 5a, where 1 of 8 colours is wrongly
quantized. Self-organizing maps is not suitable for our application because of its
high computational cost and expensive algorithm, even though the result is good.
The results of median-cut quantization are the poorest amongst all results, since it
quantized colour wrongly. This significantly shows that median cut cannot produce
good results even in Lab colour space. Generally, the combination of K-means or
FCM and Lab colour space will give more promising results compared to other
algorithms. Furthermore, we also tested K-mean quantization in RGB colour space
and HSV colour space to find out which colour space is the most suitable to be
implemented on CCC quantization. The results are shown in Table 3.

In Table 3, implementation of our method in Lab colour space provided more
stable results in comparison to the other 2 colour space. RGB and HSV are
device-dependent and will be easily affected by illumination changes, especially
RGB colour space. Therefore, the results were lower than that of Lab colour space.
HSV results were better than the RGB colour space results, even if there are uneven
illumination changes. Overall in Table 3, our methods will give the most

Table 2 Comparison of lab colour space quantization using different quantization algorithm

Sample Proposed
method (%)

Wu Quant
(%)

Median cut
(%)

Fuzzy
C-mean (%)

Self-organizing
map (%)

Figure 4a 100 100 79.27 99.97 100

Figure 4b 100 100 89.77 100 100

Figure 5a 99.80 88.79 99.83 99.80 89.91

Figure 5b 99.85 100 97.22 100 100

Table 3 Results of
implementation of our
methods in different colour
space

Sample Lab (%) RGB (%) HSV (%)

Figure 4a 100 97.28 88.41

Figure 4b 100 99.29 89.13

Figure 5a 99.80 83.76 100

Figure 5b 99.85 57.18 95.86
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convincing results when applied in Lab colour space under environmental changes.
From all results, we concluded that colour space and quantization algorithm is
equally important to do the colour reduction on our CCC code. The performance of
our proposed method showed that our method can give more consistent and stable
results compared to the other methods.

5 Conclusion

In this paper we have proposed 8 bit colour code quantization method which aims
to correct colour of the code, while at the same time promotes robustness towards
colour change and illumination changes. Our results showed that the novel method
in this article leads to a more consistent and higher accuracy of correct colour cell
compared to the other methods. For future work, we will improve the efficiency and
computational cost of our method.
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Egress Cloud Computing with Big Data
Attribution

Thepparit Banditwattanawong and Masawee Masdisornchote

Abstract To share big data stored in cloud in a distributed manner can cause so
huge data transfer out of cloud that affects cloud service responsiveness, public
cloud data-out monetary costs and network bandwidth consumption. Our previous
works showed that deploying cloud cache with i-Cloud eviction scheme is an
effective solution. Through trace-driven simulations, this paper aims to analyze
algorithmic factors influencing the performance of i-Cloud. A main finding is that
TTL attribute creates the greatest contribution in i-Cloud efficiency in distributed
big data sharing. In addition, this paper presents a guideline for content providers to
allow the distributed sharing of their big data in an effective manner.

Keywords Cloud cache � Cache replacement policy � Time-to-live � Data-out
charge � Rate � Window size � Factor impact evaluation

1 Introduction

Big data including the archives of high-definition images and videos gathered via
ubiquitous information-sensing devices have been increasingly stored in an
off-premise cloud and distributed shared among users through various cloud
computing services. This can cause downstream network bandwidth saturation,
cloud service nonresponsiveness and costly cloud data-out charge. The sharing of
big data can be achieved in a more efficient manner by means of client-side cloud
cache located in user locality [1, 2].

A cloud cache aims for serving any repeated data requests by fetching the valid
data copies from local cache repository instead of retrieving the data from remote
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cloud. However, the cloud cache has been designed with different performance goal
from traditional web cache [3] to truly suit big data era. As a cloud cache enabling
mechanism, a newly established cache eviction algorithm called i-Cloud has been
proposed along with full-fledged evaluation [4]. The main benefits of i-Cloud are its
superior performance in terms of cost-saving, delay-saving, byte-hit and hit ratios
simultaneously among other well-known algorithms in the realm of traditional web
caching that are LRU, GDSF and LFU-DA. This performance characteristic became
the motivation of further research in this paper. We extended our previous research
by curiously conducting the analysis of i-Cloud algorithm to determine which of its
parameter makes the most performance impact. The analysis result has been found
absolutely valuable not only for big data providers but also cloud computing service
providers and consumers.

To accommodate the understanding of this paper’s contribution, the following
organization is provided. Section 2 introduces metrics used for performance impact
measurement during experiment and as a basis to comprehend subsequent sections.
Section 3 summarizes i-Cloud algorithm including its all parameters. Section 4
describes the impact analysis methods of i-Cloud’s parameters. Section 5 presents
the measurement results and findings of the impact analyses. As our main contri-
bution, the results are then translated into a real-world practice useful for actors in
digital content ecosystems in Sect. 6 before concluding the whole paper.

2 Performance Analysis Metrics

The factor impacts were analyzed in four metrics. The first three were conventional
caching performance metrics [5], defined as follows. For an object i,
byte-hit ratio ¼Pn

i¼1 sihi=
Pn

i¼1 siri; delay-saving ratio ¼
Pn

i¼1 lihi=
Pn

i¼1 liri and
hit rate ¼Pn

i¼1 hi=
Pn

i¼1 ri where si is the size of i, hi is how many times a valid
copy of i is fetched from cache, ri is the total number of requests to i, and li is the
loading latency of i from cloud. The other metric was cost-saving ratio [3] used to
capture economical performance impact. The metric measures how much money
can be saved by serving the valid copies of requested objects from cache. Given a
data object i, cost-saving ratio ¼Pn

i¼1 cisihi=
Pn

i¼1 cisiri where ci is the data-out
charge rate or monetary cost for loading i from cloud.

3 i-Cloud Algorithm

This section gives the overview of i-Cloud algorithm and its major parameters.
Based on the principle of contemporaneous proximity [6], i-Cloud has performed
relatively well in optimizing the byte-hit, delay-saving, cost-saving and hit ratios.
Figure 1 demonstrates the conceptual framework of i-Cloud. It consists of two main
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processing modules, Cloud cache replacement policy [3, 7–10] and a forecaster.
Table 1 presents Cloud algorithm, which is explained as follows. When cache
eviction is needed, Cloud is invoked. It first formulates a cluster of in-cache lru
objects as many as instructed either by a window size parameter or a required cache
space depending on which one is larger, it will be used. Once the cluster of lru
objects has been formed, Cloud quantifies a profit associated with each object inside
the cluster as follows: given an object i, profiti ¼ si � ci � li � fi � TTLi where si is the
size of i, ci is data-out charge rate for loading i, li is latency for loading i, fi is the
access frequency of i, and TTLi is the remaining lifespan of i. An object with least
profit is evicted first from cache. This eviction process is repeated on the next least
profitable objects in the cluster until gaining enough cache room. The input
parameter ws in Table 1 has its value supplied by a multilayer perceptron (MLP),
which automatically learns both the latest cache state and a required cache space to
forecast a near-optimal window size. As shown in Fig. 1, the forecaster basically
comprises an input vector normalization, a feedforward propagation and an output
denormalization (i.e., a distal teacher) parts, respectively. The MLP implementing
the forecaster has the structure of 10,002/2/2/1.

The forecaster learned input patterns inherent in caching state history by means
of supervised learning with a distal teacher and back-propagation. Each input
pattern represented a cache miss state and was organized into a training vector
of the form \1; p1; p2; . . .; p10;000; rs[ where constant activation 1 is bias,
pi =1–10,000 is the profit of ith lru object and rs is a required cache space. Each
pattern was generated every time cache capacity miss occurred during the i-Cloud
simulation of a certain trace, cache size and respective static optimal window size
(determined for optimal byte-hit ratios based on a nonuniform cost model where
two cloud subscriptions were assumed with different data-out charge rates of
0.0829 USD/GB as of Amazon S3 and 0.1535 USD/GB as of Google Cloud
Storage). The result of each complete simulation session was a sequence of input

i-Cloud
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A missing object
to be cached

A cloud cache before
cache miss resolution
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Fig. 1 The conceptual framework of i-Cloud
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patterns, contained inside a single training data set. We generated two training data
sets by the separate simulation sessions of two 15-day traces collected from dif-
ferent user communities located in Boulder (BO) and New York (NY) using the
same 10 % cache size (i.e., percent of the maximum bytes of total unique objects
referenced in each 15-day trace). We normalized every element value within each
input vector except the bias constant by max-min linear scaling. Because the MLP
outputted a low-level window size of a domain [0.0, 1.0] via sigmoid function, to
achieve desired window sizes requires a distal teacher to denormalize the low-level
window size to obtain a practical one of [0, 10,000]. Two target window sizes of the
training data sets were the static optimal window sizes aforementioned. The
learning phase terminated when mean squared error stabilized with a decreasing
rate smaller than 1 per epoch.

Table 1 Cloud algorithm Algorithm: cloud

Input variables:
cd/*cache database (recency-keyed min-priority queue)*/;

ws/*window size*/;

rs/*required cache space*/;

Local variables:
ecd/*empty cache database (recency-keyed min-priority queue)
*/;

oc/*an object cluster of least-recently-used (LRU) objects
(profit-keyed min-priority queue of evictable objects)*/;

co/*a candidate object to be included in a cluster*/;

ts ← 0/*total size of ws objects initialized to zero*/;

eo/*an evicted object*/;

c ← 0/*counter for objects in a cluster initialized to zero*/;

begin
if cd:getTotalNumberOfObjectsðÞ\ws

then ws cd:getTotalNumberOfObjectsðÞ;
ecd ← cd;

do
co ecd:removeLeastRecentlyUsedObjectðÞ;
ts tsþ co:getSizeðÞ;
oc:addObjectðcoÞ;
c cþ 1;

while ðc\wsÞ _ ðts\rsÞ;
do
eo oc:removeMinProfitObjectðÞ;
cd:evictðeoÞ;
while cd:getFreeSpaceðÞ\rs;

return cd:getFreeSpaceðÞ;
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Therefore, we had two forecasters, one trained with the 15-day BO trace and
10 % cache size and the other with the 15-day NY trace and 10 % cache size. Both
of the forecaster have been validated in our previous work [11] to be good enough
for generating performance baselines described in the following section.

4 Factor Impact Measurement

The focus of the impact analysis lies in three i-Cloud’s parameters, which have not
much been studied in other related algorithms [5], that are the window size
parameter (ws), data-out charge rate (ci) and object’s remaining lifespan (TTLi). The
impacts are measured and reported in terms of the four performance metrics
described in Sect. 2. To achieve this, it is important to figure out the performance
baselines, then excluding the studied parameters one by one to observe how much
four performance aspects are effected as compared to the baselines.

The performance baselines were gained by placing i-Cloud with the two fore-
casters to operate as normal based on the nonuniform cost model against each trace
listed in Table 2 and each cache size (10, 20 and 30 %). The traces contained HTTP
requests collected within 1 month period. The cache sizes were provisioned in the
percents of the maximum bytes of total unique objects of the 1-month traces. Since
there were two forecasters, two distinct evaluation traces, three simulated cache
sizes and four metrics to consider, there were totally 48 performance baselines in a
set. Fortunately, a lesson learned from our previous work [1] suggested that we used
the forecaster learning the 15-day BO trace for simulation against the 1-month BO
trace, and using the 15-day NY trace learning forecaster when simulating against
the 1-month NY trace. Therefore, we conducted only 24 baseline measurements.

The contributions in the overall performance measurements of i-Cloud’s
parameters were simulated and measured according to the following three impact
analysis configurations before comparing with the baselines.

– Configuration 1: To reveal the impact of window size, we simulated i-Cloud by
disabling the forecaster and instead engaged the worst window sizes of the
1-month BO and NY traces.

– Configuration 2: The impact of data-out charge rate was rendered by hiding the
parameter ci from the object profit equation during simulations.

Table 2 Characteristics of evaluation traces

Feature 31-day BO 31-day NY

Total requests 639,187 1,311,880

Total requested bytes 4,149,211,314 17,067,821,671

Total unique objects 323,979 593,365

Max bytes of total unique objects 2,262,144,480 10,801,010,237
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– Configuration 3: Similarly, the parameter TTLi was omitted during simulations
to see the impact of object remaining lifespan.

Each configuration was simulated with the pair of forecasters, the two separate
traces, the three distinct cache sizes and the nonuniform costs. The simulation
results were measured in the four metrics and compared against the baselines. Any
performance variations from the baselines (for example, subtracting a cost-saving
ratio with a removed factor from a baseline cost-saving ratio) were translated as the
impacts of the considering parameters and reported in the next section.

5 Results and Discussions

Once the performance variations were determined, we selected to report only the
maximum ones based on two steps. Firstly, between the 1-month BO and NY
traces, only the greater impact of the same impact analysis configuration, perfor-
mance metric and simulated cache size were considered in the next step. Secondly,
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among the different cache sizes of identical performance analysis metric and
identical impact analysis configuration, the impacts from the previous step have
been finally reported as portrayed in Figs. 2, 3, 4 and 5 using logarithmic-scale
radar charts. The three chart axes represent the performance impacts contributed by
the window size, data-out charge rate and remaining lifespan derived from the
impact analysis configurations 1, 2 and 3, respectively (Fig. 3).

The charts are described as follows.

– In terms of cost-saving ratio, ignoring object remaining lifespan has had the
most impact whereas omitting data-out charge rate has had the least effect as
illustrated in Fig. 2.

– In terms of delay-saving ratio, considering remaining lifespan has made i-Cloud
reduce much more delay than skipping it whereas neglecting data-out charge
rate has marginally degraded the delay saving as showed in Fig. 3.
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impact analysis configurations
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Fig. 5 The comparative hit
performance impacts yielded
by the different impact
analysis configurations
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– In terms of byte-hit ratio, network bandwidth has been saved substantially when
regarding remaining lifespan; removing data-out charge rate has affected the
byte-hit performance slightly as depicted in Fig. 4.

– Finally, hit rate has also been improved largely when taking remaining lifespan
into account as can be seen in Fig. 5.

To recap, the trace-driven simulation has shown that the cost-saving,
delay-saving, byte-hit and hit performances have declined most when i-Cloud
ignored data remaining lifespan, moderately when not using optimal window size,
and least when omitting data-out charge rate. As a consequence, a major obser-
vation can be inferred that is the data object remaining lifespan is the most sig-
nificant factor to the performance of i-Cloud-based cloud caching.

This phenomenon can be discussed as follows. Expired objects had absolutely
non chance to be hit any more an thus evicting them from cache storage redeem
cache space from pollution with any false negative resulting in remarkable caching
performance improvement. On the other hand, cached objects associated with lower
data-out charge rates or staying inside window sizes might incur false positives
when cache misses occur on them.

6 Recommendation

The previous section gives an inference that serves as a valuable guideline to cloud
content creators and providers to gain i-Cloud’s benefits including fast data
delivery, reduced data accessing workloads on their virtualized servers and inex-
pensive data downloading monetary costs by their customers. The initial description
of the guideline is as follows.

– First, it is always a good idea for cloud content providers to set their data
expiration attributes rather than letting the data stay valid for unlimited time and
become cache pollution at last. There have been supporting mechanisms to
achieve this such as the Expires or the Max-age field inside HTTP protocol
header [12] as long as the cloud data is delivered over HTTP.

– Second, the data expiration attributes should be set in a precise manner for user
majority to avoid both false positive and false negative in order to maximize the
advantages of i-Cloud’s. We realize that this suggestion may be a complicated
task for most content providers. As far as we know, there have been some
related work that analyzed the lifetimes of traditional web documents such as
[13]. Nevertheless, we believe that this research issue will have to be re-studied
since cloud data especially in big data era has its common characteristic rela-
tively different from that of traditional WWW [14].
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7 Conclusion

This paper presents the performance impact analysis of TTL, window size and
data-out charge rate that are factorized by i-Cloud cache eviction algorithm. The
breakthrough finding is that cloud caching performance could be significantly
improved when data remaining lifetimes are provided for i-Cloud processing. This
discovery serves as a data attribution guideline to be adhered by cloud content
providers so that the distributed sharings of big data could continue efficiently in
terms of network scalability, responsiveness and economy.
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Intelligent Displaying of Notes Based
on Current Position and Time

Jan Fogl, Jan Dvorak, Ondrej Krejcar and Kamil Kuca

Abstract This work comes as a reaction to continually growing availability of
mobile devices throughout human population. Nowadays the mobile devices are
being enhanced with plenty of sensors, modules and computing functions, which can
be used in real life to save people’s labour. This work concretely deals with uti-
lization of GPS module and Google Services for smart filtering notes, which have
been created by the user in provided application. The application has been primarily
created for android system, because it’s the most favourite and widespread operating
system today. The essential problem of this work is an algorithm for searching notes
that are as close as possible to the user’s position by the location of their creation. For
this functionality it was selected service geo fencing from Google Services API. This
service enables to gather notes that are close to each other by their location and
afterwards show these notes to the user. The goal of the whole work is to create
functional user friendly application.
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1 Introduction

These days the world of mobile devices develops rapidly. The mobile devices get
progressively to the whole wide society and are able to provide people with
entertainment or to help in all sorts of industries. Along with the mobile devices
development are coming various applications as well based on receiving, pro-
cessing and interpreting data from different sensors that become a standard
equipment of all mobile devices today. An example of applications using these
systems can be various navigation systems utilizing both GPS and internet con-
nection, then systems recognizing gestures or systems that can save people’s time
and energy.

Plenty of such applications occur all around us, however, some of them are
useless or the range of their usability is too low. Therefore it’s necessary to think
about concepts of these applications and to adapt them maximally to demands and
needs of the widest spectrum of users.

As the most logical and the most frequent utilization of a mobile device it turns
out the use of an actual location of the user. A good example of well worked out
idea is a reminder application [1] that allows setting a reminder to a specific location
and while getting close to that location it displays that reminder to the user.

The main goal of this work is realization of note application that will aspire to
simplify user’s work utilizing GPS sensor and internet connection. While saving the
notes the application will register also user’s actual location using GPS and WiFi
and consequently while viewing these notes it will suggest to the user the notes,
which respond the most to the actual user’s position. Application reflects the idea
that the notes created for example at the work will be likely viewed by the user at
the work again, i.e. in the similar location.

Obtaining the position will be executed primarily through GPS module, but to
save energy in the places, where it’s possible, it will be used WiFi and Google API,
which enables to obtain the last reachable user’s position. In the text [1] it’s
described the option how to gain this position. There are plenty of approaches to
algorithms for sequencing individual notes. One direct way is to localize the user
and afterwards calculate his distance from the individual saved notes. The algo-
rithms to calculate the location can be found in the article [2]. Another method is
using “geo fencing”. Geo fence is an area formed by a specific range around given
point. Android system enables to monitor all the formed geo fences and to notify
about entries/outputs from these areas. The principle of geo fencing is well
explained in specialized work [3].

The principal of geo fencing will be used in this work. For higher efficiency it
will be extended with a time dimension, which means that sequencing of elements
will depend not only on current user’s position, but as well on the time when the
note was created. This dimension of time shall allow that the user—without
self-effort—gains the notations he/she most probably needs.
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2 Problem Definition

As it was already said the objective of this work is to design an intelligent system at
the platform of android operating system for displaying user’s notes in relation to
his actual position, time, when the note was created and time, when we want to
display the individual record. The android system was chosen according to its
popularity and extensiveness throughout the whole population. Therefore it will not
be any problem to assure distribution of the application to a wide range of people.

The main vision of the whole application is to simplify control and search for the
created notes. This functionality should be user friendly, which means it should
simplify user’s work with the application and save plenty of time that the user
would have spent with a manual notes search.

This issue is a frequent target for many developers. Application stores are full of
different intelligent applications, which display specific data on the base of GPS
coordinates or time priorities. This whole theme led to creation of a large number of
specialized works and also of many patents that deal with both position systems and
target marketing, which means displaying the data that the user will most probably
need. In the following part of the work will be specified several possible approaches
to locate the position, to filter the records and to display the data by users.

In the work [1] the authors concern with noting down the position for application
managing reminders and consequent displaying the reminders in the relation to the
current position. In this work it is possible to find out the principal of saving the
actual position, while the application is divided into inner and outer part. Whereas
in the outer part it’s used the GPS module to get the information and in the inner
part the location is gained by WiFi connection that is strong enough and by the
Google API service is located the current user’s position. This mean of position
localization is definitely good and usable way, that’s why we can take inspiration in
this localization system, but retrieving the available data on the basis of distance
calculation seems slightly difficult to me and certainly it will be preferable to
suggest a different easier and smarter way [4–6].

In the patent publication [7] there is published very interesting approach to locate
the user’s position. This principal is based on transmitting radio frequencies. The
wanted area is divided into several subareas covered by the radio signal. These
radio signals periodically transmit information about actual subarea position. The
mobile device receives these information and gains its own current position out of
them. This approach is very interesting and innovative, but it isn’t useful for wide
utilization, because it is not possible to cover the whole world with this signal
enough. Thereby this way matches only with use in smaller spaces, such as inte-
riors. In this case we would have to use the principal of distance calculation again,
which is slightly difficult as it was said already.

The patent publication [8] deals with complicacy of displaying the data
according to user’s current position. In fact the work concerns with target marketing
—according to the user’s position it shows advertisement and offers that the user
could be interested in. The displaying principal is based on “geo fencing”. The areas
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are divided into geo fences, which help us to detect, where the user is situated. The
application enquires by its position if, or in which geo fence it is located and
accordingly it provides displaying the advertisement. This way we found optimal
because with this approach it is not necessary to make such complex calculations of
distances between actual position and the notes’ position. Unfortunately it lacks the
time dimension, which enriches the created application.

The last method to gain current user’s coordinates that will be mentioned here is
WSM, which means Weighted Screening Method. It is a method of obtaining the
positions purely by WiFi signal [9]. This method is based on a database of positions
of individual WiFi networks, which means, that there must exist a database, where
the positions of all the known WiFi networks will be available. The mobile device
will try to find out its own position by enquiring the server with the database and
announcing currently available WiFi connection to the server [10–16].

In this chapter there were presented several approaches that can be followed.
None of them is absolutely perfect; therefore to develop this application it will be
the most appropriate to choose a combination of described approaches. As the best
variant it seems a combination of obtaining the current location by GPS module or
by Google API [1], and consequently using these coordinates enquiring, if the user
is situated in any geo fence and eventually displaying to the user all the notes
loaded in this geo fence filtered according to time.

3 New Solution

In the previous chapter there were described several possible approaches to create
the application. In this chapter it will be described its creation process.

As a solution for this application it was chosen a combination of approaches
already specified in the previous chapter with an implemented secure and safe
option of solution [17, 18]. The application can be divided into two main parts—for
obtaining current user’s coordinates it will be used a principal described in spe-
cialized work [1], which uses GPS module and in the places with access to internet
connection it uses Google Services API. The next phase, as it was already men-
tioned, is creating and consequent receiving and sequencing available notes, for
which it will be used geo fencing principal that is well explained in the specialized
article [3].

Therefore the fundamental principal of the application will be this: while cre-
ating a new note it will be activated locating current user’s position. In the appli-
cation’s inner structure it will be verified, if there exists any active geo fence
nearby, to which the note could be allocated. In the case this geo fence doesn’t
exist, it will be created a new geo fence with a midpoint in actual position and with
a set radius. While listing available notes the application locates the current user’s
position, verifies again, whether it doesn’t belong to already existing geo fence. If
there’s an existing geo fence around the current position, the application displays all
the notes contained in this geo fence sequenced by the time of their creation. But if
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any geo fence doesn’t exist at the place, it means, that nearby this position there
wasn’t created any note yet, so the application gives back all the notes sequenced by
the time of their creation.

As it was already mentioned, for locating the position it will be used GPS system
in combination with WiFi. Android system has got integrated access to GPS
module, which saves a lot of work with creating a communication with GPS
module alone. Therefore the access to GPS module is accomplished by Location
manager that is able to transmit communication between the application and GPS
module alone. For the Location manager it is suitable to create “Location Listener”,
which enables us to scan current coordinates by several methods. This way we gain
current user’s coordinates that can be sent forward for further processing by another
part of application. Other way of obtaining the coordinates is using internet con-
nection. There exist a few possibilities to gain the current coordinates by WiFi
connection—using internet connection—which have been already described in
the previous chapter. For this application it was chosen the method using Google
Services [4]. Google Services are made by Google Company and enable to note
down the current user’s position into the cloud in periodic intervals. But a specific
user can have disabled access to this service; therefore the information from Google
Services are not always a reliable source. When it’s needed to obtain the coordi-
nates we simply make sure the service is active. In the case it is not active, the
method to gain the coordinates will be as described before—activating GPS
module. If the service is active, we gain the last known position by the interface and
we consider it to be the current one. Then we forward the coordinates to proceed.

Android operation system contains geo fencing service in the Google Services
pack. This pack allows creating, deleting, detecting and—in general—controlling
everything connected with geo fencing; it means that the Google Services interface
can provide the whole second part of this notes application. As it was said already,
while creating a new note the application gains current user’s coordinates and the
Google Services interface generates an enquiry, if there exists any geo fence in this
locality yet. If yes, the application conjugates the note with the specific geo fence.
But in the other case the application creates a new geo fence with a set radius
parameter using the Google Services interface again. While enlisting the notes that
are the closest to the user, the application by the interface again detects the geo
fence, where the user is situated, and by an intern conjugation it displays all the
notes that belong to the geo fence.

The process of creating the notes and their consequent displaying is shown in the
flow diagrams (Fig. 1a, b). The last part of the application is the upgrade by the time
dimension. It means that the user will most likely want to display the notes created
in the similar time of the day as the current displaying time. Because of this
functionality the application comes through the filtered notes once again and
sequences them according to a set time level, which means according to an absolute
time distance from the time of their display.
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4 Implementation

As it was said before, for implementation of the application it was chosen the
android platform. For sure there are more reasons to use this platform, but the main
reason is common availability and accessibility of this system. Concretely it was

Fig. 1 a Left—flow diagram of creating the note; b Right—flow diagram—user has initiated
scanning the notes
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selected version of android 4.0.3—the reason is its compatibility even with older
devices.

First of all it was necessary to project the application structure and systems that
the application will apply. For the first sight it is obvious that this application has to
contain a database. For access to this database it was chosen ORMLite tool, which
simplifies the work with database a lot and allows concerning more important parts
of the application to a developer. Another technology or extern system is utilization
of Google Services that are used for obtaining position loaded in the cloud by the
android system. The application structure was selected the easiest possible and
the most user friendly one. The application consists of one main page, which can be
used to create a new note, browse the existing notes, display a calendar of user who
is logged in the android system, and not the least to make a setting where it’s
possible to turn on or off the systems for sorting the notes.

Now it’s appropriate to look over the individual parts of the application. The
application can be primarily divided into three general parts—the model part that
contains model objects needed for communication with the database, the view part
that contains all activities serving to the interaction with the user and the intelligent
part that concerns with the sorting notes according to set criteria itself.

The model part consists of categories Note and Person and their access objects.
The category Note is an object applied for storing the information about the note
and the category Person is an object keeping information about the users who are
connected to the note. To these categories obviously belong their access objects
so-called DAO objects, which means access object data. The access category for the
Note object is formed by following methods: method “save”, which serves to save
the note into the database, method “delete”, which serves to delete the note out of
the database, next there are methods “getAll, getById, getByName and
getByReqId”. These methods are used to obtain the notes from the database. The
last method is “edit”, which is made to edit already existing note. The access
category for the “Person” object consists of these methods: method “save” and
“delete”, which are used for manipulation with the record and method “getAll” and
“getById”, which serve to read the data from the database (Figs. 2 and 3).

In the view part there are created following categories: NewNoteActivity,
ListNotesActivity, DetailNoteActivity, SettingsActivity and CalendarActivity. All
of these activities are standard activities of android system without any cus-
tomization. The category NewNoteActivity includes a text field, where it’s possible
to enter the note name, text field for entering the note itself, and a button for adding
an event into the calendar. Next activity serves to display the detail of individual
notes, which contains just non-editable text fields with the displayed note values.
The SettingsActivity contains only two alternation switches, which allow turning on
and off the sorting according to position and time. The last activity serves to display
a list of already existing notes. The activity consists of a standard ListView com-
ponent with notes and one text field, which is used for searching the notes
according to a requested chain.
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The next few paragraphs will describe practical implementation of sorting the
notes. Sorting according to time is a simple enhancement of common displaying
notes. This sorting in the application is provided by category TimeStrategy. This
category contains a method sortByTime, which sequences inserted.

Fig. 2 Obtaining information about geo fence

Fig. 3 Browsing the notes
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The sequencing on the base of current user’s position is slightly more difficult
yet and furthermore it requires internet connection. The principal of displaying the
data is this: In relation to the current position the application maintains either not
any or specific identical number of geo fence, depending whether it is situated in
one or not.

Sorting according to the position requires a reliance on GPS module and internet
connection as well. An implementation using GPS module is obvious, but practi-
cally it’s not used a lot, because it’s quite difficult and it shortens battery endurance.
If the user is satisfied with less precise position, it’s evidently better to use internet
connection to gain the last available position from Google Services.

5 Testing of Developed Solution

Focus of this chapter is absolutely clear—it’s necessary to determine test scenarios
that will enable to assess the new created application subsequently [19–22].

Testing this application can be conceived by several points of view. The first
possible approach can be to test the speed of locating the position by GPS in
comparison with the speed of locating the position by internet. The second point of
view is to test the speed of displaying individual notes with the sorting on or off.
The third and last approach is to detect, if this sorting has a meaning at all and if it is
valuable for the user.

Testing the application with regard to the speed of locating position—testing this
functionality will be realized as follows: Into the source code itself it will be
inserted several time snapshots that will enable us to detect the time, when the
application started to locate the position and the time, when the application finished
the locating. Gathering these snapshots will be obviously realized more times and
consequently the test will be clearly compiled and analysed.

The second test—if it’s possible to see a difference in displaying the notes while
the intelligent sorting is on or off—will be realized similarly as in the previous test,
by reason that in this case it’s not possible to use manual measurement, because the
time diversion would be very small.

The third test has a long-period character and it’s necessary to widen this
application among the users. At the same time this test is very subjective, because
every user evaluates the application himself according to a fact, whether the
application helps him in the common life or not. As it was already said, to realize
this test it’s necessary to widen the application among the users and at the same
time to make a questionnaire that will enable the users to evaluate the application
certain time later. Because of the long-period character the results of this test are not
presented in this work (Tables 1, 2, 3 and 4).

Out of the test results we can deduce following conclusions. While testing the
time that the application needs to find its position by GPS method it was reached
12,142 time units on the average, on the opposite of that while locating the position
by Google Services it was reached 0.8 time units on the average. Out of these
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Table 1 Testing time for locating the position—GPS module

Number Start (ms) Stop (ms) Difference (ms)

1 1,421,693,036,435 1,421,693,041,160 4480

2 1,421,693,202,072 1,421,693,221,500 19,428

3 1,421,693,223,857 1,421,693,241,568 17,711

4 1,421,693,386,526 1,421,693,401,915 15,389

5 1,421,693,451,736 1,421,693,462,090 10,354

6 1,421,693,503,735 1,421,693,522,153 18,418

7 1,421,693,583,503 1,421,693,602,353 18,850

8 1,421,693,640,107 1,421,693,642,251 2144

9 1,421,693,692,179 1,421,693,702,424 10,254

10 1,421,693,738,083 1,421,693,742,474 4391

Average 12,142

Table 2 Testing time for locating the position—Google Services

Number Start (ms) Stop (ms) Difference (ms)

1 1,421,694,174,506 1,421,694,174,507 1

2 1,421,694,232,542 1,421,694,232,543 1

3 1,421,694,294,023 1,421,694,294,023 0

4 1,421,694,351,540 1,421,694,351,541 1

5 1,421,694,402,857 1,421,694,402,858 1

6 1,421,694,493,421 1,421,694,493,422 1

7 1,421,694,554,328 1,421,694,554,329 1

8 1,421,694,658,954 1,421,694,658,954 0

9 1,421,694,663,251 1,421,694,663,252 1

10 1,421,694,712,489 1,421,694,712,490 1

Average 0.8

Table 3 Testing time of displaying items—without sorting

Number Start (ms) Stop (ms) Difference (ms)

1 1,421,695,251,911 1,421,695,252,091 180

2 1,421,695,310,783 1,421,695,310,896 113

3 1,421,695,351,541 1,421,695,351,736 195

4 1,421,695,391,629 1,421,695,391,810 181

5 1,421,695,429,307 1,421,695,429,484 177

6 1,421,695,461,761 1,421,695,461,947 186

7 1,421,695,507,477 1,421,695,507,670 193

8 1,421,695,537,080 1,421,695,537,264 184

9 1,421,695,579,996 1,421,695,580,173 177

10 1,421,695,611,804 1,421,695,611,986 182

Average 177
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results it arises that use of locating the position by Google Services is markedly
faster. The second test concerned the time of displaying the created items. By this
test it was found, that while sorting the items it wasn’t reached longer times than
while not sorting, out of this test we can estimate, that sorting the notes doesn’t
have basic influence to slow the application down. Both of these tests are obviously
of an orientation type, because they were realized on a very little sample.

6 Conclusions

The goal of this work was to create an application for creating and administration of
user’s notes. This application was intended to be enhanced with an intelligent
searching of already existing items. As the most suitable solution it was chosen geo
fencing for locating according to current position and sequencing the notes
according to the current searching time. The application was programmed and it
was tested by two basic kinds of tests. The first test intended to find out the
differences between locating the position by GPS method and inquiring the Google
Services. Out of the test it’s obvious, that Google Services can locate the position a
lot faster than GPS, but of course less precisely. The second test proved time of
displaying the created items with and without sorting them. This test didn’t approve
distinctive difference between both approaches. This application can certainly
achieve to find its favourers, who will be satisfied with its functionality. By the time
with growing number of users it will be possible to realize the test of satisfaction
and its benefits into common life e.g. in biomedical area [23–26].
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Table 4 Testing time of displaying items—sorted

Number Start (ms) Stop (ms) Difference (ms)

1 1,421,695,729,034 1,421,695,729,214 180

2 1,421,695,782,231 1,421,695,782,389 158

3 1,421,695,817,292 1,421,695,817,484 192

4 1,421,695,854,215 1,421,695,854,392 177

5 1,421,695,887,153 1,421,695,887,339 186

6 1,421,695,921,178 1,421,695,921,354 176

7 1,421,695,954,818 1,421,695,954,990 172

8 1,421,695,991,528 1,421,695,991,707 179

9 1,421,696,025,112 1,421,696,025,292 180

10 1,421,696,056,612 1,421,696,056,788 176

Average 177
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Artificial Immune System Based MAC
Layer Misbehavior Detection in MANET

Shailesh Tiwari, K.K. Mishra, Nitin Saxena, Nitin Singh
and A.K. Misra

Abstract MAC layer misbehavior drastically degrades the network efficiency even
in the presence of secure ad hoc routing protocols. Even small number of malicious
nodes may cause network partitioning or lead to failure of whole network. Simple
attacks such as jamming or disruption on the 802.11 MAC, protocol if not taken
care properly, propagated to the network layer. Detecting misbehaving node and
punishing them is the only way for network survival. This paper introduces a
Misbehavior Detection System (MDS) for MANET based on Artificial Immune
System (AIS). Negative Selection technique is used for generating the detectors for
identifying deviation from normal behavior. The proposed system detects malicious
and selfish nodes performing misbehavior at MAC layer with the ability of learning
and detecting new misbehavior. The system performance is evaluated using net-
work simulator NS2 for MANET MAC layer 802.11 protocols over two on demand
routing protocols AODV and DSR. Detection rate, false positive rate and Packet
delivery rate are used as metrics for evaluation.
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1 Introduction

Mobile Ad Hoc Networks (MANETs) are gaining popularity due to its fast and easy
deployment even in intricate surroundings and have been employed in broad range
of applications such as emergency services, pollution monitoring and vehicular
networks [1]. MANET is a wireless network consisting of mobile nodes with no
existing infrastructure support such as gateway or access points. Mobile nodes can
directly communicate (in one hop) to each other in their transmission range, while
multi-hop wireless links are used for those nodes that are not in their transmission
range. Each node has to play the role of traffic forwarder (router) for multi-hop
away mobile nodes, apart from traffic generator (Source) and traffic consumer
(destination) in operating network. In MANET it is assumed that each node follow
the protocols specification ideally employed at different layers such as AODV, DSR
etc. at network layer and 802.11 DCF at MAC layer. Due to open and unsupervised
model of MANET it is easier for misbehaving nodes to introduce them in the
network and compromise the performance of network. These misbehaving nodes
apply modifications in the default definition of protocols. These misbehaving nodes
can be classified as malicious or selfish nodes. Malicious nodes try to disturb the
normal functioning of network by dropping/introducing true/false protocol events,
while selfish nodes aim to achieve the given goal by utilizing the network resources
and save own resources. Malicious/selfish nodes can misbehave at physical, MAC
or network layer. Selfish nodes may not forward data/control packets for saving
battery power while malicious nodes may send false control/data packet to waste
the available network bandwidth. At MAC layer in 802.11 DCF protocol, selfish
node may not respond to RTS by its corresponding CTS packet even though route
is possible through that selfish node. In other situation malicious node may apply
jamming attack at MAC layer by placing fake RTS packet at regular interval for
request of large timeslot for transferring data. Well behaving nodes must identify
these malicious/selfish nodes for achieving maximum efficiency of the network.
The problem of identifying these malicious nodes becomes more difficult due to
nodes mobility. Nodes in MANET can move arbitrarily and result in frequent
change of nodes connectivity. Distinguishing nodes that perform misbehavior
deliberately from genuine one is not straight forward.

Based on the form of audit data adopted, Intrusion Detection System (IDS) can
be classified as Host based IDS (HIDS) and Network based IDS (NIDS).
A network-based IDS captures and analyzes packets from network traffic while a
host-based IDS uses operating system or application logs in its analysis [2]. Other
classification includes detection technique parameter for classifying IDS as
anomaly or misuse detection system [3]. The misuse detection system stores pat-
terns (or signatures) of known attacks and uses them to compare with the captured
data. Any matched pattern is treated as an intrusion. The drawback of misuse
detection system is that it cannot detect new kinds of attacks.

The misuse detection system defined in [3] use predefined misbehavior pattern
as signature represented in the form of specific sequence of events. The system
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requires knowledge of potential misbehaviors and works efficiently only if when
known attacks are performed. Existing approaches are not suitable for learning new
misbehavior and adapt accordingly. In open and distributive environment of
MANET, it is difficult to predict and define complete list of all possible misbe-
haviors. This motivates the employment of Artificial Immune System
(AIS) technique along with string pattern matching in the proposed system for
detecting misbehavior. Instead of storing the activity pattern of well behaving nodes
Negative Selection Algorithm is used to generate pattern detectors randomly that
encompass possible misbehavior pattern.

In this paper we focus on identifying misbehavior at MAC layer i.e. the problem
of detecting malicious/selfish nodes that do not follow the standard definition of
IEEE 802.11 DCF protocol. The formation of detectors includes the protocol events
(defined in Table 3) of both MAC and Network layer. AODV and DSR on demand
routing protocol is assumed with constraint of no misbehavior at network layer.
Once well behaved node confirm about the presence of malicious/selfish node in the
network, counter measures can be applied to minimize the effect of those
malicious/selfish nodes. Possible reactions of misbehavior can range from avoid
responding/using malicious/selfish node to exclude them from any participation in
the network. This work encompasses the detection of malicious/selfish nodes and
does not discuss possible reactions after detection. The network simulator ns2–2.35
is used for evaluating the performance of proposed system. The parameters used for
evaluation include detection rate, false positive rate and packet delivery rate.

We define the framework and module structure for proposed Misbehavior
Detection System (MDS). The correspondence of Natural Immune system
(NIS) and MANET characteristics is shown in Table 1 which conform the path for
using AIS in misbehavior detection. A list of Imprints focusing on key protocol
events and their order is defined and used in the formation of detectors. Finally the
performance of proposed system is measured over multiple parameters by imple-
menting the system in network simulator ns2.

1.1 Contribution and Paper Organization

We define the framework and module structure for proposed Misbehavior Detection
System (MDS). The correspondence of Natural Immune system (NIS) and MANET
characteristics is shown in Table 1 which conform the path for using AIS in
misbehavior detection. A list of Imprints focusing on key protocol events and their
order is defined and used in the formation of detectors. Finally the performance of
proposed system is measured over multiple parameters by implementing the system
in network simulator ns2.

The rest of the paper is organized as follows: Sect. 2 presents brief description of
MAC and Network layer protocols for MANET as well as potential threats of IEEE
802.11 protocol as background knowledge; Sect. 3 covers the literature survey;
Sect. 4 discuss the Natural Immune System (NIS) and AIS techniques. Section 5
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covers the details of proposed Misbehavior Detection System (MDS); Sect. 6
describes the simulation model and presents the simulation results. Section 7 finally
concludes the paper.

2 Background Details

2.1 MAC Layer in MANET

The IEEE 802.11 standard for wireless networks is responsible for fair access to the
medium for all users in the network. The IEEE 802.11 defines two basic access
modes for wireless devices: (1) Distributed Coordinated Function (DCF); (2) Point
Coordinated Function (PCF). PCF is a centralized mechanism and requires access
points while DCF a distributed mechanism. 802.11 DCF uses Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) and random backoff time. It is
designed to reduce collisions when multiple nodes access the shared medium. The
802.11 DCF provides two communication options: (1) four-way handshaking, i.e.
RTS-CTS-DATA-ACKA, suitable for long frame data transmission; (2) two-way
handshaking, i.e. DATA-ACK, suitable for short frame data transmission. The
proposed system makes use of four-way handshaking in 802.11 DCF.

A node that wants to transmit packets first senses the medium for any trans-
mission. If the medium is idle for at least Distributed Inter-frame space (DIFS)
duration, it requests the channel by sending a short control frame Request to Send
(RTS) to the receiver node. If the receiver correctly receives the RTS, it will reply
with a short control frame Clear to Send (CTS). On reception of CTS at transmitter,
it starts transferring DATA. After receiving DATA successfully, the receiver sends
an ACK to the transmitter. The RTS/CTS scheme used prior to the actual data
transmission reduces the high collision probability of large data frames since RTS
and CTS frames exchanged by sending and receiving nodes contain information
about the length of the packet to be transmitted. The RTS/CTS contains a duration
field indicating the time (in microseconds) after the end of present frame trans-
mission that the channel will be reserved to complete the data or management frame
transmission. Any node within the transmission range of either sending node or
receiving node hears the RTS/CTS will learn the medium reservation and adjust its
Network Allocation Vector (NAV), which indicates the amount of time that the

Table 1 Correspondence of NIS and MANET characteristics

Characteristic NIS MANET

System Body Mobile ad hoc network

Elements Molecules, cells and organs Mobile nodes

Controlling No centralized control Autonomous nodes

Objective Identification of malfunctioning cells
and elements

Identification of selfish and
malicious nodes
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node should defer. The collision will mostly happen when the current node com-
pletes its transmission and multiple nodes are waiting for contending for the channel.
Thus each node with data to transmit will generate a random backoff number from
range [0, CW] for an additional deferring time, where CW is the contention window
size maintained by each node. While the channel is idle, the backoff number will
decrease by one after one time slot, which is defined in the IEEE 802.11 standard and
stop decrementing when the channel is busy. Once the backoff counter reaches zero,
the sending node will reserve the channel by exchanging RTS/CTS as described
above.

If a node sends RTS but does not receive CTS within certain time, the node will
defer by doubling its CW size and choosing a random value from the new range and
retransmit RTS with limited times. If the RTS retry time is more than the station
short retry count (SSRC) the sending node will drop the DATA packet and inform
the network layer of a link breakage. Alternatively, if the ACK is not received
within certain time, the sending node will retransmit the DATA packet for limited
time (i.e. SSRC for a short frame DATA, or station long retry limit SLRC for a long
frame DATA).

2.2 Network Layer in MANET

Several standard routing protocols such as AODV, DSR and DSDV etc. are
available for providing the functionality of network layer in MANET. The primary
job of any routing protocol is to find the shortest path between source and desti-
nation. Even all routing protocols share the same objective of establishing route
from source to destination, their operational part may be extensively different. One
possible classification divide routing protocols in proactive and reactive categories
based on when route discovery process is scheduled. Proactive routing protocols
keep the updated route (if it exists) from each node to all other nodes in the
network. Contrary to proactive protocols, reactive (also known as on-demand)
routing protocols discover route (only from source to destination) when source node
have some data to transfer to destination node. In this paper we use Ad hoc
On-demand Distance Vector (AODV) and Dynamic Source Routing (DSR) reactive
routing protocols.

2.3 IEEE 802.11 DCF Potential Threats

With the implementation of MAC protocol in software rather than hardware or
firmware in network access cards, it is easy to modify the protocol by a selfish or
malicious node [3]. A malicious node may apply flooding to almost prevent the well
behaved nodes in its vicinity from transmitting valid data and iterates negatively
effects the network performance that could lead to Denial of Service (DoS). A more
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smart malicious node apply the similar attack with out wasting its own energy in
transmitting false data packets to generate flood by just sending RTS packet
intelligently, containing request of time slice required for sufficient large data
packets. Alternatively malicious node may target one or more key nodes of the
network such that victim nodes are burdened to receive or forward large number of
packets, with the intention of draining out the energy of targeted nodes.

A selfish node may choose not to cooperate with other nodes of the network i.e.
do not involve in routing activity to save its energy. In this attack the selfish node
drop all or selective RTS/DATA packets. It is difficult for sender to judge that
absence of CTS/ACK is due to collision/interference of control packets or misbe-
havior of some selfish nodes. Further this selfish node modifies its backoff mech-
anism to gain access of channel more frequently than others.

3 Related Work

Artificial Immune System (AIS) techniques are being applied for detecting intrusion
in both wired and wireless networks. Hofmeyer [4], Hofmeyer and Forrest [5] have
given intrusion detection system for wired LAN using AIS. Kim and Bentley [6]
map artificial immune system concepts to computer network elements efficiently.
Le Boudec and Sarafijanovic [7] adapt the structure of self/nonself and matching
function of [6] to their framework, followed by mapping and construction of AIS
for MANET elements. For wireless ad hoc networks most of the work focus on
detecting attacks on network layer. In [7] antigens and antibodies, the key AIS
concepts, are defined on the basis of DSR routing protocol events, managed to
handle only routing misbehavior vulnerabilities of DSR. Similarly Balachandran
et al. [8] use negative selection and structured genetic algorithm (sGA) as hybrid
negative selection algorithm (HNSA) for detecting routing misbehavior. Behavior
based Anomaly Intrusion Detection System (BAIDS) [9] detects wormhole attack
in MANET and use hybrid negative selection algorithm (HNSA). Although BAIDS
includes 802.11 MAC layer protocol event sequences along with routing protocol
events in their genes formation but give attention to routing misbehavior and
evaluated the system for AODV, DSR and DSDV routing protocols. Our
Misbehavior Detection System (MDS) uses negative selection algorithm for
detecting misbehavior such as jamming and disruption in 802.11 MAC protocols of
MANET [10].

4 Artificial Immune System (AIS)

Artificial Immune System (AIS) techniques have inspired from immune system of
body i.e. Natural Immune System (NIS) to build computational tools for the vast
range of domain areas like pattern recognition [9], intrusion detection etc.
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4.1 Natural Immune System (NIS)

All living species have certain level of immunity to defend external attacks. The
vertebrate’s immune system commonly referred as Natural Immune System
(NIS) consists of variety of molecules, cells and organs spread all over the body [9].
The functioning of NIS is not controlled by any central organ. The immune system
is responsible for identifying (1) harmful body cells (cancer or tumor cells) i.e.
playing negative role in the body (2) external elements causing diseases (viruses
and bacteria). Every element that can be recognized by the NIS is called antigen
(Ag). Immune system labels these elements as self-antigen or self (harmless cells of
the body) and nonself antigen or nonself (disease causing elements) [4].

Immune system recognizes antigens (self or nonself) with the help of immune
cells categorized as B-cells and T-cells. Immune cells contain receptor molecules on
their surface capable of recognizing vast range of antigens. B-cells are capable of
recognizing antigens free in solution while T-cells require antigens to be presented
by the accessory cells as illustrated in Fig. 1a and b [11]. Once immune system
recognizes the presence of nonself antigens in the body with certain affinity named
affinity threshold, immune response is mounted.

4.2 Artificial Immune System (AIS)

An Artificial Immune System (AIS) is a computational model of Natural Immune
System (NIS) and incorporates properties of NIS including diversity, distributed
computation, error tolerance, dynamic learning and adaptation and self-monitoring.
AIS identify Negative Selection, Clonal Selection and Immune Network Theory as
key techniques for mapping NIS process. Negative selection algorithm is used to
solve anomaly detection problems [6].

Fig. 1 a B-cell recognizing an antigen free in solution. b T-cell recognizing an antigen presented
by accessory cell
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Negative Selection technique described in [3] defines the pattern of normal
behaving nodes as self.

The process of negative selection algorithm to generate detector set and anomaly
detection [3] is shown in Fig. 2a and b.

5 Proposed Work

The proposed Misbehavior Detection System (MDS) as shown in Fig. 3 is col-
laborative and distributed in nature suitable for MANET. Each node detects
malicious and selfish activities by monitoring other nodes in its broadcast range.
Subsequently, nodes share their experience to other nodes for collaborative update.
Every node is running MDS module along with network protocol stack. The MDS
functionality is carried out in two folds: (1) Independent local detection, (2) Global
or System wide detection. Local detection uses monitored node traces for misbe-
havior detection. System wide detection incorporates received detection parameters
from other nodes along with its own outcome.

Fig. 2 a Generation of detector set. b Anomaly detection using detector set using negative
selection algorithm

Fig. 3 MDS implementation
in MANET
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Misbehavior Detection System (MDS) running at each node can be divided into
modules as shown in Fig. 4. Activity Monitoring Module is responsible for col-
lecting event traces of each neighbor. Local Detection Module take misbehavior
decision using this collected event traces. System wide detection module combines
detection parameters received by neighbor nodes using Communication Module
and local detection for formation of global observation. Final decision about nodes
is carried out in Selfish/Malicious Node Detection Module which takes input from
both local and system wide detection module.

5.1 System Methodology

The proposed MDS is an anomaly detection system where ideal or normal behavior
of nodes/network are stored and compared with captured audit data. Deviation
(larger than some predefined threshold) from normal behavior is counted as
misbehavior.

Due to unique characteristics of MANET, it is difficult to compose a complete
set of node/network profile [9]. Alternatively we are using the specification based
approach for maintaining network profile. Detectors trained under ideal environ-
ment, are employed for predicting anomaly in audit data. Identification is being
done by the system in two phases i.e. (1) Learning phase (2) Detection phase.

5.2 Mapping of NIS and MANET

The activities in MANET closely resemble the functioning of Natural Immune
System and this motivates the application of AIS techniques for detecting malicious

Fig. 4 Module structure of
MDS
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nodes in MANET. The correspondence of NIS and MANET characteristics are
shown in Table 1.

Applying AIS for misbehavior detection in MANET requires mapping of NIS
elements to MANET Elements [2] as shown in Table 2.

5.3 Protocol Events, Imprints Representations
and Antigen/Antibody Formation

In MANET nodes use routing algorithms such as AODV, DSR, DSDV etc. for
network layer functioning, 802.11 DCF at MAC layer which subsequently employ
radio links at physical layer to transmit data over the wireless channel. The key
protocol events at MAC and Network layer [9], mentioned in Table 3 forms the
basis of antigens for the proposed system.

Each monitoring node collects one protocol event trace per monitored node in
their neighbor. MANET operation time is divided into non overlapping time
intervals of duration Δt (e.g. Δt = 20 s). Each protocol event trace is collection of
data sets (up to maximum of Ns events in each data set) collected one each in Δt

Table 2 Mapping of NIS elements to MANET elements

NIS elements MANET elements

Body The entire mobile ad hoc network

Self cells Ideal nodes

Nonself cells Malicious nodes

Genes Correlated protocol event subsequences (imprints)

Antigen Pattern of protocol event sequence used by self cells

Antibody Pattern of protocol event sequences used by nonself cells

Chemical binding Mapping of antibody to antigens

Negative selection Negative selection block for antibodies generation

Table 3 Observed protocol events in MANET

Layer Packets transmitted Packets received

Label Events Label Event

MAC X1 RTS X2 RTS

Y1 CTS Y2 CTS

Z1 ACK Z2 ACK

Network A RREQ E RREQ

B RREP F RREP

C RERR G RERR

D Data sent and IP address not
of monitored node

H Data sent and IP address not
of monitored node
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time interval. Protocol event in each data set is converted to corresponding label
(refer Table 3) e.g.

E1 = (EAFBX2Y1HX2Y1HX2EDX1Y2DX1Y2, …)

Specific protocol events are correlated i.e. occurrences of one event have pre-
requisite of other event to be occurred. Example sending of CTS (Y1) event
requires receiving of RTS (X2) event. An Imprint is an atomic pattern for matching
occurrences of correlated protocol events. Representation of Imprints provides more
meaning to raw protocol events sequence. The System is using following Imprints
for formation of antigens.
Imprint 1: count (X2)
Imprint 2: count (X2*Y1)
Imprint 3: count (X1)
Imprint 4: count (X1*Y2*)
Imprint 5: count (X1*Y2*D)

where count (sub-pattern) is representing frequency of Imprint in a data set and *
mapped to any label with zero or one occurrence in sub-pattern. Data sets of
protocol event traces are mapped to Imprint values in that data set. For example E1

is converted to E2 where,

E2 = (3 2 2 2 1)

Each imprint is encoded on N bits (e.g. N = 10) and the last step of antigen
formation has been adopted as given in [12]. The imprint value range below some
threshold is divided by N, partitions the range in N intervals. Intervals are then
assigned numbers sequentially starting from 1. An imprint whose value is less than
the threshold belongs to one interval. Set the interval number bit position in
the N-bit pattern to 1. Imprint values larger than the threshold are encoded as if they
belonged to the last interval. In this way E2 is converted to E3 for N = 10:

E3 = (0000000010, 0000000010, 0000000010, 0000000001)

Each node generates one antigen in every Δt time interval for each monitored
(neighboring) node. Every bit in this representation is “nucleotide” of genes in NIS.

Both antibodies and antigens are having the same format and length other than
the occurrences of ‘1’ per imprint. In antigen each imprint will include exactly one
‘1’ per imprint while antibody may have any number (0 to N) of ‘1’ per imprint.
Matching of antibody to an antigen is defined in [13]. Match is true if the antibody
has a 1 in every position where the antigen has a 1. This allows detection system to
have good coverage of a large set of possible nonself antigens with a relatively
small number of antibodies [5].

Negative Selection technique of AIS is employed while accepting antibodies for
the system. Initially antibodies are generated randomly distributed uniformly over
the set of possible antibodies. Any self-antigen matches to generated antibody is
discarded [14].
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5.4 Learning and Detection Phase

All nodes behave ideally in the learning phase of system that leads to the generation
of true network traffic profile. The learning phase is long enough so that system able
to capture ideal behavior correctly. Antigens are formed on the basis of applied
traffic that reflects the ideal behavior of nodes. Subsequently antibodies are gen-
erated randomly that encompass nearly all possible misbehaviors. Antibodies work
as detectors for identifying deviation from normal behavior in detection phase.

In the detection phase certain number of nodes are set to misbehave that disturb
the normal working of network. Detectors generated during the learning phase are
applied to antigens of currently running network traffic. Match of any detector to
antigen represent the potential misbehavior.

6 Performance Evaluation

The proposed Misbehavior Detection System (MDS) is implemented in network
simulator NS2 2.35 for analyzing the effectiveness of the system in detecting selfish
or malicious behavior for 802.11 MAC protocol in MANET. MDS extends the
functionality of 802.11 by adding misbehavior detection capabilities. Simulation
results are based on detection rate, false positive rate and packet delivery rate
metrics.

6.1 Simulation Description

Mobile Ad hoc Network consist of 40 nodes in a rectangular area of dimensions
800 m × 800 m is simulated for 60 min. The initial positions of nodes are chosen
randomly defined in input file. Nodes move randomly with fixed speed of 1 m/s.
Among 40 nodes 7 nodes are sources of data, generate Constant Bit Rate
(CBR) traffic of packet size 512 bytes sent 5 packets/s. The simulation parameters
and their default values are summarized in Table 4.

Misbehavior is introduced by modifying the standard specification of 802.11
protocol for certain number of nodes marked as misbehaving nodes. The other
nodes of the network following the default definition of protocol are well behaving
nodes. In our simulation we incorporate two misbehaviors: (1) Not replying with
CTS packet corresponding to RTS packet received by selfish nodes. (2) Sending of
fake RTS packet at regular interval by malicious nodes.
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6.2 Performance Metrics

The performance of system is measured using the following metrics: (1) Detection
Rate, (2) False Positive Rate, (3) Packet Delivery Rate (PDR).

• Detection Rate is the percentage of malicious nodes identified correctly.
• False Positive Rate is percentage of well behaving nodes identified as malicious.
• Packet Delivery Rate is percentage of packets delivered at destination.

6.3 Simulation Results and Analysis

Based on the performance metrics we have analyzed the simulated results as given
below:

(1) Detection Rate: Simulation result represented in Fig. 5 shows that detection rate
of MDS decreases for 802.11 MAC protocol under both routing protocol DSR
and AODV. The system’s detection rate is more than 70 % even in the presence
of 40 % misbehaving nodes.

The detection rate of MDS increases as we increase the number of detectors we
employ in detection phase as shown in Fig. 6. Antibodies generated in learning
phase work as detectors in detection phase. The MDS able to detect more than 55 %
of misbehaving nodes using only 100 detectors while it reaches close to 98 % when
number of detectors are increased to 500 for both DSR and AODV routing pro-
tocols running over 802.11 MAC protocol.

Table 4 Simulation
parameters

Simulation environment parameters

Parameter Default value

MAC protocol 802.11 DCF

Routing protocol AODV, DSR

Simulation time 60 min

Simulation area in meters 800 × 800

Number of nodes 40

Radio range 250 m

Propagation path loss model Two-ray

Mobility model Random way point

Mobility speed (no pauses) 1 m/s

% misbehaving nodes 5, 10, 15, 20, 25, 30, 35, 40

Traffic type CBR

Connection type UDP

Packet size 512 bytes

Traffic generation rate 5 packets/s
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(1) False Positive Rate: False positive rate of proposed system MDS ranges from 3
to 10 % for 802.11 under both routing protocols. The false positive rate is
maximum when network contains 40 % misbehaving nodes (Figs. 7 and 8).

(2) Packet Delivery Rate: Packet delivery rate of underlying network decreases as
we increase the number of selfish and malicious nodes. This is same when
802.11 are working alone without any detection system. It is reasonable because
our proposed system is performing misbehavior detection only and does not
incorporate any possible reactions.

Fig. 5 MDS detection rate
with varying number of
misbehaving nodes

Fig. 6 MDS detection rate
with varying number of
detectors
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7 Conclusions

We have proposed a Misbehavior Detection System (MDS) for detecting nodes
indulging in selfish or malicious activities in 802.11 MAC layer protocol of
MANET environment. MDS use negative selection for generating antibodies in
learning phase that later work as misbehavior detectors in detection phase. The
proposed system requires learning in ideal environment so that it can detect nodes
anomaly behavior by computing the deviation from standard behavior. The system
is also capable of learning and identifying new misbehavior. The detection system
is tested for two on demand routing protocols DSR and AODV. Misbehavior is
incorporated by modifying the behavior of nodes as selfish or malicious. Selfish
nodes do not respond to RTS packet by CTS packet while malicious nodes send

Fig. 7 MDS false positive
rate with varying number of
misbehaving nodes

Fig. 8 Packet delivery rate
with varying number of
misbehaving nodes
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fake RTS packet in regular time interval to reduce the chance of well-behaved
nodes for sending genuine data.

Simulation results confirm good detection rate even in the presence of large
percentage of misbehaving nodes. The proposed system is able to identify nearly all
misbehaving nodes for sufficiently large number of detectors with very small false
positive rate. The advantage of the proposed system is that it can identify 802.11
MAC layer misbehaviors efficiently. On the hand limitation of system is it assumes
that no misbehavior in routing protocols.
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Wideband Monopole Antenna
for WWAN Services

Mohamad Amir Imran Mohd Hasli, Ahmad Rashidy Razali,
Aslina Abu Bakar, Mohd Aminudin Murad
and M. Feroze Akbar J. Khan

Abstract An approach to design a compact monopole antenna for use in portable
RF transceivers that feature wideband performance and miniaturized dimension is
presented. The antenna structure is initially designed as a microstrip-fed planar
monopole quarter elliptical shape supported by a 60 × 90 mm2 ground plane
bolstered on FR-4 substrate. A parasitic microstrip stub and a ground plane cut are
introduced to achieve wideband characteristic. The proposed approach modifies the
antenna’s structure by introducing two miniaturization steps on both the radiator
and ground plane. The modification that partially removes the radiator and ground
plane to enact a slot is the first step in the proposed miniaturization. In the second
step, the main radiator is carefully corrugated near the tapered end of the elliptical
radiator to further reduce antenna’s size without undermining the wideband per-
formance. The simulation and experimental results are compared and discussed.
The designed antenna operates at all wireless wide area network (WWAN) services
from 850 MHz to 3 GHz at 6 dB return loss reference.
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1 Introduction

With the rapid and growing interest in wireless communication system and its
application, the compact multiband and wideband antenna are highly demanded.
Such antennas are required to handle various wireless services over the 850 MHz to
3 GHz frequency range. These include AMPS, GSM, GPS, DCS, PCS, UMTS,
WLAN and WiMAX service bands. Many research that have been done show that
the smaller the antenna size and dimension, the lower is the bandwidth [1]. This
challenge always becomes the drawbacks to antenna designer in order to meet the
compact criteria came from the industry. To overcome the impact, designers
introduce lots of technique which manipulate the current distribution on the antenna
radiator. Techniques such as truncated ground plane slot [2, 3], parasitic element
introduction [4, 5] and radiator slot [6–8] have been explored in order to achieved
compact size, broadband characteristics and desired band of interest.

This paper present a new approach of the antenna designed in [9] with reduction
of the antenna size using a combination of a few method that have been experi-
mentally proved. The wideband characteristics are achieved by introducing a
symmetrical corrugated slot along the radiator end which improved overall return
loss. Then, a slot is applied in the middle of the radiator to further enhance overall
return loss. Finally a symmetrical ground slot near the feed line is attached to tune
the resonance to cover most of significant services within this frequency range.

This paper is organized as follows. Section 2 describes the geometry and the
design process of the proposed antenna. Comparison between original antenna in
[9] and proposed antenna is described in full electromagnetic (EM) wave simulation
by comparing the return loss performance of both antennas. A few parametric
studies have been presented to show the effect of modification to achieve optimum
design parameters. Next, in Sect. 3, the experimental antenna results are described.
This includes a comparison and discussion about simulation and experimental
return loss, antenna gain, and radiation pattern at the band of interest. In the end, the
conclusion is resolved.

2 Antenna Geometry

2.1 Initial Antenna

The initial structure of quarter elliptical monopole antenna is as shown in Fig. 1. It
is initially proposed by the work in [9] that provide a wide band antenna for
wireless service band below 6 GHz. The main radiator is designed using the
combination of quarter ellipse with major axis radius, a = 50 mm, minor axis
b = 30 mm and a 13 mm radius circular structure as the curvature edge. The radiator
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is located at the top layer of 1.6 mm FR4 substrate with dielectric permittivity of
4.3. The radiator is fed by a microstrip line of width wf = 3 mm to achieve the 50 Ω
characteristic impedance feedline. The initial design positioned the feed point of the
microstrip line towards the right end of the substrate. The antenna radiator is
supported with w = 60 mm × l = 90 mm ground plane at the bottom layer of the
substrate. An open circuit microstrip parasitic element is positioned parallel to
the right edge of the main radiator with dimension of lp = 24 mm and wp = 2 mm.
The lower end is connected to the ground with a shorting pin. The ground plane
designed begin with a cut, v of 10 mm combined with a 10 mm radius circular
structure extended to the left end of the substrate width as shown in Fig. 1.

2.2 Proposed Antenna

The focus of the proposed antenna modification is to improve the bandwidth of the
resonance and to achieve miniaturization. First, corrugated slots are introduced to
the original quarter ellipse radiator in the manner shown in Fig. 2. The introduction
of these corrugated slots reduces the radiator size while maintaining the resonance
performance as discussed in [10, 11]. The slot depth dimension is set to be less than
a quarter of the effective wavelength at the lowest operating frequency. The cor-
rugated slots present an inductive reactance, as well as lengthened the current path
on the radiator. The initial width of the corrugations follows the guideline from
[10]. The final dimensions are obtained from parametric optimization in CST
Microwave studio. The second modification introduced in this proposed antenna is

Fig. 1 Configuration of initial antenna [9]
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the inclusion of a slot in the middle of the radiator. It is shown in [7] that an
introduction of slot at the radiating element excites a new frequency resonant. The
effect of this slot will be discussed in the later section. In order to further enhance
the impedance bandwidth of the proposed antenna, a symmetrical stair-shaped
ground slot is introduced as shown in Fig. 2. To apply this, the microstrip feedline
of the radiator is initially bent into S shape with the aid of two 10 mm radius quarter
circulars. With this modification, the feed point is moved to the middle of the
substrate lower end. This technique are explained in [12], where the author dis-
cussed the possibilities of bandwidth enhancement using ground slots, while in
[13], the coupling of open ended ground slot with feedline is capable to generate a
new frequency resonant. Therefore, this proposed slot design exploits the ground
slots promising advantage to enhance the bandwidth. On top of that, the proposed
antenna also achieves length reduction by 10 mm. From the return loss analysis,
this reduction has a very minimal effect at lower resonant frequency. Therefore, the
changes in losses and efficiency of antenna due to this reduction can be ignored.
The final dimension of antenna structure is summarized in Table 1.

w
wg2

a

lp 

v 

lg 

lf 

l 

wg1

Fig. 2 Configuration of the
proposed antenna design
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2.3 Parametric Analysis

Using CST Microwave Studio, the analyses done to the antenna performance are
based on ideal and loss free condition. The first analysis performed is the effect of
corrugated slot to antenna return loss. Researched done by [10, 11] concluded that
corrugated radiator reduce surface area and maintained antenna characteristics. As
shown from the results in Fig. 3, the return loss and bandwidth are slightly better
near the high frequency range after the corrugated slot is adapted to the antenna
radiator.

Next, analysis is performed by studying the behavior of the slot in the middle of
the radiator. In literatures, most antenna designs with different types of slot in the
radiator show improvement on the impedance bandwidth. For example, according
to [7], the application of U-Slot and Y-Slot achieve a dual band results.
Furthermore, [8] shows that the slot excites a new resonant frequency as it provide a
new current path. Hence, by using this technique, the overall antenna’s return loss
performance throughout the frequency range can be enhanced significantly.
Figure 4 shows the effect of a slot to the original return loss. The slot cut at main

Table 1 Proposed antenna
parameter

Parameter Value (mm)

a 37

w 60

l 80

v 10

lp 20

lg 20

wg1 10

wg2 10

Fig. 3 Simulated return loss for effect of corrugated slot on radiator
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Fig. 4 Simulated return loss for effect of slot on radiator

Fig. 5 a Simulated return loss for different types of ground plane shape. b Simulated return loss
for effects of ground slot
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radiator improves the resonant frequency at the lower band and exhibit a new
resonant frequency at the higher bandwidth.

Another analysis that has been done is the ground plane modification that
improves overall bandwidth and return loss of the proposed antenna.

As conclude in [12–14], there are some considerable effects to antenna perfor-
mance with modification of its ground plane. In this case, Fig. 5 shows the simu-
lated return loss due to effects of ground plane modification. Figure 5a compares
different ground plane shape while Fig. 5b shows the significant of ground slot
effect. The elliptical + bricks ground shows a progress response and hence has been
chosen as the ground plane of the proposed antenna. Adding a symmetrical slot at
the ground plane improves the resonant at WLAN and WiMAX bands. The final
bandwidth at 6 dB reference improved from 2.3 to 2.6 GHz.

3 Results and Discussion

The prototype of the proposed antenna was built to verify the performance of the
CST MWS simulation results. The fabricated prototype of the antenna is shown in
Fig. 6. The comparison between original antenna, simulated results, and fabricated

Fig. 6 Fabricated prototype
of the proposed antenna
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prototype antenna in terms of their return loss response are plot together in Fig. 7.
The 6 dB return loss reference was used prior to the toleration made in manufac-
turer’s specification [15–17]. The presented return loss response shows that the
simulated antenna is workable for most of the WWAN services includes AMPS,
GSM, GPS, DCS, PCS, UMTS, WLAN and WiMAX. However for the fabricated
antenna, measured results shows a small disagreement at the lower frequency and
above 2.5 GHz range. This discrepancy could be caused by the imperfection of the
prototype antenna fabrication. Also, the simulation results obtained are based on
ideal and loss free case. Measurement condition and surrounding effect could also
affect the end results. The far-field radiation pattern of the proposed antenna is
shown in Fig. 8. It shows pattern at popular wireless bands including 900 MHz,
1.57, 1.8, 2.0, and 2.45 GHz services. The simulated gain of the antenna is shown in
Fig. 9. The graph shows the antenna gain for proposed antenna ranges from 1.3 to
5 dBi.

At low frequency, the antenna exhibit nearly omnidirectional characteristics
while at higher frequency, the antenna radiate at particular direction especially on
H-plane. This is shown in radiation pattern in Fig. 8.

Fig. 7 Comparison between measured and simulated return loss of the proposed antenna with
original antenna
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Fig. 8 Simulated 2D radiation pattern of the proposed wideband antenna at several frequencies
used by modern wireless services
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4 Conclusion

The design of wideband monopole antenna in the form of quarter-elliptical radiator
for use in WWAN services has been presented. The proposed antenna operates
from 850 MHz to 3 GHz at 6-dB return loss reference. It produces almost omni-
directional radiation patterns and has the gain between 1 and 5.5 dBi. With its
small, compact size and good bandwidth coverage, it can be a good candidate for
use in portable RF transceiver to access modern WWAN services.

Acknowledgement The author would like to acknowledge the Ministry of Science and
Technology (MOSTI), Malaysia through EScience Research Grant Project No. 04-01-01-SF0620
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Smart Meters in Smart Cities:
An Application of DLMS-COSEM
on 169 MHz WM-Bus

Giuseppe Di Leo, Consolatina Liguori, Vincenzo Paciello,
Antonio Pietrosanto and Paolo Sommella

Abstract Advanced Metering Infrastructures (AMI) are going to represent the
backbone of all the Smart City projects where metering and other public services
are supposed to be smart. The scenario proposed by OPEN METER project is
taking shape in some urban areas where smart meters, concentrators and central
access systems have been experiencing. In this paper some topics concerning the
use of DLMS-COSEM (Device Language Message specification-Companion
Specification for Energy Metering) protocol on a 169 MHz gateway network
based on WM-bus for collecting and manage data coming from smart meters and
other electronic devices are discussed by the authors. In particular, an innovative
solution for water metering and the architecture of a data Central Access System,
are described in detail.

1 Introduction

Urban areas are today a privileged ground of challenge for those who want to
develop services aimed at improving the quality of life based on the use of inno-
vative technologies. One of the aspects, which an important game is played on, is
surely made by energy consumptions. Mode of reading for billing and possibility of
monitoring offered to customers greatly influence the perception of the service
quality that the utility companies can grant [1]. The perceived quality, however,
adds further costs thus determining the final cost of the service. To date, the costs
that the Authorities recognize the companies are often determined by assuming that
readings are to be committed to staffs who go there to read the data displayed on the
front panel of an analog mechanical meter. This modality inevitably causes diffi-
culty in making regular readings, with consequent recourse to advance and balance

G. Di Leo � C. Liguori � V. Paciello � A. Pietrosanto (&) � P. Sommella
Department of Industrial Engineering, University of Salerno, Salerno, Italy
e-mail: apietrosanto@unisa.it

© Springer International Publishing Switzerland 2016
H.A. Sulaiman et al. (eds.), Advanced Computer and Communication
Engineering Technology, Lecture Notes in Electrical Engineering 362,
DOI 10.1007/978-3-319-24584-3_62

735



in charging consumption, and low efficiency of the service itself. Also detachments
of users from the grid for emergency or lawsuits are difficult or, at times, impossible
[2, 3]. This is the reason why Smart Metering and Advanced Metering
Infrastructures (AMI) for full-scale bi-directional data communication are being
more and more widespread. During last years, a lot of Automatic Metering
Infrastructures have been experiencing, based on different physical channels and
available to different kind of utilities (electric power, gas, water) [4, 5].

As for water and gas metering the problem is twofold and concerns both meters
and infrastructure. In the most of installations meters are still mechanical and then
output cannot be transmitted. New electronic smart meters are going to be placed on
the market but they are battery devices and data connection is wireless.
Consequently, battery life and reachability represent the major problems of smart
metering in these fields. Moreover, no dedicated network for measurements and
commands exists, therefore ad hoc solutions for infrastructures have to be experi-
enced. In the electric energy field the problem of automatic metering had been faced
since some years. The replacement of electromechanical meters with numeric
counters and the indispensable connection of the meter to the power grid allowed
the development of a communication system that uses the last mile of the grid
(PowerLineCommunication). As a result, since for power meters connected in part
to a wired network no energy consumption problem and limited problems of
reachability arose, this solution has been widespread. Particularly relevant in this
field has been the OPEN Meter project [6], whose goal is to specify a compre-
hensive set of open and public standards for AMI. The 169 MHz wM-Bus is
suggested for water, gas and electric power smart meters. Some other devices,
“concentrators” should be spread in the urban area to interface 169 MHz smart
meters with a central unit through the GSM-GPRS network. Among the protocols
suggested for the communication between smart meters and central unit, the
DLMS-COSEM [7] seems to be the solution accepted by the most of the stack
holders. Based on data models and functional processes in an object oriented notion
(OBject Identification System, OBIS), the DLMS-COSEM specifies data exchange
procedures and access services for the smart devices at the application layer, by
allowing interoperability between devices from different vendors. Thanks to the
OPEN Meter also national regulations have accepted the recommendations about
infrastructure, systems and communication protocols for data storage [8].

In the gas sector, there was a deep innovation of meters to turn them from
volumetric flow meters for measuring mass flow [9]. This redesign has prompted
the introduction of electronics and allowed easy integration of a wireless commu-
nication module with the metrological part. As for gas meter, manufacturers are
already releasing models featured with 169 MHz radio modules implementing the
DLMS-COSEM protocol, but very few network infrastructures at 169 MHz have
been installed until now.

In water meter market, during last few years new principles have been coming
out which are based on electromagnetic induction or ultrasounds and allow elec-
tronic smart meters to be made, but they are not available yet. Solutions instead that
adopt traditional measurement principles featured with electronic readers (reed
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contacts) and transmitters are available for a long time, but transmitters exploit
physical channels mainly designed for integration in Home Area Networks, thought
to connect together smart meters and smart devices within the home premises, and
not for the direct integration of a meter in AMI. This means that wireless tech-
nologies like ZigBee and wireless BACnet, or wired busses like HomePlug [10] are
generally adopted. This article presents an AMI that fully implements all the
specifications of the project OPEN Meter which have been transposed in the
national regulations. The proposed solution is based on a 169 MHz network which
allows the bi-directional connection of water, gas and power meters to a single
Central Access System. In the work is described the organization of the network
relatively to the problems of: (i) occupation of the channel by the various users;
(ii) distribution of the gateways within the urban area; (iii) design and construction
of the Central Access System (SAC); (iv) network management by the “third
operator”. In particular, an original solution for the realization of a water smart
meter for 169 MHz networks fully compatible with the DLMS-COSEM protocol is
described. Finally the former results are given of a pilot project that is being carried
out in the town of Salerno thanks to funds given by the Italian Gas Authority to
facilitate the experiments of 169 MHz infrastructures.

2 Advanced Metering Infrastructure in Smart City

AMI must be thought as a system that measures, collects and makes available to
utility companies data coming from electricity meters, gas meters and water meters,
through various communication media on request or on a pre-defined schedule. In
this architecture, measurement data are forwarded to a central unit, featured with
suitable web interfaces which allow eventual control strategy to be implemented in
and/or pricing data and commands to be sent to meters by utility.

The communication architecture for the proposed AMI is based on a hierarchical
topology, as shown in Fig. 1: sensor nodes (WSN nodes) are connected to master
nodes, acting as data concentrator unit/(DCU/GW), which in turn send information
to a centralized control and monitoring system, where data are stored and pro-
cessed. More in detail, the leaf nodes in the hierarchical network should be able to
perform short or medium range radio transmissions at a low power consumption,
while master nodes are equipped with long-range transmission capacity. Each
master node is responsible for the collection and organization of data generated
from several peripheral nodes, that are to be delivered to the central monitoring unit.
Here, data are processed in order to identify and locate possible faults in the
distribution network, in a real time fashion.

The choice of the individual components, especially for the numerous remote
nodes, must be made with the aim to reduce maintenance operations to a minimum.
The architecture of the monitoring network will provide master nodes equipped
with GSM/GPRS modem to communicate with the central unit, over typical dis-
tances of a few kilometers. To this aim, master nodes are usually powered by the
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grid, or from solar cells. Short/medium range communications, as performed by the
leaf sensor nodes, must require the minimum power consumption, usually provided
by batteries. For these reasons, the wM-Bus standards is assumed as a good tradeoff
among the power requirements due to radio transmission, and the coverage range
that allows to increase the number of sensor nodes to locate on the multi-service
grid.

3 The RF 169 MHz Smart Meter Network

The wireless M-Bus (EN 13757-4:2013) has emerged as the recommended standard
for metering scenario in European market because it represents a good tradeoff
among the power requirements due to radio transmission, and the coverage range
that allows to increase the number of sensor nodes to locate on the multi-service
grid. In details, the standard specifies the communication protocol (at both the
physical and data link layer of the ISO/OSI model) between low-cost, batteries
operated meters and a stationary data concentrator or mobile reader. wM-Bus
transceivers require low energy thanks to a low-overhead protocol, transmission-
only modes (which do not require an idle receive phase) and long-range sub-GHz
transmission bands. While the first document EN 13757-4:2005 prescribed the
adoption of 868 MHz ISM and 468 MHz bands (using FSK modulation with data
rate ranging up to 100 kbit/s), the last version EN 13757-4:2013 added new
transmission modes at 169 MHz (GFSK, GMSK and 4-GFSK modulations) with
lower data rates (up to 19.2 kbit/s). The lower 169 MHz frequency band enables
longer transmission range due to the inherently lower path losses, while the reduced
data rates enable higher sensitivity for the receiver, allowing a reduction of the
transmission power at the transmitter or a longer transmission range for the same
transmission power [11].

Fig. 1 Block scheme of the
AMI
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For these reasons, only the N2a-f modes for stationary readout (169 MHz fre-
quency band with 12.5 kHz channel separation and data rate ranging from 2.4 up to
4.8 kbit/s) have been included in the national specification UNI/TS 11291-11-4:2014
for gas metering and considered in the following. In these bidirectional communi-
cation modes, the meter starts the transmission to the concentrator, being the latter
always in reception. The transmission session cannot be started by the concentrator
since the meters mostly remain in sleep mode to save battery life and open the
reception window only after the transmission of the first packet, waiting for the
concentrator command or request. Then, the meter switches to the Frequent Access
Cycle (FAC): it shall repeat the last message periodically with a FAC-Transmission
delay tTxD until the next request or command is received from the concentrator.
The FAC lasts until the FAC-Timeout after the last successful reception of a
command/request from the concentrator. The FAC can be earlier stopped by the
concentrator, which sends a suitable message at the end of the communication.

The transmission mechanism assured by the wM-Bus mode N have led the
authors to develop a pilot Smart Meter Network (including 2500 sensors/actuators),
which is able to support the multiservice applications as specified in Table 1, where
the corresponding communication requirements are reported, both on uplink (from
the endpoint to the network) and on downlink (network to the sensor).

Further to the traditional gas, water and electricity metering services for billing
purposes, the identified applications also include the parking management (based
on suitable sensors to be installed on cars and used within the municipality by
registered users) and the health alarming (through suitable indoor sensors activated
by ISM band radio-buttons available to older/disable people).

For every application, the reported dataset includes the payload both for
wM-Bus and DLMS-COSEM protocols. Suitable OBIS codes have been introduced
for data information associated to water metering, parking management and health
alarming. As previously introduced, a visual sensor node (shown in Fig. 2a) is

Table 1 Summary of application requirements

Application End-points Uplink Downlink
Periodicity Dataset

(bytes)
Daily
load
(bytes)

Periodicity Dataset
(bytes)

Daily
load
(bytes)

Gas
metering

1.000 3 times/day 150 450 1 time/month 50 –

Water
metering

1.200 1 time/month 10k 330 1 time/month 4, 5k 150

Parking
management

200 6 times/h 50 300 6 times/h 50 3

Health
alarm

80 Random 50 – Random 50 –

Electricity
metering

20 3 times/day 150 450 1 time/month 50 –
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adopted for water metering, which is monthly requested for the image acquisition
and transmission on the basis of the last snapshot date and sensor status (daily
dataset). About the parking management, suitable OBIS codes for the cumulated
parking time (from the subscription date), the user code and the associated gateway
are transmitted during the service requested by the car owner, whereas OBIS codes
for user identification and SMS destination phone number are included in the
transmitted dataset for the health alarming.

About the hardware implementation of the RF 169 MHz Smart Meter Network,
except for the gas meters (manufactured by two different companies according to
the national market specifications) multiple prototypes have been developed for the
water and electricity metering as well as the parking management and the health
alarming, which all share the common platform for radio transmission capabilities.
More in details, the smart meters and sensors include: (i) the high performance
ARM®Cortex™-M3 32-bit RISC core as Microcontroller; (ii) the sensing element;
(iii) the Texas Instruments CC1120 chip as RF Transceiver, (iv) the
SKY65367-11chip as RF front-end module. The selected family of microcontrollers
pays great attention to power saving that’s why there are three operation modes that
are conceived to economize battery consumption these are: Sleep, Stop and Standby
modes. Analogously the other modules work at very low power and low voltage so
that they can match the requirement for low power operation of the single node.

As an example Fig. 2 shows the circuit schematics of the RF 169 node (in-
cluding the micro-camera as sensing element) when applied to the traditional water
meter for retrieving the image of the front analog panel.

A slight difference exists for the electricity metering: the prototype unit intro-
duced in [12] is completed with an add-on module which makes the meter a
wM-Bus Repeater according to the standard EN 13757-5:2011: it is able to collect
the measurement data from the water, gas meter and other end-points by adopting
the N2a-f channels (both at 2.4 and 4.8 kbps) and extend the transmission range of
the network by using the prescribed N2g mode (at 19.2 kbps).

Fig. 2 Water smart meter with 169 MHz RF wM-bus communication module
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4 The DCU Network

Data concentrator units are essential devices in the AMI. The principal function is
to gather data from several smart meters, compress gathered data and then pass on
to the central system. This reduces the number of application association estab-
lishment among smart meters and the central system. If the AMI has no DCUs,
millions of smart meters have to communicate with the central system directly. This
is practically impossible due to the number of transactions, the long distances and
cost incurred. The data collected from smart meters involve energy usages,
important events and so on. The control system analyses the collected data for
billing and quality of service. Conversely, the central system sends commands,
firmware upgrades and billing methods to smart meters via DCUs.

A prototype of DCU for multi-service AMI has been developed and is reported
in Fig. 3. The hardware architecture includes: (i) a BeagleBone Black board able to
processing information at application level (DCU functionalities) and (ii) as many
ARM microcontrollers as the different services (gas, electricity, water, parking and
health assistance) are intended to be simultaneously managed by the concentrator.
More in details, at DLMS-COSEM level, DCU behaviors both as a client (with
respect to the smart meters) and server (with respect to the central system), also
providing a transparent end-to-end communication. These concentrator function-
alities are implemented at the meter side by the same hardware devices as previ-
ously introduced for the water meter, whereas, at the other side, the DLMS-COSEM
communication profile over TCP/IP (developed for GPRS transmission within a
Public Network) is implemented by the BeagleBone Black board. Considering 10
concentrators for the whole system and considering the total amount of the meters
(as reported in Table 1). The mean number of meters per each concentrator is 250.
Considering the characteristic of the 169 MHz radio-network and to avoid the

Fig. 3 Concentrator and repeater collect measurement data from meter
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packet collision (multiple channel access), a time division scheme has to be con-
sidered. Each meter has the RTC clock and it is possible to program an awake time
for different each meter.

5 The Central Access System (SAC)

The function of the Central Access System in the remote reading system is the
networking management: all utilities that need to communicate with the meters must
do so exclusively through the central access system that is the only component of the
infrastructure to delegate that function. The implemented Central Access System
(depicted in the scheme of Fig. 4) consists of three software modules: (i) a module
developed in JAVA that implements communication with concentrators and/or
meters using the protocol DLMS-COSEM and the mobile (GPRS/UMTS) network;
(ii) a web application developed in PHP that allows users and utilities to send
commands to the meters and access the stored data; (iii) a MySQL relational data-
base that records all data uploaded by the meters. More in detail, the Business Logic
of the web application is responsible both for the automatic networking processes
(such as clock synchronization, meter enrollment, regulation of the power trans-
mission for battery optimization, periodic data recording) and the services requested
by the utilities and end-users through the Web Server. The meta-commands coming
from the utility (such as orders for Tariff Plan changing, new metering point asso-
ciations, meter valve closing) are translated in the corresponding OBIS codes and
transmitted through the DLMS-COSEM messaging. Analogously, the end cus-
tomers may access the measurement data (request for consume profiles) by adopting
a user-friendly web interface, which makes the underlying communication protocols
and objects transparent. About the security features, the Central Access System
implements mechanisms for authentication to allow access to the concentrators and
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utilities. The data that is exchanged between head-end system and concentrators or
utilities are encrypted with AES-GCM 128 bit; it is ideal for protecting packetized
data, because it has minimum latency and minimum operation overhead.

6 Experimental Results

In order to evaluate the performance of the proposed multiservice smart metering
scenario, a preliminary investigation has been carried out about the diverse energy
needs for the visual sensor node at the different operation modes. Figure 5 reports
the average current absorption figures for the most energy demanding prototype
(visual node equipped with the STM32F207 ARM microcontroller, TI CC1120
transceiver and camera sensor). Task energy estimates are based on measured
values for the microcontroller operating at 3.6 V and the CC1120 transceiver
operating in wM-Bus N2a mode at maximum transfer power. The expected
life-time of the visual node (battery discharge) reveals to be greater than 13 years,
when the smart meter is configured as follows: (i) 3 daily random push sessions
(data rate = 4.8 kbs and wM-Bus frame length = 180 byte); (ii) a monthly image
acquisition and transmission (FAC session); and (iii) 2 lithium batteries for a total
capacity equal to 7000 mAh.

About the communication capabilities of the visual nodes, a comparison has
been carried out between simulated and measured data taken into account the RSSI
received by the DCU/GW when adopted in urban scenario with medium inhabitant
density. A popular wireless sensor network simulator (Castalia, which exploits the
facilities offered by Omnet++) has been exploited to model both the electrical
characteristics of the sensor node (transmission power, antenna size and pattern,
functional states of RF Transceiver) and the physical channel of the radio com-
munication. More in details, two well-known models (LogNormal and Okumura-
Hata) have been included in the analysis by varying the corresponding parameters
in the Path Loss formulas (such as the path loss exponent in dependence of the
propagation environment and the fading factor). A summary of the results is
reported in Fig. 6, which highlights the inefficiency of the models proposed in
literature (which tend to underestimates the path loss) and the stringent need for a

Fig. 5 Electrical current absorption of the visual water meter
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synthesis and experimental calibration of ad hoc model about the wM-Bus com-
munication. In Fig. 6 is also reported the observed Packet Received Ratio (PRR%)
as varying as the measured RSSI, when a wM-Bus frame length equal to 125 bytes
is transmitted by the visual sensor node at the maximum allowed power (the typical
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Fig. 7 Installation plan of the smart network in urban scenario (Salerno downtown)
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DLMS-COSEM payload for the proposed image block is taken into account). Lead
by the measurement results, in order to assure a reliable communication for the
most demanding application (by maintaining the need for packet re-transmission as
low as possible and optimizing the life-time of the visual nodes) the selection of the
installation sites of both the remote sensors and the DCU/GW for the Pilot project
has been carried out by considering the maximum communication distance equal to
150 m. As an example, in Fig. 7 is reported a scheme of the installation plan for an
urban area within the historical downtown in the city of Salerno, where two DCUs
are supposed to assure the data retrieve by 400 remote sensors.

7 Conclusions

The AMI presented in the paper has demonstrated that the DLMS-COSEM protocol
leaves very few points of ambiguity if its implementation is rigorous and complete,
even though the number of OBIS implemented to grant the maximum interoper-
ability among smart meters is probably exorbitant respect to the actual needs of
utilities. Former results concerning the in situ optimal siting of gateways confirm
the complexity of the problem and its substantial dependence on environmental
characteristics of urban areas more than on R.F. modules and their antenna per-
formance. Moreover, some indication have been given on the distribution of the
several services using the gateway network among channels and during the day
time. The use of images in water smart metering forced the authors to think a
proprietary solution to allow the implementation of DLMS-COSEM paradigms that
showed good reliability in data transmission, even if the occupation of the channel
is quite heavy. During the first part of the pilot project which has been carrying out
in the city of Salerno the SAC designed by the authors demonstrated good func-
tionality and ease of access. Future developments will be aimed at further
improvements of the gateway nodes in the area through the use of mobile devices of
investigation of the area characteristics.
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Empirical Estimation of Multilayer
Perceptron for Stock Market Indexes

J. Chandra, M. Nachamai and Anitha S. Pillai

Abstract The return on investment of stock market index is used to estimate the
effectiveness of an investment in different savings schemes. To calculate Return on
Investment, profit of an investment is divided by the cost of investment. The
purpose of the paper is to perform empirical evaluation of various multilayer per-
ceptron neural networks that are used for obtaining high quality prediction for
Return on Investment based on stock market indexes. Many researchers have
already implemented different methods to forecast stock prices, but accuracy of the
stock prices are a major concern. The multilayer perceptron feed forward neural
network model is implemented and compared against multilayer perceptron back
propagation neural network models on various stock market indexes. The estimated
values are checked against the original values of next business day to measure the
actual accuracy. The uniqueness of the research is to achieve maximum accuracy in
the Indian stock market indexes. The comparative analysis is done with the help of
data set NSEindia historical data for Indian share market. Based on the comparative
analysis, the multilayer perceptron feed forward neural network performs better
prediction with higher accuracy than multilayer perceptron back propagation.
A number of variations have been found by this comparative experiment to analyze
the future values of the stock prices. With the experimental comparison, the mul-
tilayer perceptron feed forward neural network is able to forecast quality decision
on return on investment on stock indexes with average accuracy rate as 95 % which
is higher than back propagation neural network. So the results obtained by the
multilayer perceptron feed forward neural networks are more satisfactory when
compared to multilayer perceptron back propagation neural network.
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Keywords Return on investment (ROI) � Multi layer perceptron (MLP) � Neural
network (NN) � Feed forward (FF) � Adaptive linear neuron (ADALINE) � Back
propagation (BP) � Mean of magnitude relative error (MMRE)

1 Introduction

Stock market forecasting is an important task for an investor to make good returns
on investment. The aim of the investor in investment society is to maximize the
values on return on investment. The return on investment of stock market indexes
keep changing from time to time. Therefore, it is very difficult to predict next high
values of stock indexes [1]. The strategy used for selecting the stock index is one of
the biggest challenges faced by the investor society. According to Indian stock
market, the stock market investments are more volatile and highly perilous in the
field of investment. Forecasting the stock market indexes in the investment field is
considered as one of the major challenges in the investor society. A variety of
statistical methods and systematic indicators have been used with different results
but these methods have limitations and are not completely capable of providing
accurate results. Many researchers have already implemented multilayer perceptron
neural network methods to resolve the problems faced by the investor in the stock
market but accuracy of the prediction is not standard [2, 3], so to set the benchmark
for the prediction of stock indexes, the comparative analysis of multi layer feed
forward and back propagation neural network is used. Even though many research
works have happened with stock market prediction using neural network methods,
when checked across the original values of the stock prices on next days, the
performance rate was very low (i.e., the average accuracy rate for the MLP back
propagation neural network was 63–85 %). The regression model is considered as
one of the popular methods in predictive analysis. The performance of MLP neural
network behaves better than regression models [4]. Many years, the MLP neural
network has also been applied to different applications in financial services.
Performing the stock prediction is not a simple job even for an expert, because the
data set used for these predictions may be linear or nonlinear. Here, the focus is
more on accurate prediction of stocks and commodity trading. In 1943, Mcculloch
and Pitt developed neural network models on the basis of neurology.

The neural network model makes numerous assumptions and the working
condition of neural network is based on simple neurons which are essential as
binary devices. The neural network method is very flexible, an adoptive method-
ology that can be applied to problems as stream flow forecasting ground water,
rainfall runoff modeling. Neural Network has gained a lot of interest in the last
decades. The neural network methods can be found in numerous application areas
such as stock forecasting, digital image processing, pattern recognition and opti-
mization. Building MLP neural network was an attempt to understand investment
behavior of human understanding, learning and cognitive process.
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The MLP neural network is the most widely used neural network in optimization
and high quality prediction. The neural network can also be implemented in
numerous application areas such as stock forecasting, digital image processing and
pattern recognition. The objective of the research is to focus on building intelligent
systems that are invented to replicate individual intelligent applications for fore-
casting. The MLP neural network is a collection of layers in elementary units called
neurons, connected to one another by weighted connection. The MLP neural net-
work structure consists of linked cells. The MLP neural network neurons obtain
impulses from any input cells to other neurons. The MLP neural network is used to
achieve various types of transformation of input and transmit the result of the
transformation to other neurons and perform some kind of transformation to the
output cells (see Fig. 1).

The MLP neural network is an intelligent method used to identify design pat-
terns from any given data. Figure 1 shows MLP neural network architecture which
contains three inputs such as f1, f2, and f3, two hidden layers as H1, H2 and one
output layer O1 and B1 and B2 are intermediate nodes which are used to connect
hidden nodes and output nodes. The input pattern is offered to the input layer of the
neural network. The given inputs are propagated throughout the network until they
achieve the output units. This forward pass produces the real or predicted output
pattern.

2 Related Work

The Auto Regressive Integrated Moving Average model is one of the popular and
very old methods which was implemented in SPSS, SAS to forecast the financial
prices. Kohzadi et al. [5] compared ARIMA model with neural network for fore-
casting the commodity price. The comparison is checked with different products
like wheat, cattle prices from 1956 to 1990 and the same research was repeated

Fig. 1 MLP neural network
architecture
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many times in three years. Through the comparative experiment, the author found
that the neural network model performs better than ARIMA model due to absolute
mean error. With experimental result, it was also found that the neural network
methods perform extremely well with wheat as well with cattle but ARIMA model
could do only with wheat product. According to the author’s experimental work, it
is concluded that neural network works better than ARIMA for price prediction.

Ravichandren et al. [6] has compared neural network and statistical methods for
performance prediction of return on investment in Indian share market indexes,
which has been considered as a dominant method in data analysis. The neural
network result was compared with traditional statistical method for estimating the
values of return on investment and it is found that the neural network method
provides better accuracy than the traditional statistical method.

Kryzanoueski et al. [7] has compared the performance on back propagation
neural network and multi linear regression model to forecast the stock prices. The
comparison is evaluated with the help of mean squared error. Based on mean
squared error, it is proved that the back propagation model performs better than
multi regression model.

Saad and Wanseh [8] has compared the MLP back propagation neural network
with recurrent neural network for stock market prediction based on current his-
torical data. Tang et al. [9] has implemented the predictive analytics with time series
data and checked the comparison with respect to positive, negative and neutral ROI
on stock prices. Mizunu et al. [2] has predicted the Tokyo stock market using neural
network and this method was able to predict with accuracy rate of 63 %. Sexton
et al. [3] predicted Singapore stock market by integrating neural network and
genetic algorithm which has the accuracy as 81 %. The current research focuses on
improving the predictor accuracy by evaluating different MLP neural network.
According to related works, the neural network model is compared with other
existing methods, but the neural network methods perform extremely well in all
cases. So the different MLP neural network models were taken into consideration
for experimental comparison.

3 Methodology

The MLP neural network is the most popular method in the field of optimization.
The MLP neural network is an intelligent method which is used to identify design
patterns from any given data. In general, the MLP neural network models are in
used neural network to build any complex process. The perceptron has three layers
with the middle layer known as hidden layer. Another MLP ADALINE feed for-
ward neural network was developed in 1960 by Widrow and Hoff in Stanford
University [2].
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3.1 MLP Back Propagation Neural Network

The MLP back propagation neural network method was proposed by Rosen Blatt in
1957. Several neural network methods were proposed for doing classification and
prediction, one of them is MLP neural network which became useful with the
introduction of the back propagation algorithm [10]. For any commodity trading
and stock market prediction, there are a number of models in the domain such as
daily, weekly and monthly investment based on performance measures. In this
paper, the daily investment model is considered for the stock market. The MLP
back propagation neural network is very simple and it is computationally efficient to
involve its linear synaptic weights of neural network. A weakness of the MLP back
propagation is, it does not always connect and can be noticeably slow [11]. The
neural network results are subtracted from specified results and an error signal is
produced. On the basis of the error signal produced by back propagation neural
network, whereby the errors are passed back through the neural network by cal-
culating the contribution of each hidden processing unit and deriving the corre-
sponding adjustment needed to produce the correct output. The connection weights
are then adjusted and the neural network learns from an experience. Figure 2
describes the neural network structure for back propagation neural network and
feed forward neural network. The traditional back propagation network algorithm is
widely used in solving many practical problems. A back propagation neural net-
work consists of at least three layers of units: an input layer, at least one inter-
mediate hidden layer, and an output layer [12]. Typically, units are connected in a
feed-forward fashion with input units fully connected to units in the hidden layer
and hidden units fully connected to units in the output layer. Because back prop-
agation neural network is a supervised learning algorithm, the desired outputs are
given as part of the training vector [13]. The actual network outputs are subtracted
from the desired outputs and an error signal is produced.

This error signal is calculated on the basis of back propagation step, whereby
errors are passed back through the neural network by computing the contribution of
each hidden processing unit and deriving the corresponding adjustment needed to
produce the correct output [14]. Once the network is trained, it will provide the
desired output for any of the input patterns. From Fig. 2, the error rate as
32,842,283.932 and steps involved is 4909 and the other back propagation structure
contains error rate as 57,171,881 and the steps involved for training the model is
170. From Fig. 2, it is understood that the increase of hidden layers will decrease
the number of steps involved in training the back propagation networks and the
different values are shown in Table 1.

The back propagation neural network method always changes the weights to
cause more error. The weights represent the knowledge that the neural network
contains about a specific training data. Their values will directly affect the output of
the neural network. The back propagation neural network requires multiple steps to
build predictive models.

Empirical Estimation of Multilayer Perceptron … 751



3.2 MLP Feed Forward Neural Network

The MLP feed forward neural network, neurons are connected only in forward
direction. Each layer of the neural network contains links (connections) to the next
layer but there are no connections back. In general, network consists of a set of

Fig. 2 MLP back propagation neural network on stock indexes

Table 1 Comparative result on different back propagation neural network

Sl
no

Algorithm Hidden
layer

Error Reached Threshold Steps Error
function

1 Default 1 1 3E+07 0.0048 4909 CE

2 Back
propagation

5 1 6E+07 00 02 CE

3 Back
Propagation

2 1 6E+07 0.0083 170 CE

4 rprop+ 2 1 6E+07 0.0097 55 CE

5 Slr 2 1 6E+07 0.009 62 CE
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source nodes that constitute the input layer, one or more hidden layers of com-
putation nodes and an output layer of computation nodes. Usually, most neural
network has one hidden layer and it is unusual of a neural network to have more
than two hidden layers. The input signals propagates through the network in a
forward direction, on a layer by layer basis, these neural networks are referred as
Multilayer perceptron.

The method can be used for supervised and unsupervised learning. The feed
forward computes error signal as Ei = Di − Yi where Di is the preferred reply and Yi

is the real productivity produced by the network in response to the input Xi [15].
The current experiment investigates accuracy rate and the performance of high
profit value while training MLP neural network for forecasting the stock market.
The scope of the comparative experiment is to find better prediction on ROI values
and also to minimize the risk in future investment. The neural network is robust
enough to handle noisy data with errors and can be applied to any number of data
sets. The aim of investigational end result is to realize different accessible variations
of neural network model for investment predictions. The main feature of the
ADALINE feed forward method is to increase the performance of predictive ana-
lytic process.

The MLP feed forward neural network consists of set of inputs, hidden and
output layers of neurons. Every node is linked to every other node in the neigh-
boring layers. The performance of the MLP feed forward neural network basically
depends on the present input and weighted values. The feed forward neural network
can use line active function as well as non linear processing [16]. The objective of
training MLP neural network is used for producing an accumulated result whereas a
collection of input is applied to the network.

Figure 3 shows the structure of ADALINE feed forward network. Here the input
nodes are Open, Low, High values are considered as input nodes and predict-High

Fig. 3 MLP feed forward ADALINE neural network on stock indexes
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is the predictor variable. The predictor variable is found with the help of the
following equations in Sect. 3.5. The feed forward neural network model is con-
sidered as one of the best methods in MLP networks.

3.3 Data Set Description

The National Stock Exchange (NSE) is one of the popular stock market exchanges
in India and it is considered as Asia’s fastest exchange market. The historical data
of NSE stock prices are considered for deploying the model [17]. Many stock prices
like IT, CG TECH, FMCG, PSU, METAL, OILGAS and BANKEX etc., are
considered for the experiment. The data set contains more than thirteen attributes
such as item-no, item-name, expiry-month(dd-mm-yy), open(Rs), high(Rs), low
(Rs), ltp(Rs), pcp(Rs), change(%), buyqty, sellqty, sellprice(Rs) etc., Except the
name and expiry-month, the remaining attributes like ‘item No’, ‘open’, ‘close’ etc.,
are considered as numeric. The values are measured based on Indian rupees and the
closing price of every stock is used for building the MLP classifier.

3.4 Feature Selection

The main objective of doing feature selection is to reduce the number of features in
the given data set and the focus is to improve the relevancy and efficiency of the
computation in predictor classification. The Pearson’s correlation coefficient is
considered as one of the efficient feature selection methods based on the classifier
accuracy and it is mainly used in all data mining applications like machine learning,
genetic algorithm and neural network. Through the correlated values, the attribute
‘open’, ‘high’, ‘low ‘, ‘sell prices ‘values are considered as highly correlated which
is taken as the input variables for training MLP neural network models.

3.5 Building MLP Neural Network

The various steps involved in building the MLP ADALINE feed forward neural
network are shown below.

1. Load the optimized data set D. The data optimization is done using genetic
algorithm.

2. Do the correlation based features selection.//Pearson’s correlation is considered
as efficient feature selection method.

3. Build the MLP NN, the linear regression formula used with the help of inde-
pendent and dependent variable.
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4. Compute h1, h2 … hn then calculate log(h1), log(h2) … log(hn) where hi is a
hidden neuron.

5. Compute Predicted-high-value = in + d1h1 + d2h2 + dnhn. Where i is the inter-
mediate neuron and d is the output neuron.

6. Compute MRE and MMRE

Compute Accuracy ¼ 1�MMRE
7. Check the Accuracy; if the Accuracy is >90 % then accept the model for

prediction otherwise repeat step-1 to step-6 until the accuracy value is >90 %

In MLP NN, generally the hidden layer neurons are calculated with the fol-
lowing equations

H1 ¼ i1 þ a1f1 þ b1f2 þ c1f3 ð1Þ

H2 ¼ i2 þ a2f1 þ b2f2 þ c2f3 ð2Þ

H3 ¼ i3 þ a3f1 þ b3f2 þ c3f3 ð3Þ

The equations to estimate predicted high value are as follows.

Hn ¼ in þ anf1 þ bnf2 þ cnf3 ð4Þ

Log hnð Þ ¼ exp hnð Þ= 1þ exp hnð Þð Þ ð5Þ

Predicted-high-value ¼ in þ d1h1 þ d2h2 ð6Þ

where f1, f2, f3 are open, high, low values of input attributes from NSE data set and
H1, H2, H3 are hidden layers and i1, i2 and i3 are intermediate neurons to hidden
layers(dn) and d1, d2 are intermediate neurons to output layer (On). The predictor
variable high values of every share prices of the next business day is calculated
using the Eq. (6) and the values are described in Table 2 in Sect. 4.

Table 2 Predictive result on stock indexes using MLP feed forward neural network

Item
num
ber

Current
(Rs)

Open
(Rs)

High
(Rs)

Low
(Rs)

Previous
(Rs)

Predicted
high-value

Actual
high-value
(5/02/2014)

1 1735.4 1731.6 1740.35 1720.25 1728.6 1757.34 1757.4498

2 8585.95 8516.55 8600.6 8494.6 8497.55 8615.22 8615.3284

3 5386.3 5371.85 5419.35 5353.7 5368.65 5449.17 5449.1929

4 17868.9 17969.9 17989.5 17816.8 17951.8 18053.5 18053.542

5 2700.65 2658.55 2720.7 2658.55 2655.7 2741.91 2741.9199
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4 Experimental Result

Stock market prediction plays an important role in everyday life. Even though,
many people have developed multiple methods of forecasting, enough work is still
evolving around accurate prediction. So accuracy is the major concern for doing
stock market forecasting using different MLP neural network. The MLP back
propagation neural network and feed forward neural network methods are imple-
mented to forecast the stock market indexes. The first model MLP back propagation
neural network uses cross entropy (CE) to measure the performance of the MLP
back propagation neural network. The MLP back propagation is implemented with
CE error function as stopping criteria without exceeding the specified maximum
number of cycles or using fixed number of epochs for learning MLP back propa-
gation neural network. The reason for using cross entropy in MLP back propagation
neural network is to accelerate the performance of back propagation easily within a
short span of time. The second model uses feed forward neural network with
generalized error function such as MRE and MMRE. Both neural networks were
deployed and compared against the original stock prices. During the training phase,
new patterns are discovered and the accuracy of the discovered new pattern is
checked against the next high values of the original data. The performance of the
method is also evaluated with the MRE, MMRE and accuracy rate.

Table 1 describes the training phase of back propagation neural network on stock
market indices which give error rate as one in all kinds of back propagation
algorithm with different hidden layers. The code for MLP feed neural network
implemented using ‘NNET’ in R tool is given below:

library (nnet) proj1.nn <- nnet(High * Previous
+ Current + Open,data = newdata, size = 3, decay = 1e-3,
linout = T, skip = T,maxit = 1000, Hess = T) summary (proj1.nn)
proj1.nn$wts summary (proj1.nn)

The MLP back propagation neural network is implemented with the help of
‘NeuralNet’ package in R tool and the code is as follows.

library(neuralnet)
trading<-data.frame(trading data)
Neural<-neuralnet(High*open+current+previous,trading,

hidden=5,learningrate=0.01,algorithm=“backprop”,err.
fct=“ce”, linear.output = FALSE)

Through the experimental result, the predicted output values are calculated and
checked with real time values. When it is checked with the real time high values of
the next, day, the MLP feed forward neural network predicted values are very closer
to actual values than the back propagation values, which are approximately close to
the original high values. The performance of the methods are measured based on
accuracy rate. The accuracy rates of MLP back propagation neural network values
are between 80 and 85 % and the MLP feed forward neural network gives 99 % as
the accuracy rate. The accuracy rate of feed forward ranges from 90 to 99.5. By this
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experimental work, it is found that MLP back propagation accuracy is less than the
MLP feed forward neural network. The MLP feed forward neural network values
are also checked with all the back propagation algorithms for final verification. So
the MLP feed forward ADALINE neural network could be claimed as the best
method for forecasting the stock market prediction.

Table 2 shows the input variables item number, Open, High, Low values of
historical data of the day 4/02/2014 which were used to measure the predicted-high
values. By this experiment, it was found that the predicted high values using FF
NNs are very closer to the actual values of next day high values.

5 Conclusion

The ROI values of stock mark indexes are predicted based on historical data of
every day closing price of NSEindia. The MLP feed forward neural network can be
concluded as an efficient predictable method than MLP back propagation neural
network. Although the MLP back propagation neural network is widely used in
many applications, the performance and the accuracy rate is relatively bad when
compared to feed forward neural network. The train-test implementation of the
network was repeated on numerous cycles within a week-time model, with
everyday historical stock index data. Through the corroborated experimental result,
the accuracy rate for MLP feed forward gave the precision value as 99.05 %,
therefore the MLP feed forward neural network can be taken as the most optimal
method for making accurate prediction in stock market indexes.
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Age Range Estimation Based on Facial
Wrinkle Analysis Using Hessian Based
Filter

Husniza Razalli, Rahmita Wirza O.K. Rahmat, Fatimah Khalid
and Puteri Suhaiza Sulaiman

Abstract Aging is a normal process that has an effect on different parts of the
human body under the influence of various biological and environmental aspects.
The most prominent changes that occur on the face are the form of the skin
wrinkles, which are the main objective of this research. Specific wrinkle detection is
an important task in face textural analysis. Previously, some researchers have been
proposed the age range estimation based on wrinkle analysis in literature, but poor
localization limits the performance of the whole age estimation process. This is
because, when less number of wrinkles are detected or extracted, it will conse-
quently affect the process to estimate the correct age. Therefore, we address this
issue to enhance age range estimation method using a new approach to extract
correct facial wrinkles for further analysis. We propose a method to extract facial
wrinkle in face image using Hessian based filter (HBF) for age estimation. In other
word, this research focus on age range estimation method based on facial wrinkle
analysis extracted from facial image obtained from FG-NET database using hessian
based filter. The proposed filter is theoretically straightforward, however, it sig-
nificantly increases the wrinkle analysis result compared to previous methods. The
result shows that HBF successfully obtained higher accuracy with over 90 %
estimation rate.
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1 Introduction

The human face contains a lot of information related to personal characteristics,
including identification, emotion, age, gender and race. This information has been
used extensively in face recognition and verification systems which are capable of
interpreting the facial information found in human-to human communication [1, 2,
3]. Currently, the research related to age range estimation using face images is more
important than ever, because it has many applications, such as an internet access
control, underage cigarette-vending machine use [1, 4], age-based retrieval of face
images [4], age prediction systems for finding lost children and face recognition
robust to age progression. In the human aging process, two biophysical change or
growth happen on the face [5], which are;

• The craniofacial bony aging due to a relative change in bone expansion and loss
most probably refers to face shape, and

• The change of face texture and elasticity of the skin.

During adult aging, from adulthood to old age, the most perceptible change
becomes skin aging (texture change). The shape change still continues, but less
dramatically, mostly due to typical patterns in skin and tissue [6]. Originally shown
in [7] and also in [8], Fig. 1 shows six face sketches, each of which associated with
age of 30, 40, 50, 60, 70 and 80 years old, respectively. Biologically [8], as the face
matures and ages with loss of collagen beneath skin as well as gravity effects, the
skin becomes thinner, darker, less elastic, and more leathery. A dynamic wrinkles
and blemishes due to biologic aging gradually appear. Dynamic wrinkles and folds
due to muscle motion become more distinct. In the areas of deeper attachment, such
as cheeks, eyelids, chin, and nose, elasticity of muscles and soft tissues gets weak
and fat continues depositing. In other areas, fat may atrophy or be absorbed. These
changes lead to the downward descent or sagging of the skin, such as double chin,
dropping cheek, and lower eyelid bags [9]. The bony framework underneath the
skin may also deteriorate to accelerate the development of skin aging, such as
wrinkles, creases, and droops. In addition, face aging during this age period may
cause the loss of flexible control of facial muscles so that the facial movements and
behaviors may also change unintentionally [5]. In other words, face aging
throughout this age era suitably can be measure based on wrinkle analysis. The

Fig. 1 Face aging sketches from 30 to 80 years with 10 years per sketch, originally shown in [8],
also in [7]
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wrinkle and skin features are generally appeared by high frequency components on
face images and easily distinguishable to human eyes, however it is a challenging
task for computer vision systems to detect them automatically. Therefore, tradi-
tionally edge detector or high frequency images are used to extract local features.

2 Existing Method

Most of the researchers focus on edge detection in order to extract wrinkle in
estimating the age of a person through wrinkle analysis process. Dehshibi et al. [10]
and Shima et al. [11] estimates facial age using hybrid of geometric features
extraction and wrinkle analysis. In their wrinkle analysis process, they used canny
edge detector to extract wrinkles. Based on the extracted wrinkles, they calculated
the density of the wrinkles. Meanwhile Jiang et al. [12] proposed the classification
of the skin aging level at the lower eyelid regions. The wrinkles analysis process
used in this work was also based on canny edge detector and used wrinkle density
and intensity as measurements. Wrinkles are measured as line segment series.
Wrinkle should not be confused with edge. Edge is the border between two areas
while wrinkle is a line that is either darker or lighter than their neighbourhood.
Therefore, edge detection methods such as Canny are not suitable for wrinkle
detection because it will produce wrinkle boundaries, not the wrinkle. Based on this
statement, wrinkle density and intensity obtained from canny edge detected prob-
ably give inaccurate wrinkle analysis results and leading to reduction of age esti-
mation accuracy.

Batool and Chellappa [2] proposed a stochastic wrinkle detection method based
on marked point process (MPP). They employed a second derivative linear filter to
extract line structures from an image, and penalized an overlap of wrinkle segments.
However, their solution strongly depends on the initial condition, and fails to detect
complex patterns of wrinkles.

In this work, we propose a new method for extracting facial wrinkle from a face
image using Hessian based filter (HBF) and use these extracted wrinkles to estimate
the age range. We focused on the problem of classifying an adult age range (age
around 19–70) since wrinkles happening during these period. And as a nature
process, wrinkle only occur when a person reaching adulthood period. Furthermore,
this research was based on the publicly available FG-NET (Face and Gesture
Recognition Research Network) aging database which contained 1,002 color and
grayscale images of persons from 0 to 69 years of age [13].

The rest of this paper is organized as follows. Section 2 provides step by step
methodology of the proposed work. Section 3 demonstrates an experimental setup
while, Sect. 4 describes experimental results. Finally, conclusions are drawn in
Sect. 5.
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3 Methodology

The proposed facial age range estimation method using HBF is briefly outlined in
this section. The technique starts with the input of face image from FGNet database.
This technique comprises four major processes which are; Wrinkle Region of
Interest (ROI) Localization, Wrinkle Detection and Extraction, Wrinkle Density
Calculation and Age Range Classification as illustrated in Fig. 2.

This proposed method will recognize person’s age group based on their face
image. The range between subsequent age groups is 10 years, which mentioned in
[5] this age gap give maximum result to wrinkle progression during aging. The
ranges of the age are grouped as below;

• R1—Range 1 age 19–30,
• R2—Range 2 age 31–40,
• R3—Range 3 age 41–50 and
• R4—Range 4 is for 51+

3.1 Wrinkle ROI Localization

During age progression, wrinkles on faces become more and more clear. The
wrinkles on human face become more prominent when he or she getting older.
Aged people often have clear wrinkles on the following areas of the face [14]:

• The forehead has horizontal furrows.
• The eye corners have crows’ feet.
• The cheeks have obvious cheekbones, crescent shaped pouches, and deep lines

between the cheeks and the upper lips.

Facial Image

Wrinkle ROI Localization

Wrinkle Detection & Extraction

Age Range Classification

R1 R2 R3 R4

Wrinkle Density Calculation

Fig. 2 Block diagram for age
range estimation process
using Multi-SVM
Classification
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However, according to [15] the upper ROI face wrinkles increase the perfor-
mance of age estimation and as mentioned in [12], skin aging tendency can be
indicated well using lower eyelid region since this area possesses important
information for aging level identification. Based on these two statements, only
selected ROI are used to detect and extract the wrinkle, which are forehead area and
lower eyelids area. The measurement of the area is carried out based on region of
the eye as describe in Fig. 3. We labeled the forehead box as A, lower eyelid for left
eye as B and lower eyelid for the right eye as C. The height of all ROI areas is
determined by the height of eye region, denoted by ‘n’. The width for ROI area A
and B is also the same with the width of the eye region. By contrast, the width of
ROI area A is 3 times of that of the width of the eye region width. The definition of
ROI areas is defined in Eq. (1) and (2):

Area B ¼ Area C ¼ Area of Eye ð1Þ

Area A ¼ EyeHeight � ðEyeWidth � 3Þ ð2Þ

The ROI is also selected based on consideration about the nature of face and
circumstances that may occur during detection, such as if we choose the area
around mouth, we should consider the gender of the sample. This is because we try
to extract the wrinkle pixels, most of older male samples in our FG-NET database
consist of the face with mustache and beard which will disturbed the result of the
detection. Therefore, in order to reduce the number of error detection we only
consider the above-mentioned ROI areas in our proposed algorithm.

3.2 Wrinkles Detection and Extraction

Wrinkles are considered as stochastic spatial arrangements of line segment
sequences. Wrinkle should not be confused with edge which refers to the border
between two areas. By contrast, wrinkle is a line that is either darker or lighter than
their neighbourhood as shown in Fig. 1. Therefore, edge detection methods such as

Fig. 3 Sample images in FG-NET database for every age range
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Canny and Sobel are not suitable for wrinkle detection because it will only produces
wrinkle boundaries, not the wrinkle.

The HBF is applied in order to extract wrinkles from selected ROI of facial
wrinkles as shown in Fig. 4 where the HBF with the scale range, scale ratio and
correction constant parameter was used according to the selected facial, as cited
from [15]. Here, the HBF with [1 1] scale range, and 1 scale ratio were chosen. This
was done after some empirical analysis with the method, where these settings
exhibited the best performance.

After extracting the wrinkle from selected ROI areas of the facial images,
Wrinkle Extraction Process can be applied on facial images. In this stage, several
steps are used to obtain exact wrinkles pixels as describe in Fig. 5. Firstly, the input
of wrinkle ROI will be converted to grayscale image. Then, Hessian Based Filter
[16] is applying to the grayscale image to get the wrinkle edge likeliness (Fig. 6).

After that, morphological operation was used to remove unwanted pixels which
are considered as a noise. Finally, the wrinkle pixels result was passed to another
process which is equivalent to measuring the density of wrinkles.

B C 

A n

n

n

n

x1 x4

Wrinkle Region 
of Interest (ROI) 

x2 x3

Forehead area 
include horizontal 
furrow when 
wrinkles obviously 
occur during aging 
which located 
above eyebrow 
and below the line 
of hair growth. 

Lower Eyelid Region

Fig. 4 The selected areas of facial wrinkles for HBF analysis
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3.3 Calculate Wrinkle Density

In our proposed method, the binary wrinkle image from ROI A image after noise
removal process is taken as the input. The function returns 1 when it finds wrinkle
pixels in the input image and returns 0 elsewhere. The wrinkle density WDA in area
A is defined as:

WDA ¼ WAj j
PAj j � 100 ð3Þ

where WA stands for the total of all wrinkles pixels in area A, PA is the set of all
pixels in area A.

Wrinkle ROI

Greyscale

Linear Gradient

Hessian Based Filter 

Noise Removal

Fig. 5 Block diagram for wrinkle extraction process using HBF

Fig. 6 a Wrinkle edge using Hessian Based Filter, b Wrinkle edge using Canny Edge Detector
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In order to measure the effectiveness of our method, we firstly find the wrinkle
density pattern from 100 adult face images with age around 19–60 years old
obtained from FG-NET database. The wrinkle density then grouped according to its
age range. After that, the average wrinkles density associated with every age range
is calculated for all selected ROI. These values are listed in Table 1.

From Table 1 we distribute the wrinkle densities in a graph to clarify the pattern
of the extracted wrinkle density during age progression using our proposed method
as shown in Fig. 7.

From the figure, we can observe the pattern of the wrinkles progression during
aging and we can conclude that those seleted ROI contributed to wrinkle analysis.

3.4 Age Range Classification

For the classification process, modified Multi Support Vector Machine
(Multi-SVM) developed by Mishra [17] was chosen because it is designed for
binary class problems which select the optimal linear decision hyper-plane. In SVM
based classification, each data point in the dataset is represented by a k-dimensional
vector with n-ratios. Assuming, each data point belongs to only one of two classes,
the SVM Separate the dataset with a k-1 dimensional hyper-plane with maximum
separation between the two classes. The same data point and process goes to
Multi-SVM classifier. However, in Multi-SVM assumes, each data point belongs to

Table 1 Average wrinkle
densities for selected wrinkle
ROI

Age range Wrinkle ROI

Area A Area B Area C

Range 1 8.09 11.60 10.70

Range 2 9.55 12.80 12.40

Range 3 13.20 14.80 13.90

Range 4 15.40 18.20 16.40
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Area A Area B Area CFig. 7 Distribution of
average wrinkle densities in
selected ROI for every age
range
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one of more than two classes as shown in Fig. 7. This phase is used as an exper-
imental setup to measure the accuracy of the proposed age range estimation method.
Detail explanation about classification process is discussing in the next section.

4 Experimental Setup

The proposed age range estimation based on facial wrinkle analysis using hessian
based filter is evaluated on the FG-NET aging database. Out of 1002 face images
from 82 subjects with the age ranging between newborns up to 69 years, only 180
proper frontal images with no spectacles, no beard and moustache and no extreme
facial expression were chosen, which are selected randomly from different ages
range between 19 and 69 years old. We use the Multi-SVM classifier to estimate the
age range of the facial image as describe in Fig. 8.

The n ratios are the densities for all ROI, and the data is split into training and
testing sets with k rows. The ¼ k data as a training set which is used for generating
the classification model and the ¾ k data as a testing set is used to test the clas-
sification performance of the classifier. As it is shows in Fig. 5, the classifiers
categorize the images into four age groups as mentioned earlier.

1: k data

Training
Set

Testing
Set1: n Ratios

Multi SVM
Classification

Range 3 Range 4Range 2Range 1

Fig. 8 Block diagram for age range estimation process using Multi-SVM Classification

Age Range Estimation Based on Facial Wrinkle … 767



5 Result and Discussion

This section presents the experimental results for the age range estimation method
based on facial wrinkle analysis extracted from facial image using HBF. Wrinkle
analysis proposed in this work was compared with the method proposed in [10, 11].
The results are listed in Tables 2 and 3.

From the results, this method successfully classifies the face images acquired
from FG-NET database into preferred ranges using Multi-SVM classifier with
higher accuracy of estimation rate (%). The average accuracy of our proposed
method also demonstrates a promising result compare to others.

6 Conclusion

In this work we extract the wrinkles on upper face region using HBF and then
calculate the wrinkle density to measure the age range of a person’s face. We
experimented with different wrinkle analysis method proposed by previous work to
compare accuracy of the age range estimation method. Although higher estimation
rate achieved by using our proposed estimation method, this approach can be
beneficial in hybrid features extraction method since it can reduce the need of
unwanted features and decrease time execution. However, the drawback is the
image have to be frontal (without tilt) with no facial accessory, radial lighting
condition and consideration of image quality.

Table 2 Estimation rate for the propose age range estimation method

Ground truth Total image Detected image Accuracy (%)

Range 1 89 83 93.25

Range 2 48 42 87.50

Range 3 25 23 92.00

Range 4 18 17 94.44

Table 3 Performance comparison of Hessian Based Filter (HBF) with the work of other
researchers

Ground truth Accuracy (%)

Canny Edge Detector proposed by [10, 11, 12] 82.356

Proposed HBF 91.798
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Bending Effects on Wearable Antenna
with Silver Nanowires
and Polydimethylsiloxane

Mohd Aminudin Murad, Aslina Abu Bakar, Ahmad Rashidy Razali,
M. Amir Imran M. Hasli and Muhammad Feroze Akbar J. Khan

Abstract This paper presents an investigation of an inset-fed microstrip patch
antenna designed with silver nanowires (AgNWs) radiating patch and poly-
dimethylsiloxane (PDMS) substrate. Highly conductive and stretchable radiating
element AgNWs is embedded in flexible and durable PDMS elastomer. The
antenna is designed to be wearable and flexible for body-centric wireless com-
munications (BCWCs) applications, specifically in the 2.45 GHz Industrial,
Scientific and Medical (ISM) band. The radiation characteristics are simulated and
analyzed when the antenna is under flat and bent conditions. The proposed antenna
demonstrates good performance for H-plane and E-plane bending orientations. The
antenna offers great mechanical flexibility and robustness, which indicates its good
potential for BCWCs applications.

Keywords Wearable antenna � Polydimethylsiloxane � Microstrip patch � Silver
nanowires � PDMS � Body centric

1 Introduction

In recent years, research on wearable antennas are becoming more important
especially for body-centric wireless communications (BCWCs). Body centric
communication systems is applicable for specific applications such as medicals, fire
fighters, military and public safety, tracking and navigation, which demand for
robust and flexible antennas. Generally, wearable antenna for modern applications
requires light weight construction, low cost, almost maintenance-free and easy
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installation. Specific requirements for the design of wearable antennas are: planar
structure; flexible conductive materials in the patch and ground plane; and flexible
dielectric materials [1]. Various materials and construction methods have been used
to develop wearable and flexible antennas.

Wearable antennas require the ability to function under various modes of
structural deformations while being worn. Conventional antennas are fabricated by
printing or etching conductor patterns on rigid substrates, which can fail to operate
properly when subjected to mechanical deformation such as bending, twisting and
stretching. One of the dominant research in antennas for BCWCs applications is
wearable, fabric-based antennas. These wearable fabric antennas are known to be
sensitive to environmental conditions such as humidity and temperature. Their
performance may be affected significantly or even fail to operate under certain
circumstances.

Recently, more flexible substrates have been reported such as polymer, micro
fluids/liquid metals, paper and plastic to be used in flexible antenna development.
The polymer-based antennas specifically, are becoming popular topic in the field on
flexible antennas. These flexible polymer-based antennas, which incorporates
highly conductive radiating element have demonstrated better performance when
subjected to mechanical deformations and environmental challenges as well as
having other unique qualities to be integrated in BCWCs applications. Latest
advancement in flexible antennas includes thin film metal deposited on poly-
dimethylsiloxane (PDMS) elastomer [2–6]. PDMS is a silicon-based elastomer,
which is chemically inert, thermally stable, permeable to gases, easy to manipulate,
and exhibits isotropic and homogeneous properties. The initial liquid state of
PDMS allows versatile fabrication process [7]. The advantages of using such
polymers as flexible substrate is that they are inexpensive and able to withstand
mechanical strains.

In order to achieve fully flexible wearable antenna, the radiating element of the
antenna must be able to handle mechanical deformation such as bending. A flexible
antenna with limited mechanical flexibility was developed by [4] using PDMS and
copper. A more recently used flexible metals such as silver nanowires (AgNWs)
[2, 3], eutectic gallium indium (EGaIn) [5, 6] and graphene [8] facilitate better
mechanical flexibility. The AgNWs used in the proposed antenna has also been
previously incorporated in various electronics and circuits applications due to its
transparent, flexible and stretchable characteristics [2]. In this paper, we report a
development of a flexible wearable antenna by exploiting the flexibility and good
dielectric properties of AgNWs and PDMS in the antenna design. Simulations
performed on antenna bent in H-plane and E-plane orientations are conducted to
determine the radiation characteristics and performance.
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2 Antenna Design and Simulations

2.1 Antenna Design

In this paper, a wearable rectangular microstrip patch antenna operating at
2.45 GHz Industrial, Scientific and Medical (ISM) band was designed for BCWCs
applications. The proposed antenna integrates a highly conductive AgNWs as the
radiating patch element and PDMS elastomer as the dielectric substrate. The
dielectric substrate separates the ground plane from the transmission line and patch
antenna. The PDMS elastomer appeared as encasing the patch radiator and ground
plane. This designed is required to hold the antenna layers together due to the
low-adhesive characteristics of PDMS as reported by [7].

The proposed wearable antenna structure shown in Fig. 1 utilizes the
transmission-line model of the rectangular microstrip patch antenna. This model is
represented by two slots, separated by a transmission line. Fringing fields are
generated at the edges of the patch when the microstrip transmission line received a
signal, which resulted to radiation of electromagnetic waves. The amount of
fringing fields generated are influenced by the dimension of the patch and the height
of the substrate [9].

The resonant frequency fres of the antenna is a function of the width W, the
length L of the patch element and the thickness of the substrate h. The resonant
frequency fres can be calculated using

fres ¼ c
2L

ffiffiffiffiffiffiffiffi
ereff

p ð1Þ

where
c free-space velocity of light
L length of microstrip patch
εreff effective relative permittivity of microstrip patch

The targeted resonant frequency fres is 2.45 GHz. Existing literatures on PDMS
dielectric characteristics reported the relative permittivity εr of 2.76–3.00 and lossy

Fig. 1 Wearable AgNWs
microstrip patch antenna on
PDMS substrate
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tangent tanδ of 0.01–0.05 over an operating frequency of 0.2–5.0 GHz [6, 7].
The proposed antenna was modelled with relative permittivity of εr = 2.76 and lossy
tangent tanδ = 0.02 accordingly. The AgNWs/PDMS patch has a conductivity of
*8,130 S/cm [10].

A practical patch width, W for efficient radiator to achieve a good radiation
efficiency can be determined using

W ¼ c
2fres

ffiffiffiffiffiffiffiffiffiffiffiffi
2

er þ 1

r

ð2Þ

where
W width of microstrip patch
fres resonant frequency
εr relative permittivity of microstrip patch

and the actual length, L of the patch antenna is determined using

L ¼ c
2fres

ffiffiffiffiffiffiffiffi
ereff

p � 2DL ð3Þ

where
ΔL extended length of microstrip patch
fres resonant frequency
εreff effective relative permittivity of microstrip patch

The effective relative permittivity or effective dielectric constant εreff and the
extended length of microstrip patch ΔL are given by

ereff ¼ er þ 1
2

þ er � 1
2

1þ 12
h
W

� ��1=2

ð4Þ

DL ¼ 0:412h
ereff þ 0:3
� �

W
h þ 0:264

� �

ereff � 0:258
� �

W
h þ 0:8

� � ð5Þ

where h is the height of the substrate. Equation (5) gives a practical approximation
of normalized length extension ΔL, which is a function of effective dielectric
constant and the width-to-height ratio (W/h). The patch of the microstrip antenna
appears to be larger electrically than its physical dimension due to the fringing
fields at the patch edges.

Using Eqs. (4) and (5), the calculated length L and width W of the patch antenna
are 36.5 and 44.7 mm, respectively. The thickness of the AgNWs patch layer and
ground plane is 0.5 mm. The radiating patch element is separated from the ground
plane by a PDMS substrate layer of 1.0 mm thickness. Cutouts were introduced on
both sides of radiating patch element to achieve the 2.45 GHz resonant frequency,
while suppressing unwanted resonant frequencies as well as increasing the
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bandwidth. Effective matching of the patch antenna with 50 Ω microstrip feed line
can be achieved using an inset feed of recessed distance y0. The cutout inset slots
dimensions and the width of the microstrip feedline Wf were optimized using CST
Microwave Studio (CST MWS) simulation software from CST Computer
Simulation Technology AG to achieve optimal performance.

The optimized antenna design dimensions and geometry are described in Table 1
and Fig. 2.

2.2 Antenna Bending Simulations

All modeling and simulation work of the antenna were performed using CST MWS
software. The proposed antenna was bent along the H- and E-planes of the antenna

Table 1 Optimized antenna
dimensions

Parameters Optimized dimension (mm)

Patch length, L 35

Patch width, W 43

Ground length, Lg 47

Ground width, Wg 56

Inset feed length, y0 3

Inset feed width, x0 3

Feed length, Lf 3

Feed width, Wf 2

Patch Cutout Width, Wc 1

Patch Cutout Length, Lc 14

Fig. 2 The geometry of
AgNWs microstrip patch
antenna on PDMS substrate
with optimized dimensions
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structure to investigate the effects of bending on antenna performance as shown in
Fig. 3. The antenna was bent over 17 radii between radius, r = 30 mm to
r = 170 mm, along both planes, which resembles different curves and shapes of
human body parts. An example of antenna being located and bent on human arm is
shown in Fig. 4.

3 Results and Discussion

The following discussion is focused on the response of the proposed wearable
antenna under flat (i.e., no bending) and E-plane and H-plane bending conditions.
Figure 5 shows the return loss, S11 of the simulated antenna under flat and bent
conditions for both planes. A reliable wearable antenna is expected to be subjected
to physical structure deformation such as bending without significant performance
degradation when incorporated in BCWCs applications. Therefore, it is critical for
the proposed antenna to be simulated under flat and bent conditions. The smaller
radius of bending simulation resembles the antenna positioned on smaller body
parts such as wrist, while the larger bending radius describe the performance when
the antenna is positioned on a more relaxed conditions on body parts such as on
human chest, which is more flat.

Fig. 3 Antenna bending configurations: a H-plane flat; b H-plane bending; c E-plane flat;
d E-plane bending
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The best return loss performance achieved for H-plane and E-plane is shown in
Fig. 5. At 2.45 GHz resonant frequency, the best return loss was demonstrated
when the antenna was bent over radius, r = 80 mm and 160 mm for H- and
E-planes, respectively. A sample 3D far field radiation pattern for the simulated

Fig. 4 An example of an antenna located on human arm (r = 100 mm): a front view; b side view;
c top view

Fig. 5 Return loss of the proposed antenna
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antenna is shown in Fig. 6. The directive radiation pattern and the maximum gain,
which is normal to the patch is compatible for BCWCs, specifically for off-body
communication for sending signals from human body to a base station or remote
terminal [11, 12]. The simulated far field radiation patterns of the antenna for flat
and bent conditions are shown in Fig. 7. The simulation results demonstrated that
the antenna was able to maintain a directive radiation with minimal back lobes for
all bending conditions.

Table 2 summarizes the radiation characteristics of the proposed antenna for
H-plane and E-plane bending conditions. The antenna still covers the 2400–
2483.5 MHz ISM band for all bending conditions with relatively insignificant
frequency shift. The radiation performance of the antenna bent along H-plane
exhibited minimal variation in gain, bandwidth, directivity and voltage standing
wave ratio (VSWR). The antenna bending along E-plane demonstrated moderate
changes to the antenna performance. The gain and bandwidth of the antenna bent
along E-plane decreased gradually as the degree of bending increased. The antenna
gain was reduced by almost 69 % when bent over radius, r = 30 mm compared to
r = 170 mm. The antenna also has 16.5 MHz less bandwidth when it was bent over
radius, r = 30 mm compared to r = 170 mm on E-plane. The antenna bent along
H-plane over the same radius experienced minimal bandwidth changes. However,
the directivity of the antenna increased marginally when the antenna was subjected
to higher bending degree along E-plane. The more substantial antenna performance
degradation observed for E-plane bending was resulted from the more significant
changes in the antenna structure and layers. The antenna structure and layers
alignment are more symmetrical along the H-plane and were not significantly
affected by the bending procedure, thus producing more consistent performance
(Table 3).

Fig. 6 Simulated 3D radiation pattern of the proposed antenna
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Fig. 7 Simulated far field radiation patterns of the antenna for flat and H- and E-planes bending

Table 2 H-plane bending antenna radiation characteristics

Bending
radius,
r (mm)

Parameters

Resonant
frequency
(GHz)

Return
loss, S11
(dB)

Gain
(dB)

Bandwidth
(−10 dB)
(MHz)

Directivity
(dBi)

VSWR

30 2.440 −19.958 2.230 79.6 6.250 1.223

40 2.435 −23.900 2.235 81.8 6.471 1.136

50 2.440 −28.230 2.297 82.9 6.584 1.081

60 2.430 −30.670 2.193 81.2 6.661 1.060

70 2.445 −32.601 2.279 81.7 6.691 1.048

80 2.450 −39.380 2.279 82.8 6.715 1.022

90 2.435 −35.390 2.121 81.1 6.749 1.035

100 2.450 −34.491 2.230 81.7 6.736 1.038

110 2.460 −42.409 2.276 82.2 6.738 1.015

120 2.440 −35.407 2.087 80.1 6.873 1.035

130 2.440 −39.450 2.109 79.9 6.789 1.021

140 2.442 −33.762 2.066 80.4 6.806 1.042

150 2.445 −45.891 2.063 80.6 6.805 1.010

160 2.450 −36.099 2.148 79.6 6.795 1.032

170 2.440 −34.449 2.055 79.5 6.822 1.039

0 (Flat) 2.450 −31.079 1.803 79.5 6.827 1.057
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4 Conclusion

A wearable 2.45 GHz inset-fed rectangular patch antenna incorporating AgNWs
radiating patch and PDMS elastomer substrate is reported in this paper. The pro-
posed antenna has demonstrated good radiation performance when subjected to
structural bending. The proposed antenna has been verified by simulations to work
within the 2400–2483.5 MHz ISM band as stipulated by the Federal
Communications Commission (FCC) when subjected to bending.

Acknowledgement The authors would like to acknowledge the Ministry of Science and
Technology (MOSTI), Malaysia through EScience Research Grant Project No. 04-01-01-SF0620
that supports this work.
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Real Time Signal Detection and Computer
Visualization of the Patient Respiration

Jan Grepl, Marek Penhaker, Jan Kubicek, Ales Liberda
and Reza Mashinchi

Abstract The article deals with the realization of the measurement chain for
monitoring patient respiratory activity during radiotherapy. The primary require-
ment is a real time process monitoring of patient respiration during radiotherapy.
The main part of the measuring chain is sensing element which converts the
patient’s breathing movements into electrical signals. Different possibilities of
obtaining these data are described. An essential part of a comprehensive monitoring
system is a software environment for the analysis and testing of the acquired data.
The output signals which correspond to the ventilation state of the patient are
graphically visualized in the user environment, which is created in LabVIEW.

1 Introduction

Current medicine is literally overwhelmed with the number of devices, which in
many cases has been providing quality services to the end users. In the field of
radiotherapy it is certainly doubly true. Just because of the use of ionizing radiation
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for the treatment of cancer are demands for quality performance and safety in use of
these devices much higher than in other areas of medical instrumentation, which is
of course reflected in the price of such devices [1].

Nowadays, however, in many cases manufacturers of radiotherapy devices
adheres trends when comes to additional functions in radiotherapy apparatus, and
therefore some problems in most of today’s devices are unresolved or resolved only
partially. One of such problems of the radiotherapy apparatus is monitoring of
respiratory activity, which undoubtedly affects the position of tissue during radio-
therapy [2]. This complicates the surgery, especially if the patient does not coop-
erate with medical personnel perfectly. In such situations patient’s body movement
monitoring, when breathing, related to automatic tracking of application point of
ionizing radiation by device itself.

2 The Proposed Solution

The first requirement for the monitoring of respiratory activity and breath hold
detection is to use a suitable analog-to-digital converter to digitize two or three
analog signals. These signals are obtained from the sensing elements when patient
is breathing during radiotherapy.

The second requirement is to transfer thus digitized signals from output of the
converter to a computer placed in the irradiation control room and to present them
in real-time using software interface to medical personnel. Additional design
requirements of the measuring device are:

• must be safe for the patient,
• have to minimize restriction of patient comfort,
• must be reliable and easy to use and maintain,
• it’s implementation should be the least expensive.

The most significant breathing symptoms are temperature changes in the input
areas of the airways (nose and mouth), respiratory muscle movements i.e. changes
of the volume of the chest and belly and the influence of respiration on the chest
tissue thus influence on the ECG signal [3, 4] (Fig. 1).

2.1 Thermal Biological Respiration Signal

Assuming the ambient room temperature about 25 °C breath cycles can be moni-
tored due to differences in temperature between ambient and exhaled air. When
inhale through the nose goes cooler ambient air while during exhale air is heated to
body temperature i.e. approximately 37 °C. Unfortunately worse detection is while
holding the breath, after inhale or after exhale. In both cases the temperature at the
boundary nose-surroundings approximately equalize to ambient air temperature,
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which could be mistaken tes for ambient air temperature (which can be mistaken for
slow non-intensive inhalation or exhalation) [5].

A sensor for measuring such a signal have to have dimensions only in couple of
millimeters, to not restrict a patient by its size. Its response to temperature changes
must be fast and the sensitivity must be high at relatively small range of temper-
atures (about 20–50 °C). Additional requirements are high durability, low cost and
good availability.

2.2 Respiratory Movements Signal

This biomechanical signal is significant symptom of respiratory activity. Especially
during inspiration, which is always active process of respiratory muscles and
therefore is well detectable even visually. Because expiration is not always active
process of respiratory muscles detection of the signal is more complicated [6].
However usually during passive expiration at least relaxation of respiratory mus-
cles, which leads to volume change of chest and belly, is detected.

The signal can be obtained by various methods, but in most cases these methods
have one thing in common. Thus the sensor itself is placed on elastic belt or elastic
cloth, which is surrounding human body and its respiratory movement. Sensor in

Fig. 1 Scheme of the proposed measurement chain
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this position usually doesn’t limit the patient much, however the requirement of
patient comfort has to be satisfied. If there are only “markers” on the elastic belt,
then their location is usually determined optically. This system is due to high
technical and financial difficulty unsuitable. More convenient is to use elastic belt
with motion or volume-change sensors already built in. The main requirements of
these sensors are high sensitivity, fast response, linearity and small dimensions. The
price and availability is of course important too.

2.3 Description of the Measurement Chain

Several sensors were chosen for the respiration monitoring. First sensor is for
electrical signal (or impedance) change measurement, second is temperature sensor
for temperature difference measurement in the inlet (nose) area of the respiratory
system and third is elastic belt measuring mechanical changes caused by breathing
muscles.

All of these sensors are providing analog (continuous) signal, therefore it’s
necessary to digitize signals from each sensor for further processing. For this rea-
son, a digital ADC converter is needed. This will represent the interface between
the analog and the digital part of measurement chain.

It’s important to realize that everything from the measurement chain will be
placed in the room together the patient and the irradiator, thus in the shielded room
and acquired data will be displayed outside of this room [7]. Most of the irradiation
room has a connector panel which represents a data bridge to the control room.
Therefore it’s necessary to provide at least 10 m long cable which will lead from the
ADC module to the connector panel.

3 Realization

The most important thing, in the realization of the patient respiration monitoring, is
selection of suitable components, based on the proposed solution. Next step is
interconnection all selected components to final prototype of measurement chain
which could be tested and eventually used in practice.

3.1 Realization of the Nasal Temperature Signal Sensor

After examining of all possibilities, a thermistor as the sensor was chosen.
Thermistor meets temperature range requirement as well as sufficient sensitivity and
response speed. In a small temperature range is almost linear, it’s very small and
affordable in different designs.
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The basic idea is to use two thermistors of the same electrical resistance (at 25 °C)
in a bridge circuit. Thus, each thermistor is connected to the voltage divider and the
voltage difference between the divider (in the bridge) represents temperature vari-
ation caused by respiration of the patient. One thermistor is located on the outer side
of the nose and the other on the inner side (Fig. 2).

The temperature difference is caused by the flow of inhaled and exhaled air and
its influence on the thermistor located on the inner side of the nose. Temperature
differences between thermistors obviously cause voltage differences between their
voltage dividers and those are then amplified and appropriately placed in the desired
voltage range by differential amplifier. The output analog signal from the differ-
ential amplifier, before entering the analog-to-digital converter, passes through a
passive lowpass filter of the first order, in order to remove possible undesired
components. After that the signal is digitized by the analog-to-digital converter and
appropriately displayed on a computer. (The circuit is shown on Fig. 2).

The differential voltage is amplified by the corresponding gain setting, and to it a
reference voltage (signal shift on the Y axis) is added, which is also adjustable. The
last part is a passive analog lowpass filter with critical frequency 16 Hz to eliminate
unwanted high frequency signal components (Fig. 3).

Fig. 2 Implementation location and nasal block diagram of the temperature sensor
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3.2 Realization of the Respiratory Movement Sensors

Sensor selection of respiratory movements, like the selection of the temperature
sensor, is based on sufficient fulfillment of the requirements for respiration moni-
toring equipment. The main element of such a sensor is an elastic strip serves as a
support medium for the sensor itself. The mechanical tensions is measured between
the two belt ends reproducing the patient’s body.

In this device a piezoelectric sensor is used and placed between the two ends of
the elastic strip. Reasons are excellent properties of this kind of sensors such as the
sensitivity, response speed, small size, linearity and a relatively high resistance to
external influences. It is already functional piezoelectric strip from ADInstruments
(MLT1132/D Piezo Respiratory Belt Transducer). The piezoelectric strip has an
output range of 20–400 mV, the sensitivity of 4.5 ± 1 mV/mm and high input
resistance. The length of the elastic belt is 300 mm (total length is adjustable) and
can be stretched about 100 mm, width is 45 mm.

This part deals mainly with compatible wiring the above mentioned selected
piezoelectric strip from ADInstruments with the ADC module and a suitable pro-
cessing of the output signal of the band.

The basis for wiring the piezoelectric strip (ADinstruments) is the correct wiring
connector compatible type DIN8, which is achieved through appropriate docu-
mentation for piezoelectric strip (Fig. 4). Like the nose temperature sensor is used
connections passive lowpass filter of the first order with a critical frequency of
16 Hz to remove unwanted high frequency signal components, but in this case the
filter is before the amplifier. Another part of the circuit is a non-inverting amplifier
connections and the possibility of setting two amplification. Finally, as with nasal
temperature sensor enters the amplified and filtered signal to an analog-to-digital
converter ADC where it is digitized and then transferred to a computer for display
(Fig. 5).

Fig. 3 Nose thermo-sensor circuit
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Fig. 4 Electrical connection of the piezoelectric strip, respectively. functional and compatible
wiring connector for connecting DIN8 piezoelectric strip

Fig. 5 Placement options (a) and block diagram (b) of the piezoelectric strip
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3.3 Software for the Analysis of the Measured Data

The software interface (Fig. 6) is realized by LabView. The software is subject to
the following requirements:

• Simplicity, clarity and maximum speed for the signals.
• View the respiratory rate.
• Viewing trends signal amplitudes.
• Independence software on other systems.

4 Testing

All parts made by measuring chain have been tested mainly in the very course of
their development, i.e. at the design stage and then mainly in the realization phase,
when they were gradually debugging and testing. In this chapter the latest progress
of the measurement chain and software is shown.

Parts of the test measuring chain are a module containing a circuit for piezo-
electric strip and nasal temperature sensor, ADC module, piezoelectric strip, nasal
temperature sensor and extension data cable simulating the distance between the
output of the ADC module and a computer with installed software, which is the last
link to the actual interpretation of the measured data. Additional module for sensing
changes in impedance at the time of testing was not available, and therefore will not
be included in this section.

Conditions during testing were virtually identical to those that would have been
provided for testing in the laboratory, where a measured object was a test person.

Fig. 6 Software interface
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When selecting the gain 11 (Fig. 7) the signal is in the range of about 0.7 V,
whereas when selecting the gain 21 (Fig. 8) the signal is approximately 1.5 V. In
the measured progressions is also possible to observe small “vibrations” or “jumps”
of the signal, which are probably caused by non-linear movement of the tissue
while breathing and by structure of the belt itself. Results of measuring by the nasal
temperature sensor can be seen on Figs. 9 and 10.

Fig. 7 Signal piezoelectric strip at a real gain 11

Fig. 8 Signal piezoelectric strip at a real gain 21

Fig. 9 Signal of nasal temperature sensor at 0.625 V offset and gain 30
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5 Conclusion

The article deals with complex design of hardware and software solutions for
monitoring of patient respiraton during radiotherapy. In terms of evaluation of the
results of the work, namely evaluation of test results achieved by devices and
software, it can be said that in order to monitor the state of respiration of the patient
during the radiotherapy procedure is a combination of both the sensors desired
result sufficient. Another part of the testing was also verify of some additional
software features, such as detector breaths, which was further calculated to respi-
ratory rate.

The last in a more indirect tested parameter was effect of data extension cable,
the implementation of which there were concerns about the loss of intensity of the
transmitted signal, because of the length management and conservation voltage
levels for USB cables. However, these fears were refuted by testing, because
without the extension cables, there was virtually no perceptible difference.

Since the proposed measurement chain is a unique solution and at this time there
is no other similar instrument, it is not possible to compare the results with any
other data. However the measurement chain is under continuous development and
the results are still analyzed.
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Fig. 10 Signal of nasal temperature sensor at 0.625 V offset and gain 60
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Intelligent Car Localization with the Use
of Andruino Platform and Cloud Storage

Josef Horalek and Vladimir Sobeslav

Abstract Nowadays the possibility to localize a car is a frequently used method for
completion of log-book, analysis of company car effectivity, or most importantly as
a part of car security systems in the case of their theft. The proposed solution is
designed on financially affordable components and platform-independent
open-source software. Thanks to intelligent behaviour of the proposed solution
which uses cloud storage and freely accessible Google Earth maps, the solution is
competitive not only due to its low acquisition costs, but chiefly because of its
operating costs and platform independence.

Keywords Arduino � GPS � GSM � Localization � Dropbox � Cloud � Google
earth

1 Introduction

The issue of car localization has been the subject of research among many com-
mercial as well as non-commercial subjects, as exemplified by [1]. The possibilities
which are offered by modern data and localization technologies are to be found in
[2]. The methods calculation car localizations based on GPS and GSM data are
treated in [3], whose conclusions are used also in the present solution proposal. The
subject of great potential for experimental development and prototype creation is
location display in real time, where most significant results are presented in [4] and
[5]. Thanks to the development of smart devices and their applications, it is relevant
to adjust new solutions to be able to display the location on these smart devices,
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be it phones of tablets, as manifest in [6]. The majority of available solutions that
can be used have several drawbacks limiting their greater popularity. The first
drawback is their platform dependency, which is nowadays a great disadvantage;
therefore the proposed solution offers platform independency thanks to the use of
Arduino microcontroller. [7–9], as well as the use of open-source software for the
end-user. Another significant disadvantage of standard solutions is the use of
commercially available map sources for car localization; our solution offers freely
accessible Google Earth applications. The final significant innovation of our solu-
tion is its low price which is a result of the implementation of Arduino micro-
controller and an edited GPS receiver, whose communication with the
microcontroller via UART communication has been optimized.

2 New Solution Proposal

The actual innovative solution is composed of hardware and software parts, which
will be introduced in further detail below.

2.1 Hardware Part

The hardware part represents the connection between individual electronic circuits
and a controlling programme for the microprocessor. The connection of the pro-
posed solution is composed of three independent components, described in Fig. 1.
These are in particular:

• GPS receiver ensuring the reception of individual orbits location information
and via NMEA sends the information in second intervals to the serial port.

• Microprocessor which receives on the serial port the data retrieved from GPS,
checks their validity and through GSM communicator sends them as UDP
packets to a remote server in set intervals.

GPS receiver Microprocessor
GSM 

communicatorNMEA

Fig. 1 Block scheme of hardware solutions
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• GSM communicator then sends data obtained from the microprocessor through
GRPS transmission.

2.1.1 UART Serial Link

The UART serial link (Universal Asynchronous Receiver and Transmitter) is used
to transmit data between two devices. UART transmits on a pin labelled as TX
(transmit) and receives on a pin RX (receive). The microprocessor ATMEGA 2560
planted on the Arduino Mega 2560 toolkit, which was used as a prototype for the
proposed solution, uses ZV logic, which means that log. 0 equals the voltage from 0
to 0.8 V, log. 1 consequently 2–5 V. Although the GPS module uses the feed of
mere 3.3 V, voltages for individual logic states are ensured. If there is no com-
munication, the quiet mode of signal is log. 1. The transmission is initiated by the
change of signal on log. 0 for the duration of one bit (called start-bit). The com-
munication continues from the lowest data bit to the last, most significant data bit,
which is followed by the stop bit, having the level of log. 1. After the stop-bit has
been transmitted, the transmission on the new bit starts. Both communicating
devices must have their communication speed set equally. Standard speeds are
1200, 2400, 4800, 9600, 19,200, 38,400, 57,600, 115,200 bps (bits per second).

2.1.2 Individual Proposal of System Component Interconnection

Complete control of the whole connection is provided by the microprocessor. The
prototype uses the eight-bit microprocessor ATMEGA 2560 planted on Arduino
Mega 2560 toolkit. The processor has four serial ports (UART), then 54 digital and
16 analogue inputs/outputs. The proposed solution uses two serial ports connected
to a processor with GPS and PSM module. Considering the fact that all circuits are
powered from the car battery, the solution is designed so as not to discharge the
battery while the ignition is switched off. While the ignition is off, the powering of
all circuits is terminated. After connecting the powering (car ignition in the ON
position) circuits run automatically; only the GSM module remains in StandBy
mode, therefore it must be initiated via a programme through the microprocessor by
using one digital output, where log. 1 in the duration of 2.5 s is sent to the
POWER GSM module input. The interconnection of individual components is
exemplified in Fig. 2. To ensure functional operation, correct communication
speeds must be set on serial channels. This is ensured by the processor programme,
introduced below.
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2.1.3 GPS and GSM Module Operation

The GPS module prototype uses a custom-made GPS receiver planted with Fastrax
IT300 module. The module was selected on a right price/performance relation as
well as relatively simple programming and sufficient technical parameters. The GPS
receiver contains voltage stabilization to required 3.3 V, aerial connector, external
power pins, and a serial port. The most significant parameters of IT300 module are
SiRFstarIII chipset GSC3e/LPX, low energy consumption (75 mW at 3.0 V),
impressively high sensitivity of 159 dBm (Tracking), the support of NMEA a SiRF
binary protocols. The operation of GPS module requires no special demands, only
correct communication speed on serial processor need to be assured; in this case the
speed is 4800 bps. When powering is connected, the GPS module initiates the
transmission to a serial port, and individual NMEA and microprocessor provides
data reception and processing.

The GSM module prototype uses developmental kit PGSM of Pandatron Company
planted with M10 GSM module from Quectel. PGSM includes all basic supporting
circuits for GSM module operation (SIM card slot, SMA aerial connector, Jack
3.5 mm connector for hands-free). The connection of the device is enabled via two
standard pin ledges with 2.54 mm distance. The most significant of M10 planted
module is the four-band version: 850/900/1800/1900 MHz, GPRS multi-slot: Class
12/10/8, GPRS mobile station Class B, power voltage range of 3.4–4.5 V (4.0 V type)
and low-input operation 1.1 mA at DRX = 5 a 0.7 mA at DRX = 9.

The GSM module is controlled via AT commands transmitted to the module
through the serial port, whose communication speed is 9600 bps. AT commands
enable to set module parameters, initiate various actions (dial, send message,
connect, send data etc.), or can request different module states (checking of network
login, signal reception, unread messages or missed calls, etc.). Among the most
significant and used AT commands belong:

Fig. 2 Block scheme connections between components
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• AT + CGREG—request of the registration state to GSM network. The response
of the module is the following: +CGREG: <n>,<stat>[,<lac>,<ci>]. Stat is an
important parameter which can range from 0 to 5 and signals the state of the
GSM network login.

– (0) SIM is not registered into any network and the module seeks no login
operators,

– (1) SIM je registered in domestic network,
– (2) SIM is not registered in any network and the module is currently seeking

login operators,
– (3) Registration was denied,
– (4) Unknown state,
– (5) SIM is registered in a new network—roaming.

• AT+QIFGCNT—(initial) connection initialization, data carrier setting on CSD
or GPRS.

• AT+QICSPG=1, “title APN”—Selects GPRS mode and sets the name of access
point for internet connection.

• AT+QIMUX=0—restricts MUXIP functions—the connection will be initiated
only with one server, not with more simultaneously.

• AT+QIMODE=0—sets non-transparent mode of data transmission, enables the
protocol for error corrections.

• AT+QIREGAPP—registers TCP/IP architecture. The implementation of
TCP/IP architecture.

• AT+QIACT—activates selected context.
• AT+QIOPEN= “connection type” IP address, port—initiates connection with a

remote server, identifies connection type (TCP/UDP), IP address of the remote
server and the port where the remote server “listens.”

• AT+QISEND—sends data to the remote server.

2.1.4 Main Methods of Microprocessor Controlling Programme

This part introduces main methods of microprocessor controlling programme,
which were written in Wiring programming language. The aim is to secure the
reception of coordinates from the GPS module, checks the coordinates validity and
consequently send the data to the remote server for further processing.

• Setup() method—the method executes all initial settings. The transmission speed
of the serial port where the GSM module is connected is set to 9600 bps. The
speed of the serial port where the GPS receiver is connected is set to 4800 bps.
Furthermore, pin PwrOn serving to initiate the GMS module as an output is set.
Also the methods of Pwr(), SetConection() a SendStart() are called.

• Loop() method—instructions within this method are executed repeatedly; it is in
fact the main programme initiating other methods. If data available in the buffer
of serial port 3 (they are always available unless the GPS module malfunctions),
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the method checks every received sign saved in variable inByte, whether it is not
“$” (sentence beginning). Then it reads other individual signs until “LF”
(sentence ending), which it adds into variable data. As soon as the sentence is
complete, it executes check-back to ensure it is not an RMC sentence. If so, then
it checks coordinate validity and if the coordinate is valid, it adds one to RMC
sentence meter (count variable) and then proceeds again from the beginning.
Once variable count reaches the value of 15, it sends the last RMC sentence,
stored in data variable, via the command of AT+QISEND to a remote server.
The following represents a part of the code reading the whole sentence from “$”
to “LF” and records variable data.

If the sentence starts with “$GPRMC” and includes valid data, it increments the
meter and sends each fifteenth sentence to the server.

• Pwr()—the method is responsible for the initiation of the GSM module and the
check of GSM network login. The method sets digital pin nr. 22 to log. 1 for the
duration of 2.5 s. This pulse driven to POWER of the GSM module secures its
initiation. Consequently the processor waits for 15 s for SIM logging into GSM
network. Then it transmits command AT+CGREG? to the GSM module via
serial port nr. 2 and reads the response form the GSM module. This is repeated
in 150 ms intervals, until SIM card logs in home or foreign network (n = 1, or
n = 5).

• SetConection()—the method establishes connection between GRPS and a
remote server. After sending AT commands sequence, the method verifies if the
connection was successful. If not, the commands are repeated until successful
connection with the server is achieved. Once connected, the word “Start” is sent
to the server, which signalizes the beginning of a new route (it was proceeded by
switching the ignition in the OFF position).

• Read()—this method read responses from the GSM module. When data in serial
port buffer are available, the method reads individual signs and connects them
into resulting variable rdData and into variable 1, where the length of data read
is stored.

2.2 Software Solution Proposal

This part of the article presents the software part of the proposed solution. The
coordinates sent by the module placed in a car, as described in previous chapters,
need to be processed and prepare for being displayed in Google Earth. Cloud
storage Dropbox is used for storing data considering they are available from dif-
ferent sources [10]. The reception and processing of the data retrieved from the car
is provided by a recently designed Java application which runs on a computer with
a public IP address, functioning as a data-processing server. The programme
consists of two parts. The first is graphic user interface (GUI); the second is the
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actual data-processing part. GUI serves for users to set parameters important for the
application running. The second part secures the actual data reception, their con-
version into *.kml format and their storage to Dropbox.

2.2.1 Graphic User Interface (GUI)

Graphic user interface is created via Swing library, because with its help it is
possible to create windows, dialogues, buttons, frames, roll-up lists, etc. in Java
script. Class hierarchy of Swing graphic components is based on AWT (Abstract
Window Toolkit), which has been integrated in Java SE since its 1.2 version. The
actual application uses JFrame class, which is a basic Swing container for the
creation of titled application windows, then Jpanel, where other components are
placed. BorderLayout is used to organize the components within the container into
five areas. The application uses NORTH area to display information concerning the
author; WEST area for path setting to saved files; CENTER area for FTP server
setting parameters; SOUTH area contains the button for server activation. Each area
contains a JPanel, where other components like JLabel are placed. JLabel serves to
display static texts in window and complete texts to unlabelled components.
JTextField creates a textual component serving as a single-line input field.
JCheckBox stands for ticking boxes and JButton for a button which is set as
so-called listener, which after clicking activates the method. The path to the file
with current coordinates can be set either manually or by using JFileChooser, after
clicking the Browse button. JFileChooser enables GUI to move in the file system
and subsequently to select a file or a folder. After the application is
run/activated/started, it is necessary to set the path to the file nmea.kml, which
contains the information of the current location of the car. While saving the file to
FTP server it is necessary to tick the corresponding checkbox and complete the
connection parameters. The application is subsequently activated by clicking the
Start button.

2.2.2 Data Reception and Processing

The actual programme is divided into several methods securing individual ele-
ments: UDP packer reception, retrieved data conversion into *.kml file and its
saving, editing well as saving the file with route information, saving onto FTP if
allowed.

• udpComn()—method ensures reception of UDP packets sent from the GSM
module in a car. The method uses DatagramChannel class, which can send,
receive and listen to datagrams on a certain UDP port. After their reception, the
data are stored in buffer and then read by signs and saved into gps variable.

• gpsConv()—data received via the previous method creates NMEA theorem
where individual information pieces are divided by commas. The method loads
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data between separators and edits them for storing in nmea.kml files. The
method further recalculates location format from “Deg° Min” to “Degrees,”
speed from knots to kilometres per hour, and provides separators with date and
time information.

• nmeaRewrite()—the method corrects data in nmea.kml file after their conversion
by the gpsConv() method. The content of nmea.kml file is progressively loaded
via FileInputStream class and saved into the variable of String type.

Subsequently the position of tags is located <coordinates> </coordinates>,
among which the current GPS coordinates of the car are saved. The information
concerning date and time of retrieved coordinate and current speed of the car is
saved between tags <name></name>.

After the correction of method file content, FileOutputStream class rewrites the
content of nmea.kml file.

• roadRewrite()—the application records both the current car location and its
route. While activating the ignition, the GSM module in the car sends the word
“Start.” If the runServer() method locates presence of the data in buffer, it
establishes new file whose name comprises of current date and time.
Additionally, its first coordinate is provided with the label Start to designate
where the route started. The file then records each incoming coordinate until
another “Start” word arrives. Similarly to nemeaRewrite(), the method edits
road.kml by progressively recording route coordinates of the car.

• sendFtp()—if it is required to save the file nmea.kml to FTP server, the method
initiates the connection with corresponding server and saves the file nmea.kml
via FTPClient class.

• runServer()—the application records both the current car location and its route.
While activating the ignition, the GSM module in the car sends the word “Start”.
If the method locates presence of the data in buffer, it establishes new file whose
name comprises of the current date and time. Until the arrival of another “Start,”
the method saves each received coordinate in the file by calling the above-
mentioned methods.

3 Cloud Service, Dropbox and Google Earth Use

One of the basic requirements for our solution was availability of the coordinate file
from various platforms and from more devices at the same time. Therefore cloud
storage was selected. GoogleDrive, Copy.com and Dropbox storages were tested. In
the long-term Dropbox was a solution that offered highest synchronization speed
and is also platform independent, therefore was eventually selected for our solution.
The system is programmed to enable all abovementioned solutions based on each
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user’s preferences. Dropbox client enables to load any file into a synchronized
folder; thereby the file is saved into the web storage that is available to all syn-
chronised devices. Users can also send data manually—directly via web interface or
web browser [11, 12].

To display the current location of the car the Google Earth software is used. This
programme was selected due to its complete worldwide map coverage and its
freeware version availability. The programme handles online processing of coor-
dinate files as well as automatized location update based on the content change of
the monitored file. Another feature is the ability to display individual routes saved
in the *.kml format. Google Earth is also platform independent. For the full
functioning of the proposed solution it is necessary to set regular check of the file
content and move over a map on the current position during its change. The delays
between content update can be set based don users’ requirements. The testing
proved the most ideal delay value was of 15 s. In this setting the map automatically
moves to the current location after applying changes in the nmea.kml by the Java
application.

4 Application Testing

For testing purposes of the HW application part the Arduino toolkit was connected
to a computer serial port, and via nTerminal programme communication between
microprocessor and individual modules was monitored. While tuning the pro-
gramme for microprocessor, a code capable of sending variables to serial ports was
implemented in the programme. The code was displayed via the abovementioned
nTerminal programme. During testing of the SW application part, HW module was
substituted by programmes Packet Sender for PC and UDP sender for Android
platform. Both programmes enable to send UDP packets to a particular IP address
and port. While tuning of the application they simulated sending UDP packets by
the GSM module. For the application testing purposes the unit with the GPS
receiver and the GSM module was placed in four cars and for a period of five
months was monitored their location and their routes recorded. The location and
route display in a mobile phone is exemplified in Fig. 3.

When data was collected, blackouts were determined; they were caused by
server connection failures resulting from weak or missing signal connection on
GSM network. Based on these findings the controlling programme of micropro-
cessor was adjusted to re-establish the connection once GSM signal is retrieved
after a blackout. Blackouts stopped appearing after these adjustments had been
implemented.
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5 Conclusions

The aim of the proposed solution was to create a platform-independent and cheap
solution of car localization using a GPS module, data transmission via GPS and
securing multiple accesses to data and car location using cloud solution. The pro-
posed innovative solution is designed to function independently on expensive map
basis, but uses freely accessible application Google Earth, which provides suffi-
ciently accurate worldwide map coverage. Thanks to the Dropbox platform saved
data are accessible anywhere and anytime, and enable further processing possibility
by other software to create e.g. detailed route catalogues for company car use
efficiency calculations. Furthermore, the proposed solution can be used for car
localization in the case of its theft.

Acknowledgement Support of the Specific Research Project of FIM UHK “SCM, Control of
Markets and Production in Agent-based Computational Economics” is gratefully acknowledged.

Fig. 3 View the route and the current position in the mobile app
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Intelligent Heating Regulation

Josef Horalek and Vladimir Sobeslav

Abstract Heating through own boiler is very widespread and popular. However,
most of heating systems do not solve or solve inefficiently the heating regulation.
Mostly, a residential unit contains one central thermostat controlling the boiler but
cannot set different temperatures in individual rooms. Possible solution is to
measure the temperature in every room and control valves on individual radiators.
These solutions use proprietary communication protocols and they are unreason-
ably expensive. Controlling algorithm is fixed without a possibility of an adjust-
ment. By the design and realization of own regulation we gain not only financial
savings, but we mainly improve client’s convenience. This article represents pos-
sibilities of smart heating solution using Arduino platform that provides enough
performance and also supports effective programming and open source solution
utilization.

Keywords Arduino � Temperature regulation � Home automation � Smart
metering

1 Introduction

Currently the central heating is one of the most widespread heating means. Its
principle is simple: every flat in a house has its own boiler. It can be for example
coal boiler, but mostly it is a gas boiler. The heating system in flat consists of a
central boiler and radiator system distributed throughout the flat. Every residential
room has at least one radiator; the maximum number of radiators is not limited in
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theory, but usually there are not more than three in one flat [1]. To control the whole
system, one central thermostat is mostly used. Its connection to the boiler (con-
sidering gas boiler) is realized through two wires. Earlier boilers were using
alternating voltage of 230 V, then there was one more, protective conductor in the
wire. Modern boilers work with direct voltage of 12 V. Additionally, in the case of
cheap boilers, there is no use of any smart communication bus. If the thermostat
processes the need to heat through its sensors, it just connects both wires leading to
the boiler. When the thermostat evaluates enough temperature height, it disconnects
wires and so it shuts down the boiler. Probably all boilers not older than ten years
make evaluation of water temperature returning from radiator system to the boiler
through their own built-in microprocessor in control unit. If it is high above tem-
perature set on the boiler, they stop heating automatically. If there is permanent wire
connection, nothing but overheating happens.

The ideal solution would be to use equithermic regulation same as on agents
level introduced by [2] and [3]. Within this type of regulation the temperature of
water in the system is changed. The lower temperature is required for boiler to heat
water, the lower energy it consumes. The regulation is given by equithermic curves
that describe mutual dependence of outside temperature and heating water tem-
perature that is required to reach required temperature in rooms. For equithermic
regulation it is necessary to have a possibility of electronic control of water tem-
perature on the boiler. Cheap boilers have only a mechanical potentiometer.
Although it would be possible to exchange the mechanical potentiometer on a
boiler control board for a digital one, but the boiler would not be approved by a
revision check and could be dangerous then. If we cannot ensure different tem-
perature in every room through the regulation, a client will not feel comfortable and
it will mean high energy costs. Existing accessible solutions does not solve this
problem at all, or they rely on open doors through all rooms, so one heating unit, or
they are very expensive and usually based on commercial manner.

If an automation system is not based on free software and solutions and it uses
proprietary protocols, it is not possible to make a system change easily. We expose
ourselves to a risk that a company stops selling the system after some time and so
technical support ends. If any element breaks itself then, it will not be possible to
buy new one instead of it and we will have to change whole regulation system. This
entails construction works and also it might be necessary to change valve elements
on all radiators. It is necessary to shut down the whole heating system.

Therefore, a target should be scanning temperature individually in every room
[4] and through own control unit consistently evaluate if the room has reached
required temperature. If it does, the unit has to be able to shut down the heating in
this room. It is possible practically through only one way—by closing an access of
heating medium to heating element [5].
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2 Problem Definition

The most widely used system is models with central boiler, central thermostat and
heating elements system. This centralized system is from its principle bad solution,
because whole heating unit (flat and house) is controlled by the temperature in one
room. If we have model scheme of heating unit with two rooms, it generally comes
a situation, when in room A we want to have 20 °C and in room B 22 °C. While
using mechanically settable radiator valve it is possible through testing to define
right position for keeping temperature in empty rooms. Once there are one or more
people in any room, the whole regulation stops working. It is known that a human
delivers heat corresponding to 100 W bulb. If there are five people and some home
appliance turned on in the room with the thermostat, they will produce a relatively
large amount of heat. This will cause the boiler to shut down and in other rooms
will not be heated regardless to the required temperature [6].

Two solutions are possible. The first solution lies in opening doors through all
rooms and so the temperature equalizes. It is clear that this solution is very
uneconomical, if there are unoccupied rooms (for example a hall) unnecessarily
heated. Furthermore, client’s convenience is important when the target state is to
have the same temperature in the whole apartment. The second solution lies in the
possibility of individual control of every room and every radiator. To be able to
close and open the radiator again, there has to be an actuator with an electronically
controlled valve on it [7]. Electronically controlled valves are differed to two basic
types according to the way of closing the radiator valve. The first one is the valve
powered by electricity and thermoelectric valves.

Electricity-powered valves contain small electromotor and small transmission
through which the valve piston is squeezed. As their disadvantage there remains a
limited service life of transfers that are usually from plastic. While changing the
state they produce noise that can bother the client, especially in a case of bedroom.
An advantage is a power consumption that is necessary only for the state change.
Valves then hold the state without permanent power consumption.

Autonomous valves are powered by an electromotor. They scan the temperature
directly in valve element that means several centimetres from radiator that makes
them inaccurate. They have a display and buttons through which the client can
limitedly set required temperature and timetable. The power is provided by bat-
teries. Thermoelectric valves use same principle as classical mechanical thermo-
static valves. They have an element reacting on heat inside. Once the element is
heated, it expands itself and so squeeze valve piston. Whole process is absolutely
without a noise. The disadvantage is electric power consumption for holding the
state. There has to flow power through the heating element constantly. It is much
smaller than during/in the case of state change, but it still exists. Consumption is
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usually under 2 W per one valve, it differs according to the manufacturer. Another
important selecting criterion is valve operating voltage. There are two types pro-
duced: 230 V AC and 24 V AC/DC. 230 V valves require mains voltage. Therefore
their installation can be performed only by someone with particular certification and
there is dangerous voltage wiring in the flat. An advantage is simplicity and
presence of 230 V in every room [8]. 24 V version is incomparably safer than
230 V version. Valves from most manufacturers can usually work with both,
alternating voltage and direct voltage. Control voltage is often transferred directly
from the control unit, thou there occurs relatively great loss along such low voltage.
After bringing the voltage the valve can open or close the radiator. They are
so-called NC (Normal Close) and NO (Normal Open) types. As it is clear from the
name, NC type is closed without the voltage. NO is opened without the voltage.
Most widely used are NC models, because radiator opens himself only in the case it
has to heat. Otherwise it does not consume any energy for the valve. Very important
parameter when selecting the valve is its connection. Currently it is most wide-
spread the connection through metric thread M30 × 1.5. Usually it is necessary to
use valves supported by a manufacturer, or a reduction. There are many existing
solutions, but each has some weakness. Mostly they are a high price or commercial
(unfree) solution. Wireless regulation system HomeControl works on a principle of
wireless communication of individual valves and a central unit. System uses
autonomous valves with measurement straight on the radiator and so it is more
inaccurate. A set for four rooms can be bought for a price of approximately $175.

Regulation from the Czech company Jablotron requires besides individual
valves central, the control unit for a price of around $240, which is very expensive.
Wireless intelligent regulation system Fibaro uses for communication between
individual elements wireless bus Z-Wave. The cheapest central control unit ranges
around $320. It can communicate with a great number of other sensors in whole
apartment, but if we want only heating regulation, its price is unbearably expensive.
Wireless regulation system PocketHome has the cheapest central control unit, but
the problem is in expensive control valves.

3 New Solution

New solution uses individual control of all heating elements in a flat and scanning
the temperature in every room. Equitherm regulation is not possible, because no
unprofessional gas boiler intervention is possible. After the analysis of control
valves we concluded that the most suitable valve is thermoelectric one that does not
contain any mechanical elements. Suitable voltage is 24 V, because then it is
possible to transfer also a power from the central unit. Used wire will be UTP type,
so it can be powered by passive PoE (Power Over Ethernet). From the logical and
technical point of view it is not a problem to use 230 V AC valves and 24 V AC/DC
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valves of both, NC type and NO type. It is enough to modify firmware in the central
control unit.

To enable evaluation for closing radiators, central unit has to know exact tem-
peratures in rooms. For a higher accuracy there can be greater number of ther-
mometers in every room from which central unit can count the average value. For
temperature measurement there can be used more types of sensors. The cheapest
temperature sensor is thermistor that changes its resistance according to the sur-
rounding temperature. There is an NTC version based on a principle of lowering the
value of electrical resistance while lowering temperature and PTC version [9, 10]
while increasing temperature its resistance rises as well. For these needs it is always
necessary to know precise characteristic of used thermistor. Then, the biggest
problem is operating with analogue value. Once we use even of few centimetres
longer or shorter power cord, we immediately loose required accuracy. Therefore it
is necessary to have thermistor including the cable calibrated [11]. The second
variant is the temperature sensor with analogue output, for example LM35. It gives
the temperature recalculated to voltage. 1 °C equalls 10 mV. For measuring then it
serves well general voltmeter, when we measure 20 °C as 200 mV. The disad-
vantage is again a requirement of calibrated cable. The advantage is direct tem-
perature reading along which we do not care about inner characteristic of the
temperature sensor. The best solution is temperature sensor communicating on
digital bus that brings several advantages. Most importantly, we do not have to
make cable calibration from central unit to temperature sensor. Most buses’ com-
munication is protected by a checksum mechanism on transferred frame that
ensures the detection of wrongly transferred values. Due to the bus characteristics, it
is possible to connect on one cable (bus) greater number of temperature sensors.
The most well-known is digital temperature sensor Dallas DS18B20.

The control unit acts as a brain of a whole heating system. It should be powerful
enough for whole system running, trouble-free, cheap and easily programmable.

Because it is not necessary to log current data constantly, we will use control
board with a single-chip microcontroller. It contains whole computer including
RAM, ROM, processor and other supporting circuits in one chip. It would be
possible to make distant logging and have an opportunity to change algorithm
values for heating in real time, but then it would be necessary to use board on
classical ×86, or ARM architecture. But that would make the whole solution much
more expensive and complicated. A failure rate would arise a lot—single-chip
microcomputer with unchanging program running in one single thread has gener-
ally lesser chance of breakage compared with common ×86 PC on Intel platform
and common operating system Microsoft Windows, or Linux. The control unit will
use a simple algorithm. If the temperature measured in a room is smaller than the
client required, it opens the radiator. If boiler does not run, it turns it on. It controls
all rooms like this. If at least one radiator is opened, it always turns on boiler.
Reversed process is the same. If all radiators are closed already, the unit turns of
boiler. We solve central unit performance part through a relay. Every valve on
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every radiator is switched through its own relay. The boiler has also own relay
through which comes up a possibility of using control valves various models. We
do not care about required 230, 24 V voltages, because they are switched by a relay.
The cable distribution in every room of the heated unit is necessary to be prepared.
Individual power lines have to lead to every heating unit and control the valve. It
would be possible to use the common ground, but because of the performance there
are used power wires for every heating element in our design. Digital thermometers
communicate on bus and for its operation they need only two power wires. They are
all connected on this bus and due to their communication protocol they are able to
communicate with the central control unit. It is necessary to pay attention to the
cross-section of the cable leading to the valve on the radiator. There must be no
large voltage drop. Thermometer cable is much more complicated. Every bus has
defined requirements on the maximal length, capacity, cable type and the maximum
number of simultaneously connected devices directly in its own standard. For
example, within bus I2C the bus maximal length is limited by a cable that cannot
exceed capacity of 400 pF. Branching is not arbitrary, some buses enable star
topology (Ethernet), others, on the other hand, bus topology (RS-485).

4 Solution Implementation

For the model flat with two rooms, each containing a heating element realization,
we needed two electrically controlled valves, central control unit and connecting
cables. Because our testing rooms were small and we did not require extreme
accuracy, we placed to each of the rooms in flat only one temperature sensor. If
greater accuracy is needed, it is possible to add more temperature sensors addi-
tionally and adjust firmware in the central control unit. Because valves powered by
electromotor are noisy and do not have such service life, valves powered by
thermoelectricity were used. Controlling was carried out through stretched element
heating. From the security reason valves were connected to 24 V DC. Used type
was NC (Normal Close, so closed without voltage). Due to this fact it was nec-
essary to keep valve powered only for the time needed to heat the room to required
temperature. To every radiator there was led individual 24 V cable. These cables
were connected to relay board within the central control unit. To the third relay we
connect boiler instead of original thermostat. Boiler will be galvanically separated
from control unit, so we will seamlessly meet security standards. As temperature
sensors it is theoretically possible to use various types. Thermistors were rejected
for testing, because it is necessary to know their characteristics and it is necessary to
count cable resistance. The first sensor LM35 we used has accuracy of ±0.75 °C
[12] that is for the purpose of heating regulation sufficient. The problem is reading
values that we do through reading the voltage value Fig. 1. Again it is necessary to
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make sensors calibration in every room and count cable to the measurement. To
every sensor it is necessary to have attached an individual data conductor. Despite
easy measuring we rejected LM35 sensors after long-term testing from reasons of
its problematic data reading.

As the best affordable solution within the implementation appears itself tem-
perature sensor DS18B20. Sensors DS18B20 communicate with central control unit
through 1-Wire bus, as seen in Fig. 2. Due to the bus it is possible to have only one
cable distributed through the flat and connect sensors in parallel to it. 1-Wire bus
contains always one master device and from one to n slave devices.

Communication is always started by master and slave devices responds to it.
Operation on bus is divided to timeslots. Bus is much slower in comparison to I2C
and it is not suitable for great data transfers. However, it is perfectly suitable for
reading values from various sensors (Fig. 3).

For unambiguous identification every 1-Wire device contains worldwide unique
64 bit serial number (ID). Because DS18B20 has very small power consumption, it
is possible to perform it in so-called “parasitic mode.” We attach only ground and
data conductor to sensors. Power (+) is transferred through the data conductor. All
sensors have built-in miniature condenser that charges itself in a case of logical 1 on

Fig. 1 Scheme of temperature measurement using a digital multimeter LM 35

Fig. 2 Supplying the parasite-powered DS18B20 during temperature conversions
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a bus and from it transmissions are then realized. Within greater distances it is
possible to use three-wire connection plus, ground and data.

As a central control unit we chose Arduino, concretely Arduino Nano board. It is
fully compatible with general Arduino Uno and Arduino Duemilanove, but
dimensionally smaller and enables direct connecting to the printed circuit board.
Several different microcomputers were tested, mainly AVR, PIC and STM32.
STM32 are 32 bit ARM processors on approximately 84 MHz. For stated regulation
they are unnecessarily powerful and they have complicated programming. They are
not produced in DIL (Dual Inline Package) solution, but only in SMD (Surface
Mount Device), so they are not suitable for manual installation. The family of 8 bit
PIC microcomputers appears itself to be low powered, problem is mainly in small
RAM. Usually, they have 256 bytes RAM. Considering future possibility extension
of Ethernet communication it is unusable low. As the most advantageous show
themselves microcomputers from AVR family from Atmel company, particularly
ATmega328. It has 2 kb RAM, 1 kb EEPROM and it works up to 16 MHz.

Considering simple programming we used programming language Arduino. It is
modified C++ with easy learning curve. For Arduino there are a great number of
libraries available and it has excellent community support. Arduino Nano has 14
input output pins. Setting of required temperatures is saved in EEPROM in inte-
grated 1 kb EEPROM. If user wants to change settings, they have to connect control
unit to a computer and rewrite EEPROM memory. For communication it is used
USB with integrated converter to standard serial port RS-232. Implemented pro-
tocol is textual and with a device it is communicated via ASCII signs. For basic
testing, tool PuTTY was used, because control application for easier setting and
value check was not programmed in the testing phase. There is an illustration of the
part of the control code as we solved it below.

Fig. 3 Powering the DS18B20 with an external supply
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#!/usr/bin/env python
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5 Conclusions

The aim of the article was to introduce cheap and innovative solutions of intelligent
heat regulation with a use of simple control unit for intelligent flat heating regu-
lation. Primary requirement was the lowest possible price and use of free solution,
therefore the method of current commercial automation systems modifications was
rejected at the very beginning. As the control unit Arduino platform was chosen, for
its low price, reliability and popularity. All the regulation is done solely in a control
unit that is autonomous among the whole system. Thereby the situation when the
internet connection drops/fails and heating stops working cannot occur. The design
was implemented and tested in a simple model flat. From the testing it is clear that
in the next solution phase it is necessary to create graphical application for con-
trolling of the whole system [13] and its prospective connection to cloud for remote
access option and system parameterization without a necessity of physical
access [14].

Acknowledgement Support of the Specific Research Project of FIM UHK “SCM, Control of
Markets and Production in Agent-based Computational Economics” is gratefully acknowledged.

References

1. Geth, F., Verveckken, J., Leemput, N., Beerten, J.V.N., Tielens, P., De Smedt, V., Iacovella, S.,
Hunyadi, B., Koolen, N., De Clercq, H., Gielen, G., Puers, R., Van Huffel, S., Belmans, R.,
Deconinck, G., Dehaene, W., Driesen, J.: Development of an open-source smart energy house
for K-12 education. In: General Meeting of the IEEE-Power-and-Energy-Society (PES) (2013)

2. Sharples, S., Callaghan, V., Clarke, G.: A multi‐agent architecture for intelligent building
sensing and control. Sens. Rev. 19(2), 135–140 (1999). doi:10.1108/02602289910266278

3. Morel, N., Bauer, M., EL-Khoury, M., Krauss, J.: Neurobat, a predictive and adaptive heating
control system using artificial neural networks. Int. J. Solar Energy. 2007-03-23, 21(2–3),
161–201 (2007). doi:10.1080/01425910108914370

4. Sun, S.H, Jin, Y.S, Zhang, W.J.: Design and simulation of remote temperature monitor and
control system based on embedded web server, In: International Conference on
Instrumentation, Measurement, Circuits and Systems (ICIMCS 2011) (2011)

5. Fuentes, M., Vivar, M., Burgos, J.M., Aguilera, J., Vacas, J.A.: Design of an accurate,
low-cost autonomous data logger for PV system monitoring using Arduino (TM) that complies
with IEC standards. Sol. Energy Mater. Sol. Cells 130, 529–543 (2014). doi:10.1016/j.solmat.
2014.08.008

6. Minebea Co Ltd (MINW-C). Thermoelectric energy converter for, e.g. sensor has thermal
reservoirs in which one thermal reservoir serves as heat source and other serves as heat sink
while second is formed by housing. DE102013204166-A1, 2014-R02161. Uděleno
16.02.2014 (2014)

7. Toyota, J.K.K (Toyt-C).: Thermoelectric-generation apparatus for engine of vehicle, has
electronic control unit to diagnose failure of valve based on electrical property of
thermoelectric conversion module, when transmitting opening or close signal to actuator.
JP2013147974-A, 2013-M02201. Uděleno 20.02.2013 (2013)

8. Honeywell Technologies Sarl(Hone-C).: Thermoelectric actuator for use in room-temperature
controller for regulation of e.g. radiator, has Peltier element that heats or cools expandable and

816 J. Horalek and V. Sobeslav

http://dx.doi.org/10.1108/02602289910266278
http://dx.doi.org/10.1080/01425910108914370
http://dx.doi.org/10.1016/j.solmat.2014.08.008
http://dx.doi.org/10.1016/j.solmat.2014.08.008


contractible element based on electrical current flow through Peltier element. EP2559898-A1,
2013-C52829. Uděleno 17.8.2011 (2011)

9. Zeng, Y., Lu, G.X., Wang, H., Du, J.H., Ying, Z., Liu, C.: Positive temperature coefficient
thermistors based on carbon nanotube/polymer composites: In: Nature Publishing Group,
Macmillan Building, 4 Crinan St, London N1 9XW, England Journal, vol. 4 (2014). doi:10.
1038/srep06684Bhadrakumari

10. Rabiya, A.S.: Electrical properties of composite temperature: Dependent resistors. In: Taylor
& Francis Ltd, 4 Park Square, Milton Park, Abingdon OX14 4RN, Oxon, England Journal,
vol. 21, Issue 2, pp. 173–177 (2014). doi:10.1080/15685543.2014.856196

11. Instruments, Texas.: LM35 Precision Centigrade Temperature Sensors. LM35 datasheet, Aug
(1999)

12. Penhaker, M., Darebnikova, M., Cerny, M.: Sensor network for measurement and analysis on
medical devices quality control. Commun. Comput. Inf. Sci. 171, 182–196 (2011)

13. Behan, M., Krejcar, O.: Modern smart device-based concept of sensoric networks.
EURASIP J. Wireless Commun. Networking. 1(1155) (2013). doi:10.1186/1687-1499-
2013-155. Received 9 October 2012; Accepted 15 May 2013; Published 6 June 2013. ISSN
1687–1499

14. Machacek, Z., Slaby, R., Hercik, R., Koziorek, J.: Advanced system for consumption meters
with recognition of video camera signal. Elektron. Ir Elektrotechnika. 18(10), 57–60 (2012).
ISSN: 1392-1215

Intelligent Heating Regulation 817

http://dx.doi.org/10.1038/srep06684Bhadrakumari
http://dx.doi.org/10.1038/srep06684Bhadrakumari
http://dx.doi.org/10.1080/15685543.2014.856196
http://dx.doi.org/10.1186/1687-1499-2013-155
http://dx.doi.org/10.1186/1687-1499-2013-155


Measuring of Electric Energy
Consumption in Households by Means
of Arduino Platform

Josef Horalek and Vladimir Sobeslav

Abstract The paper presents possibilities of the measuring of electric energy
consumption in households. Current approaches and technological solutions are
analysed and closely examined with respect to their positive and negative aspects.
Based on the analysis a new solution eliminating detected disadvantages is intro-
duced using Arduino platform.

Keywords Arduino � Android � Measuring of consumption � Wattmeter � Smart
metering

1 Introduction

Every household has at least one wattmeter planted in the main distribution board of
the house, which measures the consumption of the entire household and a provider
of the electric energy regularly on a time specific basis subtracts of wattmeter
readings and issues a clearing invoice according to the selected tariff [1]. The
proportion between the consumed energy and the price is continual, of course. In
present day the prices of electricity are stagnating, even falling, but long-term
predictions declare that the prices will continually rise. From this reason a large
number of households are trying to reduce the wattage of appliances [2, 3] and thus
decrease the expenses by using electrical devices with higher efficiency. Because
data provided by manufacturers are not always exact [3], it is appropriate to validate
the energy consumption. In this way it is possible to find out which appliance has
the greatest wattage and for example start considering its exchange. Wattmeter from
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the energy provider is inappropriate for this purpose because it shows the sum of
wattages of all electrical devices in the home. Easy consumption identification of
particular devices and appliances is thus impossible.

As a consequence the whole range of wattmeters is being produced [4–6] which
enable us to measure the consumption of individual appliances [15–17]. Here
however comes the problem. Offered devices do not allow long-term logging
(saving) of measured data and executing of their analysis. Furthermore, there is no
wattmeter that would allow remote access from the web browser or from a mobile
application running on a smartphone. Therefore it is not possible to comfortably
execute analysis of appliances’ wattage [7]. The following parts of the paper
therefore propose the solution by which the thereinbefore drawbacks are success-
fully eliminated. The solution is then implemented, thoroughly tested and verified.
The last part contains the summary of all findings and suggests areas for further
improvements.

There is a wide range of wattmeters supply on the market [8]. Generally it is
possible to divide the types of wattmeters into following categories: socket plug,
industrial, pliers, and distribution board wattmeters. The socket plug wattmeter is
attached into sockets in the house. Measured appliance is then plugged into the
socket in the wattmeter. It is a cheap device which allows immediate consumption
monitoring [21–24]. Selected models are also able to save the history of con-
sumption in short-term interval (units of days). The industrial wattmeter is,
accordingly to its name, used in the industrial section of the market. These meters
can monitor and log measured data. It is possible to access the data via certain
interface or bus (for example Ethernet, Modbus or Profibus through bus RS-485,
etc.). However, their price is high and they require specialized technical service,
thus their use in households is not suitable. The last type of wattmeters is the pliers
wattmeters. These are used especially for measurement in field and in laboratories.
Better equipped models have the option to store wattage values and examine the
data in computer through USB. Yet their use is inappropriate for long-term mon-
itoring on a single place. All the above mentioned solutions share a common
drawback. It is not possible to realize long-term logging and storing of measured
values in order to examine and analyse the data afterwards. The exceptions are
industrial wattmeters, which can include Ethernet interface, and whose wattage can
be monitored with special application. Naturally, their price is high and they can not
be used in households. Manufactured wattmeters also lack advanced functions such
as conversion of consumption to fee that needs to be settled according to a
household tariff. Socket plug wattmeters are feasible for casual measurement, but if
measurement of an appliance which does not have constant consumption (such as
desktop computer or television) is necessary, it would be more desirable to use a
wattmeter which is affordable and enables to browse and check measured values.
Another useful feature can be the connection with smartphones, where it would be
possible to work with measured wattages further. Such a wattmeter is not being
produced and it is necessary to design it [9]. Requirements for a suggested solution
thus arise from the lack of commonly available wattmeters with wattage mea-
surement accurate enough, with simple operation and simple controls, with local
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storage of measured values, with network interface, with highest possible current
load, with high level of reliability and safety. Another requirement is a mobile
application that communicates with the wattmeter and allows detailed work and
analysis of measured data. It is possible to generally summarize the requirements
into few points. Support of Android, displaying of consumption in charts, con-
version to price according to the household’s tariff and notifications when the price
or consumption surpasses the preset value.

2 New Solution Proposal

The proposed solution is depicted in Fig. 1, which in the form of a diagram
describes innovative solutions of electric energy consumption measurement in the
household.

The central element of the suggested solution is a microcontroller. The micro-
controller is proposed because, unlike microprocessor, it contains not only the
processor, but also integrated RAM, flash memory for a program, and it can also
have an EEPROM. In order to be able to communicate with its surroundings, the
microcontroller is equipped with a number of digital inputs and outputs, analog
inputs and usually also containing bus lines. There is a fair amount of microcon-
trollers from various manufacturers and of different architectures. The most com-
mon is RISC architecture with 8, 16 or 32-bit instructions. The advantage of
microcontrollers over microprocessors is considerably lower consumption. The
primary task of a microcontroller is to read data from the sensor which measures the
wattage. This operation will repeat cyclically with a period of five seconds. The data
will be stored together with the time stamps on a central repository. A control
element is attached to the microcontroller in order to enable initial setup of com-
munication and for eventual reading of measured values on display. The last block
of suggested wattmeter is a network controller that provides the communication
with the surroundings through standard data and mobile data networks.

Fig. 1 Block diagram of
functional solutions
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It is necessary to use the data network for the communication with mobile
devices, as shown in Fig. 2. According to presently utilised standards, it is possible
to use cable connection through Ethernet technology, wireless connection via WiFi
or ZigBee technology.

2.1 The Technical Proposal of the Solution

The microcontroller model ATmega2560 from the company ATMEL was selected
as a controlling component [10]. It is 8-bit microcontroller based on RISC archi-
tecture. It contains 256 kb of flash memory, 8 kb RAM and 4 kb EEPROM. It
works on 16 MHz clock frequency and it allows the use of up to 86 inputs/outputs.
Since the component in question is SMD (Surface Mount Device), which is
characteristised by problematic development on the prototype basis, the develop-
ment board base Arduino Mega 2560 was used for the purposes of the wattmeter.
Arduino is a prototypic board that noticeably accelerates the development of
electronical projects. A part of the Arduino project is also the Integrated
Development Environment and the compiler. Its advantage is the existence of a
large number of already debugged libraries supporting most of the commercially
available parts. The basic version Arduino Uno [11] was not chosen because of its
built-in microcontroller. The ATmega328, which contains only 32 kb of flash
memory and 2 kb RAM. Those values are sufficient enough for simple projects,
however, in the case of the wattmeter proposed by us, it would be very difficult to
realize all the requested features. As a consequence the board Mega 2560 con-
taining higher capacity of the memory was selected.

The sensor used for the measurement of the consumption was Hall Effect
Current Sensor Module ACS712 [12]. It uses Hall’s effect for the measurement of
the flow of electric current. Thus the electric power is not measured directly,
because such a wiring is very expensive and complicated [13, 14]. Effective voltage
in powerline in the Czech Republic is 230 V with maximal permissible tolerance
−10 and +6 %. As long as we measure only the electric current, which will then be
multiplied by constant 230 we will get resulting value of consumption with max-
imal deviation 16 %. In this way we obtain values that are commonly reported by
commercially available wattmeters in price range around 20$. The advantage of the
sensor ACS712 is its maximal possible electric current 20A which can run through
it without being damaged. Consequently it is possible to measure electric power up
to the value of 4600 watts. In order to make the communication between wattmeter
and a mobile platform possible, our solution design uses ethernet controller Wiznet

Fig. 2 Communication power meter with mobile devices
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W5100 [15], or more precisely, extensive development board for Arduino on which
the controller is used. The controller has hardware support of the set of protocols
from the TCP/IP family. Thereby it is possible to use DHCP for automatic con-
figuration of IP adress. The controller has also an implemented slot for MicroSD
memory cards that supports FAT and FAT32 file system. The maximal supported
capacity of the cards is thus limited on 16 GB. Thereby the storage large enough for
measured values is guaranteed. NTP server is used for further accuracy of time
stamps. The control of the wattmeter is solved by the choice of 4 × 4 matrix keypad
which contains numbers and keys for A,B,C,D,* and #. Via the keypad it is pos-
sible to configure the settings of IP adress and to review the measured data. The two
line display with twenty characters per line is used to show the information on the
wattmeter. The display also enables to display the information about immediate
consumption. Since the wattmeter uses cable Ethernet interface and most of the
Android devices do not have the cable Ethernet, the solution of the wattmeter
designed by us is connected by the cable into a wireless router. In this way the
application for Android can make inquiries through the WiFi network with simple
TCP packets. A part of the packet is also the opening and final time of measured
data. The application can also have implemented a service class that would ensure
the automatic periodic download of the data. Measured values can then be browsed
either textually or in a form of a chart. Furthermore, there will also be the possibility
to set up notifications when the tariff-price or the consumption over defined term
surpass the preset value.

3 The Solution Implementation

The implementation of a prototype of the new wattmeter solution was created on
the contact field. The Ethernet controller Wiznet W5100 was attached to the
Arduino development board. The controller in question is realized as a ready-made
model that attaches to the Arduino with the use of common pins. It also contains the
controller for SD and SDHC memory cards. The SD card with a 1 GB capacity and
FAT32 file system was used during the development. The schematic representation
Fig. 3 illustrates the connections of other components to Arduino.

The pin 16, set up as an output, is connected through PNP transistor BC557C to
a piezo speaker, which serves as a warning signal in case of surpassing of the
consumption value set by the user. The transistor is used in order to not exceed the
maximal allowed current drain on the pin. The pin 19 is connected to the keypad
through second hardware UART (Universal Synchronous/Asynchronous Receiver
and Trasmitter). Another component is Hall Effect Current Sensor Module
ACS712, which is connected on first analogue input A0. This is a ready-made board
with built-in protection and five pins. Two of them are conducted through a ter-
minal plate and the measured current flows through them. The remaining three are
supply input for +5 V, ground and output on which changes the voltage in range
from 0 to 5 V in dependence on the electric current flow. The last module is two
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line LCD display with twenty characters per line with Hitachi HD44780 controller.
A parallel interface is used for service of the display on the ground of low overhead
costs for hardware. The display is attached on pins 40 to 45 as well as to two
potentiometers. The first potentiometer is attached to pin Vo and serves for changes
of the display contrast, the second one regulates the voltage between anode and
cathode of the backlight [18–20].

Since the 4 × 4 matrix keypad was selected for the direct control of the watt-
meter, it was necessary to implement secondary microcontroller. Handling of the
matrix keypad has to run in infinite loop in which each line of the matrix is in
sequence set on a logical value 1. Then the values are ensured in the columns. If
there is also a logical value 1 on some of them, pressing of a key is recorded on the
specific position. Considering that the Arduino has to communicate with the LCD
display, Ethernet interface and SD card, it would not be able to record everytime a
key is pressed. Thus the keypad is attached to a microcontroller PIC16F690, which
has 18 input/output pins, 4 kb of flash memory and 256 bytes RAM. It has
implemented simple code in programming language C, compiled in Integrated
Development Environment MikroC, that runs the aforementioned algorithm and
that sends a code through UART interface to Arduino when a key is pressed.
Arduino contains hardware buffer, that is being regularly checked and if it contains
a code of a key, corresponding action is realized. In case that Arduino is running an

Fig. 3 Wiring diagram wattmeter
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uninterruptable code, there may be a delay inbetween the press of a key and a
reaction. However, such delays are in the units of miliseconds and do not exhibit
themselves in any distinctive way (Fig. 4).

During the development Arduino is most frequently powered with an USB
cable, a cable that serves for loading of the program and for debugging at the same
time. However, powering through USB connector is inapplicable for the final
product. For this reason a power supply source working in voltage range from 7 V
up to 24 V was designed. Output voltage is stabilized 5 V. Thanks to this, it is
possible to power the wattmeter with almost arbitrary power grid adapter. Almost
all the electronics is at the same time directly separated from the grid voltage 230 V.
The drawback of this approach is the necessity to use external adapter, which itself
has certain consumption. Nevertheless, modern boost converters have high effi-
ciency, over 80 %. Moreover, the wattage of the device itself does not exceed
hundreds of miliamperes and thus it is an insignificant figure.

The source code had been created in Integrated Development Environment
Arduino IDE 1.0.6. The language used for the programming is a simplified version
of the programming language C. Every program for Arduino has to contain two
methods. The first one is setup, in which the initial values are preset, and the other
one is loop, which is an infinite loop of programming logic. The method setup is
composed of several other method calls. First of all the method lcdInit is called for
configuration of the LCD. Then the serial port UART is set up for the communi-
cation with the keypad. Afterwards the type of Ethernet configuration is loaded
from the EEPROM. It can be set on automatic configuration from a DHCP server or
statically. In the case of static configuration, the IP adress, subnet mask, default
gateway and a DNS server adress is loaded from the EEPROM. Furthermore, the
threshold value of consumption is read from the EEPROM. The additional step is
the inicialization of the Ethernet and of the memory cards by the methods called
initialize SDCard and initialize Ethernet. If the Ethernet can not be initialized

Fig. 4 Wiring diagram keyboard
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according to the preset configuration, LCD display shows an error message and
configuration dialogue for new settings. After the successful configuration of the
Ethernet a server socket, which responds on requests from the mobile application, is
established on the chosen IP adress and TCP port 3300. Then the connection is
established with a NTP server, from which the exact time is being acquired. Then
the program moves into the loop method. In the loop method in its infinite loop we
increment variable count and when it reaches value 8000, the method
sendNTPpacket is called to send a packet towards the NTP server. When the value
reaches 10,000 (approximately the equivalent of 12 s of time) the variable count is
zeroed and the methods updateTime, saveData, threshold and redraw are called in
sequence. The updateTime method refreshes the time according to NTP server
response. The saveData method reads the value of the electric current from the Hall
effect sensor, converts it to electric wattage and saves it on SD card in “17:39:47
04-01-2015 337” format. The first figure is the time, the second is the date and the
last figure is the wattage value of the measured device or appliance. A new file is
created at the beginning of each hour of measurement in order to avoid having just
one big file on the memory card. The filename contains the hour and the date. This
approach simplifies consecutive reading and locating of the data. The threshold
method compares measured consumption with the threshold that was set up by the
user. If the threshold is surpassed, the piezo speaker makes a short beep. The next
last method called redraw erases the content of the LCD display and overwrites the
information of the threshold value, current consumption and the time. Pressing of a
key is being controlled by the loop as well, and according to the sign, the LCD
display shows the configuration. It is possible to change the Ethernet configuration
or the consumption threshold directly on the wattmeter. The last method is check
Ethernet, in which the arrival of the packet from the Android application is being
checked. The packet contains information about the day and the hour to which the
measured data from the SD card needs to be sent. The second part of the wattmeter
is the application for the mobile platform Android. It was developed with the
objective API version 14. Therefore it supports Android from version 4.0. It uses
only one activity composed of fragments. The side bar from the material design of
Navigation Drawer is used for the navigation in the application. This side bar is
hidden on mobile phones and it is triggered by a gesture. Tablets have the side bar
always visible. The application contains in its navigation menu items for displaying
of charts, textual visual display, price calculations and settings. These fragments are
represented by classes GraphFragment, TextFragment, PriceFraments and
SettingsFrament. In order to be able to receive the data from the wattmeter, it is
necessary to set up the IP address of the wattmeter in settings. Then the thread in
class TCPclient is initiated, which periodically sends queries to the wattmeter
demanding the measured values which are then stored in an integrated SQLite
database.
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4 Testing of the Developed Application

The hardware and the program of Arduino were tested from the point of view of
energy consumption of the wattmeter itself, accuracy of the measurements and
stability of the program. The consumption of the wattmeter was measured by a
laboratory multimeter DIGITEK DT3800 on the input of the power supply 7–24 V,
which stabilises the voltage on 5 V and supplies the hardware. The power source
was plugged to 9 V grid adapter with 80 % effectivity. With LCD backlight off, the
measured current is stabilized on 220 mA and with full LCD backlight on 250 mA.
With regard to the power source effectivity the wattmeter wattage is 1375 W, or
15,625 W. Average price for kilowatt-hour in the Czech Republic is 4.80 CZK.
Year-long running of the wattmeter costs at average 58, or 66 CZK. Manufacturers
of commercially produced wattmeters do not indicate their consumptions, but we
can presume that their consumption would be similar. Thus running the wattmeter
is not financially demanding. Because of safety and difficulty the wattmeter accu-
racy was not tested on the grid voltages, but using safe direct voltage 12 V from
hard laboratory power source MERA EZP-04-05. The constant for the multipli-
cation of measured electric current was for this purpose changed from 230 to 12 in
the code of the program. The consumption that was being measured was of classical
Edison light bulbs with different denoted electric energy consumption. The values
are compared with above mentioned multimeter. First of all, the current flowing
through the light bulb was measured and then the voltage on the light bulb. The
values were multiplied with one another. The results are shown in Table 1.

The measured values imply that the highest measured variance is 23 %. With
increasing electric energy consumption the variance has tendency to diminish and
stabilize itself. On condition that the grid voltage does not show any distinctive
fluctuations, it is possible to claim that the measured valued correspond with results
from commercial wattmeters. The last tested aspect of the wattmeter was its
dependability. A short ungrounded conductor was attached to Arduino instead of
Hall effect sensor. On the conductor is induced so called signal noise. Those are
random values that were stored on a memory card instead of the consumption.
Likewise the RAM occupancy was monitored through the serial port. The watt-
meter was tested continuously for seven days. It turned out that the free memory
does not change and stays on 5950 bytes. Thus it can be stated that the program
does not contain any methods that could deplete the memory and cause the crash.

Table 1 Measured consumption

Indicated consumption (W) DT 3800 (W) The proposed wattmeter (W) Variance (%)

6 5.76 7.11 23

12 12.48 11.88 5

50 52.4 55.2 5

100 98.5 105.72 7
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Furthermore, the files on the memory card were checked. None of them was cor-
rupted nor did it contain any wrongly stored data. The average size of the data file
was 8 KB and those files were created every hour. Every day the card was filled
with approximately 192 KB of data. Therefore it is possible to store the data for up
to several years on memory card with 1 GB capacity.

5 Conclusions

The paper has presented a proposal, realization and testing of an innovative device
designated for consumption monitoring and measuring in households. Firstly, there
was introduced a proposal of a new solution, then the results of its testing. The
solution was tested from the viewpoint of stability, operating expenses and accuracy
of measurements. The results show that all the parameters match available com-
mercial solutions.

Along with the proposal and realization of the new wattmeter, a controlling
application for Android platform has been created. In the future, it is possible to
expand the new solution in many ways; currently new supports for different mobile
platforms are being developed and the layout of printed circuit is being optimalized
for the final product.

The suggested solution is in accordance with current approaches of smart
metering, which is based on measurements and control of the consumption in real
time, to which the solution suggested by us corresponds. Our solution also enables
the use of different electric energy consumption price tariffs and at the same time it
implements immediate awareness of the user themselves, who in this way acquires
other comprehensive information for their decisions regarding the optimalization of
the electric energy consumption in the household.
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A Methodology for the Enterprise
Networks Architecture and Modelling

Josef Horalek, Vladimir Sobeslav, Ondrej Hornig and Ladislav Balik

Abstract The design of extensive computer networks is specific by its need of the
deeper analysis of data flows and selected technologies, security strategy, network
management, test and other phases of which goal is to suggest the best possible
solution. Several frameworks or methodics implemented in many tools and systems
in different areas of information technology are dealing with the design and
administration of extensive and effective IT infrastructure. Based on analysis and
comparison of frameworks used for creating of enterprise architecture, a T-NET
methodics was created, which interconnects frameworks of enterprise architecture
TOGAF with specifics from the analyses and designs of computer networks.

Keywords Enterprise IT architecture � TOGAF � ITIL � Enterprise architecture
frameworks � Enterprise networks

1 Introduction

Communication is a basic means of understanding between people and at the same
time it is an important prerequisite for functioning of the whole society. The
massive advancement of information technologies in previous years was accom-
panied by the advancement of communication technologies. The exchange of data,
information and knowledge is one of the fundamental corner stones of cognizant
management and it is one of the prerequisites of effective functioning of any
organization.
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The analysis and design of internet networks has to take into account many key
factors, without which there is no way of effective network design. One of the
factors is heterogeneous elements of the network connected into one logical
complex. Companies and individuals use different communication technologies
such as Ethernet, ATM, Frame Relay, DSL, on different media (optical fiber,
mobile networks, metalic cabling, etc.), organized in different physical and logical
topologies. With the increasing number of elements in the network the demands on
transfer speeds, which currently climbed up to the gigabit transfer rates, are rising.
The increasing of transfer rates on network interface layer poses higher demands on
active elements, which ensure many functions related to the running of a network.
With this kind of transfer rates the mere demand on packet delivery in the internet
from a start to its destination presses upon a router to process millions of packets
per second and to decide with the help of routing algorithms by which way the
received packet should be sent. Some routing protocols such as for example RIP are
not very suitable for extensive networks, where the choice of more sofisticated
protocols such as OSPF, IGRP, BGP or ISIS [1] is essential. Security is a chapter of
its own, which every network design should take into account emphasizing the
protection of data from the user, of communication channels and of network ser-
vices. One of the possible approaches to security is the concept of deep protection
that analyses particular layers of the network according to their protocols and
services [2]. Another factor is the reliability of the network, which forces the
designers to create redundant topologies, to use intelligent active elements, to
virtualize the network resources and so on. From the time perspective it is necessary
to count with its future development, which means the possibility to extend the
network with further elements and services, increase the transfer rates and imple-
ment new technologies.

From the above mentioned it is obvious that the analysis and design of computer
networks is a difficult and dynamic problem that evokes the question whether it is
possible to simplify or at least to support the process of the design itself. Specialized
literature offers different concepts and approaches, which however often vary in
recommended working procedures for the design itself, or they vary in utilized
tools. Network technologies manufacturers publish different case studies, recom-
mended working methods, methodologies, architecture designs, etc., which are
logically wedded to products of particular manufacturer. The leader in the area of
network technologies—CISCO company—developed these solutions:

• CISCO validated design—the sum of case studies and documentations of val-
idated solutions,

• hierarchic approach to network modelling—division of parts of the network to
core, distribution and access layer,

• SONA—architecture oriented on network services,
• PIDOO—life cycle of the network,
• certification system CISCO in the area of design.

A part of the issue is also the optimization of network topology, routing algo-
rithms, measuring of network reliability and efficiency, quality of services, etc. The
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present paper does not primarily deal with the aforementioned areas; however, it is
possible indicate several relevant sources:

• optimalization of network topology and routing [1, 3, 4–7]
• quality of services [8, 9–11],
• metrics of network reliability and efficiency [3, 4, 12–15]
• network security [2, 16, 17].

An effectively designed IT infrastructure enables to support enterprise processes,
minimize expenses and maximalize effect of utilized technologies. In case of a big
organization it is complex process, in which it is usually necessary to interconnect a
larger number of heterogeneous systems, applications and devices. In such cases it
is possible to use tools of enterprise (business) architecture.

2 Enterprise IT Architecture Frameworks

This area includes different tools, methodics, standards and approaches that lead up
to the effective implementation of extensive technological infrastructure with a view
to fulfill the business goals of the organization in the best possible way [18].
Presented solutions occur on different levels of implementation from abstract
concepts up to methodics that define in detail the whole process of implementation
[10]. A term Enterprise Architecture Framework was established for this kind of
solutions, a term that can be loosely described as a general concept of business
architecture. One of the famous concepts is The Open Group Architecture
Framework (TOGAF), used in different areas of information technologies. Among
certified tools belongs for example IBM Rational Architect or Sparx Enterprise
Architect, which is used for UML modelling. There is a whole range of such
frameworks; according to J. Schekkerman’s classification [81], most important ones
are:

• Extended Enterprise Architecture Framework (E2AF),
• Enterprise Architecture Planning (EAP),
• Federal Enterprise Architecture Framework (FEAF),
• The Open Group Architecture Framework (TOGAF),
• Treasury Enterprise Architecture Framework (TEAF),
• Zachman Framework,
• Integrated Architecture Framework (IAF),
• Joint Technical Architecture (JTA),
• C4ISR a DoDAF,
• Department of Defence Technical Reference Model (DoD TRM),
• Technical Architecture Framework for Information Management (TAFIM),
• Computer Integrated Manufacturing Open System Architecture (CIMOSA),
• Purdue Enterprise Reference Architecture (PERA),
• Standards and Architectures for Government Applications (SAGA).

A Methodology for the Enterprise Networks Architecture … 833



Individual frameworks involve architecture creating methods or procedures that
are formalised in the architecture metamodels. There are a large number of
framework concepts in all possible forms from abstract descriptions of enterprise
architecture principles up to detailed methodics with defined procedures in indi-
vidual areas. The whole area could be divided into basic groups according to their
origin and designation of individual frameworks. Detailed analysis and comparison
of individual frameworks of course exceed the possibilities of this paper and thus in
order to proceed it is necessary to select particular representatives appropriate for
the analyses and design of networks, or more precisely limit their amount. Again,
there are more ways of approaching this task, thus the selection of a suitable
framework will be limited by the demand of generality and usability:

• Generality—enterprise architecture framework has to be designed in general
terms in order to be usable in different companies. Some frameworks are
designed for implementation of enterprise architecture in particular industry area
or in public sector and individual parts and processes are thereby fundamentally
influenced.

• Usability—enterprise architecture framework should be currently sufficiently
put to use. The extent to which it is utilized in organizations reflects the amount
of its acknowledgment by the community, consulting firms in the area of IT and
it creates a groundwork for the following implementation of the methodics.

The demand of sufficiently high utilization of selected frameworks in practice
leads to the analysis of currently used frameworks. According to the analysis of
Microsoft company [19] the most important frameworks are currently Zachman
framework, Federal Architecture Framework (FEAF), Treasury Enterprise
Architecture Framework (TEAF), The Open Group Architecture Framework
(TOGAF) and Department of Defense Architecture Framework (DODAF). Surveys
of utilizations are published with various periodicity by government institutions in
the USA but primarily by independent consulting organizations. Important sources
of information about extension of enterprise architecture are for example researches
from companies Capgemini, Gartner and Infosys. These companies deal with con-
sulting services, implementations of enterprise architectures or tools for support of
business processes, or they design their own framework (Gartner). According to the
study from Infosys company [20] the most utilized enterprise architecture frame-
work in companies is TOGAF (32 %) followed by Zachman framework (25 %). In
public administration it is again TOGAF (44 %), followed by FEAF (12 %) (Fig. 1).

2.1 EA Frameworks Suitable for Network Analysis
and Design

Even more frameworks and approaches exist in the area of enterprise architecture.
Among the often utilized ones in business practice belong the following: COBIT,
CORBA, ITIL or SOA. The aforementioned solutions, even though they are
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respected and spread in business practice, do not serve primarily for building of
enterprise architecture but for more specific purposes. It is hardly possible to
compare for example TOGAF and ITIL, although it is possible to encounter such
comparisons, especially in less-founded sources on the internet. Accordingly, it is
not possible to compare COBIT and ITIL with a goal to decide which framework
should be used for the building of enterprise architecture. For consecutive decision
on possible utilization of frameworks for creation of network architecture methodics
it is necessary to somehow compare selected frameworks. There is a wide range of
frameworks comparisons with diverse quality and assessment. The question is what
parameters are feasible to be evaluated and mutually compared. Such characteristics
could generally be divided into the undermentioned areas:

• way of architecture development planning,
• modelling and punctuality of architectonic viewpoints,
• life cycle and support of project management,
• utilization of information technologies,
• support of tools and standards.

Comparisons of framework characteristics are possible to be decomposed on the
analysis of goals and means of their fullfilment, method of working with inputs and
outputs which selected enterprise architecture provides. Report Comparative
Analysis of Architecture Frameworks [21] analyses and compares most utilized
enterprise architecture. The picture presented below shows modified output of this
report with a view to today’s most utilized frameworks.

3 T-NET Methodology

In the area of computer networks analysis and design there are a relatively small
number of methodics or approaches used for the systematic support of building of
network infrastructure. T-NET methodics is focused on systematic support in the

Fig. 1 Enterprise architecture framework utilization [6]
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course of analysis and design of computer networks. As it has been already
implicated in the introduction, the term computer networks includes a wide range of
heterogeneous technologies and solutions. The suggested methodics does not try to
be helpful for the implementation of any network or communication technology in
any organization, project or area. Such an approach is highly difficult and shifts the
methodics to higher level of abstraction, in some cases to a verge of a concept that
forms general framework for computer network building. Internet networks are thus
utilized in such areas that fundamentally form the topological model, security,
transfer technologies and many others. The most utilized enterprise architecture
framework is currently TOGAF. The suggested methodics thus connects both areas
in question, enterprise architecture and design of internet networks.

The utilization of this framework limits characteristics of T-NET methodics to a
great extent. The essence of the whole methodics is a method called ADM
(Architecture Development Method), which represents iterative approach. Partial
phases of the methodics affect each other and process phases thus do not have a
waterfall shape. Hence the phases are organized to a circle which enables them their
mutual interaction through change management or continual access to a design of
the network (Fig. 2).

T-NET methodics differentiates eight basic phases. However, the renaming of
partial phases does not mean a fundamental declension from the essence of the
framework, more likely it is an customization and concretization of particular area
of information technologies. The concentration on the area of the design of com-
puter networks allows to increase concreteness of partial phases and to simplify
their passing through the phases. Individual phases are presented by those activities:

The creation of an abstract model of the network—the goal of this phase is a
creation of an initial model of network infrastructure. To accomplish inicializative

Fig. 2 Process phases of
T-NET methodics
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distribution of network elements, transfer technologies and locial structure of the
network. The goal of this phase is not detail configuration of network elements,
protocols setups, permeability, the implementation of the system for network
monitoring, etc. In this phase it is important to identify on abstract level the
demands that iniciate a creation of a new network or its change. These demands
have to be in compliance with the business vision, goals, information strategy or
organization model of the company. This concordance is projected into the abstract
model of the network and into partial steps of the phase.
The analysis of interconnection with enterprise architecture—this phase com-
pares and analyses the concordance with the enterprise architecture. The goal of this
phase is not to create enterprise architecture and related documentation. Outputs of
TOGAF business architecture phase are in T-NET methodics input that serves for
comparison and differential analysis. The main output of this phase is the final-
ization of the concordance with business architecture, evaluation of services and
formulation of metrics on the business level.
The analysis of interconnection with application and data infrastructure—the
application and data architecture is analysed in this phase. The goal is to create
architectonic viewpoint that defines linking of the systems, applications and data
traffic in the computer network. Network services are determined by demands of
applications, information systems and data flows that they generate. In this are it is
necessary to suitably analyse the data flows with regard to their security, application
demands and other requests. The output of this phase is the analysis of the data
flows, demands of applications on network infrastructure, formulation of priorities
and quality of services.
The design of technological solution of the network—is divided into two main
parts. The design of physical and logical network infrastructure. The physical
infrastructure includes transfer technologies, the selection of passive and active
network elements. On the contrary, the logical level contains mainly the design of
the topological model, address and name structure, transfer protocols, logical
security, etc. Inputs into this model are previous phases of T-NET methodics that
create documents influencing the designed network solution. Among main outputs
of this phase belong for example the design of technological solution in individual
layers, utilization of outsourcing and cloud services or design of the computer
network security [19, 22].
The evaluation of the designed solution—the main goal of this phase is to realize
validation of the designed network model. Based on the differential analysis of the
current state and the requested state of business, application, data and technological
architecture, it is possible to conclude the design of the network or to proceed
iteratively and execute the return to previous phases. If necessary, the redefinition of
current design is realized. The main output of this phase is finalization of the design
of the network in the form of documents, authorization of this design by the
company management, preparation of migration plan and the design of network
administration on abstract level.
The creation of migration plan—the migration plan presents a transformation
from the initial state of the architecture to the objective state. It is suitable to use the
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principles of project control in this phase, or more precisely realize the mapping of
the methodics on methodics and frameworks in this area. Furthermore, it is nec-
essary to define and execute simulation tests before the initiation of the migration
itself. The main output of this phase is the final implementation plan of the designed
network.
The design of solution for control and monitoring of the network—This phase
defines demands posed on the running of the computer network and the means of
the running. Important steps are identification and utilization of current solution
which serves for running of information technologies in the organization, definition
of service and incidence approach to the operated network. The output of this phase
is the definition of the computer network operation, the design of a monitoring
system, of incidence policy or service management.
The revision of requests and changes in the network—this phase presents the
continual approach to a network and enterprise architecture. The main goal of this
phase is the identification of the maturity of the designed model of the computer
network and identification of requests for changes. In this phase is it necessary to
evaluate the current model of the network, execute its revision on strategic, business
and technological level. The output of this phase is the determination of the con-
cordance of the operated network with the enterprise architecture, evaluation of
risks and creation of requests on changes of the operated network.

3.1 Togaf and T-NET Comparison

The comparison of TOGAF with T-NET methodics points out that the names of
individual phases were changed as well as their content and partial functions. This
fact is a logical outcome of the concentration on the area of computer networks.
Main differences can be found in the approach inside individual phases, when
outputs of original phase create inputs of the designed methodics. An example can
be the information and system architecture where TOGAF defines the rules,
requests and architectonic approaches to data and applications. On the contrary,
T-NET methodics analysis standardized documents and other outputs for network
design optimization. The original framework does not provide this point of view in
individual phases, it merely points out the referential models and recommended
rules for architecture building architecture. The suggested methodics results from
the terminological basis of the original framework. This approach makes possible to
maintain the compatibility with the original framework and to provide mutual
interoperability among architectonic viewpoints, systems and TOGAF certified
technologies.

Each phase is composed of several partial functions and parts that formalize the
solution and operations necessary to be executed. The decomposition of phases
enables to declare unambiguously the content, requests, partials steps and processes
that are necessary to be absolved for successful accomplishment of the phase. Basic
elements of T-NET methodics are goals, inputs, steps and outputs:
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Goals—define the essence and elemental approaches in individual phases. They
influence the content, focus and particular procedure in the given phase.
Inputs—fulfillment of the methodics goals is not an autonomic operation. Each of
the partial phases is influenced both by external and internal factors that form the
modelled architecture. These factors represent inputs in the form of documents,
principles, rules, models or outputs from the previous phase.
Steps—define the sequence that has to be maintained in order to achieve the goals
and conclude the phase. The steps include analyses, comparisons, utilizations of
methods or external methodics.
Outputs—are the results of operation of the phase. All the outputs of the methodics
have documented form and they are stored in architectonic repository. The outputs
are thus documents comprising requests, basic principles, rules, strategic plans,
analyses, architectonic viewpoints or further created tools, norms and standards.

It is obvious at the first glance that the elements of the methodics do not include
criteria for the phase conclusion. However, this is a typical characteristic of iterative
methodics that presuppose multiple passes through the phases or imperfection of
initiatory passes. The iterative methodics often does not include such criteria or they
are included only in the general level.

4 Conclusions

The analysis and design of computer networks have to take into account a wide
range of aspects that have to be projected when network architecture is designed.
The design itself includes for example a choice of transfer technologies, systems for
ensurance of high accessability, security technologies, address and name plan,
implementation of routing protocols, ensurance of network monitoring solutions
and many others. Individual technologies and systems need to be integrated into the
functional unit. Current solutions in the area of analysis and design of computer
networks represent a technological point of view on network architecture building
or interconnection of technologies from a specific manufacturer with selected
frameworks. Not even the most superior technological solutions can guarantee the
optimization of the design of a computer network, concordance with IT strategies
and furthermore, it can not even testify anything about the efficiency of its inter-
connection with business, application and data architecture of the company.

The origin and utilization of the new T-NET methodics brings certain advan-
tages and benefits. The basic benefit emerges from its very existence—similarly to
other methodics, the main reason of its origin is systematic support of realization,
design or implementation of certain solution. In case of T-NET methodics it is the
systematic support in the course of the design of extensive computer network and
its interconnection with enterprise architecture framework. Measurements of par-
ticular benefits of the methodics generally used to be the weakest link in the design
of the whole methodics. The methodics itself is focuses, interconnects, evaluates
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and issues the recommendations in the specific area. Although this does not declare
anything about its value and structure, methodologies originate and they are helpful
in various areas of enterprise informatics. The greater the given project, the more
the technological solutions have to yield under the pressure of other problems that
needs to be solved. The verification of the T-NET methodics is currently in progress
in multiple projects and case studies, for example in project interconnection of data
centre and substation automation system”) from the company ČEPS, a.s. (Czech
Transmission System Operator).
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Building a Measure to Integrate
into a Hybrid Data Mining Method
to Analyze the Risk of Customer

Huan Doan, Dinh Thuan Nguyen and Bao Quoc Ho

Abstract Analysis of customer risk is important task in business operation of the
enterprise. This paper, first proposes the building of strength measure to rank
clusters obtained from clustering algorithm. The next step builds an improved
clustering algorithm by integrating of computing this measure into a clustering
algorithm. This improved clustering algorithm is named Fuzzy C-Means-Rank
(FCM-R). The final step proposes a hybrid data mining method to analyze the risk
of the customer. The hybrid method includes two stages. In the first stage, we apply
a classifying algorithm to classify customers into two groups: risk and no risk. In
the second stage, we apply the improved clustering algorithm FCM-R to cluster risk
customers into clusters and to rank clusters by measuring the risk level of clusters.
The hybrid method has been applied to a real data set to generate clusters ranked
according to the risk level from high to low. With such results, our proposed
method will support enterprises to analyze customer risk and to propose appropriate
risk management regulation for customers in each cluster.
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1 Introduction

Customer segmentation is not the only important role in market prediction, but also
in the risk analysis problem. In recent years, application of data mining methods for
solving a risk analysis problem is interested by researchers and practitioners.

In this paper, we first propose the building of strength level measure of clusters
to rank clusters obtained from clustering algorithm. Here, the strength level measure
of clusters is risk level measure. A risk level measure of clusters is computed based
on attributes had concern with risk of objects. The determining of attributes con-
cerned object risk is proposed by domain experts. To facilitate for presenting, in this
paper, we only consider attributes concerned risk, which had numerical data type.

Next, we build an improved clustering algorithm based on FCM++ [1] by
integrating of computing of strength level measure of clusters into this clustering
algorithm. This improved clustering algorithm is named FCM-R. FCM++ is an
improved algorithm from FCM+ [2] and FCM+ is an improved algorithm from
FCM [3, 4] by adding an indicator determined the appropriate number of clusters.
The goal of building FCM-R is proposing a new algorithm not only making
clusters, finding the appropriate number of clusters but also ranking clusters.

Finally, the paper proposes a hybrid data mining method to analyze the risk of
the customer. The hybrid method includes two stages. In the first stage, we apply a
classifying algorithm See5 [5] to classify customers into two groups: risk and no
risk. The group of risk customer is input data of clustering algorithm FCM-R in the
second stage. The classifying is to reduce data space because we only consider a
group of risk customer in the risk analysis problem.

In the second stage, we apply the improved clustering algorithm FCM-R to
cluster the risk customers into clusters and to rank clusters by measuring the risk
level of clusters. To avoid affection of different measures of attributes to clustering
result and strength level measure of cluster, the value of attributes of objects is
normalized.

The proposed method experiment on a real data set of a company in Ho Chi
Minh City, Vietnam, it obtains clusters ranked according to the risk level measure
from high to low. The results obtained from the hybrid method will support to
analyze customer risk and make a regulation of risk management suitably for
avoiding loss.

The remainder of the paper is organized as follows. The next section reviews
some existing methods about ranking cluster and segmenting customer by data
mining technique. Section 3 presents proposed method, that comprises: building of
strength level measure of clusters to rank clusters obtained from clustering algo-
rithm, building the improved clustering algorithm FCM-R and proposing the hybrid
method to analyze customer risk. Section 4 presents the experimental results on a
real data set. The last section is the conclusion of the paper.
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2 Related Works

The clustering algorithm generates clusters so that the objects in each cluster are
similar based on a measure. However, the traditional clustering algorithm doesn’t
give a measure to rank clusters. In [6] introduced a strength measure for clusters-the
integrated cohesion-which applies to optional weighted networks. The strength
measure is applied to mining mailbox networks.

Analysis of customer risk regards as a special case of customer segmentation. In
[7], agents are divided into two groups representing different confidence of adopting
opinions in social networks. In [8] presented a two-phase model named ‘Auto
Insurance Customers Segmentation Intelligent Tool’ to segment customers in
insurance companies on the basis of risk by utilizing the concept of self-organizing
map. In [9] proposed a procedure, joining quantitative value of RFM attributes and
K-means algorithm into rough set theory (the LEM2 algorithm), to extract meaning
rules for classifying the segmentation of customer value. In [10], the paper sys-
tematically integrates numerous data mining technologies to analyze customer
value and thus promote customer value. First, the K-means and SOM methods are
adopted to perform customer value analysis and segment customers based on
customer value. Secondly, the decision tree is used to mine the characteristics of
each customer segment. Third, different strategies are developed for differently
valued customer segments and customer value is thus promoted. In [11] proposed a
two-stage framework of customer behavior analysis using K-means clustering
algorithm and Apriori association rule inducer. Now there are many works studied
about customer segmentation, but there are very few works studied about analysis
of customer risk by data mining techniques. This is the motivation for our
proposing of a hybrid method to analyze customer risk by data mining techniques.

3 Method

3.1 Building of Strength Level Measure of Clusters to Rank
Clusters

Here we discuss some problem concerning the ranking of clusters. For building of
strength level measure of clusters to rank clusters obtained from clustering algo-
rithm, first we have to determine ranking criteria concerned to objects in clusters.
For example, with customer it can choose ranking criteria as the sales, profit or risk
level. After a ranking criteria determined, we determine attributes of objects that
concerns to this ranking criteria. The next will assess these attributes interrelated
positively or negatively on ranking criteria. For example, with ranking criteria as
profit, the sales will interrelate positively, but the cost will interrelate negatively.
The final builds a formula of strength level measure of clusters according to the
ranking criteria chosen.
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In this paper, we choose ranking criteria of clusters is risk level. According to
expert opinion, attributes of customer interrelate positively with risk level are: Total
debt, Overdue total debt… Suppose that results of clustering algorithm are c
clusters and G is set of attributes of customer that interrelate positively to risk level
criteria. We build the risk ranking measure of clusters is followed as:

Ri ¼
Pni

i¼1

P
j2G Aj

ni
; i ¼ 1::c ð1Þ

Here Ri is the value of the risk level measure of cluster i, Aj is attribute that
belong attribute group G, ni is the number of objects of cluster i.

3.2 Building of the Improved Algorithm FCM-R

To rank clusters in clustering algorithm, we integrate ranking measures of clusters
additionally. Here we use algorithm FCM++ to integrate ranking measures of clus-
ters. The improved clustering algorithm is named FCM-R and is presented as follows:

Algorithm FCM-R 
Input: Data Set n objects xi. 
Output: cbest of data clusters ranked with cbest is the appropriate number of clusters
1) Input n objects xi, fuzzy parameter m > 1, epsilon small enough.
2) Input weighted vector w.
3) Input cmin and cmax    (cmin >= 1, cmin < cmax < n ).
4) Input the risk attribute group G
5) For c = cmin to cmax

a) Initialization matrix of members Ucxn

b) Calculation of centre of cluster j Cj (j = 1,..,c)
c) Update the distance matrix D (c x n)
d) Update matrix of members U
e) If the change of the matrix U is small enough compared to the previous step, 

then go to step f) otherwise go to step b)
f) Based on the matrix U, xi is arranged into clusters according to rules as 

follows: xi will belong to any cluster that it has the greatest degree
g) Save the c of data clusters at step c to disk
h) Get all extremely marginal objects of all clusters
i) Compute γ indicated the appropriate number of clusters

6) Select cbest at neighbourhood when γ get a local minimum value after γ
fluctuates fast and may start to have stable trend.

7) Take the cbest of data clusters at step cbest from disk.
8) For i = 1 to cbest

For j = 1 to ni

For k = 1 to |G|
Compute Ri based on (1)

9) Arrange clusters based on  Ri, ( i=1.. cbest ) 
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3.3 Proposal a Hybrid Data Mining Method to Analyze
the Risk of the Customer

The hybrid data mining method proposed includes two stages.

Stage 1 Selecting of attributes of customer is consistent with goal of analysis of
risk. The next performs data preprocessing steps for building a training
data set and a test data set. Applying of classifying algorithm See5 builds
a decision tree. Based on the decision tree classifies customer data.
Customers classified to risk group are input data of stage 2.

Stage 2 First, input data set is normalized. Next, Applying of clustering algorithm
FCM-R on the input data set makes appropriate clusters and ranks clusters
according to risk level measure from high to low. These clusters ranked
are supplied to the user.

Model of proposed hybrid data mining method is depicted in Fig. 1.

Stage 1 

Stage 2 

Selecting of attributes of 
customer 

Attributes concerned 
customer risk 

Classifying algorithm 

Risk customers 

Domain expert 
opinion

Clustering algorithm 

Rank clusters 

Clusters is ranked 

User 

Fig. 1 Hybrid data mining model to analyze the risk of the customer
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4 Experiment

We experiment our method on a real data set extracted in September, 2014 from the
ERP database of a company in Ho Chi Minh City, Vietnam.

Stage 1: The original data set has 2848 debt invoices by customers. The data set after
preprocessing steps has 443 customers with attributes: ID, Total debt,
Average of the overdue number of days of debt, Overdue total debt, Over
30 days overdue total debt and a classification attribute: Risk. The training
data set has 250 records and the test data set has 60 records. In both these data
sets, based on expert opinion, the Risk attribute has two values: True or False.

Running the algorithm See5 with input data is above training data set
and test data set, we obtained results as follows:

See5 [Release 2.10] Sun Apr 19 11:59:00 2015

Read 250 cases (5 attributes) from DEBT 131 HK.data

Decision tree:
Overdue total debt <= 75000: 0 (67)
Overdue total debt > 75000:
:...Over 30 days overdue total debt > 1056000: 1 (90)

Over 30 days overdue total debt <= 1056000:
:...Overdue total debt > 6865000: 1 (51/10)

Overdue total debt <= 6865000:
:...Total Debt <= 2312780: 1 (16/3)

Total Debt > 2312780: 0 (26/3)
Evaluation on training data (250 cases):

Decision Tree   
----------------
Size      Errors  

5   16( 6.4%)   <<

(a)   (b)    <-classified as
---- ----

90    13    (a): class 0
3   144    (b): class 1

Attribute usage:
100%  Overdue total debt
73%  Over 30 days overdue total debt
17%  Total Debt

Evaluation on test data (60 cases):
Decision Tree   

----------------
Size      Errors  

5    7(11.7%)   <<

(a)   (b)    <-classified as
---- ----

21     2    (a): class 0
5    32    (b): class 1

Time: 0.1 secs
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Fig. 2 The diagram shows
the appropriate number of
clusters

Table 1 Clusters ranked according to risk level measure from high to low

Risk
level
measure

Cluster Customer
ID

Total debt Average of
the overdue
number of
days of debt

Overdue
total debt

Over
30 days
overdue
total debt

43.03
(very
high risk)

4 C00375 871,842,518 53 749,311,518 605,225,418

9.39
(high
risk)

3 C00386 437,437,000 3 437,437,000 0

C00406 168,867,007 42 119,322,007 88,902,007

C00322 267,697,720 57 195,787,720 137,816,840

C00356 367,735,748 45 270,853,748 190,078,748

C00395 227,663,183 39 111,872,183 111,872,183

C00420 128,112,416 72 128,112,416 106,017,416

C00431 395,218,413 28 207,261,353 98,518,953

C00440 454,610,465 7 149,540,506 0

C00443 384,591,982 17 131,148,182 49,229,182

C00448 413,814,591 23 242,944,391 52,635,091

C00454 1,067,174,224 14 527,971,524 0

5.42
(medium
risk)

2 C00444 2,500,000 638 2,500,000 2,500,000

C00428 248,053,729 638 248,053,729 248,053,729

C00429 291,433,992 638 291,433,992 291,433,992

C00430 975,000 1583 975,000 975,000

C00433 92,229,600 496 92,229,600 92,229,600

C00402 100,630,198 757 100,630,198 63,505,000

−0.80
(low risk)

1 C00403 62,880,320 6 46,135,640 0

C00405 230,000 59 230,000 230,000

C00398 20,760,000 127 20,760,000 20,760,000

C00401 29,017,820 40 14,085,460 11,160,780

C00423 116,433,000 37 64,093,500 64,093,500

C00424 134,683,907 6 86,632,907 0

C00425 108,987,254 51 84,822,254 60,239,254

– – – – –

Building a Measure to Integrate into a Hybrid Data … 849



Based on the decision tree obtained, process of classifying the new
customer data set included 133 customers, it obtains 72 customers
belonged risk group.

Stage 2: Run algorithm FCM-R with the number of cluster c from 1 to 8
(8 ≈

ffiffiffiffiffi
72

p
) with 72 customers data set belong to risk group (Risk = True),

c indicates the appropriate number of clusters that being 4 as in Fig. 2.

With the risk attribute group G included Total debt, Overdue total debt, Over
30 days overdue total debt and parameters m = 2, epsilon = 0.0001 and weights of
each condition attribute is 0.25, we obtain 4 clusters ranked according to risk level
measure from high to low as in Table 1.

In Table 1, we realize that cluster 4 (risk level measure = 43.03) is very high risk.
The customer in the cluster 4 has values of attributes (Total debt, Overdue total
debt, Over 30 days overdue total debt) that being much larger than the other. For
cluster 4, we should have strong dealing to avoid loss. The cluster 3 (risk level
measure = 9.39) also is high risk, although risk level is lower than cluster 4. For
customers in this cluster, we also should have suitable dealing. Base on results
obtained from our method, the user will have appropriate risk management regu-
lation for customers in each cluster.

5 Conclusion

Applications of customer risk analysis have an important role in real life especially
in enterprises. In the paper, we propose a hybrid data mining method to analyze the
customer risk. To make a base for building the hybrid method, first we propose
building of risk level measure to rank clusters obtained from clustering algorithm.
Next, we propose an improved clustering algorithm, named FCM-R, by integrating a
computing of strength level measure of clusters additionally into algorithm FCM++.
The hybrid data mining method proposed includes two stages.

In the first stage, applying of classifying algorithm See5 classifies customers into
two groups: risk and no risk and choosing of risk customer group is input data of
stage two. In the second stage, applying of improved clustering algorithm FCM-R
clusters the risk customers into clusters and ranks the clusters according to risk level
measure.

We experimented with the proposed method on the real data set for illustrating
for our method. The method has generated some useful results for the user.
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Design of Blind Adaptive Equalizer Using
Frequency Domain Rectangular Contour
Algorithm

Muhammad Haseeb Akram, Shahzad Amin Sheikh
and Sana Abid Khan

Abstract Rectangular Contour Algorithm (RectCA) is a novel blind equalization
technique which generally deals with the oblong QAM constellations. It uses the
geometry of Rectangular QAM to correct the phase error within 180° hence
improving the convergence rate. In this paper, we have improved the performance
of existing RectCA in terms of computational complexity by implementing the
frequency domain block based RectCA (FD-RectCA). Furthermore, convergence
rate of FD-RectCA is improved by normalizing the update equation. Simulation
results are carried out using 16-Rectangular QAM constellation which signifies
superior performance of the proposed technique.

1 Introduction

In modern communication system, Inter Symbol Interference (ISI) deteriorates the
system performance when the high speed data is transmitted over a band limited
channels. To minimize ISI, adaptive equalization is usually employed.
Conventionally, adaptive equalizers with training sequence are used but these
equalizers have a disadvantage of consuming a large bandwidth due to the
requirement of an initial training sequence [1]. To compensate the constraint of
bandwidth, blind equalizers are used in which no training sequence is required.

Blind equalization algorithms mainly depend upon the cost function which
consists of the transmitted data constellation statistics and equalizer output. This
cost function is minimized by updating the equalizer weights using stochastic
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gradient descent approach [2]. There are several blind equalization algorithms
available which include Constant Modulus Algorithm (CMA) [3], Reduced
Constellation Algorithm (RCA) [4], Multimodulus Algorithm (MMA) [5], Square
Contour Algorithm (SCA) [6], Improved Square Contour Algorithm (ISCA) [7],
Modified Multimodulus Algorithm (MMMA) [8], and Generalized Cross Contour
Algorithm (GCrCA) [9]. These algorithms give their best performance using square
QAM [3–7] and cross QAM [8, 9]. Some existing algorithms are modified to be
used with Rectangular QAM (RQAM). Rectangular Contour Algorithm (RectCA)
has been proposed recently [10] which mainly deal with constellations with odd
number of bits per symbol such as cross QAM and rectangular QAM. In this paper,
by keeping in view the hardware implementation of RectCA, the block based
implementation in frequency domain for RectCA has been proposed. This approach
gives two-fold advantages in the form of lesser computational complexity and an
improved convergence rate.

2 Blind Equalization Model

Consider the basic communication system as shown in Fig. 1, in which sn shows the
i.i.d (independently identically distributed) transmitted samples, vn shows the AWG
(additive white Gaussian) noise, xn represent the input to the equalizer and an is the
decision device output. The output of the equalizer yn is defined as:

yn ¼ wT
nxn ð1Þ

where wn = [w0,n, w1,n,…, wN−1,n]
T and xn = [x0,n, x1,n,…, xN−1,n]

T are the weight
vector and input vector of the equalizer of length N respectively.

To minimize the cost function with respect to weight vector is the main purpose
of an equalizer. This minimization is carried out by updating the weights of the
equalizer. The general form of weight update equation of an equalizer by using a
stochastic gradient algorithm is given as:

Fig. 1 Basic communication system
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wnþ 1 ¼ wn � lenx�n ð2Þ

where en is the error function; which is different for every blind equalization
algorithm. µ is the step size parameter which controls the convergence speed.

3 Use of Rectangular QAM

The use of rectangular QAM as a transmitted constellation in communication
systems is very useful because of three main reasons. First is its capability of
detecting a phase error within 180° [11]. Secondly, it gives a huge advantage over
cross QAM for computation of average symbol error probability (SEP). Last and
the most important reason is its ability to implement gray coding, which is required
in performance enhancement of Personal Area Network (PAN) systems [12], where
odd bit QAM is incorporated by gray coding. The disadvantage of using rectangular
QAM is that the transmitted symbols require more energy which can be reduced by
minimizing the adjacent points, distance in rectangular constellation [10]. Due to
above mentioned reasons; Rectangular QAM is the main motivation behind the
development of Rectangular Contour Algorithm [10].

4 Rectangular Contour Algorithm

Rectangular Contour Algorithm is a modified form of Square Contour Algorithm
(SCA) which reduces the disparity between transmitted constellation and cost
function to achieve the improved convergence rate for odd bit Rectangular QAM
[10]. The Rectangular Contour Algorithm cost function is expressed by:

JRECT ¼ E byR;n þ ayI;n
�
�

�
�þ byR;n � ayI;n

�
�

�
�

� �p� abj jRRECTð Þp� �2
h i

ð3Þ

Here yR and yI represents the real and imaginary part of the output symbol y
(n) and p is a positive integer and its value is limited to 1 or 2. The parameters a and
b are dependent parameters for Rectangular QAM constellation. Dispersion con-
stant Rp

RECT can be formulated by considering perfect equalization i.e. y(n) = s(n)
and given as:

Rp
RECT ¼ E bsR;n + asI;n

�
�

�
�þ bsR;n � asI;n

�
�

�
�

� �p�R00� �

abj jp E R00½ � ð4Þ
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and,

R00 ¼ bsR;n þ asI;n
�
�

�
�þ bsR;n � asI;n

�
�

�
�

� �p�1

�
bsgn bsR;n + asI;n

� �þ bsgn bsR;n � asI;n
� �

+ j asgn bsR;n + asI;n
� �� asgn bsR;n � asI;n

� �� �

)

� s�n
( ð5Þ

In (5), sR and sI represents the real and imaginary parts of the transmitted symbol
sn and sgn represents the signum function. The error function of RectCA is given as
follows:

eRECT ¼ 4byR 4b2y2R � abj j2RRECTð Þ2
� �

A + j4ayI 4a2y2I � abj j2RRECTð Þ2
� �

B

A ¼ sgn(byR)
2

sgn byR þ ayIð Þþ sgn byR � ayIð Þð Þ

B ¼ sgn(ayI)
2

sgn byR þ ayIð Þ � sgn byR � ayIð Þð Þ
ð6Þ

5 Frequency Domain Rectangular Contour Algorithm

The frequency domain version of RectCA is presented in this section. The moti-
vation behind this idea is to reduce the computational complexity as well as
improvement of convergence rate of RectCA by converting the time domain
RectCA into its frequency domain counterpart with block based weight update and
error computation schemes [13]. In our case, FD-RectCA can be initiated by
making the block size ‘β’ equal to the equalizer length ‘N’ i.e. N = β. From (1), it is
clear that equalizer output is the resultant of convolution between its weight vector
and input vector, so this equation can be transformed to multiplication if we
implement it in frequency domain by using Discrete Fourier Transform (DFT). This
transformation is carried out by implementing overlap save method of convolution
in which input is arranged as overlapping blocks of symbols [13]. The block of
input symbol, at each run, is given as:

x2b ¼ xb½n�Txb½n� 1�T
h iT

¼ xðnbÞ; xðnbþ 1Þ; . . .; xðnbþ b� 1Þ½ �T
(

� x n� 1ð Þbð Þ; x n� 1ð Þbþ 1ð Þ; . . .
. . .; x n� 1ð Þbþ b� 1ð Þ

	 
T
)T ð7Þ
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The above equation explains the structure of overlapping blocks of input vector
x2β of length 2β × 1. The first β symbols are the new symbols and the last β symbols
are the old ones arranged as [new old] block of data. This input vector x2β is
changed to transformed domain through Fourier operation (FFT in simulation) to
produce x2β. Similarly, the block based version of equalizer output is given in
frequency domain as:

Y2b ¼ X2b[k]W2b[k], k = 0,1,. . .; 2b� 1 ð8Þ

W2β is frequency domain version of weight vector. As the overlap and savemethod
is used, only last β symbols are correct. Thus, by taking inverse DFT of (2) and saving
last β symbols the equivalent time domain equalizer output can be obtained as:

y2b ¼ F�1(Y2b) ð9Þ

yb ¼ Ib 0b½ �y2b ð10Þ

where Iβ and 0β are the identity matrix and the matrix containing all zeros of size β x
β. The Error is calculated by using the following equation:

eb�RECT = 4byb�R 4b2y2b�R - abj j2RRECTð Þ2
� �

A + j4ayb�I 4a2y2b�I - abj j2RRECTð Þ2
� �

B

ð11Þ

where,

A ¼ sgn byb�R

� �

2
sgn byb�R + ayb�I

� �
+ sgn byb�R � ayb�I

� �� �

B =
sgn byb�R

� �

2
sgn byb�R + ayb�I

� �� sgn byb�R � ayb�I

� �� �

In error computation, we do not employ the direct frequency domain compu-
tation. Rather, we first calculate time domain error vector. This is because of the
non-linearity of the error function in blind equalization in contrast to the non-blind
equalizers which have a linear error function due to which direct implementation in
frequency domain is possible [13]. Hence, in FD-RectCA, error is first computed in
time domain and then converted to frequency domain error vector E2β by first
appending zeros in eβ-RECT and then performing the DFT operation given by:

E2b = F eTb�RECT 0Tb
h iT

ð12Þ

The weight vector in frequency domain is calculated as
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W2b ¼ F wT
b 0Tb

h iT
ð13Þ

Finally, frequency domain weight update equation can be given as:

W2b[k + 1] = W2b[k]� lY�
2b[k]*E2b[k] ð14Þ

5.1 Normalized Frequency Domain RectCA

FD-RectCA shows significant results as far as computational complexity is con-
cerned but the convergence speed is almost the same as of its time domain
counterpart. The improved convergence rate can be achieved by using normalized
FD-RectCA, in which adaptive step size is used. The new update equation after
normalization is given as [13]:

W2b[k] ¼ W2b[k]þ l
c2b[k]

Y2b[k]*E2b[k] ð15Þ

where c is the input signal’s power and given by:

c2b½k� ¼ kc2b[k] + 1� kð Þ Y2b[k]
�
�

�
�2, k ¼ 0,1; . . .; b� 1 ð16Þ

where k is the forgetting factor.

5.2 Gradient Constraint

According to (13), W2β is obtained by adding β zeros in its time domain
counterpart. To implement this constraint for every iteration, a modified weight
update equation is formed by an additional operation known as “gradient con-
straint” [13]. In this operation, the resulting vector of the product of E2β and X2β is
translated into time domain, by setting the last β samples equal to zero as to enforce
(13) and the time domain product is again converted back to frequency domain. The
new weight update equation after using gradient constraint is expressed as:

W2b[k] ¼ W2b[k]� lF
Ib�b 0b�b

0b�b 0b�b

	 


F�1 X�
2b*E2b

� �
ð17Þ

Gradient constraint involves two additional FFT/IFFT operations which slightly
increase the computational complexity, but this arrangement gives the advantage of
reduced steady state error as compare to unconstrained FD-RectCA in (15).
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6 Computational Complexity

The major advantage of adopting frequency domain implementation is the reduc-
tion of computational complexity especially for large equalizers as compared to the
time domain implementations. In each case, the computation of number of real
multiplication per symbol is required to carry out the comparative analysis of
computational complexity of FD-RectCA with RectCA. Starting from the time
domain RectCA, in (1), the equalizer output requires N complex which corresponds
to 4N real multiplications. Similarly, the error term in (6) consists of 8 real mul-
tiplications. Finally, the weight update equation requires N and 2N real multipli-
cation which combines to make 6N real multiplications. So, the total number of real
multiplication required in time domain RectCA is:

totalTD�RectCA ¼ 10Nþ 8 ð18Þ

In frequency domain, we deal with the DFT operations which are implemented
as FFT operation in simulation. For the block size ‘β’, an FFT of size 2 β is required
to compute Y2β. Similarly, IFFT and FFT of size 2 β are required to compute
equalizer output and E2β. Finally, gradient constraint deals with a pair of FFT/IFFT
of size 2β each, and each 2β point FFT operation, on a block of β samples, requires
a total of βlog2(2β) complex multiplications. In our case, it requires 5βlog2(2β) or
20βlog2(2β) real multiplications. Similarly, equalizer output involves 8β real mul-
tiplications. Time domain error term in (11) needs 8β real multiplications. Lastly,
weight update equation without normalization in (14) requires total of 12β real
multiplications which includes product of X2β with E2β and multiplication with µ of
the resultant term. So, the total numbers of real multiplications required for
FD-RectCA are:

totalFD�RectCA ¼ 20b log2 2bð Þþ 28b ð19Þ

Hence, for each input it requires:

totalFD�RectCA ¼ 20 log2 2bð Þþ 28 ð20Þ

For normalized weight update equation represented in (15), 4β complex or 16β
real multiplications required. Similarly, (16) requires 8β real multiplications which
constitutes the total of 28β real multiplications for normalized weight update
equation. So, the total number of real multiplications required by NFD-RectCA is:

totalNFD�RectCA ¼ 20b log2ð2bÞþ 44b ð21Þ
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For a single input symbol:

totalNFD�RectCA ¼ 20 log2 2bð Þþ 44 ð22Þ

In Table 1 and Fig. 2, comparison of computational complexity of RectCA,
FD-RectCA and NFD-RectCA is illustrated. It is clear from the comparative
analysis that FD-RectCA and NFD-RectCA is showing significant reduction in
computational complexity as compare to time domain RectCA. Moreover,
NFD-RectCA is exhibiting slight increase in computational complexity as compare
to FD-RectCA but this can be indemnified by getting a significant improvement in
convergence performance as explained in next section. Therefore, FD-RectCA and
NFD-RectCA can be widely used in the real time scenarios where channels with
large impulse responses are employed.

Table 1 Computational
complexity comparison for
different lengths of equalizer

β RectCA FD-RectCA NFD-RectCA

2 30 80 92

4 50 100 112

8 90 120 132

16 170 140 152

32 330 160 172

64 650 180 192

128 1290 200 212

256 2570 220 232

512 5130 240 252

1024 10,250 260 272

Fig. 2 Comparison of
computational complexity for
different algorithms
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7 Simulation Results

To justify the performance of aforementioned algorithms, simulations have been
carried out using 32-Rectangular QAM signal constellation with SNR of 30 dB and
step size µ equal to 1e-9. A 9-tap equalizer is used with the value of 1 for the centre
tap, other taps being set to zero [7]. Typical voice band communication channel has
been employed with impulse response given in [7]. The transmitted signal using
32-Rectangular QAM, received signal after passing through the channel and the
equalized output is shown in Fig. 3.

The performance of RectCA, FD-RectCA and NFD-RectCA in terms of MSE is
shown in Fig. 4. MSE simulations are generated as an average over 20 Monte Carlo
runs with dispersion constant and forgetting factor λ is taken as 1.9122 and 0.988
respectively. It can be seen that NFD-RectCA is giving fast convergence as com-
pared to FD-RectCA and RectCA which illustrates the need of normalization of
FD-RectCA. So, NFD-RectCA can give a better convergence performance by a
slight increase in the computational complexity.

Fig. 3 Simulation results of FD-RectCA for 32 R-QAM
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8 Conclusion

In this paper, the concept of Frequency Domain Equalization (FDE) has been
applied on Time Domain Rectangular Contour Algorithm to design the Frequency
Domain Rectangular Contour Algorithm. Simulation results confirmed that the
significant reduction in computational complexity has been achieved by using the
FD-RectCA as compare to time domain RectCA. Moreover, convergence rate is
also improved by using the concept of normalization in the proposed technique.
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Using Static Code Analysis
for Improvement of Job Data Availability
in Bobox Task Scheduling

Lukas Krizik, Zbynek Falt, Miroslav Cermak and Filip Zavoral

Abstract This paper proposes an optimization method for a task-based parallel
framework called Bobox. The method is based on a static code analysis; it reduces a
number of short running tasks. Since the Bobox scheduler has only limited runtime
information, it can schedule a task even though the task does not have all input data.
Such short-running tasks cause an unnecessary scheduling overhead. To achieve
more effective scheduling, the proposed optimizer analyzes usage of inputs to
remove short running tasks.

Keywords Parallelism � Optimization

1 Introduction

The Bobox project is a task-based framework for parallel computing. In such a
framework, short-running tasks cause bigger CPU consumption by the framework.
A static code analysis can be used to detect and eliminate such execution paths in the
user code. Since the core and interface language of the Bobox framework is C++,
static code analysis becomes more difficult in proportion to the lack of tools. This has
been the biggest pitfall for any static analysis of C++ code. However, it has become
less marginal with a growing support for tooling in the Clang compiler front-end [5].
Clang exposes C++ code as a user-friendly Abstract Syntax Tree (AST) structure.
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In this paper, we propose a method for optimizing code using the Bobox framework.
By analyzing AST, the optimizer is able to diagnose and potentially transform user
code in order to eliminate short execution paths.

1.1 Bobox

Bobox is a framework [1–3] for task-based parallel programming. The framework
uses a fixed number of worker threads, each one with its own scheduler.
Communication between tasks uses a column-based data model, the most signifi-
cant implementation detail that favors data processing problems. A task is sched-
uled to be executed when it has an unprocessed input [4]. The runtime environment
handles the implementation details of the task-based parallel environment such as
scheduling and the parallel execution of tasks, data transport and control flow.
A programmer uses a declarative way to setup the environment with a model which
defines the way individual tasks are interconnected. The model is used to create a
model instance which is used for execution of the tasks.

The basic element of a model instance is a task called a box. Data is sent using
an envelope, a column-based data structure. An empty envelope is a special type of
envelope called a poisoned pill. When a box receives a poisoned pill in its input,
there will be no more data sent to this input. All the paths of the model instance are
required to end in another special type of box called When the termination box
receives a poisoned pill, the execution is finished and the pipeline is deallocated.

Boxes are executed in three steps: (1) in prologue the box provides access to its
inputs for the user code; (2) action is the main place for user code; (3) epilogue
handles the scheduling of the next task based on two criteria - a task is scheduled
again if it has got an unprocessed input and it has processed some input in the
action step or if it requested to be scheduled again.

Boxes are main objects of the interest for optimization because they are the main
location for the user code. Based on the static analysis of the action step, additional
code can be injected in order to inform Bobox about the properties of the task.

2 Prefetch Method

Tasks in the Bobox framework are represented in form of boxes, which can have
zero or more inputs. The problem is that the scheduler lacks information about a
box execution, specifically about processing of its inputs. There are three cases of
input data requirements for a meaningful task execution: (1) a task does not need
data from any input at all; (2) a task needs data only from some inputs out of
multiple inputs; (3) a task needs data from all inputs.

An execution of a task from the second and the third case without necessary
input data adds significant overhead to the execution. If a task is executed before it
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has all necessary input data, it finishes its execution immediately. However, a
developer can inform the scheduler about the number of envelopes on a specific
input necessary for a meaningful box execution. The goal of the optimizer is to
search for a usage of box inputs and inject prefetch member function calls
accordingly.

2.1 Restrictions to Optimization

The optimization cannot be applied to the source code when some restricting
conditions are satisfied. The algorithm for the prefetch optimization does not pro-
duce any runtime checks, but the static analysis checks whether it is safe to apply
changes to the source code. First, the analyzer tests a box for various conditions
whether it can be optimized at all, then it tests all box inputs for another set of
conditions. If a box and its input pass all tests, the box input is prefetched.

The optimization of a box is discarded if at least one of these restrictions is
satisfied:

(global:1) There are no functions with the user code for the action step, i.e., a class
does not override any of functions representing the action step.
Rationale: If there is no user code in a class, no input is used. Improbable
case, but it has to be taken into an account.

(global:2) There are no inputs.
Rationale: Nothing to optimize.

(global:3) There is no mapping of names to inputs created by using the Bobox
helper macro.
Rationale: Currently, the optimizer identifies inputs by names associated
by the Bobox helper macro. If there is no such mapping, the optimizer
does not detect any input.

(global:4) A definition of the overridden init_impl function is inaccessible.
Rationale: This member function represents the initialization step of the
box execution and it is the location for prefetch calls. If the analyzer
cannot access its definition, there is no place to put function calls.

(global:5) The corresponding init_impl in the base class is private.
Rationale: The analyzer is able to override the initialization member
function, but the programmer may assume that the corresponding ini-
tialization function from the base class is called. Therefore, there has to
be a call to the base class function. However, if the function is inac-
cessible due to the protection level, the function call would break a
compilation.

Single input optimization restrictions:

(single:1) There is already the prefetch call for the input.
Rationale: The programmer already handles the optimization.
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(single:2) The optimizer cannot detect whether data from the input is likely to be
necessary.
Rationale: The decision to prefetch the input is as good as the opposite
decision. It can happen when data from an input is necessary only in a
single branch of the code or not at all.

Overriding Initialization Step
Prefetch calls are placed in the box initialization step. If there is an accessible
implementation of the initialization function, prefetch calls are injected into this
definition. If the initialization function is not overridden, the optimizer is able to
inject the overridden implementation by itself. The problem with an injection of
the completely new overridden initialization function is that the previously over-
ridden initialization function can prefetch inputs itself. Fortunately, if the prefetch
call on the same input is called multiple times, only the last call has effect as it
overrides the previous call. Therefore, the injected function calls prefetch functions
on the beginning of the definition and the call to the previous overridden initial-
ization function as the last statement, see Listing 1.1.

Listing 1.1. The generated box initialization function definition.

virtual void init_impl ( ) {
// prefetch_envelope for desired inputs
some base : : init_impl ( ) ; }

Calling the previous corresponding init_impl function as the last statement
ensures that if there is a prefetch call, it is the one that counts.

2.2 Searching for Values in Code

To check the restriction (single.1), the analyzer must search for prefetch calls on
inputs in a code likely to be executed in the box initialization step. Furthermore, the
restriction (single.2) describes searching for a usage of a box input in the box action
step. Basically, the analyzer must search for values1 that are present on all paths or
paths likely to be executed in Control Flow Graph (CFG) of a specific function
definition. Clang tooling libraries provide a developer with AST, but it is also
possible to construct CFG using Clang static analyzer code.

Fortunately, the construction of CFG from AST is not necessary since a slightly
modified default AST traversal can achieve the same result. In more details, the
RecursiveASTVisitor template provides member functions with names

1A value is a too abstract notion. For example, such a value can be the name of a callee in a call
expression represented by the CallExpr AST node.
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starting with Traverse* ,2 which are responsible for a traversal of the internal
graph structure. Actually, these functions are responsible for traversing the structure
kept internally in Clang as if it was AST. Those member functions can be over-
ridden using CRTP.

Figures 1 and 2 show an example of a traversal of the same code in CFG and
AST structures. Figure 1 shows CFG of the code with a single if statement with
non-empty then and else branches followed by a non-empty block. B represents the
condition expression block, B1 and B2 represent then and else branches of the if
statement, and C is the last non-empty block on both paths from Entry to Exit
blocks. Figure 2 shows the AST representation of the same code combined with
nodes and edges from Fig. 1 with the simplification that IfStmt is followed by the
block C in the CompoundStmt node. Entry and Exit nodes and dashed edges do not
exist in AST. The only shared edges between CFG and AST are dashed-dotted
edges to B1 and B2. For example, if the analyzer searches for a value on the path
passing through block B1, assuming it starts in CompoundStmt, it visits node by
node in the graph depth-first search algorithm:

1. CompoundStmt
2. IfStmt
3. Block B

Fig. 1 The CFG representation of a code with a single if statement

Fig. 2 An example of AST
tree traversal

2*represents a type of an AST node such as TraverseStmt for a statement or
TraverseCallExpr for a call expression.
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4. Returns to IfStmt
5. Block B1
6. Returns to IfStmt
7. Returns to CompoundStmt
8. Block C
9. Returns to CompoundStmt and finishes

The exactly same sequence of code blocks that would be searched in CFG is:
block B, block B1 and block C. Entry and Exit blocks are empty thus not interesting
for the optimization process.

Divide and Conquer
When searching a value in CFG, it would be necessary to either traverse the same
path multiple times or remember which nodes and paths were already processed.
On the other hand, divide and conquer algorithm design paradigm fits perfectly to
the described custom AST traversal.

The implementation of the search algorithm in the optimizer tool enhances
RecursiveASTVisitor functionality as it has already the well-established
interface using the widely known pattern. The problematic part is to identify which
AST nodes can affect a control flow of a program. There are relatively many classes
for AST nodes. However, all language constructions that can affect the control flow
are directly mapped to Clang AST nodes in the Stmt class hierarchy and its Expr
sub-hierarchy.

Searching for a value in a linear program flow is straightforward. The algorithm
visits node by node testing whether it contains a searched value. If the search
algorithm encounters a selection statement, it runs itself on every branch. If a
searched value is found in all branches, it is found for a current selection statement.
If it encounters an iteration statement, it can continue searching in a loop body
based on a tool configuration. Jump statements stop searching. A value is searched
only in the left-hand side expression of logical expressions because of a
short-circuit evaluation.

2.3 Loop with Fixed Number of Iterations

It was already mentioned that loop bodies are searched for values by default since
they will likely be executed. But this option is configurable in the optimizer tool.
A user can choose to disable search in loop bodies that cannot be proven to be
executed at least once. The simple case of a loop where it can be proven that its
body is executed at least once is a for loop with a fixed number of iterations which
was widely used in an old C code.

If the analyzer can prove that i is not modified in the initialization and condition
expressions, it can evaluate the condition as a constant expression. The tool is
implemented on top of the compiler, which already has facilities necessary for
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operations such as the constant expression evaluation or the constant unfolding
optimization. Clang exposes functions related to the constant expression evaluation
in the Expr class. For example, it can evaluate an expression as a boolean con-
dition, but it succeeds only if an expression is really constant for the compiler,
which is not in this case. The tool can trick the compiler by setting temporarily the
variable initialization declaration to be a constant expression. The same trick can be
used to analyze even more complex loops.

2.4 Searched Values

This section describes what values are searched in the CFG; it is useful especially
for the implementation of heuristics noted in Sect. 2.1.

Available Inputs
Inputs in box member functions are referred using input_ index_type which
is constructed with an index of an input, or inarc_index_type which can be
gathered from input_index_type using the specific basic_box member
function. The Bobox framework also provides a helper macro for the assignment of
names to inputs.

Currently, the optimizer works only with names of static member functions
generated by the helper macro and identifies inputs by these names. In a future
implementation, it can identify inputs by indexes, but it requires a more complex
implementation with an extensive usage of the constant expression evaluation.

Prefetched Inputs
For already prefetched inputs, the overridden init_impl function is searched.
The optimizer searches for prefetch_envelope member function calls. It
checks function calls whether a callee is the one from the basic_box 3 class and
collects input names that could be resolved from the first parameter. The first
parameter is expected to be a call to the related static member function generated by
the helper macro. Actually, a prefetch call is expected to look exactly as the injected
prefetch call by the optimizer.

Used Inputs
Two member functions on a box are searched for a usage of inputs, sync_body
and sync_mach_etwas. These member functions represent the action
step. When a member function with such name is found, it is tested whether it
overrides the basic_box member function.

3A function with the same name but a different signature can be implemented. Such function hides
the base implementation.
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There are two cases when data from input is considered to be necessary:

(1) if there is a call to the pop_envelope function on the basic_box class, or,
(2) if there is a helper variable of the type input_stream<> for working with a box

input and there is a call to any member function on this variable.

3 Results

The goal of this optimization method is to reduce a number of short-running tasks.
Specifically, tasks that are scheduled even though they do not have all input data for
a meaningful execution. The gain in a speedup with this optimization method is the
scheduling overhead. It only matters how often this situation occurs in user code.

In order to measure the scheduling overhead, it is necessary to maximize the
number of wrongly scheduled tasks. A wrongly scheduled task has to have at least
two inputs and there has to be some delay between getting data to its inputs.
A bigger delay increases the possibility of the task being scheduled without all
necessary data.

3.1 Model

There has to be a box with more than one input for the wrong scheduling and there
can be more such boxes for a bigger effect. Now, it is necessary to create some
mechanism to maximize the number of situations when a box is scheduled wrongly.
This mechanism consist from a chain of boxes where each one creates input data for
one specific input on all boxes that are supposed to be scheduled wrongly. All
boxes from this chain, apart from the last box, then trigger scheduling of the next
box in the chain that will create data for a different input on wrongly scheduled
boxes.

Figure 3 shows the model used in measurements. However, the number of
distribution and collection boxes as well as the number of their inputs and outputs
may vary. The figure shows only a pattern used in the model construction. If all
collection boxes prefetch only the first input or no input at all, the expected
scheduling in the model instance constructed from this model is as:

1. control_box
2. distribution_box
3. 3x collection_box - pop data from the first input and wait
4. distribution_box
5. 3x collection_box - pop data from the second input and wait
6. distribution_box
7. 3x collection_box - pop data from the last input and produce an output
8. sink_box
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If all collection boxes prefetch their all input data, step 3 and step 5 are skipped.
These prefetch calls can save up to six schedules when boxes do nothing meaningful.

3.2 Benchmarks

There are two boxes in the model without any description. The control box
repeatedly produces data for distribution boxes. It yields each time after data is
produced. The sink box is there for a debugging purpose. All boxes do minimal
work apart from a communication with the Bobox framework to maximize the
impact of the scheduling.

The results for the model with 10 distribution boxes and 10 collection boxes
shows that optimized code is very slightly faster in most measurements. However,
the gain in a speedup is negligible even for a bigger number of iterations or a bigger
number of boxes. Furthermore, the gain in a speedup is approximately the same for
a bigger number of iterations as for a lower number of iterations. The speedup
appears to be constant for measured results. These results did not correspond with
the expected behavior.

3.3 Optimizer Tweak

It is necessary to look more into details of the model and the Bobox framework
implementation to understand the low speedup. Both distribution and collection
boxes are stateless. The Bobox framework allocates some objects of stateless boxes,
initializes them by calling the init_impl member function and reuses those allocated
objects all over again. But, init_impl is not called again when object is reused.
Thus, prefetch calls added by this optimization method are useless when the
framework reuses the boxes.

Fig. 3 The model used in
measurements of the prefetch
method optimization
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The prefetch optimization method is enhanced to add all prefetch calls for all
used inputs to the end of the box execution member function body. This option is
configurable and turned off by default. Figure 4 shows results with this optimization
tweak turned on compared to not optimized code. The improvement in a speedup is
clearly visible.

3.4 Discussion

The Bobox scheduler is greatly optimized. Even in the presented scenario with
approximately 10 boxes scheduled 9 times out of 10 wrongly, the speedup with 1
million iterations is only 10 %. Furthermore, tests were measured on a single logical
thread. It is much harder to achieve this scenario with multiple logical threads. The
scenario itself is artificial to showcase the optimization potential. On the other hand,
there are software products where every second matters and there is no reason to
turn off this optimization.

However, there is still one factor that is not tested well in the presented scenario,
cache usage. Since all boxes do not work with data excessively, their cache usage is
minimal. Most data can be probably held in cache the whole execution time. On the
other hand, a scheduled box without all input data probably immediately
reschedules. Thus, its impact on a cache is negligible anyway.

The only concern about achieved results is the possible big number of false
positives when assuming data from an input is necessary as it is described in the
second case in the Sect. 2.4. A typical example is the situation when the input is
probably necessary only in the single branch of the code, which is not a strong
assumption. It was necessary to make such a soft assumption in order to make the
optimization get the expected result using typical scenarios. An analysis of this
issue can be significantly enhanced in the future.

Fig. 4 Benchmarks for the prefetch optimization method with ten distribution and ten collection
boxes and the attach to execution body tweak turned on
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4 Conclusion

The Bobox project is a framework for task-based parallel computing. The envi-
ronment handles programming issues related to parallel computing and it does bring
some overhead. This overhead concentrates in times when a task starts and finishes
its execution. Thus, tasks should run for enough time to make this overhead neg-
ligible. The prefetch optimization method tries to reduce special cases of
short-running tasks. Running a task without necessary input data causes this task to
finish almost immediately. This method detects such tasks and informs the Bobox
framework about their input requirements. The analysis makes some assumptions,
which can result in false positives. However, if a task accesses input data using
some of expected ways, this method detects it. The scheduling mechanism in the
Bobox framework is highly optimized. The gain in a speed is not overwhelming
even in cases where this optimization method excessively reduces an amount of
unnecessary scheduling. On the other hand, there is no reason to refuse any gain in
an application speed.

Acknowledgment This work was supported by the Czech Science Foundation (GACR), project
P103-13-08195S, by Charles University Grant Agency (GAUK) project no. 472313, and by
Specific Research project SVV-2014-260100.

References

1. Bednarek, D., Dokulil, J., Yaghob, J., Zavoral, F.: Parallelization framework for data
processing. Adv. Inf. Technol. Appl. Comput. (2012)

2. Bednarek, D., Dokulil, J., Yaghob, J., Zavoral, F.: Data-flow awareness in parallel data
processing. In: Intelligent Distributed Computing IV, Springer, Berlin (2012)

3. Falt, Z., Krulis, M., Bednarek, D., Yaghob, J., Zavoral, F.: Locality aware task scheduling in
parallel data stream processing. In: Proceedings of the 8th International Symposium on
Intelligent Distributed Computing—IDC’2014, Springer,Berlin, pp. 331–342 (2014)

4. Falt, Z., Bednarek, D., Krulis, M., Yaghob, J., Zavoral, F.: Bobolang—A language for parallel
streaming applications. In: Proceedings of the 23rd International ACM Symposium on
High-Performance Parallel and Distributed Computing, ACM, Vancouver, pp. 311–314 (2014)

5. “Clang”: a C language family frontend for LLVM [online]. Clang homepage

Using Static Code Analysis for Improvement of Job Data … 875



The Design Trends of Keystream
Generator for Stream Cipher for High
Immunity Attacks
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Abstract Due to the latest changes in observing the external network related
threats within the stream cipher, it become necessary to address these threats in
order to identify the generator suitable for avoiding such threats. In this paper, the
researcher addresses the current threats of immunity attacks in the stream cipher.
Such attacks are resulted from the correlation within the key stream’s multiplexer.
The key stream generators are also introduced in order to clarify its working process
in avoiding attacks. After all, a comparison of key stream generators are resulted
where it can be used as guidelines for other researches in designing key stream
generator for high immunity attacks in the cipher.
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1 Introduction

Cryptography in general consists of both block and stream ciphers where the main
settings of block cipher is explained by symmetric key cipher that run on a group of
bits with a fixed-length in order to facilitate the block calling. However, the stream
cipher is differently designed where the symmetric key cipher is integrated bits of
plaintext with a pseudorandom bit stream which known as a key stream. Such
process is usually not corresponded to the clear-cut functioned by some modes
based block cipher primitive which acts efficiently as a stream cipher [1].

Generating a secure key stream has been always considered to be the most
essential factor in securing the cipher in which it comes under the cryptography. In
this regards, the security of cipher keys was reported in the processing and trans-
ferring data where key stream works randomly so that it is unfeasible to multiply or
guess them, which carries the main standard for generating the number randomly
[2, 3].

Researchers such as [4] reported on the fact that attackers are usually depends on
the length of these keys in order to predicate the level of security that ciphers
designed for. Therefore, those researchers encouraged the development of stream
cipher security and determine the main threats in contrast to period, speed, and
other elements.

Alhamdan and Wong [5] stated that ensuring a secure cipher is depending on the
design of its key stream generator where immunity threats are usually take place.
Hence, key stream generator is used to offer stream cipher reliable related sectary
settings against different cryptographic attacks. This led us to conclude that the
period required for processing data in key stream is a key factor in which it make it
impossible for attackers to recover the cipher’s key or internal state from the key
stream.

This is a part of linear feedback shift register (LFSR) which it considered to be
the main unit of the cipher where it depends on the linear function of random bits as
an input. Current research showed that there different configurations for setting
LFSR for the aim of sampling the cipher execution. Along with the effectiveness of
LFSR, there are several issues regarding the ability of LFSR against the high
immunity attacks [6–8]. Therefore, LFSRs are currently used in nonlinear linked by
Boolean function for avoiding the inherent of LFSR linearity in which it works on
categorizing it into nonlinear of LFSRs. This result output of several LFSR to
generate a secure key stream. In addition, there is the nonlinear filter generator that
performs based on a different approach and one single LFSR, the case is not the
same for other LFSR input-based filter. In same cipher, both types are begin used in
order to withstand certain particular cryptographic attacks [9].

Even though, bit based LFSRs are disreputably slow in processing some cipher
requests. Therefore, iterations are used to foster data processing using one bit of key
stream. This paper focuses on the key stream design for stream cipher in order to
avoid high immunity attacks with good statistical properties.
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2 Issues in Designing Keystream

The stream ciphers are widely utilized nowadays for securing shared information
that gives a consequential advantage in enhancing the security in the coming
years [10].

In order to provide an effective key stream generator, it is important to include
several linear feedback shift registers to get a key stream with required statistical
properties. Basically, the attack occurs when the correlation is detected over number
of known sequences with a definite output with the LFSR used as a divider and
conquers attacks [11–13].

In most cases, the correlation attack is carried on generator of the multiplexer in
line with the correlation attacks on the data shift register. The high immunity
resulted in correlation attack make the most of the bitwise correlation between data
of output sequence and other input sequence [14].

However, [14] reported on the main aspects of correlation attack on the data
LFSR in the MUX generator, they utilized bitwise correlation between the output of
MUX and data input of K sequences along with the MUX. This in turn result two
different attacks where the first one depends on the state of the MUX which
predicated to minimize the hamming distance between the output segment and the
corresponding data input segment. While the second attack was found to be based
on the posteriori probabilities between the output segments of key stream and data
input segments.

Therefore, few researchers have recommended applying a fast correlation attacks
in stream cipher within the multiplexer by depending on the data resulted from the
feedback polynomial of LFSR. This was also addressed to be as a threat where any
increment in the number of similarity check increases the possibility of successful
retrieving of the LFSR data [15].

Meanwhile, there are other potential threats associated with the key stream bit in
which attackers may guess the multiplexer address by using a proper calculation
method based registry. In such case, it may lead to conflict for the registry where
attackers may only guess half bits of the registry. In addition, this may cause the
resulting of recursion linear of these bits via feedback polynomial especially if
polynomial data is small number of guessed bits which imply a much larger of
sequence bits.

Based on the aforementioned possible threats, determining the limit of key
stream design in avoiding these threats is highly recommended. Meanwhile, since
the stream ciphers are limited to encrypt plaintext without generating errors prop-
agation that could be a significant in some cases where transmission errors are
immensely expected [16]. Thus, this paper consists on reviewing the characteristic
of current key stram for stream ciphers that are less complex hardware circuitry and
more suitable than block ciphers in hardware.
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2.1 Pseudorandom Number Generator (PRNG)

Pseudorandom generator is known as a facilitator for increasing the short random
sequence into a longer sequence that still “random” to opponents with limited
elements [17]. The short random sequence is known as the key of the cipher [18].

PRNG provides consistently distributed and independent sequence of keys for
the cipher to allocate the random numbers generated by the Truly Random Number
Generator (TRNG) [19]. The working process of this generator consists on the
process that produces the independent elements in an random way [20]. As such, it
relays on the bit oriented keys that provide a different forms of sequences described
in the following section.

3 Key-Stream Generators

There are huge quantity of key stream generator based bit proposed the Following
discuses the most popular which are Product generator, geffe generator, stop and go
generator, alternating step generator, A5/1 generator, shrinking generator,
Knapsack Generator and Multiplexing generator and review most characteristics of
them that related with linear complexity and period.

3.1 Linear Feedback Shift Register

The LFSR consists of the length in the n stage along with a linear feedback
function. The conceptual process of this function depends on changing the storage
unit to the next sequence where the result will be shifted to the storage unit as
shown in Fig. 1. In registry, the output sequence presented by the LFSR has the
maximum period of 2L − 1 if the feedback function of the LFSR is primitive and its
initial state is a non-zero state.

Fig. 1 LFSR of length L
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Several considerations need to be stated during each unit of time [21] as shown
in Fig. 1. The stages of LFSR were initialed in Fig. 1 as (111)2, which result the
dimensions of s(n) as [111001011100101110010……]. The number of states is
23 − 1. The condition of (000)2 cannot be determined as the initial condition.
However, the output of the s(L) stages LFSR is determined by the following
Eq. (1):

S nð Þ ¼
XL
i�1

cðiÞ � sðn� iÞ ¼ cð1Þ � sðn� 1Þ � cð2Þ � sðn� 2Þ � � � � � cðLÞ � sðn� LÞ

ð1Þ

The properties of the LFSR can be represented by f(x) polynomial over GF(2).
For the Lc LFSR explained as follow:

f xð Þ ¼ 1þ
XL
i¼1

cðiÞ � xi ¼ 1þ cð1Þ � x1 þ cð2Þ � x2 þ � � � � � � þ cðLÞ � xL ð2Þ

Researchers stated that the primitive polynomial of order n help the process of
the resulted sequence where it repeat itself at every 2L − 1 with considering the
initial condition except for zero values.

A primitive polynomial of degree n is an irreducible polynomial that divide
xP + 1, where p = 2L − 1, but does not divides xd + 1 for any d < 2L − 1 [22].

The polynomial cannot be adjusted if it is divisible by total of 1 or itself. This led
to suggest that If f(x) and g(x) are two polynomials over GF(2), they are irreducible
if GCD (f(x), g(x)) = 1 [23]. Examples of reducible and irreducible polynomials are:

f xð Þ ¼ 1þ x1 þ x2 þ x3 ¼ ð1þ xÞ ð1þ x2Þ reducibleð Þ
f xð Þ ¼ 1þ x2 þ x3 irreducibleð Þ

This generator represents main threats where m-sequences process a low linear
complexity in nonlinear sequences.

3.2 Product Generator

The product generator is represented by the maximum length of m-LFSRs with
length L1, L2…Lm, where m 2 Z+ is pair wise relatively prime, with AND com-
bining function:

F y1; y2; . . .ymð Þ ¼ y1 � y2 � y3. . .ym ¼
Ym
j¼1

yj ð3Þ
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The key-stream generated has period 2l1 � 1
� � � 2l2 � 1

� �
. . .. . . 2lm � 1

� �
and

linear complexity L = L1L2 …Lm. This generator is reported to be a weak provider
for a randomness, despite of its good linear complexity [24] as shown in Fig. 2.

3.3 Geffe Generator

The Geffe generator is functioned based on the grouping of a nonlinear with a three
LFSRs within the lengths of the standard N1, N2, N3 that are pairwise compara-
tively with nonlinear functions as explained by Eq. (4) [25].

F Y1; Y2; Y3ð Þ ¼ Y1Y2 � 1þ Y2ð Þ Y3 ¼ Y1Y2 � Y2Y3 � Y3 ð4Þ

Where the period represented by 2N1 � 1ð Þ � 2N2 � 1ð Þ � 2N3 � 1ð Þ with linear
complexity of

L ¼ N1N2 þ N2N3 þN3 ð5Þ

as shown in Fig. 3.
Schneier [25] reported that Geffe generator is not suitable for high immunity

attacks with complicated statistical channels, he linked such lack to the limitation of
data begin generated from LFSR1 and LFSR3 into the output sequence where it
simplify correlation attacks.

Lm stage LFSRm

And F 
L1 stage LFSR1

Fig. 2 Product generator

LFSR 1

LFSR 2

LFSR 3

KEYSRTREAM

Y1 

Y2

 Y3 

Fig. 3 Geffe generator
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3.4 Stop and Go Generator

Figure 4 shows the working process of stop and go generator where the main aim is
to reduce the threat level in the regular clock of LFSR based on nonlinearity by
clocking it irregularly. It relay on the output of LFSR to adjust the clock of another
LFSR in the same cipher where the input of the clock in the second LFSR is
controlled by the output of LFSR1 as shown in Fig. 4.

The period is measured in this generator by (2k − 1)2 where k refers to the first
LFSR1 and second LFSR2 with considering the linear complexity k (2k − 1).

Researchers found that using such generator for high immunity attacks is not
recommended, this is because that LFSR2 is not clocked, the bit from LFSR2 keep
acting as the output of the generator where it was detected by the alternating step
generator [11, 26].

3.5 Alternating Step Generator

This generator is focusing on applying one bit from LFSR1 to control the clocking
of both LFSR2 and LFSR3 to be clocked at each step as shown in Fig. 5 with the
dimensions of the register X, Y, Z:

– The clock is initialed for the Register X.

– X is resulting to 1 then Y is clocked and Z is repeated.
– If Xoutput is 0 then Z is clocked and Y is repeated.
– Finally, the output bits of Y and Z are XORed.

Clock
LFSR1 LFSR 2 Z 

Fig. 4 Stop and go generator

LFSR X

LFSR Y

LFSR Z

Clock
Output

Fig. 5 Alternating step generator
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The sequence from the final step (x) consists of period of 2n1 � 2n2 � 1ð Þ �
2n3 � 1ð Þ that lead to linear complexity of L(x) generated by the following (6):

n2 þ n3ð Þ � 2n1�1\ L xð Þ� n2 þ n3ð Þ2n1 ð6Þ

In addition, this generator is open to the divide and conquers attacks that consist
on guessing the initial state of LFSR1 on the control register X [4, 27].

3.6 A5/1 Generator

A5/1 contains three LFSRs, each one process a certain range of control bit. This
followed by the clocked of LFSR when the control bit consent with major of the
three LFSRs, which leads to execute at least two clocks of LFSRs for the entire
step. Also LFSR enables one bit to be XORed that generates the keystream bit. This
customization indicates that LFSRs of the A5/1 are connected with each other;
therefore, breaking LFSRs is not applicable that most attacks get benefits from the
small 64-bit size [4, 28]. Figure 6 shows the A5/1 generator flow.

3.7 Shrinking Generator

The shrinking generator, a control LFSR X is used to select a portion of the output
sequence of a second LFSR Y. The keystream produced is, therefore, a shrunken
version (also known as an irregularly decimated subsequence) of the output
sequence of Y, as specified in following steps and depicted in Fig. 7.

– Registers X and Y are clocked.
– If the output of X is 1, the output bit of Y forms part of the keystream.
– However, if the output of X is 0, the output bit of Y is discarded.

Fig. 6 A5/1 generator
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It is inconvenient to use the shrinking generators in practice since they do not
generate key-stream at a constant rate [4, 29].

3.8 Knapsack Generator

This is a real implementation of the first kind of the nonlinear filter generator which
presents a set of weights that were adapted as part of the key. This leads to utilize
additional integer arithmetic which used as a part of the keystream that generated
from the additional integer. The generated cycles obtain better period and linear
complexity properties that initialized based on the following procedure (Fig. 8):

CLOCK
LFSR1

LFSR 2
 xi

x i =1

x i =0

Discard yi

Output yi

 y
i 

X

Y

Fig. 7 Shrinking generator (Mollin, 2007)

……………

Ciphertext
c2

BinaryInteger

wL
w2

∑  Si

Z0 Z ………. Z1

c1 

XL 

c3

w1

XX 12

1

3

2

m

m

m

K-1 

Fig. 8 Knapsack stream cipher
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Input: LFSR < G;H > with the initial state H0 = (h1
0;h2

0 ; : : : h xL
0) mod Q;

L weights w1;w2; : : : ;wL.
For i = 1; 2; : : :, do:

– Compute the i-th state of the LFSR Xi.

– Determine the sum where represents Si ¼
PL
k¼1

hikwk mod Q.

– Extract some bits of Si to be Zi.

Output: Zi, for i = 1; 2;:::.

The security of the nonlinear filter, the knapsack sum, lies in the hardness of the
knapsack problem [30]. In addition, the period and linear complexity of the gen-
erator is K (2L − 1).

3.9 Multiplexer Generator

The classification of multiplexer generator is belongs to the second nonlinear sort,
while the filters are belongs to the basic ideas design of keystream generators: that
mainly calls technology-driven protocols. In this generator, it is possible to use
h = m if 2h − 1 ≤ n and if h ≠ m then (h) must also suit 2h ≤ n. After choosing (h),
it’s easier to indicate the (h) stages ax1, ax2, …, axh of SR1 at any time (t) when the
binary h-tuple (ax1(t), ax2(t), …, axh(t)) is interpreted as a symbol of a natural
number that symbolized earlier by Nt, as 1�Nt � 2m � 1 if h < m in a reversible
mapping as follow:

h : f0; 1; . . .; 2h � 1g ! f0; 1; . . .; n� 1g

if h = m

h : f1; . . .; 2h � 1g ! f0; 1; . . .; n� 1g

Based on the indications of h x1, x2…xn and θ, it define a new sequence u(t)
called multiplexed sequence, by ut = bθ(Nt)(t). The multiplexer then choose one
stage of the SR2 stages at each time (t), which means ut = bt+θ(Nt) for every t.

This generator provides a correlation between sequence key-stream generator
and LFSR2 output that are cryptographically weak and falls to correlation and guess
and determinations. A Sequence that results from this algorithm has the following
feature Period length is 2N � 1ð Þ � 2M � 1ð Þð Þ (Fig. 9):
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– Linear complexity is M
Pn
i¼0

N
i

� �

– It passes all randomness tests [30, 31].

4 Comparison of Key-Stream Generators

A wide range of keystream generators have not been mentioned by the researcher in
this paper, but it has summarized the most influenced generators found in the
literature. Table 1 compared between the mentioned generators in terms of period
and linear complexity for immunity attacks.

LINEAR FEEDBACK SHIFT REGISTER 1

MULTIPLEXER

LINEAR FEEDBACK SHIFT REGISTER 2

Fig. 9 Multiplexer generator

Table 1 Key-stream generators based period and linear complexity

No Key-stream
generator

Periods Linear complexity

1 Linear 2k1 � 1
� �

2K2 � 1ð Þ K1+k2

2 Product 2k1 � 1
� � � 2K2 � 1ð Þ. . .. . . 2kn � 1

� �
K1k2…kn

3 Gaffe (2 k1 − 1) (2 K2 − 1) (2 k3 − 1) L = k1k2 + k2k3 + k3.

4 Multiplexer ð2k1 � 1Þ � ð2k2 � 1Þ
K2

Ph
i¼0

k1
i

� �

5 Knapsack K(2n − 1) K(2n − 1)

6 Stop and go (2k − 1)2 K (k2k − 1)

7 Multiplier (2 k1 − 1) ⋅ (2 k2 − 1) (2 k1 − 1)k2
8 Alternating step

generator
2 L1 ⋅ (2 L2 − 1) ⋅ (2 L3 − 1). (L2 + L3) ⋅ 2 L1�1 < L

(x) ≤ (L2 + L3) 2 L1 .

9 A5 (4/3)(223 − 1) L1 + L2 + L3

10 Shrinking (2 L2 − 1) ⋅ 2 L1�1 L2 ⋅ 2 L1�2 < L(x) ≤ L2 2 L1�1.

11 Threshold(3
LFSR)

(2 k1 − 1)(2 K2 − 1) (2 k3 − 1) K1k2 + k1k3 + k2k3

12 Integer addition
sequence

(2 k1 − 1) ⋅ (2 k2 − 1) (2 k1 − 1) ⋅ (2 k2 − 1)
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5 Conclusion

After all, we found that applying a big size keystream is the most effective way for
preventing higher community attacks by considering the use of techniques that
determine the feedback shift register to get imply to others bits. This in order result
a new challenge for predicating the other bits in different period. In addition, we
found that small non-linearity of the output function of multiplexer is the main
reason for resulting the correlation between data LFSR and keystream generator. In
such case, the attackers has the change to guesses a certain part of the address input
in the multiplexer, which in turn my led them to guess the output data as well. We
have found that A5/1 is the best generator in which the LFSRs is not applicable that
most attacks get benefits from the 64-bit size. Future studies can be carried on the
design of immunity multiplexer for enhanced keystream in stream ciphers.
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Validation of Questionaire for Website
Usability (QWU) Instrument Based
on Experts Review

Nur Sukinah Aziz and Adzhar Kamaludin

Abstract Nowadays, website is used widely all over a world for medium of
communication for information or services and usability principles was imple-
mented in web environment and not for software only. Organization uses website to
market their product and services. There are many methods to evaluate the website
such as heuristic evaluation, testing, survey and many more. This study is aimed to
develop the questionnaire for measuring website in context of usability. The
instrument is consist of 9 constructs and 60 item of questionnaire. Content validity
by experts is used as one of methodology to validate the instrument. The result
shows that from 60 item of instrument, 9 item need to be removed based on experts
review. Therefore, it shows some justification for the content validity of items when
some items are not focusing to the research target.

1 Introduction

There are many factors or characteristic to determine the quality of the website
[1, 2]. Usability is one of the most important factors in website or software quality.
There are many definitions or terms about usability. In Human Computer
Interaction (HCI) term, usability is more to usable user interface or in other word to
make the system easy to learn and easy to use [3]. Based on ISO 9241-11 in the
HCI field, usability is defined as the “the extent to which a product can be used by
specified users to achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use” [1, 4]. Refer to the definition of ISO
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9241-11, the criteria of usability are effectiveness, efficiency and satisfaction. This
definition has 3 components that can divide such as “specified users”, “achieve
specified goals” and “specified context to use”. This definition is more clear what
usability is mean and many researchers use this definition [3]. Questionnaires in the
survey are the most frequently used tools for usability evaluation. It’s easier and
cheaper than other approaches for gathering user feedback [5]. The researcher can
choose either made it online survey or paper-and-pencil instruments. Before dis-
tributing the questionnaire to respondents in the actual study, the questionnaire
needs to evaluate on validity and reliability. One of the approaches is based on
content validity based on experts review. There are a few previous research that
addressed the content validity and included the evaluation of the content validity
based on experts review when developing the questionnaire instrument [6] espe-
cially in Information System research [7]. The important of experts review is to
determine the items of the questionnaire instrument are appropriate to the con-
structs and in the context of the research. The feedbacks from the experts are used
to delete ambiguous, redundant, or unrelated items in the questionnaire instrument.
It also necessary since the questionnaire instrument is based on literature review,
therefore the questionnaire instrument need to evaluate by experts and to have
confidence in any inferences using the questionnaire instrument.

2 Website Usability Evaluation Approach

There are many approaches for usability evaluation such as testing, inspection,
inquiry, analytical modeling and simulation [8]. All the evaluation methods have
one common characteristic that is dependent on user judgement. Usability lab
testing is focused on the experience and comment from users that used the web sites
or in scenario-based environment [9]. Usability lab testing only involves a small
group of user [10]. It records the user behavior and cognitive processes to see what
users actually think and how users use the website. There are a few approaches in
usability testing such as: Thinking aloud protocol, Co-discovery learning,
Performance measurement, Coaching method, Remote testing, Eye-tracking and
many more. Usability inspection is generic name for a set of methods based on
having evaluators inspect or examine usability-related aspects of a user interface
[11]. Requires usability specialists or software developers, users and other pro-
fessional to examine or judge either the prototype or each element of interface
follows established usability principles. Cognitive Walkthrough, Heuristic
Evaluation, Feature Inspection, Pluralistic Walkthrough and Guideline Checklist
are a few example of usability inspection. Usability inquiry involves experts to get
information about the user requirement for the system by communicating with them
or observed them while users are using the system. A few approach in usability
inquiry such as Field observation, Interviews, Focus groups, Proactive field study,
Logging actual use and Surveys. Table 1 shows the advantage and disadvantage
between usability evaluations.
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Table 1 Advantage and disadvantage between usability evaluations

Categories Method Advantages Disadvantage

Inquiry Individual
interview

i. Enable to learn about things that
cannot be directly observed

ii. Allow for probing

i. Time consuming
ii. Expensive

Inquiry Focus
group

i. Can provide speedy results
ii. Structured data can be collected
iii. Planning can enable in-depth

discussion

i. Recruitment can be
expensive, time
consuming

ii. Controlled settings
may affect
behaviours

iii. Data can be difficult
to analyse

Analytical
modelling

Task
analysis

i. Help attain understanding of
processes and resources to
complete each task

ii. Helps make recommendation
regarding changes to the system

i. Require time and
resources

ii. Skills required for
efficient analysis of
the task

Analytical
modelling

Card
sorting

i. Easy to conduct
ii. Identifies items that are likely to

be difficult to categorize
iii. Understanding of how real users

categorize

i. Takes time to
complete

ii. Can be expensive to
hire participants

Inspection Prototype i. Issues in design can be identified
ii. Complete functionality can the

tested

i. Time consuming to
create

ii. More expensive to
develop

Inquiry Survey i. Quick and cost effective
ii. Gather a lot of data
iii. Can be administered on large

population

i. Time consuming to
collect data

Inspection Heuristic
evaluation

i. Easy to perform; cheap
ii. No planning required
iii. Able to find many problems (both

major and minor problems)
iv. Not time-consuming (no users

involved)

i. Focus on problems

Testing Thinking
aloud

i. Able to find why the problems
occur

ii. Small number of test users
iii. Low time in relation to other

evaluations methods
iv. Direct interaction of the users

with the transactional web
application

i. Time consuming
ii. Can be expensive to

hire participants

Testing Formal
evaluation

i. Objective method
ii. Provide substantive depth in

quantitative data

i. Time consuming

Testing Query
technique

i. Provide qualitative and
quantitative data

ii. Simple and cheap

i. Time consuming
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There are many types of standard post-test questionnaires based on the specific
field and criteria such as SUS (System Usability Scale), QUIS (Questionnaire for
User Interface Satisfaction) [12], CSUQ (Computer System Usability
Questionnaire), Words (adapted from Microsoft’s Product Reaction Cards) [13] and
other more. All this questionnaires are widely used and readily available. Basically
questionnaires are evaluations that access the perception from the user’s point of
view of the websites. There are many approaches to evaluate the questionnaire
instrument before distribute in actual study such as content validity by experts,
pre-test and pilot test. Content validity means the degree that the instrument covers
the content that it is supposed to measure [14, 15]. Content validity is an important
method in developing the questionnaire instrument. Content validity by experts are
important to see the view of experts on the important of construct and item in the
questionnaire [16]. It also provides the evidence about the items extent to which the
constructs in the questionnaire instrument are related to and representative. The
approach can ensure the construct validity and give confidence to the researcher
about the instrument before distributing it for pilot study or actual study. The
feedback and comments from the experts give the researcher to see the instruments
in the width direction and focusing to the specific element to evaluate the website
usability.

3 Methodology

This study implementing a post-test questionnaire. The survey instrument used in
this study is a 60 item questionnaires. Content validity by experts is conducted to
see the validity based on experts view before conduct the pilot study or actual study.
About 20 experts were invited thru email to participate in this study. The experts
were choose based on their experience and participated in website or usability. Only
5 experts give a feedback. Five experts for content validity are sufficient because the
recommendation is to select at least 3 experts for evaluation [15–17]. The instru-
ment has undergone review process by 5 experts in website and usability studies.
The experts are selected based on their experience in website and usability field.
This process required about a month to gather all the experts present the result of
content validity.

3.1 Initial Instrument

Questionnaire from the Computer System Usability Questionnaire (CSUQ) and
WAMMI were adopted and also include a few questions from previous research.
The questionnaire instrument is known as Questionnaire for Website Usability
(QWU). Table 2 shows the list of 60 item in the initial questionnaire. The instru-
ments divide into 9 parts from 60 item that reflect to 9 constructs that are used in
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Table 2 The initial list of questionnaire instrument

Construct Code Item Reference

Efficiency EY1 When I use the web site there is very little
waiting time between my actions and the
web site’s response

[18]

EY2 It is easy to find the information that I need CSUQ

EY3 I am able to efficiently complete my work
using this website

CSUQ

EY4 I can effectively complete my work using
this website

CSUQ

EY5 I believe I became productive quickly using
this website

CSUQ

Effectiveness EV1 On this website, it is simple to accomplish
the task I want to accomplish

[8]

EV2 I find it easy to get this web site to do what
I want it to do

[19]

EV3 I am able to complete my work quickly
using this website

CSUQ

EV4 It was simple to use this website CSUQ

EV5 The information is effective in helping me
complete the tasks and scenarios

CSUQ

Satisfaction S1 I feel comfortable using this website CSUQ

S2 This website has all the functions and
capabilities I expect it to have

CSUQ

S3 I am satisfied with how easy it is to use this
web site

CSUQ

S4 I am satisfied with this web site CSUQ

Learnability L1 Learning to operate the Web site is easy for
me

[18]

L2 I find the Web site easy to use [8]

L3 All the material is written in a way that is
easy to understand

WAMMI

L4 Using this website for the first time is easy WAMMI

L5 The contents provided by the website are
easily understood

[20]

L6 The website is designed for easy
understanding

[20]

L7 The information provided by the website is
easy to understand

CSUQ

L8 It was easy to learn to use this website CSUQ

Accessibility AC1 The website offers customization [8]

AC2 It was easy to move from one page to
another

[21]

AC3 The text on the website is easy to read [18]

AC4 It takes time to open the web page or
download the web page

(continued)
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Table 2 (continued)

Construct Code Item Reference

AC5 It has a accessibility function on the web
site (can resize text, change the background
colour etc.)

AC6 The website’s wording is clear and easy to
understand

[20]

AC7 The website uses colors and structures that
are easy on the eyes

[20]

AC8 The pages download quickly on this
website

[8]

Navigation N1 I can easily navigate this site [22]

N2 This site provides good navigation facilities
to information content

[22]

N3 I like the way hyperlinks are embedded in
this site’s design

[23]

N4 I feel in control when I’m using this web
site

WAMMI

N5 I get what I expect when I click on things
on this website

WAMMI

N6 The navigation and labels on this Web site
were clear

[24]

N7 Links are consistent and easy to identify [25]

N8 The website provides multiple search
features (e.g.: search engine, menu bar,
go-back-and-forward button, etc.) to obtain
the target information

[20]

N9 It was easy to move from one page to
another

[21]

Content C1 I trust the Web site to keep my personal
information safe

[18]

C2 I can trust this website [22]

C3 I trust the information presented on this
website

[22]

C4 The information provided at this site is
sufficient

[22]

C5 The website adequately meets my
information needs

[22]

C6 I find the information on this site to be well
organized

[22]

C7 I feel this Web site clearly stated its
purpose for using the site

[24]

C8 The website provides up-to-date
information

[20]

C9 The information (such as online help,
online messages, and other documentation)
provided with this website is clear

CSUQ

(continued)
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this study which is Effectiveness, Efficiency, Satisfaction, Learnability,
Accessibility, Navigation, Content and Interface/design for Independent Variable
(IV) factors and Intention to Use as a Dependent Variable (DV).

The first part of the questionnaire contains a demographic profile of expert,
including gender, age, current position, education level, experience in teaching or in
industry and involment in website or usability. A five-point Likert-type scale
ranging from (1) “Extremely unimportant”; (2) “Unimportant”; (3) “Less
Important”; (4) “Important” and (5) “Extremely Important” was used to evaluate the
60 item of the questionnaires. This instruments also include suggestion or comment
in each of constructs.

4 Findings and Discussion

Based on the results shown in Table 3, 9 items from 60 items in the questionnaire
instrument have a low result of the feedback from experts review. The 9 items need
to remove from the instruments are EY4, EY5, AC4, N4, C1, C2, C3, C7 and ITU4.
The results are based on the mean value that the item need to have 3.5 and above to
consider important to the constructs in the questionnaire. Besides that, each item
selected and consider important if 4 experts give more than 3 [6]. This called

Table 2 (continued)

Construct Code Item Reference

C10 The organization of information on the
website pages is clear

CSUQ

Interface/design ID1 The website repeats the same structure,
components and overall look across pages

[20]

ID2 Web pages in the website are consistently
designed

[20]

ID3 This web site is presented in an attractive
way (i.e. colors, images, layout etc.)

WAMMI; [22]

ID4 The pages on this website are very
attractive

WAMMI; [22]

ID5 The layout of pages made tasks easier [24]

ID6 The interface of this web site is pleasant CSUQ

ID7 I like using the interface of this web site CSUQ

Intention to
reuse

ITU1 I intend to use this website again [21]

ITU2 I would be willing to visit this website
again

[24]

ITU3 I feel this website reflects most current
trend(s) and provides nice design for the
site visit

[24]

ITU4 I will reuse this website again [21]
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Table 3 The result from experts review

Code Expert
1

Expert
2

Expert
3

Expert
4

Expert
5

Mean Mode Median SD

EY1 5 5 4 5 4 4.6 5 5 0.548

EY2 5 5 5 2 4 4.2 5 5 1.304

EY3 5 4 2 5 4 4 5 4 1.225

EY4 4 5 2 1 4 3.2 4 4 1.643

EY5 4 4 2 1 4 3.0 4 4 1.414

EV1 4 4 3 4 4 3.8 4 4 0.447

EV2 5 5 3 1 4 3.6 5 4 1.673

EV3 4 4 3 1 5 3.4 4 4 1.517

EV4 5 5 4 1 4 3.8 5 4 1.643

EV5 5 5 3 5 4 4.4 5 5 0.894

S1 3 5 3 5 4 4.0 3 4 1.000

S2 4 4 4 5 4 4.2 4 4 0.447

S3 4 5 5 5 4 4.6 5 5 0.548

S4 4 4 5 5 4 4.4 4 4 0.548

L1 5 4 4 4 4 4.2 4 4 0.447

L2 4 5 5 1 4 3.8 4 4 1.643

L3 4 5 4 4 4 4.2 4 4 0.447

L4 5 5 4 1 4 3.8 5 4 1.643

L5 5 5 4 5 4 4.6 5 5 0.548

L6 5 5 3 5 5 4.6 5 5 0.894

L7 5 5 3 3 4 4.0 5 4 1.000

L8 5 5 5 1 4 4.0 5 5 1.732

AC1 3 4 5 1 5 3.6 5 4 1.673

AC2 5 5 4 1 4 3.8 5 4 1.643

AC3 5 5 4 4 4 4.4 4 4 0.548

AC4 1 5 4 4 2 3.2 4 4 1.643

AC5 3 4 4 4 5 4.0 4 4 0.707

AC6 5 4 2 3 4 3.6 4 4 1.140

AC7 5 5 4 1 4 3.8 5 4 1.643

AC8 5 5 4 4 4 4.4 4 4 0.548

N1 5 4 5 4 4 4.4 4 4 0.548

N2 5 5 3 4 4 4.2 5 4 0.837

N3 4 4 2 4 4 3.6 4 4 0.894

N4 2 5 2 3 4 3.2 2 3 1.304

N5 5 5 4 4 4 4.4 4 4 0.548

N6 5 5 4 4 5 4.6 5 5 0.548

N7 5 5 3 4 5 4.4 5 5 0.894

N8 5 4 2 4 5 4.0 5 4 1.225

N9 5 5 4 4 4 4.4 4 4 0.548
(continued)
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universal agreement [15]. So most of the experts need to give mark 3 or above to
consider the item is important [6]. The construct that involve in elimination of item
are efficiency, accessibility, navigation, content and intention to use. All 9 items do
not achieve the two scenarios.

For efficiency, there are 2 items did not achieve the 2 scenarios that need to be
considered as important for website usability. EY4—I can effectively complete my
work using this website that has mean value 3.2 and EY5—I believe I became
productive quickly using this website has mean value 3. AC4 is in accessibility
construct. AC4—It takes time to open the web page or download the web page has
mean value 3.2. The statement for this item is in negative statement. Some of the
experts did not agree with the negative statement because the entire items in this
instrument are in a positive statement. The item also has same meaning with AC8.
AC8—The pages download quickly on this website. Item N4 in navigation has
mean value 3.2. N4—I feel in control when I’m using this web site. This item is
about control. The experts did not agree that the item is important in this instrument.
The C1, C2 and C3 in the content construct are more on trust. C1—I trust
the Web site to keep my personal information safe, C2—I can trust this website and
C3—I trust the information presented on this website. The mean value for C1, C2

Table 3 (continued)

Code Expert
1

Expert
2

Expert
3

Expert
4

Expert
5

Mean Mode Median SD

C1 5 2 2 1 2 2.4 2 2 1.517

C2 5 2 5 1 2 3.0 5 2 1.871

C3 5 3 4 1 2 3.0 N/A 3 1.581

C4 5 4 3 4 4 4.0 4 4 0.707

C5 5 4 4 5 4 4.4 4 4 0.548

C6 5 5 3 5 5 4.6 5 5 0.894

C7 5 4 2 1 4 3.2 4 4 1.643

C8 5 5 5 4 4 4.6 5 5 0.548

C9 4 5 5 4 4 4.4 4 4 0.548

C10 4 5 2 4 4 3.8 4 4 1.095

ID1 4 4 5 4 4 4.2 4 4 0.447

ID2 5 5 5 5 4 4.8 5 5 0.447

ID3 5 5 4 5 4 4.6 5 5 0.548

ID4 5 5 3 4 4 4.2 5 4 0.837

ID5 5 5 4 5 4 4.6 5 5 0.548

ID6 5 5 4 4 4 4.4 4 4 0.548

ID7 5 4 3 4 4 4.0 4 4 0.707

ITU1 5 4 5 5 4 4.6 5 5 0.548

ITU2 5 4 5 5 4 4.6 5 5 0.548

ITU3 5 4 3 4 4 4.0 4 4 0.707

ITU4 5 4 2 4 2 3.4 4 4 1.342
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and C3 are 2.4, 3.0 and 3. Most of the experts do not agree that trust is an important
element when evaluate the website university. It is because website for university is
trusted website. So did not need to evaluate on trust element for the content in the
website. For C7—I feel this Web site clearly stated its purpose for using the site has
mean value 3.2. The experts did not agree that the item is important in the
instrument. The higher education institution or university website are clearly stated
the purpose and function the website. ITU4 is in Intention to Use construct has
mean value 3.4. ITU4—I will reuse this website again. Some of the experts did not
agree the wording of reuse. Only 3 experts that gave scale 3.0 and above. After
analyzing the data using SPSS software in this phase, 51 items are remaining in the
questionnaire instrument.

Based on the results content validity from the experts review, there are a few
issues that are identified. Most of the experts are disagree and give lowest scores the
items in the context of trust in the questionnaire instrument to measure the uni-
versity website. Some of the reasons are the university website is trusted website
and all the information in the website is valid. The experts also give lowest scores
on the item in the context of control and purpose. They think that the items are
irrelevant in the questionnaire instrument. Some of the experts did not agree with
the negative statement because the entire items in this instrument are in a positive
statement and only one item is negative statement. Based on the research [26], the
researcher should avoid the negative statement. Other items that need to be removed
are more about the wording of the sentences.

5 Conclusion and Future Recommendation

Content validity is an important method in developing the questionnaire instrument.
The approach can ensure the construct validity and give confidence to the
researcher about the instrument before distributing it for pilot study or actual study.
There are a few previous research that addressed the content validity and included
the evaluation of the content validity based on experts review when developing the
questionnaire instrument [6] especially in Information System research [7]. The
feedback and comments from the experts give the researcher to see the instruments
in the width direction and focusing to the specific element to evaluate the website
usability. Besides that, the finding could contribute to support the construct validity
of the instrument. Based on the result from the content validity, there are justifi-
cations on the related item to the constructs in the context of research because most
of the constructs and items are based on previous literature. Content validity
measures the comprehensiveness and representation of the content on a scale and to
obtain some justification for the content validity of items when some items are not
the focus point of the research.

To ensure the instrument is trusted and valid, the next phase is the questionnaire
instrument will evaluate by focus group. In this pre-test, researchers will involve
direct with the focus group to gather the feedback from them. After doing pre-test
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with the focus group, then pilot study will conduct before the final questionnaire
instrument distribute to the actual study. The instruments will have a few stages of
evaluation to ensure the item and construct covers the content and suppose to
measure. The analysis based on the experts review contributes to the body of
knowledge in term of evaluation of the website usability focusing on higher edu-
cation institution or university website.
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Performance Evaluation of Preloading
Resources for Web Pages

Lukáš Čegan

Abstract In the first part, this paper describes the modern web application and the
key parameters affecting the speed of web page loading. The following part focuses
on the description of the proposed solution for preloading of web page resources.
The paper presents the static and dynamic approach. The impact of the static
preloading model on page load time is evaluated by a benchmark test. In the last
section of the paper the results of measurement are discussed, it gives a conclusion
and future research is outlined.

1 Introduction

The web has dramatically evolved over the last 25 years. Demands of the users on
the quality of the website have increased significantly. Users expect rich content
that is delivered to them in a very short time. Unfortunately, sometimes the network
environment does not allow delivery of web content within a reasonable time. The
reasons are due to the physical characteristics of networks such as a high latency or
low bandwidth. Despite these limitations, however, we can ensure fast page loading
using preloading resources of a website.

After introducing the context, the web page performance optimization factors are
presented in more detail in Sect. 2. Next, in Sect. 3, a proposed solution for
decreasing the page load time by intelligent preloading web page resources is
described. In Sect. 4 practical experiments, benchmark settings and test results are
described. Finally, the last section gives conclusions and future research
opportunities.
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2 Performance Optimization

Modern web application consists of many resources. The current average web page
size is 1958 kB and it is composed of 94 resources. The chart on Fig. 1 shows the
average number of requests for a single web page [1]. The average number of TCP
connections that were opened during page loading is about 38, and only 14 % of all
requests are done over https.

2.1 HTTP Waterfall Sequence

The waterfall chart provided detailed information about web page resources and
shows them in time ordering, with the duration of each load. This information can
be used for identifying performance bottlenecks (see Fig. 2). The waterfall sequence
shows us the inner workings of how a browser loads a web page and its resources.

HTTP practically allows only one outstanding request per TCP connection,
which is considerably limiting in terms of page load time. The HTTP standard
recommended a limit of 2 parallel connections per host, but a modern browser does
not comply with this recommendation. The current average number of parallel TCP
connections, which web browsers create, is from 6 to 8 per one domain [2]. Another
technique for faster loading page is domain sharing. We can spread web page
resources over multiple domains, which allow an increased number of parallel TCP
connection.

2.2 Critical Rendering Path

One of the most important concepts to make a page load faster is recognition of the
critical rendering path. A critical rendering path is defined as codes and resources,

Fig. 1 Total requests per page [1]
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required to render the initial view of a web page. The rendering path consists of
events that occur to make web page appear on a browser. First, it’s necessary to
load the source code of page. Then, the web browser creates Document Object
Model (DOM). This process consists of several steps. The raw data translates to a
HTML character, then the browser converts strings of characters into distinct
tokens. Tokens are then converted into objects and finally, the created objects are
linked in a tree data structure (see Fig. 3).

When DOM is ready to use, the page can be rendered to the screen. But there are
certain type of resources that actually block the render of a web page. One of these
types is an external CSS stylesheet, because CSS carries information about how the
element should look when it is rendered. The next type of resource which blocks
rendering is JavaScript. JavaScript can modify the content and style of the web page
and for this reason DOM construction is blocking when a script tag is encountered
and until the script has finished executing [3]. Hence, if a browser discovers nec-
essary resources to render the page, it immediately dispatches requests for these
resources. All major web browsers use, “preload scanner/speculative parser” for
this discovering tool which is designed to look ahead in the requested document and
discover critical resources [4, 5]. These types of resources can be loaded with

Bytes

Characters Tokens Nodes DOM

Fig. 3 DOM construction

Fig. 2 HTTP waterfall chart in Chrome DevTools
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higher priority which has a positive impact on total rendering page time. Measuring
of performance characteristics of each step of the critical rendering path can be done
using “Navigation Timing” [6] which provides a browser’s API for obtaining
performance data of every request in the browser using JavaScript. Based on this
data it is possible to optimize a critical rendering path.

2.3 Cache

Loading web page resources over the network is, in most cases, slow. Therefore we
have to optimize content efficiency. Web pages contain some resources that don’t
change very often, like images, CSS files, etc. Storing previous seen data in cache,
speeds up page load time. On the roundtrip between the client and server (see
Fig. 4) are used in the WWW scope various kinds of caches. A browser cache
eliminates network time and it is shared only by one user. The gateway provides
resources from the faster company intranet and it is shared by all company users.
Next, CDN provides edge caching which reduces roadtrip time, because it is closer
to the user. This type of cache is shared by all users. The last type of cache is HTTP
accelerator which reduces server load, provides faster response turnaround and it is
shared by all users. It is important to remember that all types of caches have some
limitations. The default recommended cache size of a desktop web browser is about
250 MB, which is equivalent to a 125 full pages. Mobile web browsers have a

Intranet

Internet

Server side

Browser Gateway

HTTP acceleratorWeb server

CDN edge

Fig. 4 Cache types
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smaller cache. It is about 85 MB, which equates to approximately 50 pages (average
size of mobile site is 1.7 MB). A browser caches have another big limitation, as we
still haven’t script interfaces for smart caching. One of the ways to solve this
drawback is to build a scriptable browser cache by using JavaScript and HTML5
localStorage. LocalStorage is supported by all major web browsers (except Opera
mini [7]), but the size limit in the browser is generally 5 MB.

A cache is controlled by HTTP headers. In response, we can use Expires,
Pragma (HTTP/1.0) [8], Cache-control, ETag and Last-Modified (HTTP/1.1) [9].
The problem occurs when the data in a cache are outdated. We haven’t a server-side
tool to refresh thesis data. To avoid this situation, we can use a versioning of
selected resources. It is commonly CSS and JavaScript files.

3 Proposed Solution

Ordinary users of the website are impatient. For this reason, we must show them the
website as soon as possible. Today’s web page consists of many resources. In an
effort to send these sources to the client, we encounter the limitations of HTTP
protocol, the size of bandwidth and latency. The proposed solution how to cope
with these limitations is preloading the resources that will be necessary to render the
following page. The proposed solution can be divided into two different approa-
ches: static model and dynamic model.

3.1 Static Model

Each website consists of many pages that refer to themselves variously. This
structure can be expressed as a navigation graph in which we can define relation-
ships predecessors and successors (see Fig. 5). Each node (page) in this graph binds
sources such as images, stylesheets and scripts (see Fig. 5).

1

2 3 4

5

6

7

8

image_n.png

page_n.html

style_n.css

script_1.js

style_1.css

page_1.html

image_n.png
image_1.png

image_1.png

script_n.js

Fig. 5 Navigation graph and page resources
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A graph of a website and their resources can be created manually or by auto-
matic builder. The manual approach allows us to have full control over graph
creation, but with a larger range of pages, this approach becomes unfeasible. Also,
the manual approach is disadvantageous for frequently updated websites.

To eliminate sending already cached data it is necessary to keep a history of
visited pages and loaded resources. This history is stored in cookies, and its value is
updated if the node of graph is passing.

3.2 Dynamic Model

Preloading all possible sources can be extremely inefficient because the number of
followers in the graph can be considerable. For this reason, we must select only
those resources that the user will most likely use. To be able to dynamically
determine which resources are most appropriate for the user, we need to know its
behavior. To understand user behavior we must collect all performance data
(transfer size, load time, etc.), web browser date (type of user agent, screen size,
etc.) and data about visited ancestors. Based on the statistical data processing, we
can create a predictive model, which shall recommend appropriate resources for
preloading.

A website navigation model can be modeled as a Markov chain. The web pages
represent the state of the Markov chain, and the relations (hyperlinks) between web
pages represent transitions. The Markov model predicts the next user’s step by only
looking at the last user’s action. Unfortunately, lower-order Markov models are not
very accurate in predicting future user’s steps, because the Markov chain is a
stateless mathematical model. To achieve greater accuracy of prediction higher
order Markov models can be used. However, these higher order Markov models are
extremely complicated due to their large number of states, reduced coverage, and
sometimes even poor prediction accuracy [10–12].

Our proposed solution reduced the complexity by clustering of selected nodes
into the subgraphs. Clustering is performed based on user segmentation.
Distribution of users into segments is performed according to how they work with
the website content. For this purpose, we measure and collect data expressing:

• type of platform/device,
• screen resolution,
• type of network connection,
• demographics,
• day and time,
• navigation flow,
• page interaction time,
• applied resource,
• interest level/user target.

Based on statistical analysis of data we create website navigation patterns.
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The newcomer website users are properly classified into groups according to
static information such as browser type, screen size, language versions, network
latency, bandwidth, etc. Each group has their own set of navigation patterns.
Assigning users to a specific navigation pattern depends on their own session
history. Some patterns have identical subgraphs (e.g. the first sequence of navi-
gation) and therefore the user can be on a certain vertical level included in several
navigation patterns.

The prediction algorithm is dynamic in time. It must respond to changing
conditions such as the growth of websites (e.g. new blog posts), change of users’
interest (e.g. Olympic games website—first, users are focused on sports facilities
and then, during the games, users are focused sports results), etc. Recalculation of
navigation patterns run in a predetermined period.

4 Benchmarking

We evaluated the performance of the first generation of a dynamic model solution
on dummy test website. The website consisted of 50 pages, 300 different resources
(CSS, JavaScript and images) and the website graph contained 150 relationships.
For the experimental part of this paper, we created a data set of random users’s
access sequence. The first generation of the dynamic model is based on Markov
chains, and to determine the subsequent step of the user, utility function that
combines transition probability and the total size of the subsequent pages is used.

4.1 Testbed Platform

The TestBed platform consists of the physical machine Dell Latitude E6410, Intel
Core2 i5 M460@2.54 GHz, 4 GB RAM, Windows 8 32 bit and virtualization
platform VMware Workstation. The virtual machine host server provides com-
puting resources, such as processing power, memory, disk and network I/O, and so
on. The guest is a completely separate and independent instance of the operating
system. The virtual machine host represents a desktop client with web browser
Chrome 41 and it is connected with Android 4.0.4 smartphone via USB cable for
remote debugging. The guest represent the server side with operation system
Debian 7.8 and the web server Apache 2.4 with “mod_spdy” module.

4.2 Experiment Methodology

For performing benchmark tests, it is necessary to create an environment in which it
is possible to simulate network characteristics. In our experiment we used the Linux
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tool Netem (Network Emulator) which provides functionality for variable delay,
loss, duplication and re-ordering. The second tool that we use is TBF (Token
Bucket Filter), which is network and processor friendly traffic shaper. This tool is a
good solution to slow down transmitted traffic to the specified rate. To configure
network traffic in the Linux kernel we use command tc (Traffic Control) and add
rules for Netem and TBF. In our experiment, we simulate various network speeds:

• Cable—100 Mbit/s bandwidth and 50 ms latency,
• Fiber—unlimited Mbit/s bandwidth and 25 ms latency,
• 3G—2 Mbit/s bandwidth and 300 ms latency,
• and LTE—15 Mbit/s and 100 ms latency.

The performance metric in our experiment is the page load time. Measurement is
performed using “Navigation Timing” which provides a browser’s JavaScript API
for obtaining performance data of every request. The results of measurements are
stored for statistical evaluation in DB on the server side.

We evaluated the performance of proposed solutions on a test platform which
consists of Apache server, Nginx server, browser Google Chrome. Processing of
unsecured requests is performed by accelerator Varnish. The secure requests are
terminated by a proxy server Nginx and forwarded to Varnish (see Fig. 6).

4.3 Results

Testing was performed in two different scenarios. Scenario (A) contained only a
dummy test website, scenario (B) contained a proposed solution form static model.
For each test scenario, we made five measurements (each measurement contained
10 random sequences) with a Selenium tool and we simulated a variety of band-
widths and delays. The resulting measured values are shown in Tables 1 and 2.
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By applying dynamic model, the server can sending files to the client that the
client will never use. For larger sites it can be numerous files that unnecessarily
burden the web server. Table 3 shows the total number of files and their sizes that
were not used by the client.

5 Conclusion and Future Work

In the beginning, in this paper we described the issue of web page loading and we
described the basic optimization techniques that are used in this area. We identified
a problem with website performance in the environment with high latency and low
bandwidth. Therefore we proposed and described a solution based on preloading of
web page resources.

Our solution is divided into two approaches. The first approach is only aimed at
evaluating the static structure of the websites. However, this solution has a number
of shortcomings and can be used only in a small percentage of cases. The second
approach is based on user segmentation and user navigation patterns, which are
dynamically made up of statistical processing of historical data on real user ses-
sions. For this purpose a tool was created that can measure and store values of key
parameters that characterize the behavior of users on the websites. To assess the
impact of different variants of the proposed solutions, we have created a testbed
platform and we have established methodology of experiments. In the first project
stage we tested the functionality of the whole platform on pre-generated dummy

Table 1 Scenario A—
median of measured page load
time [ms]

Network 1 2 3 4 5

Cable 381 389 348 315 390

Fiber 288 366 321 177 258

3G 4031 3721 4295 2324 3176

LTE 890 901 911 577 771

Table 2 Scenario B—
median of measured page load
time [ms]

Network 1 2 3 4 5

Cable 942 1024 813 790 980

Fiber 562 621 601 527 629

3G 7840 7914 8214 7421 7625

LTE 1782 1793 1942 1617 1646

Table 3 Number of
unnecessary files and their
total size [Mb]

Network 1 2 3 4 5

Files 30 25 26 20 25

Size 2.22 1.83 1.9 1.51 1.85
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data. Currently we measure user behavior on several production servers. This data
will be used for the next phase of the project in which we will examine in more
detail algorithms for accurate segmentation of users.

As future work, we are also planning to handle the proposed solution as a
module for various web servers, which would, in an automated manner, sufficiently
accurately predict the next user step, and would be able to preload all the necessary
web page resources.

Acknowledgment This paper is published thanks to the financial support Faculty of Electrical
Engineering and Informatics, University of Pardubice specific research project.
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Cost Benefit Analysis Approach
for Cloud Computing

Petra Marešová

Abstract The use of cloud computing services appears to offer significant cost
advantages. Cost calculations are complicated due to the number of variables
comprising inputs to the utility billing model of cloud computing. The aim of this
paper is to conduct and describe the theoretical evaluation model of cloud com-
puting with regard to the application in business practice in evaluating the effec-
tiveness of investments. We applied a multi-method approach (systematic literature
review, analysis of real cloud computing services, expert interview, case study) for
the development and evaluation of the formal model.

1 Introduction

One of the more frequently used terms to describe international business in the
twenty-first century is globalisation [1]. In connection with the economic crisis, the
emphasis is more than ever laid on the improve the work performance, efficient
functioning of processes in enterprises, well-incurred costs and the ROI (Return on
Investment) [2]. It has been obvious for quite a long time that it also applies to
investments in information technologies (IT). Several surveys indicate that the issue
of measuring the benefits of IT investments is a concern in many organisations.
Measuring IT benefits and value is frequently reported as one of the most important
issues for senior IT management [3–6]. Although this issue has been addressed for
many years, it is still relevant in the context of new technologies in enterprises. One
of the major trends in recent years is cloud computing. As with previous tech-
nologies, it is also associated to the key problem with the evaluation of returns on
cloud computing investment [7]. Another problem is the quantification of numerous
highly qualitative variables. Cloud computing is a new model of providing sources
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and an independent user access to the service platform [8]. The definition that has
gained wide industry recognition, was created by The National Institute of
Standards and Technology (NIST) [9]. According to the NIST Cloud computing is
a model for enabling ubiquitous, convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks, servers, storage, appli-
cations, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction.

The use of the cloud computing approach in organisations is a complex process
that affects various organisational units, internal processes, enterprise data security
and many others at strategic, tactical and operational level. The complexity of the
problem causes low deployment of cloud computing. Company managers do not
understand the exact concept of cloud computing and cannot directly evaluate the
efficiency of investment in this technology [10]. Although there are a number of
metrics that evaluate the efficiency of technologies, they’re not used in business
practice. This fact may be due to many reasons:

• lack of metrics knowledge for evaluating IT by business executives,
• lack of motivation to deal with these metrics,
• too technically oriented indicators and little connected with normal business

practice of evaluating the effectiveness of investments,
• do not provide the comprehensive information needed for managers and their

decisions,
• lack of evaluation of the security risks of the migration of existing technologies

to cloud,
• solves only a partial area related to IT.

The aim of this paper is to conduct and describe the theoretical evaluation model
of cloud computing with regard to the application in business practice in evaluating
the effectiveness of investments. Within this model the Cost benefit Analysis
method is used. The model aims to eliminate the above mentioned weaknesses.

2 Methods

To fulfil the objective and propose the evaluation model of cloud computing, the
literature review and expert interviews were used. The literature review is con-
ducted on methods in the area of measuring the effectiveness of IT, then directly in
relation to cloud computing. Interviews with experts were carried out in order to
properly design the structure of the evaluation model of cloud computing in relation
to the characteristics of this technology and to verify the suitability of the selected
indicators and metrics. All of this with regard to the possibilities of use in business
practice. The experts included IT specialists and experts in the field of business.
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3 Cost Benefit Analysis for Cloud Computing

Cost benefit analysis (CBA) method was selected as a basis for a comprehensive
evaluation of cloud computing. Multicriteria evaluation methods of alternatives was
used, where experts evaluated suitability of this method. This evaluation is
described in study [10].

Cost benefit analysis (CBA) is a systematic approach for estimating the strengths
and weaknesses of alternatives that satisfy transactions, activities or functional
requirements for a business. It is a technique that is used to determine options that
provide the best approach for the adoption and practice in terms of benefits in
labour, time and cost savings etc.

Its application in the deployment of advanced technologies, information systems,
or new software (e.g. [11, 12]) is relatively frequent. The negatives (“costs”) of the
project include for example software price, cost of consultants, installation and user
training. The positives (“benefits”) of the project include improved business process
leading to savings in production costs, improvement of the decision-making process
and increased employee morale due to better feeling of working with something
new. Basic concepts that can occur when using this method are: the effect arising
from investment, costs, benefits and utility.

Effects arising from investments—all the effects on the surveyed entities, which
are brought by the realisation of the investment projects. They can occur in financial
as well as non-financial (or intangible) form. From the perspective of an entity, they
may have positive (benefits), negative (costs) or neutral (the entity is not affected)
nature.

Costs—all negative impacts to the research subject(s), or their group. These are
the negative effects resulting from the investment [13].

Benefits—any positive impacts on the research subject(s), or their group. These
are the positive effects resulting from the investment [13].

Utility—the emergence of new values (e.g. increasing the value of a property) as
a result of the project implementation, reducing the costs associated with the rel-
evant processes as a result of the project implementation.

Based on interviews with IT experts, the general steps of the CBA, method
mentioned in [14, 15] were modified for cloud computing purposes. These include:

• specification of deployment of cloud computing,
• deciding which subjects are related to the impacts of the project,
• description of the differences between current IT solutions and cloud computing,
• learning and possible quantification of all relevant costs and benefits,
• expression of all the consequences of the introduction of cloud computing in

monetary units,
• calculation of criteria indicators,
• sensitivity analysis and assessment of the project.
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Given the scope of this paper, in the description of the individual CBA steps, the
attention is focused especially on the specification of the costs and benefits of cloud
computing, indicators and methods for their economic assessment.

3.1 Specifications for Cloud Computing Deployment

The basic solution to deploy the correct form of cloud computing is the identifi-
cation of possible current shortcomings in the IT workplace and the required
functionality. There are several indicators that can highlight the current ineffi-
ciencies in the IT workplace. These include a deviation from past performance, a
deviation from the plan or outside criticism.

At this stage they should identify the deployment model: public, private, hybrid
or community. Furthermore, a distribution model which will be used, or that will be
offered under the cloud computing (IaaS, SaaS, PaaS model). Specification of the
desired functionality should be the most accurate. For this purpose a system of
criteria was created and designed, which is divided into three levels: economic,
operational and technical criteria. The model is based on the literature review and
interviews in companies (15) and also on the opinions of five experts in the field of
implementing this technology in the Czech Republic.

Economic-financial criteria are the primary indicators of economic efficiency of
the target state in relation to the current solution. The most quantifiable criteria
include investments in infrastructure, which especially includes hardware (servers,
network devices, security technology, data storage, connectivity and peering into
the Internet or virtual private networks) and software solutions (solutions for vir-
tualisation of computer nodes, platform for authentication, adducting and
accounting of the operation, user front-end for access to infrastructure, platform and
applications, monitoring system). Economic criteria are fundamentally affected by
the selected model of cloud computing services, at this stage it is necessary to
analyse the different levels of integration of cloud services from migration of the
entire infrastructure, or platforms up to the operation of the selected applications.

Operational criteria are very important indicators for the effectiveness of oper-
ation of the current/target solution. Different methodologies and approaches deal
with the area of efficient design and operation of information technologies in
organisations. The connecting link of these approaches is the emphasis on con-
nection of technological and economic perspective of the implementation of
information technology in business processes [16]. According to [17] the opera-
tional criteria are often overlooked and may result in problematic operation of the
entire solution. The main qualitative factors include user-friendliness and user
support system, risk and incident management of events, platform flexibility,
speed/difficulty developing new applications and requirements. Service Level
Agreements (SLAs) are part of service contracts and are agreements between
usually two parties (service provider and customer), which formally define the
services. Service contracts use the percentage of service availability as a unit [18].
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A service-level agreement is an agreement between two or more parties, where one
is the customer and the others are service providers. This can be a legally binding
formal or an informal “contract” (for example, internal department relationships).
SLAs commonly include segments to address: a definition of services, performance
measurement, problem management, customer duties, warranties, disaster recovery,
and termination of agreement [19].

Technical criteria represent a wide range of parameters and characteristics of
information technologies and infrastructure, which are usually possible to precisely
quantify or specify its nature. The fundamental problem, however, is their con-
nection with the economic and operational needs of the organisation. Performance
and capacity of a particular element of the IT architecture of the solution is not a
guarantee of success or effectiveness of the solution. Success of cloud services
depends on required functionality and other characteristics like availability, respond
time, latency, performance, timeliness, scalability and high availability. All of these
characteristics can be covered by term Quality of Cloud Service (QoCS), which
comes from general QoS [20].

3.2 The Decision on Which Subjects Are Related
to the Impacts of the Project

The result of this step should be a structured list of subjects to investigate the effects
of the introduction of cloud computing. For this purpose, it is possible to use the
so-called Stakeholder model. The approach sees a company as a place of conflict of
interests of various stakeholders, who give a certain deposit of their scarce
resources and goods into the relation with the organisation. The model identifies six
groups of stakeholders, which include: owners, employees, creditors, suppliers,
customers and the state, which represents all non-market organisations around the
company [21] (Fig. 1).

Fig. 1 Company as a point of impact of different entities. Source Author according to [22]
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3.3 Description of the Differences Between Current IT
and Cloud Computing

All the effects and impacts arising from the investment plan will be better identified
when two variants stand next to each other. The first variant is the one in which the
investment plan is described, i.e. investment variant, and the second one will be
describing the original state, i.e. zero variant. The difference between these two
states includes all consequences resulting from the investment, which can be used
for their valuation. The subsequently determined effects of the introduction of cloud
computing will include the impacts, which individual entities wouldn’t record in the
case of zero variant.

3.4 Identification and Quantification of All Relevant Costs
and Benefits

Within this step, a structured list of the costs and benefits should be developed. This
step can be considered as crucial and should be facilitated by former precise
specification of the zero and investment variants, as well as the list of entities
covered by the impacts of introducing the new technology. For illustration, some
impacts are structured in Table 1.

3.5 Expression of All the Consequences of the Introduction
of Cloud Computing in Monetary Units

The next step within the CBA is converting all impacts of the project to the form of
cash flows, on which the criteria indicators of investment evaluation will be applied.
All the implications of the project, which in its primary form gain the forms of
income or expenditure (realised revenues, expenses paid, etc.), are already in
financial terms. However, the area of cloud computing brings many of (see chapter
“Real-Valued Negative Selection Algorithms: Ensuring Data Integrity Through
Anomaly Detection”) those that are expressed in non-monetary form. In the event
that there is a market, which would set the price for such a product, it is possible to
use direct valuation based on the market price. The essence of the method is finding
an identical or very similar asset, which enters the market and is traded at a market
price. This procedure cannot be used for a full range of effects resulting from the
introduction of knowledge management. In this case it is necessary to use other
methods. Methods used in the method of Cost Benefit Analysis is shown in Table 2.

A more detailed procedure for using these methods is provided in the
above-mentioned sources.
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3.6 Calculation of Criteria Indicators

The evaluation project of the economic effectiveness provides key information for
assessing the profitability of the project and deciding on its implementation [25].
The fundamental division of these methods is based on whether the method takes
into account the time factor:

Table 1 Cost types and related cost factors, non-quantifiable and quantifiable benefits

Cost type Cost factors

Strategic decision, selection of cloud
computing services and cloud types

Expenditure of time, consulting services,
information for decision-making

Evaluation and selection of service
provider

Expenditure of time, consulting services,
information for decision-making

Service charge IaaS Computing power, storage capacity, inbound data
transfer, outbound data transfer, provider internal
data transfer, number of queries, domain, SSL
certificate, licence, basic service charge

Service charge PaaS User-dependent basic charges, storage capacity (for
the developer team), inbound data transfer,
outbound data transfer, provider internal data
transfer, extra user data storage capacity, extra user
document storage capacity, queries to the
Application Programming Interface, sent emails,
database, secured logins, connections with other
providers’ applications

Service charge SaaS Access to the service system, user

Implementation, configuration,
migration

Expenditure of time, porting process

Support Expenditure of time, support costs, problem solving

Benefits Non-quantifiable and quantifiable

Quantifiable Reduction in operating costs of IT department,
energy saving, consolidation of number of physical
machines and their replacement for virtual (servers,
network devices, security systems), saving of staff
and appreciation of the consumption of information
sources

Non-quantifiable Simplification of management of the information
system, concentration of it staff on key activities,
increased flexibility of it architecture and response
to business needs, improving the resilience of
systems and increase the availability of services
through internet technology, online technical
support available, increased collaboration with
customers

Source According to [23]
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(a) Static methods—these methods ignore the time factor,
(b) Dynamic methods—respecting the time factor in the investment decision-

making.

Most common used methods within cloud computing are: profitability indicators
(ROI—Rentability of investment, ROA, and ROE), NPV, TCO (Total cost of
ownership) and productivity per employee. In this step, companies can decide for
themselves what economic indicators will be used. At this stage all the necessary
input values are available.

3.7 Sensitivity Analysis and Assessment of the Project

In case it is not possible to determine the exact input parameters for evaluating the
effectiveness of investment projects, you can use a sensitivity analysis to help
determine how much the tested project is sensitive to changes in various factors that
may affect it. The purpose of sensitivity analysis is to determine the sensitivity of
certain economic criteria of the project (e.g. its net present values) depending on the
factors that affect this criterion. It is a determination of changes in certain param-
eters (volume of production, price of products, basic raw materials and energy,
investment costs, interest and tax rates, foreign exchange rates, the life of the
project, discount rates, etc.) in response to changes in the factors that affect these
variables.

Table 2 Overview of evaluation methods used in the CBA

Type of a method according to the source
data

Method

Preferential methods Contingent valuation method

Market methods Comparative methods Method of shadow prices

Method of asset value

Method of hedonic prices

Study of labour markets (a method of wage risk)

Cost methods Travel cost method

Method of cost prevention

Consumer behaviour study

Method of cost recovery

Method of alternative costs

Method of opportunity costs

Benefit methods Method of blanks

Method of past income

Experts and other methods

Source Own processing by Shahid [24]
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4 Discussion—Differences of CBA to Other Investment
Evaluation Methods

Comparison of classical methods of investment decision in business economics and
CBA method is described in Table 3.

Fundamental benefits of the CBA method in relation to the common methods of
investment evaluation in ICT area are: complexity, the possibility of using both
static and dynamic methods, relation to the characteristics of the company and its
activities, available applications of this method in other areas and the conversion of
qualitative variables into quantitative terms.

5 Conclusion

The use of cloud computing services appears to offer significant cost advantages
[26, 27]. The aim of this paper was to propose a theoretical model evaluating the
effectiveness of investments in cloud computing in business practice. The Cost
Benefit Analysis method was selected, as a suitable framework for the evaluation of

Table 3 Relationship between traditional methods of investment evaluation and CBA

The traditional approach to the
assessment of investments

CBA

Type of
method

Static (profitability indicators
payback period, indicators based
on sales)

This analysis compares the benefits
and costs of the project with respect
to qualitative variables. These
variables are converted to
quantitative expression. In
conclusion, the method includes
qualitative variables to standard
methods of investment evaluation

Dynamic (NPV, IRR, EVA)

Indicators for IT (TCO, ITIL, IT
scorecard)

Benefits Fast processing The possibility of evaluation of
qualitative factors

Familiarity of business
environment in the European
business sector

A comprehensive method for
decision making

By using multiple methods—high
explanatory value

Method is not completely new for
companies

Disadvantages The need for interpretation of the
results in the context of other
processes in the company

Relatively long duration of methods
processing

The required combination of
multiple indicators

Companies are not used to process
this methods

High demands on the exactness of
inputs

Source Author
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this technology. The steps of this method were modified and characterised in
relation to characteristics of cloud computing. The main benefit of the method
compared with the commonly used indicators (only ROI and TCO are currently
used in practice) is the inclusion of non-financial benefits and their conversion
expressed in terms finances. Thus, these factors can be involved into a decision
about cloud computing. In many cases it happens that the amount of financial
investment is the same as the updating of the current state of IT in companies. Soft
benefits can be often crucial for decision-making.

At the present time the model is tested in selected enterprises that have imple-
mented this technology within the Czech Republic. Based on this verification,
specification of each method steps are expected. As part of further research we also
expect the creation of a specific freely available web application that would allow
companies and other entities (after other possible adjustments within the test
operation) to carry out an independent initial evaluation of the potential of cloud
computing. The question of web architecture is currently being solved.
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Electrical Technologies
in Healthcare—Cost of Development
of Linear Octapolar Tool
in the Czech Republic

Petra Marešová and Marek Penhaker

Abstract Whereas in countries like the USA, Japan or China the development of
medical devices has been on the rise, in Europe it has stagnated. Nevertheless, these
products’ significance has been growing in developed countries because of their
ageing population. This contribution describes significant aspects of medical
electrical equipment development in relation to investment in research and devel-
opment. It also contains a case study looking into the costs of developing a linear
octapolar tool for rapid ablation in time and mass of tissue, which was designed in
the Czech Republic in 2013.

1 Introduction

The development of medical devices has been rising in the USA, Japan or China,
whereas in Europe it has stagnated. The development of medical devices is
expected to affect the future consumers’ demand and behaviour and the expecta-
tions of the future medical device market are high. Several available forecasts
indicate growth in the market for medical devices 20 % for 2022 [1].

Concerning medical technology patents, USA has enjoyed an unchallenged clear
long-term leading position. Europe is the only region reporting a decline, whereas
China experiences a sharp growth (Fig. 1). The development of these patents can be
seen from different angles [2, 3]. On the one hand, the growth of this indicator
means at the same time the growth of the market in the country in question. On the
other hand, there will be much stronger competitive pressure on the mentioned
market.
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There are reasons why the existing competition is very strong, namely [4]: low
product differentiation in certain markets, hospital’s low switching costs, various
changes (reimbursement, regulatory), biological challenges, strong competition in
the market may also result in declining venture capital investment.

In developed countries with their ageing population medical devices become
more and more significant. This contribution aims to describe certain aspects of
developing medical electrical equipment in relation to science and research
investments as well as to present a case study on costs of developing a linear
octapolar tool for rapid ablation in time and mass of tissue, which was designed in
the Czech Republic in 2013.

2 Theoretical Background

2.1 Definition and Regulations of Medical Device
Equipment

Medical devices are diverse products. They are divided into specific classes, whose
regulatory requirements differ. A more precise specification is as follows: a medical
device is any instrument, appliance, apparatus, material, software or other article to
be used for human beings with following purposes: diagnosis, monitoring, pre-
vention, alleviation or treatment of disease [5].

Various regulatory bodies classify medical devices in different ways. They may
take into account, for instance, the potential hazards of using a device or its
breakdown or failure; the duration of its contact with human body; its degree of
invasiveness; its local versus systematic effects. Despite a lack of any universally
approved classification, medical devices in general are put into categories according

Fig. 1 The number of patents in China, Europe, Japan and United States. Source According to
[26]
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to the level risk involved in using them. The higher are the risks associated with
using a device, the higher is their class and the greater level of assessment is
required by regulatory bodies. Presently, medical device regulations vary consid-
erably, which makes compliance to any set of common rules difficult to achieve.
Nevertheless, there are two important regulations to be considered by developers;
namely, the EC Medical Device Directive 93/42/EEC and the US Food and Drug
Administration regulations. Compliance with them is required by the European
Community (through the CE mark) and the USA, respectively [6]. Medical device
regulation in the EU is based on and follows the three below-listed EU directives
and their amendments:

• Council Directive 90/385/EEC on Active Implantable Medical Devices
(AIMDD) (1990).

• Council Directive 93/42/EEC on Medical Devices (MDD) (1992).
• Council Directive 98/79/EC on In Vitro Diagnostic Medical Devices (IVDMD)

(1998).

These directives are supported by guidelines promoting, according to the
European Commission (EC), “common approach by manufacturers and notified
bodies involved in the conformity assessment procedures according to the relevant
annexes of the directives, and by the competent authorities charged with safe-
guarding public health”.

All medical devices launched into the EU market must comply with the corre-
sponding directive. The MDD covers a wide range of medical devices, including
walking frames, first-aid bandages, implantable devices or CT scanners. The level
of medical device assessment varies based on the perceived risks involved in using
the device. Medical devices are classified in the following way:

• Class I—generally regarded as low risk
• Class IIa and IIb—medium risk
• Class III—high risk.

Companies medium and high risk devices are required to have their quality
systems and technical documentation reviewed by a notified body before their
products have been launched onto the market. The notified body is responsible for
making sure that all requirements are met.

2.2 Development of Medical Devices—A Review

Research and development is essential in all sectors [7]. Large medical device
companies usually develop variations of existing devices. It is venture-backed
start-ups that come up with most new device categories. Only few ideas are con-
ceived in academic medical centres financed from federal funds or other grants.
Few academic centres are capable of developing a device beyond its early prototype
stage. Intellectual property is often out-licensed to another company or start-up to
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be further development [8]. Medical device development follows the algorithm
depicted in Fig. 2.

Case studies in the development of medical electrical equipment concentrate on
technical aspects and the system itself. For instance, Marani and Perri [9] describe a
medical electronic-computerized platform for diagnostic use, allowing doctors to
carry out a complete cardio-respiratory examination on remote patients in real time.
The system has been developed to enable real-time rescue in case of emergency
without data being constantly monitored by a medical centre, which leaves patients
free to move. Therefore, the system has been equipped with advanced firmware
ensuring automated functioning and making complex decision-making possible. In
case of emergency detected through the real-time diagnosing system, the system
informs by means of a warning message persons capable of arranging the patients
rescue, providing information about the patient’s position. All this happens auto-
matically without the patient’s intervention. The system might be used by sports-
people, too. Moreover, in this study is also described a microcontroller-based digital
electronic system, which monitors the patient’s respiratory cycle and relevant
ventilator setting. The system allows accurate processing, effective auscultation,
and detailed visualization (temporal and frequency graphs) of any sound produced
by lungs. Last but not least, it can be used for continuous real-time monitoring of
breathing functions, which may prove useful in order to diagnose respiratory
pathologies. Finally, the study presents the digital Cardio-Holter with multiple leads
and a system for ECG transmission by Bluetooth.

Another study [10] outlines some existing as well as emerging biomedical
applications and provides a list their particular performance requirements. It
highlights the power constraints and performance of biomedical devices. It also
presents circuit techniques to achieve complete systems operating down to power

Fig. 2 Scheme of product development process. Source [27]
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levels of microwatts. Approaches that exploit advanced technology trends are
emphasized. Devices like pacemakers must be highly energy-constrained as it is
required to operate on a single battery charge for years in order to avoid repeated
surgeries. However, there are also emerging applications like neural recording
systems or retinal stimulators. Researchers concentrate on processing platforms as
well as challenges in the interface and acquisition electronics. To sum up, as
biomedical devices become common, the demand and need for these devices grows
as well as they should support the formation of body-area networks, which allow
for individual devices to communicate and cooperate with one another.

Other research papers treat the economic impact of financial support to medical
device development. This report looks into potential waste in healthcare that could be
eliminated if medical devices better interoperated and if commonly accepted stan-
dards for interoperability were adopted. Waste reduction facilitated by greater
medical device interoperability would lead to higher efficiency, better quality and
more affordable care. Commonly accepted standards can potentially accelerate
medical device interoperability and reduce the cost of achieving interoperability [11].

Another study [12] focuses on functionality and performance of medical devices.
Clinical evaluation reports, or CE reports, verifying safety and performance of
medical devices are currently a required part of the CE marking process in the
developed countries, including Europe.

The text above suggests that most case studies deal with technical aspects of
medical device product development. Other studies concentrate on economic
aspects.

On the other hand, the case study below describes functionality, purpose and
costs linked with developing linear octopolar tool for radiofrequency ablation. This
tool was developed at Technical University of Ostrava in Czech Republic. The
costs were therefore covered by the Ministry of Education, Youth and Sports of the
Czech Republic.

3 Case Study in Czech Republic—Development of Electric
Medical Device—Linear Octapolar Tool
for Radiofrequency Ablation

Radiofrequency ablation is a minimally invasive procedure. It can be used to treat
nonresecabile primary and secondary tumours. Radiofrequency ablation
(RFA) technique is a kind of intervention during which the electrode or electrode
system is laparoscopically introduced by a physician directly to the tumour. Is done
surgically or percutaneously through the skin [13]. Principle of operation of elec-
trodes varies depending on types of tools. In the last decade, various devices have
been developed and designed in order to minimise the blood loss during laparoscopic
liver parenchymal transection [14]. In spite of these efforts, bleeding remains the
main cause of conversion to a laparotomy in order to limit the haemorrhage during
the liver resection [15–17]. One of the used tools is the laparoscopic Habib™ 4X.
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This tool measures 45 cm in length with a protected insulated area to allow 5 cm in
length for RF. The device can be introduced via a 10–12 mm laparoscopic port and is
connected to a 500-kHz generator. It allows to measure the time, temperature, and
generator output and tissue impedance. There is also a pneumatic foot pedal used to
switch the RF energy on and off. The generator can be operated in automatic mode or
manual mode. On connecting the device and turning the generator on, the RF power
setting defaults to 125 W. This can be modified based on the user’s experience and
thermal requirements of the individual tissue types [18].

Octapolar tool for rapid ablation in time and mass of tissue was designed using
the expert knowledge of surgeons. Moreover, the existing tool HABIB 4X served as
another source of reference. The distance between lateral needles is 10 mm and
axial needle distance is 8 mm. All needles are 80 mm long. Chrom molybden
coated steel staple is used (see Fig. 3). There were also used RITA Generator
1500× and beef liver in 520 g [19].

The following text informs about the costs linked to the two-year-long devel-
opment of this tool in the Czech Republic.

3.1 Cost to Develop Linear Octapolar Tool

Costs are not known for all phases of development. The attention will be focused on
the development phase within the product development process (Fig. 4).

The costs in the first year of solving the project included personal costs linked to
researchers’ salaries, cost of materials for histopathologic examination, purchase of
animals, housing the animals during experiment period, fodder, treatment of these
animals, also two laparoscopic operations, haematological examination and an
autopsy. In the second year, the structure of costs was similar. Beside the above
mentioned items, remunerations for surgeons doing animal operations were inclu-
ded. The total cost was 58,444 EUR. These costs were paid for the University of
Ostrava, Czech Republic (Table 1).

Fig. 3 Radiofrequency linear octopolar tool. Source According to [19]
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4 Summary and Future Research

Currently, there are very few studies specifying medical devices development costs
with respect to a particular application area. In the Czech Republic there are almost
no available public data about the development of various medical devices. The
area of the methodology for evaluating the effectiveness is crucial for deeper
cooperation between scientific institutions and companies. The entities which are
affected by the development of medical devices are described by Fig. 5. He costs

Fig. 4 The development phase within the product development process. Source Own processing
according to [27]

Table 1 Cost to develope
linear octopolar tool on the
development phase (EUR)

1st year 2nd year

Personal costs 12,963 11,111

Cost of material 1296 1296

Literature 185 185

Services 15,704 15,704

Total 30,148 28,296

Goverment/Society

The patient

Producer/Vendor

The medical facility Payer (The insurance 

Fig. 5 Financing among individual entities. Source Own
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from the payer (direct medical expenses), patient (lost wages, co-pays), hospital
(operating room capacity, length of stay in hospital), and societal (lost productivity)
perspectives should be examined.

Reasons for creating the system of assessing the investment in medical device
development in the future in the Czech Republic are as follows:

• Limited financial resources of governments in developed countries and an effort
to spend effectively on research and development.

• Investments in the development and production of medical devices in relation to
the growth of this market seems to be prospective in the private sector.

• Annual accrual of healthcare spending caused by using new technologies.
• A growing number of patients who live longer thanks to the high quality

healthcare.

5 Conclusions

Producing medical devices has become significant due to the demographic trends
leading to the ageing of population in developed countries. The objective of this
contribution was to describe aspects linked to developing medical electrical
equipment in relation to investments into science and research. Another goal was to
present a case study on the costs of developing the linear octapolar tool for rapid
ablation in time, which was designed in the Czech Republic (University of Ostrava)
in 2013. Currently accessible case studies concentrate either on technical aspect of
developing medical devices [20–23, 24] or on macroeconomic views of the medical
device industry, or on managerial procedures describing individual stages of
electrical device development [25].

In comparison with other case studies in this area, the presented case study uses
other data, for instance, the costs. There was also illustrated the cost of one stage of
developing a medical device at an EU university.

The follow-up research will compare cost items for similar types of medical
devices in various EU countries. Furthermore, the researchers plan to describe the
costs in other stages of developing other medical devices in the Czech Republic.

Acknowledgements This paper is created with support of the specific research project
“Economic and Managerial Aspects of Processes in Biomedicine” funded by the University of
Hradec Kralove.
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The Design of Railway Network
Infrastructure Model for Localization
of Rolling Stock with Utilization
Technology Oracle Spatial and Dynamic
Database Views

Jan Fikejz and Emil Řezanina

Abstract In its first part, this article discusses various options for the localization
of rolling stock, with an emphasis on regional lines. The following part focuses on
the description of the three-layer rail network model design reflecting an undirected
graph. The proposed model is used for simulation of rolling stock traffic and
induction of various non-standard situations, detection of which could be used as a
supplementary aid to dispatching traffic control. Further attention is aimed on
optimizing search operations ORACLE database and designing of the optimization
using dynamic views.

1 Introduction

Localization of rolling stock has been a largely discussed issue involving a wide
range of subjects. The issue of rolling stock localization could be generally divided
into two main areas of interest. Localization for the needs of (i) signalling tech-
nology and localization for the needs of (ii) information and telematics systems.
While the former underlines the safety and reliability, these systems usually call for
higher implementation costs as they often require the complementing of railway
infrastructure with additional communication or identification elements/equipment.
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2 Possible Types of Localization

Rolling stock localization can be divided into three main parts:

• localization without the use of GNSS,
• GNSS using localization,
• GNSS-based, involving further support systems.

2.1 Rolling Stock Localization Without the Use of GNSS

This type of rolling stock localization often requires complementing the rail net-
work infrastructure with additional construction elements, which entails higher
costs of the actual implementation. On the other hand, this type of localization
shows a high accuracy and reliability and is often used in the railway signalling
technology. Essentially, it relates to the system of:

• ETCS [1, 2]
• Automatic train control [3, 4]
• Track circuits [5]
• RFID

2.2 Rolling Stock Localization Using GNSS

If we use GNSS for various application levels, we need to take into account an
indicated position error, which is generally based on the nature of the satellite
navigation. If we use systems that operate with the position information only on an
informative level, we can tolerate a certain error; however, such inaccuracy is
unacceptable in the railway signalling technology. However, various additional
systems can be implemented to eliminate the error (completely or at least partially),
thus making the position of the tracked object more accurate. The following sys-
tems can be listed in this group:

• EGNOS [6]
• Differential GPS [7]
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2.3 GNSS Based Localization Involving
Additional Support Systems

As mentioned above, precise localization of rolling stock using GNSS, especially
for the needs of signalling technology, is a priori impossible. Nevertheless, the
position of a rail vehicle can be put significantly more precisely with the use of
additional systems. This concerns especially the solutions using inertial systems [8],
but also less known systems such as those based on GNSS and contactless eddy
current measurement [9].

3 Localization Within Regional Tracks

There are many different solutions around the world that deal with localization of
rail vehicles on regional tracks; most of these systems use GNSS, balises or
odometry. Wireless transmission of information is then realized mainly through
mobile GSM-R networks (Global System for Mobile Communications—Railway)
or GSM. Namely, these are [10]

• ERTMS Regional—Sweden,
• LOCOPROL—France,
• 3InSat—Italy,
• SATLOC—Romania.

In the Czech Republic, Radioblok System, developed by AZD, is currently being
tested on the track Číčenice—Volary. This system is based on sending messages
(via the cellular network) on location information into the radio block centre and
vice versa, the driver of the rail vehicle receives information for permission to go
from the radio block centre, while satellite navigation is used here to control the
movement of the vehicle.

Rolling stock localization based solely on GNSS can be used, for example, to
identify the position within single-track regional lines in the Czech Republic that,
unlike the main corridors, do not have such a high degree of technical equipment
such as advanced security systems ETCS. With regional lines we can often only
register that a train has departed/arrived from/to a station, but with an open line the
localization of a rail vehicle without supplementing the infrastructure with identi-
fication elements is considerably more complex. As previously mentioned, local-
ization using GNSS is burdened always with an error that stems from the nature of
satellite navigation. Nevertheless, this type of localization can be advantageously
used, for example, as an additional aid to the dispatching control or in various
information systems operating with positions of rolling stock.

Within the EGNOS system, SoL service (Safety of Life Service) has a positive
impact on the localization of rolling stock, allowing more efficient use of satellite
navigation thanks to greater precision and integrity service. At the moment,
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however, SoL service is applied rather in the air transport. Certain improvements in
this area could be brought by the planned project Interfejs EGNOS-R for
ground-based systems with high safety integrity. In principle, EGNOS-R is sup-
posed to be an additional ground-based diagnostic unit to monitor the integrity of
GNSS signals.

One of the basic methods of locating a rail vehicle is using a communication
terminal with GNSS, with which selected rail vehicles are equipped [11]. These
terminals periodically send defined message that include information on the posi-
tion of the rail vehicle. Using UDP protocol, data messages are subsequently
transmitted to the control centre. The data is primarily transmitted by the GSM-R
transmission network, and if it is unavailable, the data is transmitted using the
conventional GSM network.

4 Designing a Railway Infrastructure Network Model

Undirected graph, as defined graph theory, is a natural candidate for a railway
network model. Based on an analysis of data provided by the company
SŽDC-TUDC (consisting of service regulations, passports and codebooks), sets of
algorithms were subsequently created, with which it was possible to generate a
three-layer model of the rail network [12, 13]. Roughly speaking, the track can be
divided into individual so called supertracks, which consist of definition
supra-sections (TDNU), where each supra-section contains track definition sections
(TUDU) with mileposts (in hectometres). Basic aspects of the description of the rail
network are collectively shown in Fig. 1.

Mileposts (in hectometres) are shown in figure with the distance in kilometres
and are graphically represented using gray points. TUDU is recorded using a
six-digit code (163105, 163106, 16307, 173202) and are graphically represented
using solid lines (red, black, orange, brown). Individual supra-sections (CLS 007,
CLS008, REG023) are shown in light blue and supertracks (B421021 1 and
B421021 1A) are shown in dashed lines. A place significant in terms of trans-
portation (branch line) is symbolized by a green square.

Fig. 1 Basic aspects of the
description of the rail network
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4.1 Creating Data-Micro Data Layer

Since all tracks in railway stations belong to a single definition section, the so called
TUDU, the reduction of the basic set of mileposts (in hectometres) was performed
so that only one continuous track was considered through a railway station under
one TUDU.

The second modification of the basic table mileposts (in hectometres) then arose
from the rail embranchment in the rail network. All junctions are always signalled
by a flag value V (railroad switch) in the table of mileposts (in hectometres). The
value K (track) then signals the point with no rail junction.

The data obtained through an algorithm (saved in the table NODES) represent
information about vertices for the future data structure reflecting an undirected
graph (i.e. railway network model). The edges of the graph considered need to be
based on tables of super-tracks and NODES on the following algorithm, the result
of which is saved in the table EDGES (Fig. 2).

The next phase of the algorithm was to create edges within each definition
section and then define the edges between vertices that belong to the related defi-
nitional sections, which could be determined from the properties and description of
super-tracks. The result of the second and third phase of the algorithm is shown in
Fig. 3.

Fig. 2 Calculating new vertices

Fig. 3 Graph representation of the railway network model—Data-micro
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4.2 Creating a Data Layer Data-Macro

To monitor the rolling stock within higher units of the railway network, it was
necessary to create another railway network model with a higher level of abstrac-
tion. At this level, we consider the so-called super-edges to be higher units, i.e. a
section of the track where there are no rail junctions. This data layer is obtained
through a simple algorithm that selects those elements from the table of vertices of
the data layer Micro-data that are incident with more than two edges. This gave us a
table of vertices and edges reflecting the railway network with a higher level of
abstraction. The result of this operation is shown in Fig. 4.

4.3 Creating a Data Layer Data-Mezo

In the first data layer (Data-micro), the length of the edge is approximately 100 m,
whereas in the second data layer with a higher level of abstraction (Data-macro, the
length of the edge (i.e. the so called super-edge) is several tens of kilometres,
regardless whether there is a railway station at the edge. The third data interlayer
Data-mezo tries to remove this lack by decomposing the super-edge.

The two original layers used an identical data base for vertices, table of mile-
posts (in hectometres) while other types of vertices representing individual stations
entered the new layer Data-mezo. Creating a new layer Data-mezo consists of three
parts:

(a) Preparing input data and creating the layer
(b) Filling the layer with data
(c) Generating additional data.

The proposed algorithm [13] was implemented directly on the database level
using PL/SQL language. However, the algorithm had to be adjusted and general-
ized several times since there are various nonstandard conditions in the data, such as
jumps in the mileposts (nonlinear growth of the kilometre succession between the

Fig. 4 Graph representation of the railway network model—Data-Macro
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mileposts) or change of an increasing kilometre sequence into a decreasing one and
vice versa. Figure 4 shows the overall concept of the data and visualization layers of
the railway network model (Fig. 5).

5 Visualization

For the purposes of visualization of proposed railway infrastructure model visual-
ization tool MapViewer developed in the JAVA language [14] was employed.
MapViewer represents J2EE service for displaying maps using the spatial data (e.g.
using object data type SDO_GEOMETRY) managed by ORACLE Spatial. This
technology enables to compose extensive map layers with various levels of details
of information displayed [11].

It is possible to use various operators and functions above spatial objects of
ORACLE database with option component Spatial [15]. One of them is SDO_NN
(Near Neighbour) that enables to specify the nearest geometry (so called neigh-
bour), in our case the nearest vertex or rather edge of non-oriented graph. Provided
that we have GPS information about actual position of a rolling stock it is possible
to use this operator for specifying the nearest vertex/edge and subsequently for
example to visualize the location on a map composed by means of MapViewer
technology.

6 Simulation of Trafic

The selected train vehicles are equipped with communication terminals, which
broadcast data including current GPS coordinates of the rolling stock. When the
vehicle is in motion, this communication terminal sends information about its
position every 30 s.

Designed simulation model contains the core of discrete simulation utilizing
standard calendar of process messages, which were, during the simulation, executed
based on their time stamp. This model was consequently implemented into the

Visualization layer
Data layer

Data-micro

Data-macro

Visual-micro II

Visual-macro

Visual-micro

Visual
Data-mezo

Visual-mezo

Fig. 5 Overall concept of the
railway infrastructure network
model
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software demonstrator InfraRail which is intended for the additional support of
dispatching control.

Simulation of traffic of rolling stock can be divided into two parts. Simulation
based on:

• real historical data (emulation of operation),
• generated data.

7 SQL Optimization Queries

If we use the database and SQL language there should be focused on the opti-
mization. In this case we use SDO_NN operator so that we focus on optimization of
SQL queries which are called directly from JAVA application. We can use the
following:

• Statement Object,
• Prepared Statement Object,
• Calling a functions that are stored in the database.

The Statement Object is base of universal query but its main disadvantage is
periodical assembling of query. Use of Prepared Statement Object and PL/SQL
function brings the use of so called bind variables. In this case the database gets still
the same SQL statement (with still same hashcode) but with different values. This
means that in the database machine is used always the same execution plan.

7.1 Design of the Optimization Using the Dynamic Views

Despite the advanced optimization techniques of database ORACLE, the question
arises as to whether is necessary to perform queries to the whole bases of vertices
respectively edges. Whereas we are inquiring on the position of rolling stock
(RS) within railway network which from the logical view, are not able to change the
position by more than tens of meters, then we can reduce the base of vertices/edges
by using the dynamic view. The main ideas are based on the following
assumptions:

• for each new RS is created an initial dynamic view
• queries are periodically performed into the current view
• if the RS is not already in the current view then the dynamic view is recalculated

regarding to the azimuth of a moving train.

This means SQL query is performed into the relevantly reduced base of
vertices/edges. This leads to optimization and the overall time saving of query.
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8 Testing

Testing of proposed optimization of selected search operations should show whe-
ther the using of dynamic view are correct. For the purpose of testing there has
always been generated thousand points with GPS coordinates in the selected area,
wherein the base of data consists of about one hundred thousand entries. For the
time measuring of each query there were used information from database system
tables ORACLE v$sql and values from column ELAPSED_TIME. For secondary
comparison there was used time measured directly in application that reflect the
time overhead of communication between application and database machine. For
each test the time was measured as following:

• average time,
• max/min time,
• median/modus/deviation,
• total time in database/application.

Firstly there were tested all query techniques without dynamic views. As was
expected the Statement Object showed approximately 3.5× worse time of pro-
cessing then Prepared Statement Object and query in the function.

The second area tests used the dynamic views for Prepared Statement Object and
query in the function for different sizes variants of dynamic views. The test results
for area 40 × 20 km are shown in Table 1. Time is measured in seconds.

Although the total times in database are quite similar the different situation is in
the total time in JAVA application. The ORACLE function against Prepared
Statement has significantly worse time. The reason is that the ORACLE function
requires additional time to the calling and takeover result. The average times for
different approaches is shown in Fig. 6.

The optimization of SQL queries based on dynamic views was subsequently
integrated into a demonstration application InfraRAIL for localization of rolling
stock. The running application using dynamic views within a railway network
model is illustrated in Fig. 7.

Table 1 Times of two different approaches for view 40 × 20 km

Method Oracle function 40 × 20 Prepared statement 40 × 20

Average 0.007475 0.007537

Min 0.003242 0.002815

Max 1.354342 1.157581

Median 0.005647 0.005347

Modus 0.005491 0.003494

Diversion 0.0427506 0.036910

Total time DB 7.4746270 7.537129

Total time app 54.835112 39.70152

The Design of Railway Network Infrastructure Model … 943



Within the final evaluation of results was found that for hundreds active trains on
the railway network when the each train sends information about position each ten
seconds is total time savings up to a few seconds.

Acknowledgments This work has been supported by the project “SGSFEI_2015008 Models of
infrastructure and operation of land transport systems” (financed by the University of Pardubice).

Fig. 6 All tested approaches

Fig. 7 Running application
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Computer Support in Building-up
a Consistent Preference Matrix

Martin Gavalec, Hana Tomášková and Richard Cimler

Abstract A method of a computer support for an expert who is creating a matrix of
pairwise preferences in a decision making problem is described. The final prefer-
ence matrix should be antisymmetric and consistent. While it is easy to control the
antisymmetricity of the entries, the consistency of the inserted values, on the other
hand, is far from obvious. The suggested computer support is based on the idea that
the consistent hull of the previously inserted entries is maintained in the computer,
and in every step the human expert gets the information whether the intended
preference value can be chosen independently of the previous inputs. If the opposite
case, then computer recommends the unique consistent value. Still, the expert can
decide differently according to his/her own opinion. Then the optimal consistent
approximation of all previous entries including the last input is computed and
maintained for further steps. The computer support uses the optimal approximation
algorithm due to the authors. The new method is illustrated by examples.
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1 Introduction

The basic method used in solving multi-criteria decision problems is the Analytic
Hierarchy Process (AHP) method suggested by [12]. The AHP approach has been
studied and modified by many authors, see e.g. [3, 6, 8, 10, 13, 14]. AHP uses a
specific model of the problem, which helps to find the best decision from the set of
possible alternatives. The method starts with defining the structure of the problem,
then continues with quantifying the relative preferences, computing the priorities
and with computing the final evaluation of all considered alternatives. Subjective
pairwise comparison values are assigned to individual components of the model,
showing their relative importance.

One of the most important questions in AHP decision making is how to find the
appropriate preference matrix for a set of alternatives. The subjective preferences
given by human experts are often inconsistent and do not reflect all deeper relations
between the alternatives, see [1, 2, 5, 7, 9, 10]. The standard approach to the
problem of finding the relative importance vector out of an incosistent preference
matrix uses the so-called inconsistency index, and the preference matrix is applied if
the index value does not exceed 0.1, see [11]. In fact, this approach empirically
decides that the expert’s preferences are ‘not too inconsistent’ for the practical
purposes.

A more exact method of treating the inconsistency of a given relative preference
matrix has been suggested in [4]. The additive form of expressing the relative
importance for every pair of alternatives is used and the consistency of a matrix is
characterized by the conditions that the diagonal elements are equal to zero, and the
columns of the matrix are parallel, in the sense that the difference of every pair of
columns is a constant vector. Analogous characterization of the consistency is also
possible in the multiplicative form, taking ones instead of zeros and the quotients
instead of differences. However, both approaches are equivalent and can standardly
be transformed to each other. The advantage of the additive form for optimisation
purposes, is that linear programming methods can directly be applied.

The problem of finding the optimal consistent approximation, i.e. a matrix with
the minimal distance from a given preference matrix has been formulated in [4] as a
linear optimisation problem. The algorithm described there can be characterized as
‘postoptimisation’. That is, first the preference matrix is created by an expert, and
only afterwards the best consistent approximation to the expert’s preferences are
computed.

During the expert’s work, the computer support is provided at every step, in the
dialogue form. Not only the antisymmetricity of the entries is automatically con-
trolled, but, which is substantial, the consistent hull of the previously inserted
entries is continuously maintained in the computer. In every step the expert gets the
information whether the intended preference value can be chosen independently of
the previous inputs. If it is not the case, then computer recommends the consistent
value, which is, in fact, uniquely determined. The decision is left on the expert who
can choose the weight of the recommendation, and put in a different preference
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value according to his/her own opinion. The computer then emerges the recom-
mended and inserted value with respect to the chosen weight, and computes the
optimal consistent approximation of all previous entries including the emerged
input. The result is then maintained for further steps.

The layout of the paper is as follows. The basic facts on the consistency of
preference matrices are presented in Sect. 2. The consistency notion for partial
preference matrices is studied in Sect. 3. Further section contains description of the
algorithm OCA for computing the optimal consistent approximation of a given
preference matrix.

2 Consistency of Preference Matrices

A given set of alternatives A1, A2,…, An is typically considered in multicriterial
decision making. Till the end of the paper N will denote the set {1, 2, …, n} and R
the set of all real numbers. The quantified judgments on pairs Ai, Aj are represented
by an n × n matrix A = (aij), i, j ∊ N. Every entry aij is real number, which is
interpreted as an evaluation of the relative preference of Ai with respect to Aj, in the
additive sense. That is, Ai is considered to be by aij better than Aj. Consequently, Aj

is by −aij better than Aj and aii = 0 for every i ∊ N. Then A is called additive
preference matrix (for short: preference matrix) of the alternatives A1, A2,…, An.
The basic properties of preference matrices are defined as follows

• A is antisymmetric if aij ¼ �aji for every i; j 2 N,
• A is consistent if aij þ ajk ¼ aik for every i; j; k 2 N:

More symmetric equivalent definitions are

• A is antisymmetric if aij þ aji ¼ 0 for every i; j 2 N,
• A is consistent if ai þ ajk þ aki ¼ 0 for every i; j; k 2 N.

In particular, for i = j,

• if A is antisymmetric, then aii þ aii ¼ 0, i.e. aii ¼ 0 for every i 2 N,
• if A is consistent, then aii þ aik þ aki ¼ 0, i.e. aik þ aki ¼ 0 for every i; k 2 N.

Hence, if A is consistent, then A is antisymmetric, but the converse implication

does not hold. E.g., A ¼
0 1 2
�1 0 3
�2 �3 0

0

@

1

A is antisymmetric, but it is not consistent,

because a12 + a23 = 1 + 3 = 4 ≠ a13.
The entries in a preference matrix are usually submitted by an expert in the given

field. The antisymmetricity can easily be verified by formulas aii = 0, and aij = −aji.
On the other hand, the consistency is difficult to be seen directly from the data.

Consistent matrices are characterized in Theorem 1, see [4]. Vectors x; y 2 RðnÞ
are called parallel, if there is c 2 R such that yi = c + xi for every i ∊ N.
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Theorem 1 If all diagonal entries of a matrix A are zero, then the following
assertions are equivalent [4]

(i) A is consistent,
(ii) every two columns of A are parallel.

3 Consistency in Partial Preference Matrices

Denote R ¼ R[f�1g. By partial preference matrix we understand an n × n
matrix A with entries aij 2 R, i, j ∊ N. The value −∞ is used to indicate the missing
or unknown entries. D(A) = {(i · j) ∊ N × N|aij > −∞} denotes the domain where the
entries of A are well defined. The antisymmetricity and consistency conditions are
only applied to entries over D(A).

By definition, every preference matrix is partial preference matrix with domain
N × N. Such a matrix is also called full preference matrix.

Furthermore, we say that partial preference matrix A 2 Rðn; nÞ is consistently
closed, if for every finite sequence of indices i1, i2, …, ik ∊ N of length k > 2

i1; i2ð Þ; i2; i3ð Þ; . . .; ik�1;k; ik
� � 2 D Að Þ ) i1; ikð Þ 2 D Að Þ: ð1Þ

The consistent hull of A 2 Rðn; nÞ is a partial matrix AH 2 Rðn; nÞ fulfilling the
following conditions

(i) DðAÞ�DðAHÞ;
(ii) AH is consistently closed,
(iii) AH has the smallest domain of all matrices fulfilling (i) and (ii).

It is easy to see that the following theorem holds true.

Theorem 2 A consistent matrix A 2 Rðn; nÞ is consistently closed if and only if
there exist disjoint subsets C1, C2, …, Ck � N, k ≥ 1 such that

(i) N ¼ S
Csjs ¼ 1; 2; . . .; kf g;

(ii) DðAÞ ¼ S
Cs � Csjs ¼ 1; 2; . . .; kf g;

Moreover, in the positive case
(iii) the diagonal submatrix of A restricted to Cs × Cs is a consistent full preference

matrix, for every s ∊ {1, 2, …, k},
(iv) if for fixed s ∊ {1, 2, …, k}, the diagonal submatrix of A on Cs × Cs is

substituted by any consistent full preference matrix, then the whole matrix on
N × N remains consistent.
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Remark 1 Theorem 2 presents a detailed characterization of the consitent hull for
any partial preference matrix. An important special case is described below.

Theorem 3 Suppose that A is consistently closed and C1, C2, …, Ck � N, k ≥ 1
fulfill the conditions (i) and (ii) in Theorem 2. If B 2 Rðn; nÞ is an antisymmetric
extension of A with ði; jÞ 2 N � NnDðAÞ, D(B) = D(A) [ {(i, j), (j, i)} and bij = −bji,
then

(i) there are Cs, Ct such that s ≠ t, i 2 Cs; j 2 Ct,
(ii) B is consistent
(iii) the consistent hull BH is characterized by disjoint subsets

CH
1 ;C

H
2 ; . . .;C

H
k�1 �N similarly as in Theorem 2, where CH

1 ¼ Cs [Ct and
fCH

2 ; . . .;C
H
k�1g ¼ fC1;C2; . . .;CkgnfCs;Ctg,

(iv) the entries of the consistent hull BH are bHkl ¼ bki þ bij þ bjl and bHlk ¼
blj þ bji þ bik for k 2 Cs; l 2 Ct.

Proof The assertions follow from the definitions and from Theorem 2.

4 Optimisation Algorithm OCA

Consider the optimisation problem: given a (possibly inconsistent) matrix A, find a
consistent matrix ~A which will be as close to A as possible. Such a matrix ~A is called
the optimal consistent approximation of A.

A consistent preference matrices is closely related with the vector showing the
weights (importances) of the alternatives. In the additive notation, vector w 2 RðnÞ
is called the balanced vector if ∑i∊N wi = 0. When alternatives A1;A2; . . .;An are
considered, then wi is interpreted as the weight ofAi for every i ∊ N. The differences
of weights are the entries of the corresponding matrix of relative preferences A
(w) with aij(w) = wi − wj for i, j ∊ N. We say that A(w) is induced by w.

Theorem 4

(i) For any w 2 RðnÞ, the induced matrix A(w) is consistent.
(ii) If A is a consistent matrix, then there is unique balanced vector w such that

A = A(w).

Proof

(i) If w 2 RðnÞ, then aij(w) + ajk(w) + aki(w) = (wi − wj) + (wj − wk) +
(wk − wi) = 0 for every i, j, k ∊ N. That is, A(w) is consistent.

(ii) Assume that A 2 Rðn; nÞ is consistent. Define w 2 RðnÞ by putting
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wi ¼ 1
n

X

k2N
aik for every i 2 N: ð2Þ

for every i ∊ N. Using the consistency assumption in computation

X

i2N
wi ¼ 1

n

X

i2N

X

k2N
aik ¼ 1

n

X

i2N
aii þ

X

fi;kg�N;i6¼k

aik þ akið Þ
0

@

1

A

¼ 1
n

0þ 0ð Þ ¼ 0;

we verify that w is a balanced vector. By further computation we get

aijðwÞ ¼ wi � wj ¼ 1
n

X

k2N
aik � 1

n

X

k2N
ajk ¼ 1

n

X

k2N
aik þ akj
� �

¼ 1
n

X

k2N
aij ¼ aij for every i; j 2 N;

that is, A(w) = A. The uniqueness of w then follows from 2.
It has been shown in [4] that the closest consistent matrix to a given preference

matrix A can be found by looking for a suitable balanced vector w such that the
distance between A and A(w) will be as small as possible. The distance d is mea-
sured by the well-known metric formula

d A;AðwÞð Þ ¼ max
i;j2N

jaij � aijðwÞj: ð3Þ

Theorem 5 If A is antisymmetric, then [4]

d A;AðwÞð Þ ¼ max
i;j2N

aij � wi þwj
� �

: ð4Þ
As a consequence of Theorem 5, the best consistent approximation of a given

preference matrix given by an expert can be formulated as the following minimi-
sation problem.

OCA (optimal consistent approximation)
Input: antisymmetric matrix A 2 Rðn; nÞ
Variables: m 2 R, w ¼ w1;w2; . . .;wnð Þ 2 RðnÞ

Minimise z ¼ m ! min
subject to P

i2N
wi ¼ 0;

mþwi � wj � aij for i; j 2 N:

ð5Þ
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Theorem 6 If A is antisymmetric and (m, w) is an optimal solution to OCA, then [4]

(i) A is consistent if and only if m = 0,
(ii) m is the minimal possible distance of a consistent matrix to A,
(iii) w is a balanced weight vector and the induced matrix A(w) is the best con-

sistent approximation of A with d(A, A(w)) = m.

5 Computer Support Algorithm

The aim of the computer program is to support the person creating the matrix of
relative preferences. The support is provided in the dialogue form and the user can
choose the level of the support. The basic functionality only fills in the opposite
values to the cells on symmetric positions automatically. When a cell of the matrix
is filled in (by the user or by the program) the symmetric cell is filled in with the
opposite value immediately. The advanced support level helps to compute all
values in the clique based on the last filled-in cell. The full support provides the
consistency supervision of the matrix in the case when the user changes one of the
previously filled-in cells.

If the matrix is consistent and the value in one of the non-empty cells has been
changed, then the matrix becomes inconsistent. The newly input value of the cell
will be merged with the original value recommended by the computer, and the user
is asked to choose the (percentage) weight of his input. From the original value and
the value filled-in by the user, the weighted arithmetic mean is then computed. The
mean value is put into the cell and its opposite appears in the cell on the symmetric
position. The matrix is inconsistent, therefore the OCA—Optimal consistency
approximation is used to make the matrix consistent (Fig. 1).

6 Example

The values automatically computed by the program are printed in bold.

1. Matrix 3 × 3 is generated, cliques (1); (2); (3)

0
0

0

0

@

1

A

2. The user fills in a(1,2)—program automatically fills a(2,1), cliques (1,2); (3)

0 3
�3 0

0

0

@

1

A
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3. The user fills a(1,3)—program automatically fills a(3,1) and the value for a(2,3) is
computed based on the other values in clique then a(3,2) is filled automatically,
cliques (1,2,3)

0 3 10
�3 0 7
�10 �7 0

0

@

1

A

4. The user changes value a(2,3)

0 3 10
�3 0 8
�10 �8 0

0

@

1

A

Fig. 1 Support algorithm flow chart
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5. The user is asked for the weight of his change

(a) If the weight is 0 % then result is original matrix

0 3 10
�3 0 7
�10 �7 0

0

@

1

A

(b) If the weight is 25 % then result is:

0 2:92 10:08
�2:92 0 7:17
�10:08 �7:17 0

0

@

1

A

(c) If the weight is 50 % then result is:

0 2:83 10:17
�2:83 0 7:33
�10:17 �7:33 0

0

@

1

A

(d) If weight is 75 % then result is:

0 2:75 10:25
�2:75 0 7:5
�10:25 �7:5 0

0

@

1

A

(e) If weight is 100 % then result is:

0 2:67 10:33
�2:67 0 7:67
�10:33 �7:67 0

0

@

1

A

Even if the user chooses the weight 100 %, his input may be changed by the
subsequent optimization.

7 Conclusions

The problem of finding a consistent preference matrix for a set of alternatives was
previously solved empirically by so-called inconsistency index expressing the belief
that the expert preferences are ‘not too inconsistent’, or by ‘postoptimisation’
approach, where the preference matrix is first created by an expert, and only then
the best consistent approximation is computed.

Computer support in the dialogue form is offered to the expert during the cre-
ation process of the preference matrix. The antisymmetricity of the entries is
automatically controlled, and the consistent hull of all the previously inserted
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entries is maintained in the computer. In every step the expert gets the information
whether the intended preference value can be chosen independently of the previous
inputs, or the previous entries will be influenced. In such case the computer rec-
ommends the unique existing consistent value. Still, the decision is left on the
expert who can accept the recommendation, or put in a different preference value
according to his/her own opinion. The computer then emerges the recommended
and inserted value with a chosen weight, and computes the optimal consistent
approximation of all previous entries including the emerged input. This actualiza-
tion is the starting point for further steps.

The advantage of the presented approach is that an immediate feed-back is
provided to the expert’s inputs. The method allows numerous variations and can be
adjusted to fit the expert’s personal convenience, the type of the data, or the
character of the decision problem. The work of the suggested algorithm is illus-
trated by numerical examples.
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Effects of Phase Offset Error
for Asymmetric Communication Link
in Heterogeneous Mobile Network

Mohammad Kamrul Hasan, Ahmad Fadzil Ismail, Wahidah Hashim,
Shayla Islam and M.H. Khairolanuar

Abstract Due to augmentation of data traffic, imperfect coverage in indoor sur-
roundings small base stations for instance femtocells (HeNodeBs) are deliberated
and executed to extend coverage also capacity. The arbitrary placement of
HeNodeBs are highlights the significance of interference mitigation to apprehend
the ultimate. Timing and synchronization are identically imperative for control
persistence for HeNodeBs in 4G LTE classifications. In order to conserve
HeNodeBs for the control tenacity, IEEE 1588 be presented. Though, attributable to
backhaul sufficiency for extensive time synchronization disputes to the neighbor
HeNodeBs which leads to misalignment of the offsets. A tangible exploration has
completed in order to substantiate the challenges of current systems. The model
result indicates that the improved enhanced IEEE 1588 methodology is better in
expressions of offsets error.

Keywords IEEE 1588 � Femtocell � LTE-Advanced

1 Introduction

At the present time, Heterogeneous Mobile Network (HMN) achieves the capacity
as well as coverage in indoor though deploying HeNodeB small cells. These
HeNodeBs are plug-and-play states Customer premises Equipment’s (CPEs) which
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are associated over IP backhaul to macro-eNodeB. Advanced Mobile communi-
cation practices packet switching technique, whereas transfer of time and frequency
precise functioning is essential. For time synchronization of HeNodeBs in HMN,
there has few modules to be function which are point wise as below.

(a) Transfer control
(b) Time synchronization
(c) Fluctuation measurement
(d) Clock.

The time synchronization module uses a received time synchronization packet to
synchronize the clock. The fluctuation measurement module determines an accu-
racy of a time contained in the received time synchronization packet based on a
result of comparison between the time contained in the received time synchro-
nization packet and a time of the clock.

From main control server to HeNodeB, packets are carrying the control and
necessary information. In HMN, HeNodeBs are depends on internet backhaul so
the propagation delay differences raised unexpectedly due to varying traffic con-
gestion. Timing and synchronization are significant mechanism of competent
HMN. As a result the entire indoor network become asynchronous and commu-
nication link become asymmetric. These cause the dramatic effect of the efficiency
and capacity of the network, and more strongly disrupt the calls or data sessions.
Most importantly owing to these link asymmetry HeNodeBs are required to arrange
the received signal to abate interference for the multiple accesses while ensuring an
offset of the carrier within acceptable limits. As a result asynchronous HeNodeBs
delay on its transmission time by a period effects the total degradation of service to
the UEHeNodeBs. Moreover, as the improvement of technology from 3G
HeNodeBs to LTE-Advanced (LTE-A), HeNodeBs are bounded to fulfill the timing
and synchronization standards. This is also required to ensure unbroken handovers
in synchronized networks, especially in Time-Division Duplex (TDD) and LTE-A
systems. The standards and requirements for the frequency synchronization are also
critical to sustain the correct order of frequency in macro-eNBs and HeNBs.
Furthermore, time synchronization in multi-hop heterogeneous system likewise
needs to stay away from impedance among the range, particularly for
Frequency-Division Duplex (FDD) [1–2].

The heterogeneous system has more prohibitive timing requests. Despite the fact
that LTE FDD frameworks require just the rate of repeat synchronization,
LTE TDD systems give a further step necessity of 1.5 micro seconds (µs). Intended
for more updated LTE-A systems, the requirement is more particular. In Table 1,
the timing necessities of dissimilar access technologies [3, 4] are concise.

All through ordinary 3G systems for pico-eNodeB and macro-eNB, synchro-
nization was conveyed utilizing TDM line timing or Global Navigation Satellite
System (GNSS). Then again, for 4G systems, for example, HeNB was synchro-
nized utilizing IP based third party internet backhaul including IEEE 1588 [5], and
IEEE 1588 PTP [6], improved IEEE 1588 Block Burst Protocol (IEEE 1588 BBP)
[7]. Nonetheless, by and large, where there is absence of bandwidth otherwise
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constrained connectivity, the 1588 master-slave method devises limitations since, it
synchronizes the hubs utilizing pair wise informing framework through reliable
medium, for example, switches, gateways and wireless networks. Subsequently, the
delay builds up and system turns asymmetric. At the point when pulse edges are
non-distinguishable, this recurrence blunder becomes a link asymmetry. The
asymmetry causes offset problems, which are shown in Fig. 1a and b. In any case, a
synchronized heterogeneous network the pulse edges ought to remain indistin-
guishably equivalent on that period.

On the other hand, administrators pick GNSS for conveying synchronization and
location identification [1]. On the contrary, for indoor situations GNSS signal is
feeble due to building wall thickness. Moreover, a few propositions are made which
require additional hardware, such as local Grandmaster. By the by, additional
equipment may expand the expenses.

The main aim of this paper is to analyses the offset errors over different link
speed for the enhanced IEEE 1588, improved enhanced IEEE 1588 BBP, and IEEE
1588 Precision Timing Protocol (PTP) approaches.

Table 1 Classification of
HMN timing prerequisite

Methods/systems Phase (µs)

Frequency division duplexing –

Time division duplexing 1.5

Enhanced inter-cell interference coordination 1.32

Long-term evolution-advanced 0.5

Fig. 1 a Represents the mismatching pulse edge indicates the frequency error. b Matched pulse
edges with no error

Effects of Phase Offset Error for Asymmetric Communication … 959



The rest of the paper is organized as: the synchronization methods and problems
to address the issue is presented in Sects. 2, 3 analysed the performances, and
Sect. 4 determines the paper conclusion.

2 Synchronization Algorithms

To synchronize HeNodeBs, macro-eNodeB assistance has considered through
broadcasting frame by using the Poisson clock [8]. The approach shows that each of
the HeNodeBs needs to update their clocks with macro-eNodeB. The approach is
able to synchronize the HeNodeBs. On the other hand, the method has accom-
plished a 0.5 s offset which cannot support LTE-A based systems.

Microsecond synchronization impreciseness remains obviously a long way as
of perfect for LTE-A cellular systems as the time span of a solitary sub-frame in
LTE-A is only 1 µs [9]. It is additionally observed that utilizing upgraded
Inter-Cell Interference Cancellation (eICIC) even with a flawed synchronization
between neighboring macro-eNBs. By means of asymmetry in HeNBs, the
accomplished execution could be further debased even with diverse obstruction
subdual techniques. Hence obstinate precision is essential for the Heterogeneous
network.

2.1 IEEE 1588 PTP

Precision Time Protocol (PTP) is based on IEEE 1588 standard which enables time
synchronization for packet switching HMN. As enhanced IEEE 1588 BBP, PTP is
also master-slave synchronization protocol. The timestamp appliance is functional
on PTP for the master to slave time synchronization. In PTP master clock spo-
radically transmits Sync messages to slave clock. The PTP transmitted messages
from master clock to slave clock can be varied in payload size. The PTP
well-thought-out to appraisal clock offsets by means of the subsequent equation
[5, 6].

dT�offset ¼ T2 � T1ð Þ � T4 � T3ð Þ
2

� TM!S � TS!Mð Þ
2

ð1Þ

where, T1 to T4 is timestamps, TM!S presents the association of delay from central
server to destination slave clock, and otherwise represents through TS!M : (Fig. 2).
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2.2 Enhanced IEEE 1588 BBP

A superior time synchronization tactic devises anticipated for IP based (ADSL as
well as VDSL) over IEEE 1588 in paper [7] to decrease the phase inaccuracy. It is
observed that there has a destination clock which sends Asymm_Check_Req to main
clock towards conducts pretend packets denotes equally BB. These BB appears as a
Loop_Req_Message (L_R_M) and it encloses a symptom of status. Additionally,
this L_R_M clenches pretend stream of traffic statistics which concurrent to the
central clock server. Once the first L_R_M is thrash out at destination, it
acknowledge to the main server. The main clock will accumulate the time T(S.4) and
stored. Whereas, for the preceding L_R_M stores as T(M.4) and communicates
Asymm_Check_Resp_Message to the destination clock with précised T(M.3) and
T(M.4). Figure 4 characterises the better BB irregular ratio assessment procedure
(Fig. 3).

dT�offset ¼ @delay
M!S � @delay

downlink ð2Þ

where, @delay
downlink is the downstream relations delay for one-way packet communi-

cation is expressed in Eq. (3) in where, R shapes for irregular ratio of main clock to
destination clock communication (Eq. 4). At that juncture the total offset for the

slave clock can be estimated smearing Eq. (5). Where, @delay
TM!S

þ @delay
TS!M

� �
¼ T̂rtt

states the round-trip-time of master clock to slave clock. In Eq. (6), the real offset
error is displayed, where the predictable offsets are barred.

Fig. 2 Demonstrations of PTP estimation [5, 6]
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@delay
downlink ¼

@delay
TM!S

þ @delay
TS!M

� �

1þR
ð3Þ

Rscale ¼
M T4�T3ð Þ
SðT4�T3Þ

ð4Þ

~dT�offset ¼ @delay
M!S �

T̂rtt
1þR

ð5Þ

~dErrorOffset ¼ ~dOffsetReal � ~destimatedT�Offset ð6Þ

However, the procedure has protracted from [10] for wireless link in view of the
distinct association transmission delays [7] of sync as well as delay_req. Aimed at
this individual delay assessment the process has considered the fixed message
payload. In view of that delays of the enhanced BB algorithm is enabled to address
the exact clock offset and also can possible to decrease the bias errors. Conversely,
the extended process which functions through, payload, insignificant data rate of the
frame, T̂rtt to minimize the bias error and likewise it can appraisal the transmission
association of speed ratio.

Fig. 3 Presents the enhanced IEEE 1588 BBP
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3 Performance Analysis

To accomplish the aim of synchronization, the performance matric is well-known as
clock offset which is also known as phase. The enactment assessment of the
techniques is conceded consuming Monte Carlo simulation. The simulation
parameters are in Table 2 [4–7, 11–13]. The outcome for the phase correction is
attained for the HetNet is improved than the requisite timing is revealed.

In order to analyses the performance of enhanced IEEE 1588 BBP [7], improved
enhanced IEEE 1588 [10], and PTP the software time stamps are used for analytical
evaluation. Considering symmetric link speeds to address the offset error for slave
nodes in HMN. The offset error for the slave HeNodeB is depicted in Figs. 4, 5 and 6
for enhanced IEEE 1588 BBP [7], improved enhanced IEEE 1588 BBP [10], and PTP
[5, 6]. The clock offset error is estimated in terms of link speed, it is observed from the
Figs. 4, 5 and 6 that if the link speed changes offset effects are imposed. It can be seen
from the result that the PTP and enhanced IEEE 1588 BBP [7] created significant
offset error, whereas the improved enhanced IEEE 1588 BBP [10] performs better in
terms of less offset error. However, the improved enhanced IEEE 1588 BBP also
marginally better, and still have offset error, which may create asymmetry.

For extreme analytical point of view, the enhanced IEEE 1588 BBP [7], and
improved enhanced IEEE 1588 BBP [10] both of them considered transmission
issued and egress time stamps are equivalently 0 and for the received and ingress
timestamps considered as payload; which may greatly impact on T̂rtt and link delays
negatively.

Table 2 Simulation
parameters

Parameters Data

Network size 250 × 250 m2

Distance (d) 20 m

Radius 30–40 m

Delay variation (σ) for delay 10, 3 µs

Number of progression 15/25

Range 30 m

Number of samples 1024

Carrier bandwidth 20 MHz

Time bandwidth factor 100 MHz

Payload size 118 Bytes

Initial offset 50 ms

Payload size 118 Bytes

Master clock transmit speed 1 Mbps

Slave clock transmit speed 11–20 Mbps

Communication link
speed

Low speed 10 ms

Medium
speed

100 ms

High speed 1 ms

Effects of Phase Offset Error for Asymmetric Communication … 963



This is because of in HMN, the preamble and headers are used to send lowest
data rate, while the payload are higher rate thus chances of raising T̂rtt. Since,
HeNodeBs are fully depends on internet connectivity, thereby this type of link
delay will impact the performance negatively.

Fig. 4 Illustration of offset error for BBP on slave

Fig. 5 Offset error for enhanced IEEE 1588
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In OFDM based HeNodeBs are using multi-tone modulations with 4
microsecond (µs) symbols (IEEE 802.11g) and the frame length is an integer
multiple of 4 µs. As a result, the assessed and average data rates will be different. In
consequence, it can be point out that the physical layer frame duration is approa-
ched as non-linear function of the payload divided by the transmission rate.

4 Conclusion

This paper investigated time synchronization algorithms of enhanced IEEE 1588
BBP, improved IEEE 1588 BBP and PTP. The performance analysis suggests that
if the synchronization signal exactness is higher than the time synchronization, can
be précised.

A synchronized HeNBs are prerequisite for control of exchange, phase syn-
chronization, fluctuation estimation module and exact clock to deploy it in
heterogeneous network. Subsequently there is a major probability to force dis-
tinctive delays for transmit and receive path, in outcome asymmetry has been
created, and this asymmetry cannot be assessed in a pairwise synchronization
framework. However, due to plug and play of HeNodeB by the customer premise,
may time connectivity is challenging. Thus there has a big possibility to impose
different delays for transmit and receive path, in consequence asymmetry has cre-
ated, and this asymmetry cannot be estimated in a pairwise synchronization system.
Thereby the future recommendation is to develop time synchronization approach
for plug-and play HeNodeB neighbor network.
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Fig. 6 Offset error for PTP
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A Framework of an Automatic Assessment
System for Learning Programming

Nuraini Abdul Rashid, Lau Wei Lim, Ooi Sin Eng, Tan Huck Ping,
Zurinahni Zainol and Omar Majid

Abstract Automatic assessment system is a system that will evaluate assignment
submitted automatically by the students with the minimum input from human.
Studies show that existing works handled only one or two programming languages.
They are web-based platform, using marking scheme and strategy, are embedded in
the learning management system and provides graphics user interface. This paper
presents a proposed framework of an Automatic Assessment System for learning
object oriented programming language. We initiate the research by first conducting
survey, which investigates the needs of the system in the department. The survey
was conducted on two main groups, which are the first year programming students
and the lecturers who have experience in teaching programming. The results from
the survey show that the Assessment system can help students in learning pro-
gramming language as well as reduce the lecturers’ workload. We proposed a
framework for Automatic Assessment system, which consists of five modules. The
modules are teaching module to help students learn and submit program code; real
time detector module to show existing error and supply hints to solve problem;
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marking module to compile, mark, execute, and pre-set evaluation criteria; analysis
and reporting module to give instant feedback and social module for interactions
between the users.

Keywords Programming � Automatic assessment � One-to-one tutor � Feedback �
Web application

1 Introduction

Automatic assessment system assesses assignments submitted automatically with
little input from human. Automatic assessment also allows instant feedback without
the need to reduce programming exercises. It is an important tool that is needed by
any tutor or lecturer in teaching large programming classes. Students need to
implement many programming exercises to master the programming languages
more effectively. Continuous assessment during a programming course ensures that
the students get enough practices as well as feedbacks on the quality of their
solutions [1] instantly. However, this practices somehow does not work very well in
the past, especially in large classes. In classes with more than 100 students, tutor
could not manage to evaluate all the exercises done by the students and it is an
impossible mission to assess all the exercises in such a short time.

In order to give many exercises to large number of students, a big number of
tutors and huge resources are required. This is not really convenient and practical
way to teach in programming courses, since the resources are one of the important
aspects that need to be considered. Therefore the existence of an automatic
assessment system is very helpful and useful in teaching and learning process. With
the primary aim of improving the teaching and learning of computer programming,
we have proposed a Web-based framework, for the use in programming courses.
This paper presents our experiences with the review of the current existing system,
and discusses its impact on our practices in teaching and learning. We initiate the
research by first understanding the needs of the first year programming students and
the lecturers who are currently teaching programming. The rest of this paper is
organized as follows. Section 2 discusses the related works. It outlines the review
and analysis of the current existing automatic assessment system. Section 4 presents
results and analysis from the survey given out to both students and lecturers, and
shares our experiences from both the perspectives of students and instructors.
Section 5 outlines the proposed automatics assessment system, which is the out-
come of the literature study and finally we compare our framework to existing
system.
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2 Related Works

Assessment system has been revolutionized through many generations [2] since
programming language was created. The main goal is to improve learning efficiency
and reduce tutor’s workloads. We conducted the literature study with five main
questions in mind. They are (1) Does the system handles one or more programming
languages, (2) On what platform are they implemented, (3) What are the strategies
used in online marking (4) Can this system detect plagiarism and (5) Are the system
embedded in any learning management system.

Most of the assessment system targeted only for Java and C or C++ [1] since
these two languages are more popular in the past years and only a small number of
assessment systems support other languages. C-Marker system, for example, has a
very static assessment module because it can only mark one type of language and
tested only the C Code structure and examine on the correctness of the output [1].
This might not be suitable for education institutions that teach different languages
although those languages have the same paradigm, thus the cost to redevelop
different systems for them are high. GAME system has successfully overcome this
problem, by recognizing the common characteristics and behaviors of programming
source code [1]. Sub classes of different languages can be evaluated by using
inheritance concept from a common class, and also provide concrete implementa-
tion of their own language [1]. This will reduce cost since Java and C++ have a lot
in common, especially in basic programming. General class concept can also be
applied to others language paradigms like Matlab, HTML5, and etc.

In terms of platform, web-based system is important to enhance the effectiveness
of tutors and students. Ludwig system allowed student to edit program in text
editor, then submit it for grading [3]. Encapsulated text editor in Java Applet does
not allow student to cut and paste codes from outside the editor. Stylistic analysis
will also be provided, which includes programming style i.e. proper indentation,
cyclometric complexity, global variables and etc. [3]. Tutor has to create solutions
for the expected output based on selections of input. The students’ program is then
executed and the output will is compared. Students can also edit their mistakes and
re-submit the code again. Questions are randomized [3] so that each of the students
will receive different version of questions. An advantage of web-based system is
compatibility where it can run on any operating system or devices without much
trouble thus this will save development cost. However, performances will decreased
compared to an installed application, since the page has to be loaded every time a
user needs to access to the page. Security issues and network traffic issues are also a
concern since hacking or unintentional mistake in coding will always happen.

Marking scheme and strategy to assess programming assignment can be divided
into two main types; peer assessment and automatic assessment. Peer assessment
method considers the correct program when marking [4]. Each student’s assignment
input is run against different tests to check correctness of the functions of code.
Quality of the program is marked by student’s peers which is not directly defined
and variety of interpretation is offered. Average mark of each student will depend
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on tutors and students. Peer assessment helps in improving the programming’s skill
among students since they can learn from each other’s code. However, this needs
commitment from both the tutors and students, even if the tutor alone would be
enough for grading purposes. By using automatic assessment, marking scheme
contains assignment files, marks, and marking criteria [4]. Student’s program
contains file to execute, which are input, correct output, and instruction files.
Correct output file contains expected correct output; output file contains the output
from students. Instructions for program’s operation are held inside instruction file.
Different types of assessment require different marking criteria, to allow different
marking strategy. “Keyword” strategy looks for a keyword in student’s output.
“Ordered-keyword” strategy looks out for ordered set of keywords [5]. Since there
are different kinds of approaches to solve programming problem, the quality expect
of the program cannot be marked against any template. Comparison of expected
output (from tutors) and student’s output is by far the most efficient and cost-saving
strategy, especially for beginner’s programming assignment, which contains only
simple structure.

Plagiarism has always been a problem for automatic assessment [6]. Plagiarism
detection is important when it comes to automatic assessment. To do this, a kind of
abstract tree, the result of reduced version of individual assessment, is proposed [7].
Then, the names of variables are removed, sorting commutative primitives’ defi-
nitions and arguments. Lastly, the resulting trees are used to compare among each
other. Copying other’s work is a serious issue, but mutual review of codes can
increase efficiency of learning, therefore students are encouraged to write their own
codes after reference from friends rather than direct copying.

Learning management system can help tutors and students to manage the sub-
mission in suitable order [5]. After the assessment submission, the results and
reports of students will be displayed in a summary format. This format includes
source code structure mark; correct mark based on output and related compiling
errors and warnings. The assessment system calculates the final mark by summing
the marks of three sub-parts: block comments number compared to functions
number, variables declaration validation, amount of “magic numbers” used in the
code [1]. At further stages, time for completing the assignment can also be part of
criteria of marking. Various kinds of feedback will be given to students. A set of
possible outcomes will be given by each test in configuration files. For each out-
come, points and comments is specified by the configuration files [7]. In some
systems, students are allowed to edit or make correction to their code, if mistakes
exist. Then, they are allowed to re-submit the code again for next evaluation [8]. By
allowing resubmission of program, it can actually increase the confident of student
in coding. Programming Assignment aSsessment System (PASS) can help to mark
certain specific problems, and return the result with feedback of performance, for
student to do correction, to resubmit and to remark. However, students complain
about less-attractive interface and textual matching problem. Simple, consistent and
good visual appeal interface is important for student with or without information
technology background to learn programming.
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3 Methodology

A survey was conducted in order to collect valuable feedback from respondents
before we proposed a improved framework. In order to get a different perspective
from different category of participants, participants are divided into two categories,
which are students and lecturers. Participants are from the School of Computer
Sciences, Universiti Sains Malaysia. Students come from different years of expo-
sure to programming languages; this could be helpful in data collection. The lec-
turers that were chosen to answer the survey question have vast experiences in
teaching programming languages courses. This could provide a precise and quality
feedback regarding the proposed framework. Other than giving out survey ques-
tions, literature review and study on existing automatic assessment system is being
done at the earlier stage before proposing an enhanced framework for the assess-
ment system.

4 Preliminary Study

This section outlines the analysis of the survey distributed to our participants.
Target participants were given sets of questions in order to get their perspective on
the automatic assessment system for learning programming. A total of 54 students
and 12 lecturers have responded to the survey questions.

Figure 1 presents the result of the survey distributed to the student. The first
question asked is if the students felt the necessity for the lecturers to give instant
feedback of the given assignment. The second question is to gauge how long the
students expected the lecturer to return their assignments.

Feedbacks from students reflect that they need the automatic assessment system
in the learning process. The respondents feel that it is better to have feedbacks as
soon as possible from the lecturers once they submitted their assignments. Without

Fig. 1 The need of feedback and the expected response time from lecturer for a given assignment
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the automatic assessment system, lecturers are not able to give the feedback to
students promptly. Students preferred to have one-to-one tutor in their program-
ming courses. This could be achieved only with large number of human resources.
Hence, respondents are showing their willingness to use the automatic assessment
system in the future. Based on several survey questions given out to respondents, it
clearly shows the importance of the automatic assessment system for learning
programming languages. Out of 54 respondents, 37 respondents agree that func-
tionality is the most important feature than interface and performance in the
automatic assessment system.

Lecturers were asked to suggest functions that they need. Below are the sug-
gestions from the respondents.

– Syntax error detector—similar to compiler but in a simpler form
– Logic error detector—difficult to implement but good to have
– Code compare—check similarity of the code submitted (to detect

cheating/Plagiarism)
– Code suggestion—point out the error and hint how to get correct answer
– A module for understanding the program
– A module for automatically explaining the error.

5 Proposed Framework

An overall framework as shown in Fig. 2 has been proposed to solve the needs
of new automatic assessment system. Web-based platform is used since it
requires no installation procedures. Tutors and students can log in into the system
by using the interfaces and perform operations based on the privileges set by the
system or owner. Teaching module is highly coherent with real time detector,
marking module and analysis and report module. These three modules will focus
on basic learning and supports for students as well as tutor’s management for
assessment. In addition, social module is an extension module, which provides
features to students to increase the efficiency of learning using social network
applications.

5.1 Teaching Module

In this module, the tutor will provide materials to be learnt, including sample
programs and test questions.

Programming Language: We selects Java, C# and C++ because they have many
common behaviors, characteristics and are in the same paradigm concept.
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Tutorial based on chapter: A tutorial based on programming language chosen by
the students is added so user can learn some basic concepts before taking a test.
Student will have to learn the tutorial chapter by chapter to enhance the foundation
of programming. Videos will be added into this tutorial section if necessary.

Test Question: A set of questions can be added by tutor and is stored in database.
Test question can be divided into several categories: basic input output, algorithm,

Fig. 2 The proposed framework of an automatic assessment system
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structure, procedural and others. Tutors have to set the expected output of the
question and it will be compared with student’s output to determine the accuracy of
code. The tutor can also determine running time limit or memory limit to prevent
students from using brute-force on solving particular algorithm question. Test
sequencing is random. The system will auto randomize the questions that are
extracted from the database so that every student will get different set of question.
The lecturers created the questions earlier. This can prevent the students from
cheating during the test.

5.2 Real Time Code Suggestion

To have real time code detection and suggestion feature, Java Applet is to be
implemented as extension to this system. Java Applet is able to detect syntax error
in real time when compared to the normal editor in web platform. Furthermore,
encapsulated text editor in Java Applet can prevent student from copy and paste
directly from other sources. By using Java Applet extension for editor, system does
not have to compile the code again when the student submits the code. The system
just has to detect any form of error before the student submits the code. This will
save a lot of system resources and also processing time.

Detect error and Suggest Hints to solve the problem: The system will point out
the errors made by student. There are two types of errors detected which are syntax
error and logic error. The system will give hint to the students on how to rectify the
error.

5.3 Marking Module

After the student submits the code, a series of operations will be conducted in order
to determine the quality of the code and a score is given according to marking
scheme and criteria. Manual assessment will be used to give the student score for
the visual interfaces and graphics design, but automatic assessment system will
have many limitations to do so.

Enhanced marking scheme: Marking scheme contains assignment file, marks
and marking criteria. Marking criteria focuses on output correctness, programming
concept, creativity and performance; time to complete the project, and simplicity of
the program. In terms of output correctness, student’s output file will be compared
with tutor’s output file, which contains the correct or expected output. Percentage of
correctness will then be calculated and reported. In terms of programming concept,
codes will be required to be broke down into a kind of abstract tree, and eliminates
unnecessary information. At the end, the resulting trees will be used to compare
with the correct one. Percentage of match between two trees will be calculated. In
terms of simplicity, the most direct and easiest way would be calculating the lines of
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codes submitted by students. A program with fewer lines of codes reflects that it is
simpler and will be given more marks for its simplicity.

Marking strategy: “Keyword” strategy can be used to look for a keyword in
student’s output while, “Order-keyword” strategy is looking output for ordered set
of keywords. These two strategies will ignore the irrelevant part of codes.

Plagiarism screening: A kind of abstract tree is used to represent the reduced
version of individual assessment. Then, the names of variables are removed, sorting
commutative primitives’ definitions and arguments. Lastly, the resulting trees are
compared. The 95 % similarity threshold is used to filter the plagiarized work.

5.4 Analyses and Reporting Module

This module allows the student to self-improved. It also allows tutor to manage
their students depending on the score and the understanding level on certain subject
in programming.

Reporting Information: Students are able to get their reports and results of
programming assessment in a summary format. This format includes series of
marks, which depends on the marking criteria set earlier by tutors and also (if exist)
compiling error and warnings. If allowed, or the deadline has not been reached yet,
the students can resubmit the code for evaluation again, if they can identify the
mistakes made.

Feedback: Based on the submitted solution, automation and various kind of
feedbacks will be given to students. A set of possible outcomes will be given by
each test in configuration files. For example a test run with a set of possible
answers. For each outcome, the configuration files will specify points and com-
ments. The basis of individual tests will give comments to user. Error message,
warnings and encouragement will also be part of the comments to students.

5.5 Social Module

A social platform is also introduced in our proposed system so that the user are able
to discuss and contribute ideas or make correction on error on programming. This
social module is an extra feature where the user can easily get help when they faced
problem during programming.

Social platform: A social platform will also be introduced in our proposed
system to enable users to post their problems to the platform. This platform is like a
forum where user can ask questions in the forum using the web based system.
Students around the world can give suggestions to help them through the forum.

Game: To increase the interest of student in learning programming language, a
game concept will be inherited to the system. Some mini games, quiz, and questions
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will be added. Students can level up by finishing the quiz. Intra-competition with
friendly environment will make process of learning programming to be fun.

One to one tutor: In this feature students can make an appointment with tutor,
this will enable the tutor to arrange one to one tutoring slot to give one to one
tutorial. Our proposed system will have an online compiler that support multi-user
editing.

5.6 Database

Cloud database will be used and run on a cloud-computing platform. Users can run
databases on the cloud independently, using a virtual machine image. SQL Data
Model is suggested since relational database is more suitable for this system.

Basically our proposed system has all the functions and features of the three
systems. We also enhance our proposed system with some extra feature (see
Table 1). Social features and one to one tutoring have been added to help student
learn programming language.

Table 1 Comparing the proposed system with existing systems

System
functions

PASS Ludwig Game Proposed
system

Programming
languages

C C++ Java
C++

Java
C++
C#

Feedback Instant
feedback
Informative

Instant feedback Instant
feedback
Give return of
procedure

Instant
feedback
Detect error
Give code
suggestion

Platform Web-based Web-based Desktop Web-based

Plagiarism
detection

Not stated Cannot copy paste
from outside

Yes Yes
Questions are
randomise

Social platform No No No Yes
GAME
platform
Multi-user

One to one No No No Provide tutor
through
Web-Cam
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6 Conclusion

In this paper, we found out that the student respondents in the School of Computer
Science, USM would like to have an automatic assessment system. Only 58 % of
lecturer respondents think that USM needs an automatic assessment system
although 67 % of them think that this automatic assessment system can reduce their
workloads. A web based automatic assessment system is convenient to students and
lecturers. In order to ensure quality of programming project of student, the marking
scheme of the automatic assessment system must focus on correctness, creativity,
time to complete, programming concept and simplicity. With a good automatic
assessment system to be developed, student can learn programming in a different
way. Unfortunately, only half of the lecturers who participated the survey said they
are willing to take part in the development project of this automatic assessment
system.
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Parallel Image De-fencing: Technique,
Analysis and Performance Evaluation

Madiha Khalid and Muhammad Murtaza Yousaf

Abstract Image de-fencing is a real-life problem in digital photography, where
fences from images are removed in a seamless way such that it appears as if fence
was never existed on the image. Often such fence objects are unwanted but
unavoidable in real photography. Several attempts has been made to automatically
de-fence an image, but the problem with most of the techniques is that the whole
image needs to scan many times before Inpainting the unwanted block of pixels,
and even it can cause more inefficiency and degrade in performance if the fence
detection procedure is automated. Thus there should be a balance between effi-
ciency and accuracy. One way to achieve significant performance gain is through
parallelism, but it depends on how well the algorithm lends itself to parallelization.
In this paper, we present different parallel versions of a feature based image
de-fencing technique that has a lot of potential for parallelism. We implemented a
parallel version that uses modern GPUs and NVIDIA CUDA framework to increase
the overall efficiency of the algorithm with approximately no noticeable effect on
visual quality of the results. We have also determined average speed up of parallel
algorithm over serial algorithm through relative experiments.

1 Introduction

As parallel processing has become the most promising solution to the computing
requirements of the real life applications. Image processing is one such area that can
be highly promoted by enabling higher degrees of parallelism on multiple CPUs or
by the use of GPUs. Although there are a number of existing image-defacing [1]
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techniques but none of them have parallel implementations. The reason may be
their high complexity or the inherent sequential nature.

Existing image de-fencing techniques detect fences on the basis of colors [2],
intensities [3], shapes [1] or some other feature sets [4]. Due to the better performance
and greater potential for data parallelism of feature based de-fencing technique, we
have chosen feature based image de-fencing [4] for parallel implementation. The
crux of feature based image de-fencing is to compute a robust feature set that can
distinguish fence pixels from non-fence pixels. The approach that we follow is
proposed in [4] that uses pixel based classifier which is rooted on a robust feature set.
The classifier runs on the image and returns a fence mask. The fence mask is then
refined and removed from the image using a hierarchal approach that uses Gaussian
pyramids [5]. After a careful analysis of the approach, we identified feature com-
putation as the most time consuming and parallelizable part of the algorithm while
post processing and restoration takes considerably less time. So we considered this
step for parallelization. We discussed different parallel approaches for distributed
memory and shared memory architectures. Furthermore, we implemented a parallel
approach on GPU and compared the serial execution time with parallel execution
time. We gained an average speed up of 15. Section 2 presents various parallel
approaches towards the algorithm. Section 3 focuses on implementation details
while Sect. 4 discusses experimental setup and test beds. Section 5 demonstrates the
experimental results and Sect. 6 concludes our work.

2 Parallel Approaches

Typically, a serial algorithm is evaluated on the basis of execution time defined as a
function of the length of the input. However, efficiency of a parallel algorithm is not
only measured by the size of the input but also by the number of processors, their
running times and the inter-process communication. Hence, the parallel algorithm
development is a critical task of problem solving that cannot be achieved without
considering the underlying architecture and additional dimension of parallelism
extraction. There are several parallel programming models in common use
including threads model, distributed memory model/message passing and shared
memory model. In the following section, parallel approaches for image de-fencing
with respect to distributed memory model and shared memory model will be pre-
sented and illustrated.

2.1 Distributed Memory/Message Passing

The algorithm in [4] uses a variant of HOG (Histogram of Oriented Gradients)
[6, 7] as feature set. Several attempts have been made to efficient the performance of
HOG [8–12]. The HOG itself can be parallelized in different ways and there are a
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couple of parallel implementations already proposed in literature [8, 9] but for our
purpose the way HOG is used is parallelized in a different way. The step by step
description of feature computation is shown in Fig. 1. In feature computation phase,
the HOG descriptor is computed for each pixel over a window of size x × y thus
every descriptor computation is independent of other descriptor computation and
can be executed in parallel. Each process needs to perform similar operation on the
data assigned to it and thus, satisfying the applicability of data parallel model.
Therefore, we used data parallel model for decomposition and static mapping.

First Approach—One way to parallelize the algorithm is to decompose data in
row major order. In this firstly proposed version we will consider parallelizing all
the steps in one fashion. In order to compute features for both training and detection

Divide image into cells

Compute gradients

Compute weighted histograms for
each cell based on gradient orientation

Concatenate all computed 
histograms within a block of cells and 

form a vector

Normalize contrast of each vector

Collect the normalized block 
vectors over the window/patch. The 

collection of these vectors formulates 
final descriptors

Input 
Image

Fig. 1 A step-by-step
description of HOG features
computation
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purpose, we can decompose the image into set of rows and map each row set to a
processing element. For an image of size m × n, divide the total number of rows by
the total number of processes. Let the total number of rows be m and total number
of processes be p, this will give m/p data partitions to be mapped to p processes. For
each pixel in each data partition, compute the feature descriptor. The feature
descriptor is computed over a window expressed in terms of rows and columns in
an image. All the p processes will compute feature descriptors for each pixel in their
m/p data partition, although every process will require some values from neigh-
boring processes to perform its computation. So neighboring processes will send
those required values, after getting all the required values from neighbors the
descriptor vector will be computed. To reduce the communication cost of providing
required values we will ensure the partition size to be at least equal to the number
of rows in the window, thus creating the m/xp partitions where x is the number of
rows in a window as shown in Fig. 2a. For all the pixels in first row of each
partition the HOG descriptors will be computed without requiring any additional
values from other processes. Whereas it is worth noting that, all the pixels in other
rows require some values from the neighboring processes i.e. the 2nd row of each
process will require the top most row of data chunk assigned to next process, the
3rd row of each process will require 2 rows from the next process similarly the last
row requires x − 1 rows from the neighboring process. Thus each process requires
x − 1 rows to be sent to its neighboring process except the first process that will
only receive the data.

The first step of HOG computation is to compute differentials along x-axis and
y-axis. To reduce the communication cost this step can also be done in parallel.
Each process can compute the gradients on its chunk of data. All the subsequent
computations will also be done in parallel. Data sharing among processors can be
done using send and receive calls from MPI libraries.

Second Approach—This approach is similar to first approach, except that it
partitions data in columnmajor fashion. Instead ofmappingm/p rows to each process,
now n/p columns will be mapped to each process. To complete its processing, now

Fig. 2 a Data division in approach 1, where m/xp rows are mapped to each process. b Illustration
of data mapping in approach 2. c Illustration of data mapping in approach 3. Each detection
window is mapped to a process
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every process requires pixel vales from neighboring columns. All other computations
and communication will remain same as of first approach.

Third Approach—The third way of data decomposition is window by window.
In this way, each process will receive small sub-matrices of size x × y for pro-
cessing. A process may not need any more values from other processes to perform
computation for one pixel, but for other x − 1 and y − 1 rows in the sub matrix the
process again needs data from neighboring rows as well as from columns.

2.2 Shared Memory

It is notable that the communication costs taken by each of the above described
approaches is considerable. Every process needs many values from the other pro-
cesses to complete its computation. Thus their performance is greatly affected by
the communication cost. One way to reduce cost is to use shared memory model
where the communication cost is implicit. The approach used for shared memory
model can be divided into two parts: the one that is to be done sequentially on host
and the other that is to be done in parallel by the GPU. Feature computation is
the GPU part while classification and restoration is the host part. Figure 3 shows the
two parts executed by CPU and GPU. As this approach clearly reduces commu-
nication cost while keeping the efficiency gained by parallel computation so we
implemented this algorithm.

3 Implementation

3.1 CUDA Architecture

Modern GPUs support thousands of threads that can run in parallel and uses
NUMA (Non-Uniform Memory Access) memory access model. We used
NVIDIA CUDA framework for our implementation. CUDA is NVIDIA’s parallel
computing architecture that allows writing C functions that are to be executed by
multiple threads. Such functions are termed as “kernels” in CUDA. Many threads
can execute a single kernel but a thread can execute only one kernel at a time.
The CUDA architecture group threads in blocks, and blocks are grouped in grids.
Threads in a block can cooperate through shared memory and can be synchronized
as well. Grids are executed on devices while thread blocks are executed on mul-
tiprocessors. Each thread block is executed on a single multiprocessor but a mul-
tiprocessor can execute several thread blocks.

A GPU have six types of memories that a thread can access. Register, constant,
shared memory, global memory, texture memory and local memory. Global
memory, constant memory and texture memory are accessible for all threads while
shared memory is accessible for threads within a block. Each thread has its own
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local memory and registers while each processor has shared memory plus its own
registers. All the memories can be accessed for updating data except constant
memory and texture memory, they have global but read only access. Also, constant
and texture memories are cache optimized and thus gives faster access to data.

3.2 The Algorithm

For feature computation i.e. GPU part, our implementation idea is to place the
image into global memory that every process can access and decompose image
matrix onto detection window size such that each thread perform its execution on
one window and can access the data of its own part.

Once the gradient matrices (magnitude and direction) are computed, the original
image intensities are no longer required because all the subsequent computations
are performed on the gradient magnitude and orientation values instead of original
pixel intensities. Thus, instead of transferring the original image to GPU memory,
the gradient matrices are copied in the GPU texture memory (texture memory is
used because it gives global access to all threads, is faster due to cache optimization
and is read-only) so that every thread in every block can access it. Then a kernel is
executed with the number of threads equal to the number of windows in an image.
Each thread is responsible to compute the HOG descriptor for its own window.
After computing descriptors, each thread transfers its descriptor on a specified place
in the global memory corresponding the pixel location in the image. In this way
the encoded image is ready to feed the classifier. Figure 3 gives an overview of the
proposed parallel implementation. The classifier performs fence/non-fence classi-
fication. This step is done sequentially.

4 Experimental Setup

We implemented and tested our algorithm on a core i5 laptop machine with Intel
processor running at 2.00 GHz. The physical processor chip contains 48 cores with
NVIDIA GeForce 410M graphics card. The sequential implementation of the
algorithm was done in Matlab.

Furthermore, Matlab offers a facility to integrate C code into the Matlab code
with the help of mex functions and CUDA provides a way of calling the device
kernel from Matlab. Therefore, the parallel implementation was done in Matlab and
C on GPU with NVIDIA CUDA framework and we used mex functions and feval
functions for managing inter language calls.
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Fig. 3 An overview of GPU implementation
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5 Results

The runtime analysis of the algorithm is made on both CPU and GPU. We con-
sidered 8 images for tests (as shown in Fig. 4). Table 1 shows the runtime com-
parison of both implementations. Comparison of CPU runtime measurements and
GPU runtime measurements shows that the parallel implementation outperforms
serial implementation in all cases with an average speedup of 15.

Figure 5 compares the execution times of the images against the image size. It
has clearly shown that runtime is significantly decreased as the image size

Fig. 4 Images used for runtime analysis. a Sea port, b White Pigeon, c Sky, d Lion, e Monkey,
f Human Face, g Sparrow, h Clouds

Table 1 Runtime analysis of proposed technique

Exp. Image name Size (pixels) CPU time (min) GPU time (min) Speedup

1 Sea port 425 × 640 46.3 3.28 14.1

2 White Pigeon 640 × 427 49.5 3.39 14.6

3 Sky 373 × 345 22.6 1.30 17.4

4 Lion 263 × 224 10.0 0.40 25.0

5 Monkey 446 × 452 39.5 2.42 16.3

6 Sparrow 194 × 259 8.28 0.46 18.0

7 Human Face 183 × 275 8.44 1.27 6.65

8 Clouds 224 × 400 14.3 1.42 10.1

Results of 8 images with their sizes in pixels, parallel and serial execution times and the speedup
achieved against each image
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is increased. Furthermore, the parallel implementation is given while keeping the
scalability of the system in mind, therefore the implementation can further reduce
the GPU execution time as the number of cores increases.

6 Conclusion

A parallel implementation of a feature based image de-fencing technique is proposed
and the results have shown that the parallel technique is computationally more
efficient. The parallel algorithm was implemented on GPUs using matlab and CUDA
and an average speedup of 15 was observed over sequential implementation.

Additionally, we theoretically compared parallel approaches on different plat-
forms. These approaches are not implemented and the real time results are not
presented because this is beyond the scope of this paper. This would be a subject of
entire worthwhile research.

For future work, a parallel implementation of the complete framework of the
algorithm can be given, as the algorithm also involved inpainting method and
training classifier that can be computationally intensive for large number of images.

Fig. 5 A comparison of parallel versus serial execution time of the proposed technique (Execution
time against image size)
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Design of Folded Planar Inverted-F
Antennas with Stair-Shaped Radiator
for LTE700
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Aslina Abu Bakar, Mohamad Amir Imran b. Mohd Hasli
and Mohd Amininudin Murad

Abstract Aminiaturized Planar Inverted Antenna F-Antenna for LTE700M service
band is presented. The main radiator of PIFA antenna is been folded into three
radiating arm which provide optimized dimensions. Then, stair-shaped geometry
have been used in order enhance impedance bandwidth for both lower band and
higher band. Finally, the size of the finite ground is gradually reduced to achieve
optimum size reductions. In the experimental results, the antenna achieves lower
band impedance bandwidth between 725 MHz and 1.18 GHz at 6 dB return loss. At
upper band, the antenna covers bandwidth between 2.33 and 3.82 GHz at 10 dB
return loss. The final antenna #2 achieved reduction in overall dimension by 46.6 %
in length, 33.7 % in width, and 5.19 % in height as compared to its reference antenna.
Hence, this miniaturized size of proposed PIFA antenna is a promising candidate for
several wireless services such as LTE700, GSM850/900, WLAN2.45G and
WiMAX3.5G.

Keywords LTE � PIFA antenna � Miniaturizations � Folded and stairs shape
radiator

1 Introduction

The challenges for modern portable devices are getting higher as most of devices
are going for compact and slimmer design. Most of cellular communication system
are using microstrip and printed antenna that is flat in nature of appearance. Planar
Inverted-F antenna (PIFA) is widely used due to its flat nature and PIFA capable to
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cover several wireless communications services such as WiMax, WLAN, Long
Term Evolutions (LTE), Bluetooth and many more [1–5].

PIFA has been introduced in 1987 by Taga for GSM Band Applications [6, 7].
PIFA was known for its inverted F-shape antenna with a shorting arm to its ground
plane [2, 3, 8]. PIFA is an improvement from monopole antenna where the top
radiating arm is been folded to reduce its size which forms F-shape [8]. In late 2009,
authors in [9] has proposed Coplanar Inverted-F Antenna (CIFA), where the
radiator and the ground plane are on the same planar substrate [9, 10, 5]. Figure 1
shows fundamental antenna of PIFA design. In this antenna, the folded radiator
creates capacitive loading with the ground edge. Thus, an inductive shorting pin to
ground is introduced to compensate the imbalance reactance.

On the other hand, compared to monopole, rod and helix antenna, PIFA has an
advantage of easy integration with most of handheld devices [2]. However, compact
PIFA antenna that covers lower WWAN band such as LTE700M are difficult to
design due to its large radiator and ground size. As the resonant frequency goes
lower, the overall antenna dimension becomes larger [8], and it will be difficult to
integrate it into portable devices such as smart phones.

The limitation in PIFA is due to its narrow bandwidth achievement at lower band
[1–4, 6, 8] and its overall dimensions. In literatures, several techniques have been
studied in order to enhance the impedance bandwidth; one of the technique that are
used is ground slot near the main radiator in order to improve the operating
bandwidth [1–4, 9–13]. Other bandwidth enhancement techniques such as addition
of stairs near the main radiator have been explained in [14–16]. Addition of stair
creates longer electrical current path, hence creates better impedance bandwidth.
Furthermore, fractal and spiral radiator techniques have also been used to achieve
compact and multiband features as reported in [9, 17].

In this paper, two antennas of new PIFA designs that mainly design for
LTE700M with additional capabilities to support others wireless services such as
GSM900, WLAN2.5G and WiMAX3.5G are proposed. The antenna introduces a
stair-shaped PIFA radiator design to increase the bandwidth. The antenna provides
dual band operations with nearly omnidirectional radiation characteristics and good
impedance matching.

Fig. 1 PIFA configuration. Basic design (left) and antenna cross-section (right)
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2 LTE700M PIFA Antenna Designs

PIFA is created at quarter wavelength of the lowest desired frequency, in this case,
690 MHz. The radiator is folded into three stages in order to reduce its size, which
named as Arm1, Arm2 and Arm3. Figure 2 shows the initial design of PIFA.
Folding main radiator into several arms creates capacitive loading which shift the
resonant frequency. A shorting arm is introduced to compensate the capacitive
loading that is created after folding the main radiator parallel to the ground at the
bottom layer. The antenna is created on an FR4 with dielectric constant ε = 4.3 and
thickness = 1.6 mm. The antenna design was modeled using CST Microwave
Studio. Following subsection are the details of proposed PIFA designs.

2.1 Antenna #1: LTE700M PIFA Antenna

In this antenna, there are two approaches used that are the width arm increment and
addition of stairs at radiator in order to enhance the bandwidth for LTE700M.
Figure 3 shows the front and back view of PIFA antenna structure. This overall
antenna dimension (l x w x h) is 125 × 60 × 1.634 mm, where the copper thickness
is 0.017 mm and substrate thickness is 1.6 mm. At bottom layer, the finite ground
size is 93 × 60 mm. Meanwhile, at the top layer, there are two stairs added at the
radiator. The stair 1 dimension is 16 × 9 mm, and stair 2 dimension is 14 × 10 mm.

Fig. 2 Proposed LTE antenna design descriptions

Design of Folded Planar Inverted-F Antennas … 991



The PIFA is fed by 50 Ω microstrip feedline that is positioned at (0, 47) and width
of 3 mm. The shorting arm was located at (57, 93) and width of 3 mm.

2.2 Antenna #2: Miniaturized of LTE700M PIFA Antenna

Based from antennas #1, the size of the antenna finite ground plane is miniaturized in
order to have compact design. In the miniaturization, the length of the ground is
reduced from 125 to 115 mm, a 10 mm length reduction. Due to this reduction, the
antenna stair-shaped geometry is re-optimized to achieve the original LTE700M
band resonance. After miniaturization, the overall antenna (l × w × h) is
115 × 60 × 1.634 mm and stair 1 and stair 2 dimension is 22 × 6 mm and 15 × 13 mm
respectively (Fig. 4).

3 Simulation and Fabrication Results

3.1 Results of Antenna #1

With the introduction of stair-shaped geometry at the radiator, there is a significant
frequency shifting and bandwidth enhancement that can be observed in Fig. 5a

Fig. 3 Antenna #1 design geometry. a Front view. b Back view
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compared to the antenna without the stair-shaped geometry. As simulated data
shows the bandwidth achieves at −6 dB is from 0.68 to 0.96 GHz, which met the
LTE700M requirements.

Figure 5b shows both the simulated and measured results for the input reflection
coefficient of antenna #1. Good correlation has been observed between measured
and simulated results.

The measured results show that minor shift in the lower band LTE700M which
may probably due to fabrication error. The measured results of antenna #1 at −6 dB
return loss is covers from 725 up to 980 MHz, and at −10 dB return loss it cover
from 2.6 up to 4.2 GHz.

Fig. 4 Antenna #2 design geometry. a Front view. b Back view

Fig. 5 Antenna #1 results. a Simulated results with and without stairs. b Simulated versus
measured data
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3.2 Results of Antenna #2

This antenna is the improvement of antenna #1, whereby the total length was
reduced by 10 mm. Figure 6a shows the geometry difference observed between
antenna #1 and antenna #2.

Figure 6b shows both the simulated and measured results for the input reflection
coefficient of antenna #2. The measured results show that minor shift in the lower
band LTE700M. The measured results of antenna #2 at −6 dB return loss is covers
from 720 up to 980 MHz, and at −10 dB return loss it cover from 2.38 up to
4.1 GHz.

4 Analysis and Discussion

The folded mechanism is basically for the purpose of miniaturization process where
it help to reduce antenna overall dimension. The shorting pin plays an important
role to achieve zero reactance at the desired resonance frequency. Figure 7a shows

Fig. 6 Antenna #2 results and antenna design. a Antenna #1 and #2 design geometry. b Simulated
versus measured data

Default

Shorted 

(a) (b)

Fig. 7 Shorting pin effect analysis. a Smith chart characteristic. b Shorting pin effect in term of
S11 response
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the Smith Chart characteristic where default impedance point is located at −ve
reactance (capacitive). As mentioned by author in [9, 10], by adding shorting pin to
the ground, it help to improve reactive excitation thus the overall impedance point
near zero. Figure 7b shows the S11 parameter response of shorting pin effect.

By having the shorting pin, PIFA achieve better impedance matching. The
introduction of stairs act as series capacitance which helps broaden the bandwidth
from 690 to more than 960 MHz. Figure 8 shows the effect of addition of stairs in
term of Smith Charts.

The simulated surface current distribution also been studied for PIFA antenna #2
for three frequency band which are f1 = 700 MHz, f2 = 800 MHz and
f3 = 2400 MHz. As shown in Fig. 9a–c, the excited surface currents flowing near
the stairs have maximum strength and begin to decreases slowly before turn to max
peak again at Arm3. The longer path taken by this surface current creates better
impedance matching at particular frequencies.

Figure 10 shows the simulated VSWR characteristic of both antennas. Typical
antenna design required VSWR characteristic of less than 3:1, whereby lower
VSWR indicates better reflection coefficient, hence better impedance matching.

In term of excitation position, antenna #1 center resonant frequency occurs at
764 MHz and 3.01 GHz, while antenna #2 center resonant frequencies occurs at
834 MHz and 3.03 GHz. Table 1 shows the design summary of both PIFA
antennas.

Without Stair

Addition Stairs

Fig. 8 Addition of stair effect based on Smith chart
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(a)

(c)
LTE 700M GSM 800M

(b)

WLAN 2400M

Fig. 9 Simulated surface current distribution on PIFA Antenna #2. a f = 700 MHz.
b f = 800 MHz. c f = 2400 MHz

Fig. 10 Simulated VSWR characteristics for proposed antennas
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4.1 Radiation Pattern: Antenna #1

The simulated radiation pattern of the antenna is shown in Figs. 11 and 12. The
patterns are nearly omnidirectional which is suitable for wireless portable
devices.

4.2 Radiation Pattern: Antenna #2

Table 1 Summary of fabricated results

Type of antenna Antenna #1 Antenna #2 Units

Simulated Measured Simulated Measured

Bandwidth for LTE700M 0.65–0.96 0.715–0.97 0.689–0.96 0.725–1.18 GHz

Bandwidth for higher resonance 2.66–3.54 2.672–4.23 2.34–3.30 2.33–3.82 GHz

Dimension (w x l x h) 60 × 125 × 1.634 60 × 115 × 1.634 mm

Applications LTE700, GSM8/900
and WLAN

LTE700, GSM8/900,
LTE2600M, Bluetooth,
WLAN, WiMAX

E-Plane
H-Plane

Fig. 11 Simulated 2D radiation pattern for 700, 850 and 960 MHz in antenna #1

E-Plane
H-Plane

Fig. 12 Simulated 2D radiation pattern for 700, 850 and 960 MHz in antenna #2
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5 Conclusions

In this paper, two new PIFA that operates at LTE700M have been presented. PIFA
Antenna #1 operates at 0.715 up to 0.96 GHz at 6 dB return loss reference and at
2.672 up to 4.23 GHz at 10 dB return loss. Meanwhile, PIFA Antenna #2 operates
at 0.72–1.18 GHz at 6 dB return loss and also operates 2.32–3.82 GHz at −10 dB
return loss reference. The overall Antenna #2 size has achieved reduction in volume
by 46.6 % in length, 33.7 % in width, and 5.45 % in height when compared to its
reference antenna [18]. Therefore, with its compact size and easy integration with
modern handheld devices, the antenna is a promising candidate for several wireless
services such as LTE700, GSM850/900, WLAN2.45G and WiMAX3.5G.

Acknowledgement The authors would like to acknowledge the Ministry of Science and
Technology (MOSTI), Malaysia through EScience Research Grant Project No. 04-01-01-SF0620
that supports this work.

References

1. Wang, H., Zheng, M.: A multi-band internal antenna. In: Loughborough Antennas and
Propagation Conference, UK, (2011)

2. Kwak, W.I., Park, S.O., Kim, J.S.: A folded planar inverted-F antenna for GSM/DCS/Bluetooth
triple-band application. IEEE Antennas Wirel. Propag. Lett. 5(1), 18–21 (2006)

3. Lee, C.T., Wong, K.L.: Uniplanar printed coupled-fed PIFA with a band-notching slit for
WLAN/WiMAX operation in the laptop computer. IEEE Trans. Antennas Propag. 57(4),
1252–1258 (2009)

4. Gomez-Villanueva, R., Jardon-Aguilar, H., Linares-y-Miranda, R.: Broadband PIFA antenna
for mobile communications terminals. In: IEEE, Campeche, pp. 1–6, 29 Sept 2014–3 Oct 2014

5. Bialkowski, M.E., Razali, A.R., Boldaji, A.: A folded quarter-elliptical wideband antenna for
portable devices. In: IEEE, Toronto, ON, pp. 1–4, 11–17 July 2010

6. Taga, T., Tsunekawa, K.: Performance analysis of a built-in planar inverted F antenna.
IEEE J. Selected Areas Commun. 5(5), 921–929 (1987)

7. Taga, T., Tsunekawa, K.: A built-in diversity antenna for 800 MHz band portable radio units.
In: Antennas and Propagation Society International Symposium, 1986, vol. 24, pp. 705–708,
Philadelphia, PA (1986)

8. Ray, J.A., Chaudhuri, S.R.B.: A review of PIFA technology. In: Indian Conference on IEEE
Antenna Week (IAW) 2011, Kolkata, pp. 1–4, Dec 2011

9. Razali, A.R., Bialkowski, M.E.: Coplanar inverted-F antenna with open-end ground slots for
multiband operation. IEEE Antennas Wirel. Prop. Lett., 9, 1029–1032 (2009)

10. Razali, A.R., Bialkowski, M.E.: Design of a dual-band Microstrip-Fed Meandered-tail PIFA
for WLAN Applications. In: Antennas and Propagation Society International Symposium,
2009. APSURSI’09. IEEE, Charleston, pp. 1–4, 1–5 Jun 2009

11. Alja’afreh, S.S., Huang, Y., Xing, L.: A compact, wideband and low profile planar inverted-L
antenna. In: 8th European Conference on Antennas and Propagation (EuCAP), 2014, The
Hague, pp. 3283–3286, 6–11 Apr 2014

12. Chen, Z., Ban, Y.-L., Chen, J.-H., Li, J.L.-W., Wu, Y.-J.: Bandwidth enhancement of
LTE/WWAN printed mobile phone antenna using slotted ground structure. Prog.
Electromagnet. Res. 129, 469–483 (2012)

998 M.F. Akbar J. Khan et al.



13. Razali, A.R., Bialkowski, M.E., Boldaji, A., Tsai, F.-C.E.: Invention on a mulitband
microstrip-fed inverted-F antenna with ground slot. Microw. Opt. Technol. Lett. 58(8), 1713–
1719 (2010)

14. Sobli, N.H.M., Abd-El-Raouf, H.E.: Design of a compact band-notched antenna for
ultrawideband communication. In: Antennas and Propagation Society International
Symposium, 2008. AP-S 2008. IEEE, San Diego, pp. 1–4, 5–11 July 2008

15. Islam, M.R., Alam, A.Z., Khan, M.F.A.J., Alkaraki, S..: Design of microstrip patch antenna
using slotted partial ground and addition of stairs and stubs for UWB application.
Cyber J. Multidisciplinary J. Sci. Technol., JSAT (2012)

16. Raj, R.K., Gurhar, S., Sharma, M.: Design of stair and slotted UWB antenna using
stepped-feed with modified slotted ground plane. Int. J. Comput. Appl.® (IJCA) (0975–8887),
22–25 (2014)

17. Nie, Y., Song, L.: A compact triband fractal PIFA antenna for mobile handset applications. In:
6th International Congress on Image and Signal Processing (CISP) 2013, vol. 03, pp. 1468–
1472, Hangzhou, 16–18 Dec 2013

18. Loutridis, A., John, M., Ammann, M.: Dual band LTE planar inverted-F antenna for M2M
applications. Microw. Opt. Technol. Lett. 55(12), 2925–2929 (2013)

Design of Folded Planar Inverted-F Antennas … 999



Establishing the State of the Art
Knowledge Domain of Cloud Computing

Madiha Khalid, Muhammad Murtaza Yousaf, Yousra Iftikhar
and Noreen Fatima

Abstract Cloud is an inflection point for customers to transit the burden of
infrastructure and platform management to a service provider. There is virtual
centralization in cloud computing. This paper provides the state of the art knowl-
edge domain of cloud to developers and researchers. It gives a brief overview of
cloud computing and how it relates with grid, cluster, distributed, parallel and GPU
computing. We have surveyed different cloud deployment models and essential
characteristics of cloud that are required to build cloud architecture. A state of the
art study is presented that explores several cloud architectures including discussion
of applications, platforms and shared infrastructure of cloud that unveils the sharing
mechanism of physical services, networking capabilities and storage. Furthermore,
this study covers the primary business service models for instance Infrastructure as
a Service (IaaS), Platform as a service (PaaS) and software as a service (SaaS) with
vendors of each layer. On the other hand some issues of clouds are also highlighted
such as availability of cloud and challenges which include issues regarding security,
lack of standards, privacy and location concerns. We analyze several cloud archi-
tectures on multiple performance measuring parameters such as scalability, security,
cost, performance, reliability, maintenance, and mobile accessibility.
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1 Introduction

Over the past few years, cloud computing has become the source of attention for the
people. It is a computing paradigm which is widely accepted. Cloud computing is
widely adopted by the industries. The main focus of this paper is on the state of the
art knowledge regarding cloud. There are so many issues regarding cloud com-
puting which are still not addressed. So our agenda is to focus those issues as well.
The rest of the paper is organized as follows: Sect. 2 gives a comparative analysis of
different computing domains like Parallel and Distributed Computing, Cloud
Computing, GPU Computing, Cluster Computing and Grid Computing. Section 3
gives a complete overview of cloud computing. Section 4 presents a suitable and
most comprehensive architecture of cloud covering all the basic and important
layers (like SaaS, PaaS, IaaS). Section 5 consternates on the main features of cloud
computing. Sections 6, 7 and 8 covers architecture, vendors and essential charac-
teristics respectively. Sections 9 and 10 focus on opportunities and risks associated
with cloud. Finally Sect. 11 concludes the study.

2 Cloud and Related Domains

In this section we have provided a brief overview of common computing models
and how they are related to each other. We focused on the similarities and some of
the differences of these computing with each other. These computing models are:

• Distributed computing
• Grid computing
• Parallel computing
• Cluster computing
• GPU computing

Cloud computing [1] makes the services like software, information, architecture
and other resources available to users over the network. Cloud computing have key
characteristics which include quick access, user friendly application interface,
security, reliability, cost effectiveness, performance, scalability and maintenance.
Some cloud issues are related to privacy, legal compliance, open source, open
standards, security and sustainability.

In distributed computing [2], multiple computing nodes communicate with each
other by passing messages to achieve a common goal through a network. In this
computing, it is not know in advance that how to organize the network links and
these network links might change during the execution of a distributed program.
The main focus in distributed computing is on communication operations than
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computational steps. The most simple and the basic model of distributed computing
on which it works is synchronous system, the communication pattern it follows is,
receive messages from its neighboring nodes, perform computation relevant to
message and send the response message to neighbors. Challenges that distributed
computing is facing include fault tolerance and understanding the asynchronous
nature of distributed systems. The architectures used for distributed computing
maybe hardware or software included 3-tier, n-tier, client server, distributed nodes.
Work can be communicated in distributed systems among simultaneous processes
through message passing protocols.

Grid computing [3, 4] is similar to distributed systems in which different com-
puters interact with each other by connecting to a network. Middleware is used in
grid computing to divide sub-tasks of a program to many different computers. Grid
computing collects different computers from many places to fulfill the mutual goal
while solving a job. The participating nodes must have the trust on central system.

Parallel computing [5] divides larger problems or applications into smaller
sub-problems and then they are solved in parallel. Parallel computing gives direct
access of shared memory to all processors. Parallel computing has multi-core
processors (single computing component with more processors) within a single
machine while grid computing uses multiple computers for a single task to be
performed. These programs are difficult to write because everything is working in
parallel so we need to synchronize the tasks. One problem is to break a task into
several small sub-tasks so that each processing node can execute one sub-task.
There is shared as well as distributed memory. Also, there is local memory as well
as the non local memory while the access to the local memory is faster than the non
local.

Cluster computing [6], many computers are connected through each other
making a form of a single computer. Their components are mostly connected
through the local area network. Clusters improve the availability as well as the
performance of computers. They are cost effective. When the user’s request comes
then it is divided among all the computers which form a cluster resulting in bal-
anced computational work for better performance.

GPU computing offers the use of graphical processor unit to accelerate the per-
formance of general purpose applications. GPU generally works with CPU, CPU
offload compute intensive part to GPU to achieve higher performance gains. GPU
have massively parallel architecture that has thousands of simple homogenous cores
designed to execute several thousand threads in parallel. There are memory hier-
archies ranging from local memory to shared memory in GPUs for handling efficient
data storage. Table 1 compares all the discussed cloud related computing models on
different features like computation, cost, centralization, reliability, scalability,
maintenance and speed.
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3 Cloud Computing

Cloud computing is a general term that refers to providing services to the users via
web technology. These IT services are scalable, efficient, agile, fast and elastic. It
makes the services such as resources, infrastructure, software, and information
available to computers over the network not requiring the location of end user.
Cloud represents a delivery model in IT services comprise on Internet protocols that
provides the easy and reliable access to remote computing sites available on
internet, that acts as a web based tool and we can make it available on local
computers if the software is installed. Cloud computing have key characteristics
which include agility, application program interface, cost, device, reliability, scal-
ability, performance, security, maintenance. There are five layers in cloud com-
puting that includes software as a Service (SaaS), Infrastructure as a Service (IaaS),
Platform as a Service (PaaS) and servers that consists of computer hardware and
softwares typically designed for the delivery of cloud services. These are also
considered as a service model for cloud.

4 Deployment Models

Clouds can be deployed in following forms [7]:

• Public cloud (available to arbitrary companies)
• Community cloud (operated by group of companies)
• Private cloud (operated by single organization)
• Hybrid cloud (mix two or more clouds)

Armbrust et al. [8] proposes definitions for public cloud as cloud assessable in a
pay-as-you-go manner to the general public. He says about private cloud as
“Internal data center of a business or other organization not made available to the
general public.” According to him a community cloud is “shared by several
organizations and supports a specific community that has shared concerns (e.g.,
mission, security requirements, policy, and compliance considerations).” When a
private cloud is complimented with computing capability from public clouds, it acts
as hybrid cloud. It depends on the nature of the organization that which cloud
model or models can be implemented in that organization.

5 Service Models

Layered architecture of cloud consists of three general layers of cloud architecture
named as SaaS, PaaS and IaaS [9]. Along with these layers, some more layers are
also identified in literature as Data as a Service (DaaS), Hardware as a Service
(HaaS) and Communication as a Service (CaaS). Physically Cloud architecture is
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similar to the stack and pyramid [10], inwhich services are classified in different layers
with respect to their role in cloud architecture. Here we have discussed the service
level layers with the help of examples to understand the cloud architecture. The layers
are managed in the way that, the higher layers contain the services of the lower layers.
More than one layer can be on the same level, if they provide same services.

5.1 Software as a Service

The first layer of cloud architecture, in which central location is provided to users
and they can access services through internet. Cloud applications act as a substitute
for general applications. It is the layer in cloud architecture which is visible to the
users and they can actually access these services on the concept of pay as you use.

A model in which, software’s access are provided on the central location and
users can access it through internet. Users are not allowed to make changes in these
softwares. Software that have very less or no interaction with other systems and can
perform simple tasks fall in the category of SaaS. There are some other advantages
of SaaS which include its customization factor of software for unique customers,
SaaS application developer can earn more as compared to the previous methods of
creating software and providing it in market and SaaS includes software access
through web which makes it more reliable. Problems related to SaaS are its flexi-
bility that can create issue for application vendors for providing users the oppor-
tunity to customize application up to their needs. Examples for SaaS are virtual
Microsoft windows, web email, Google Docs and Microsoft.

5.2 Platform as a Service

It is resource on demand providing platform that provides web based access of
software. Its basic task is to provide platform for making a complete cycle of
developing web applications and service on internet without installing any software
on local systems. PaaS can be used for supporting the operating systems and the
development of software. Certain problemswhich PaaS is facing due to its portability,
software developer cannot easily switch its cloud provider. He may have to pay high
cost for it. Examples of PaaS are Google App Engine (GAE), Microsoft’s Azure etc.

5.3 Infrastructure as a Service

It is an out source, through which customers can have access to their storage,
hardware, servers and networking components by providing web hosting services.
Providers are responsible for its service and maintenance. Advantages of IaaS are
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simultaneous access of the same data to multiple users across the world, online
software for data storage and maintenance purpose. It contains flexibility of com-
puting resources. It’s most important benefit is in business because user has to pay
according to usage. It maintains all the factors of low cost, easily manageable and
low risks. Cloud providers can make infrastructure according to the customer
requirements by virtualization.

5.4 Communication as a Service

It is difficult for business owners to select the way of communication now-a-days,
traditional methods of communication are costly and less reliable. CaaS model of
cloud is best suited in such situations, with the benefit of pay as you use. It is scalable
and flexible for small business as well. In case of CaaS, it is provider’s responsibility
to offer the latest version of hardware and software for the users to upgrade them.
According to Gartner [11] CaaS provides annual market of 2.3 billion in year 2011.

6 Cloud Architecture

In this work several cloud architectures have been investigated. According to Rimal
et al. [12] cloud architecture is in four layers and three modes. Four layers for cloud
architecture are SaaS, PaaS, IaaS and HaaS [13]. Above four layers with three
modes for cloud architecture are public cloud, private cloud and hybrid cloud.

According to Cisco cloud computing data center strategy [14] the cloud archi-
tecture is described in three layers and one base layer for this architecture. Cisco
provides an eminent work in Infrastructure as a Service and particular work in
Software as a service and Platform as a service layer. It represents the architectural
layers of cloud computing connected through API’s and repositories. Four main
layers in this architecture are SaaS, PaaS, IaaS and IT foundation.

Youseff et al. [15] described cloud architecture in five layers. Bottom layer for
cloud architecture is hardware layer which constitute on actual physical components
for cloud system. Most top layer is of cloud application layer which acts as an
interface layer for cloud users. Five layers in this architecture are Application (SaaS),
Platform (PaaS), Infrastructure (Computations, Storage, and Communications),
software kernel and Hardware layer (HaaS).

According to Lenk et al. [16] cloud computing technologies is distributed in two
groups named as Object Management Group’s CORBA and the Open Group’s
DCE. They provide programmable interfaces to facilitate complex remote proce-
dure calls. The basic factor that differentiate cloud computing from those which
were described earlier is that many web based successful applications launched
from this cloud phenomenon like Facebook, Amazon and Google. According to the
author in [16] the architectures which were proposed earlier are consists of very
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little details therefore they provide the first comprehensive architecture which
entails the complete categorization of cloud layers similar to the complete stack.
“Everything as a Service” is the name provided by the researchers for their refer-
ence stack. The complete cloud architecture provided by these researchers consists
of HaaS, IaaS, SaaS, PaaS and Human as a service.

7 Vendors of Cloud

In this section we are providing a comparison of some of the vendors which are
considered best in their respective layer. Google Apps is considered to be the best
vendor among all that implements the SaaS layer. Salesforce is the vendor that
implements the PaaS layer. Oracle [17] is the vendor that implements the IaaS layer
and IBM is considered to be the best vendor for the storage as a service layer. These
vendors are compared on the basis of some of the attributes such as availability,
interoperability, maintainability, manageability, performance, reliability, storage,
scalability, security, cost effectiveness and support. On the basis of these features a
comparison in given Table 2.

8 Essential Characteristics

There are some essential characteristics of cloud computing that are discussed
below [18].

On demand self-service: Without interacting with the human or the service pro-
vider you can easily get the services like email, application, network or the server
services. These services can be Amazon Web Service, Google, Microsoft,
Salesforce.
Broad network access: The capabilities of cloud can be accessed through the
network and can be used using the standards and mechanisms. It promotes thin and
thick platforms of client like mobile phones and laptops etc.
Rapid elasticity: The services of cloud can be elastically provisioned. One can
quickly scale out and scale in, in some cases. The capabilities for the provisioning
can be purchased by the consumer any time.
Resource pooling: By using multi-tenant model, many consumers are served by
pooling together the computing resources. Physical and virtual resources are
dynamically assigned and reassigned according to the demand of consumer. The
resources are storage, processing, email services, virtual machines and network
bandwidth.
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Table 2 Comparison of different cloud venders

Google Apps (SaaS) SalesForce
(PaaS)

Oracle (IaaS) IBM (storage as a
service)

Availability ✓ ✓ ✓ ✓

Maintenance Minimal
maintenance is
required

Automatic
maintenance is
supported

Automatic
maintenance is
supported

data
is automatically
maintained

Manageability Management is easy Effective
management of
your business

Self-managing
database is used

Provides
integrated web
content
management
capabilities

Performance Malware scanners,
syncing large
documents and slow
network connection
can impact the
performance

Better
performance

Better
performance
due to
concurrency

High
performance

Reliability 99.9 % uptime
guarantees SLA. Top
priority of Google

Provides
reliable and
secure services

Gives complete
range of
reliability
features

Highly reliable

Storage 25 GB/account Easy storage Storage
solutions are
provided like
SAN, NAS and
Tape storage
etc.

Storage with the
databases and
storage oriented
application
software

Scalability Highly scalable web
applications, easy to
scale the traffic.
Automatic
scalability is there

Highly
scalable

There is
scalability,
concurrency
and portability

There are
administrative
and scalability
features

Security Secure HTTPS
access, customizable
policies

Provides better
security
measures

Provides secure
services

There is security
systems
integration as
well as security
access managers

Cost
effectiveness

It is cost efficient Easy
customizations
with fewer
costs

Reduced
infrastructure
costs and risks

Reduced cost of
deployment

Supportability Self-service online
support

Supports
complex
database
functions

Many essential
support services
are provided

Support tools and
frameworks.
Virtualization
and multiple
profiles are also
supported
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Measured service: The resource usage can be measured and controlled by pro-
viding the transparency for the consumer as well as for the provider. A metering
capability is being used for the cloud computing services which are used for the
controlling and optimizing the use of resources. There is the term used for the IT
services and it is pay-per-use. Higher will be the bill, the more you utilize it.

9 Advantages of Cloud Computing

Cloud computing have various benefits, which make it favorable now a days. We
have drawn a comparison ratio between cloud benefits and risks as shown Fig. 1.
The most important benefits are as follows:

Scalability: Cloud provides a solution for the situations when number of users face
increased computing needs. The solution is, User can buy extra CPU cycles and he
has to pay for how much he will use, instead of buying a new CPU.
Simplicity and high speed: Cloud computing provides a simple use of software
immediately as compare to those without cloud. Multiple Users can work on
same software simultaneously because cloud provides a high speed network
infrastructure.
Low cost: Services provided by cloud are offered at very low cost. Softwares can be
downloaded for free or at a minimal cost as compared to commercial pricing.
Infrastructure on cloud can be used on pay per use basis.
Reduce distance: Most favorable benefit of cloud is the shared services of cloud
that reduces distance among people. They can share their data online, they can chat
and share send data with each other.
Online storage: Through cloud computing, users have advantages to save their data
on web that are secure too. Example is drop box and sky-drive etc.

Fig. 1 Comparison ratio
between risks
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Provide extra processing power: User has now advantage of buying extra
CPU cycle to perform their tasks. For example, Oxford University Centre for
Computational Drug Discoveries is using more than one million systems from
around the world to cure cancer. Systems from all over the world donate few CPU
cycles through screen-saver time.

10 Issues with Cloud Computing

Legal issues in cloud computing are wide ranging [19, 20]. One should go through
the risks before moving their business into cloud. These risks include:

Security risks: Hacking and stolen user passwords or usernames is common these
days. Managing secure passwords and usernames is a must for securing data at
online sites such as cloud.
Data protection concerns: If any personal data of customer is being stolen then
company has to face consequences. It is being prosecuted by national authorities
and customers. One should have complete knowledge of data store so that in situ-
ation of any disaster owner of data should be able to have the backup of data [21].
Failure in provider security: There is a possibility that the service provider fails in
securing data. Service provider is the one who is responsible for the data on cloud
and sometimes there is failure in data security or availability. To ensure data
security one should verify and monitor the service provider’s security measures.
Legal and regulatory issues: One should evaluate the legal issues before shifting
business to cloud. Sometimes there are geographical issues as the new location may
have different rules and regulations.
Cloud outages: In outages the server crash happens. If the server crashes cause
temporary outages then it is acceptable but the data should not be lost. Data backups
must be provided by the administrators and should maintain the data. Outages from
public clouds are frequently happen, Amazon, Google, Microsoft and salesforce are
few names that are being facing the outages for many times.
Loss of data: In cloud structures there are redundant systems that keep data
backups and can recover data from disasters. Another solution to prevent from data
loss is to use the hybrid cloud deployment model in which non critical data is
placed at the public cloud and other critical data is stored at private cloud.
Operational issues: There is also a risk of operational issues in which there is
vendor lock-in and its failure. There is a question that is it possible for you to
transfer your data to and from cloud or you will be bound to a certain application? If
there is any disaster then is it possible to recover your data? In vendor lock-in the
customer is being locked-in the particular vendor’s cloud. The solution of vendor
lock-in is the Zoho Creator in which you make database applications, download
them and upload in Google’s cloud. In private cloud software should support
interoperability to protect you from lock-in. In vendor-failure situation the service
provider is being occupied by another competitor or he is not financially stable.
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11 Conclusion

A promising paradigm cloud computing is used for the delivery of IT services by
using pay as you model. Cloud is emerging as a promising solution for many
organization’s scalability and profitability. In this paper we have presented a com-
prehensive architecture comprising of most basic and important layers of cloud. This
paper is a good source of information for the evaluation of the best cloud vendors as
well. It also aims to provide necessary information to organizations willing to adapt
cloud for their business scalability. Our study raises several pitfalls and issues of
clouds. Advantages of clouds are also highlighted. This paper provides the state
of the art knowledge domain of cloud to the developers and researchers.
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Neural Network Emulation
of Spatio-temporal Data Using Linear
and Nonlinear Dimensionality Reduction

V. Triantafyllidis, W. Xing, A.A. Shah and P.B. Nair

Abstract A statistical emulator of a high-fidelity computer model is based on the
application of machine learning algorithms to input-output data generated by the
model at selected design points. Applications include real-time control, design
optimization and inverse parameter estimation. In many of these applications, the
outputs are spatial or spatio-temporal fields. In such cases, standard emulation
methods are computationally impractical due to the curse of dimensionality, or are
limited in their applicability by simplifying assumptions in relation to the corre-
lation structure. In this work, we combine linear and nonlinear dimensionality
reduction with artificial neural networks to develop an efficient approach to emu-
lating high-dimensional spatio-temporal models, without making ad hoc assump-
tions regarding correlations. The approach is tested on models of electromagnetic
wave propagation. The necessity of nonlinear dimensionality reduction is
highlighted.

Keywords Emulator � Artificial neural network � Machine learning � Manifold
learning � Electromagnetic wave propagation

1 Introduction

An emulator [1] is a computationally efficient approximation of a high-fidelity
computer model for applications in which repeated calls to the model are not
practical or even feasible. This can occur, e.g., in uncertainty analysis, design
optimization, control and inverse parameter estimation. Emulators are based on
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machine learning algorithms (e.g., neural networks, Bayesian Gaussian process
(GP) models) applied to input-output data generated by the model. A common
approach is to assume that the outputs are generated by a GP, most typically for a
scalar output that is dependent on one or more model parameters (also termed
inputs) [2].

Emulating parameterized spatio-temporal data from computer models poses
enormous challenges as a consequence of the exponential growth in the number of
hyperparameters. The simplest approach was developed by Kennedy and O’Hagan
[3], who treated the output index (spatio-temporal location) as an additional input.
This method is impractical for emulating entire spatio-temporal models. Conti and
O’Hagan [4] extended GP emulation (GPE) to multiple outputs by placing a
multi-dimensional GP prior over the computer model and assuming a stationary,
separable covariance structure. This simplification leads to an efficient emulation
strategy but is limited in its applicability. The same method was employed by
Rougier [5], who took advantage of factorizations of the covariance matrix to
improve computational efficiency. Konomi et al. [6] extended the approach to
non-stationary GPs. Non-separable covariance structures were considered by
Fricker et al. [7] by using the linear model of coregionalization [8]. Due to the
exponential growth in the number of hyperparameters, this approach is restricted to
low-dimensional problems, e.g., categorical data.

An alternative approach was taken by Higdon et al. [9], who used principal
component analysis (PCA) for dimensionality reduction (DR) of the output space.
The coordinates in a PCA basis are uncorrelated and can be treated as independent
(but not identically distributed) GPs. This method is only applicable to problems in
which the manifold on which the data resides can be represented by a linear
subspace of the ambient space. An ad hoc dimension reduction was also employed
by Bayarri et al. [10], who used a wavelet decomposition and a thresholding
procedure to restrict the dimensionality of the output space.

In this work, artificial neural networks (ANN) are combined with DR to develop
a method for learning mappings between general input spaces and high-dimensional
output spaces, with applications to parameterized spatial and spatio-temporal data
sets from computer models. The advantages of ANNs are that they are extremely
versatile and learn rapidly. They can also be used to learn multiple coefficients in a
reduced basis simultaneously, in contrast to GPE. This has particular advantages in
terms of learning multiple spatio-temporal outputs from a model, accounting nat-
urally and efficiently for correlations between the different outputs. The method for
multiple fields is outlined in Algorithm 1 in Sect. 2.2.

ANNs can also be placed in a Bayesian framework, which furnishes predictions
of the uncertainty in the results. In our proposed linear dimension reduction method
for ANN, these uncertainties (in the coefficients of a new basis expansion) can be
translated into uncertainties in physical space. Using the nonlinear dimension
reduction methods, however, such uncertainties cannot be determined explicitly
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(an approximate inverse map of the uncertainties in the coordinates of the new basis
is not realizable), which represents a potential drawback. Details are provided in the
next section.

2 Emulation of Spatio-Temporal Data Sets

An emulator provides a probability distribution for the outputs of a computer
model. The computer model is represented as a function w : v ! R

d , taking as
inputs (or parameters) x 2 v � R

l and generating outputs y ¼ wðxÞ 2 O � R
d . The

emulator is trained using m computer model outputs yðiÞ ¼ wðx ðiÞÞ, referred to as
training points, at selected design points xðiÞ 2 v � R

l.

Spatio-temporal data sets from parametrized PDE models

Consider a generic parameterized nonlinear computer model (e.g., a system of
parameterized partial differential equations (PDEs)) with input parameters x 2 R

l

and outputs yðq; t; xÞ computed at different points in a spatial domain X � R
2 (for

the purposes of illustration). In this notation, q ¼ ðn; gÞ denotes the spatial variable
and t represents time. The computer model is executed at design points xðkÞ,
k ¼ 1; . . .;m. In steady-state problems this yields the values of yðq; xÞ at locations
ðni; gjÞ, i ¼ 1; . . .;Nn, j ¼ 1; . . .;Ng, on a spatial grid. These values yðkÞi;j :¼
yðkÞðni; gj; xðkÞÞ can be vectorized as follows:

yðkÞ :¼ðyðkÞ1;1; . . .; y
ðkÞ
1;Ng

; yðkÞ2;1; . . .; y
ðkÞ
2;Ng

; . . .; yðkÞNn;1; . . .; y
ðkÞ
Nn;Ng

ÞT 2 R
d ð1Þ

for k ¼ 1; . . .;m, and where d ¼ Nn � Ng. For dynamic problems, yðkÞ can be
defined in a similar manner, with d ¼ Nn � Ng � Nt, where Nt is the number of time
steps. The extension to 3D problems is also straightforward. The method developed
below can be applied to a single field of interest or to the emulation of multiple
fields (PDE systems) as explained later.

Clearly, an ANN with d (as defined above) output neurons will not be com-
putationally practical in many cases. For highly complex problems involving, e.g.,
interface tracking or phase change, the number of grid points required to fully
resolve phenomena at all scales can lead to d values in excess of 106. To overcome
this issue, DR (of the output space) is employed.
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2.1 Dimensionality Reduction

Linear methods for dimension reduction

PCA provides a basis wi, i ¼ 1; . . .; d, for Rd (and therefore O) that is defined by
the eigenvectors of the sample covariance matrix. For each input xðjÞ, the corre-

sponding output has a unique representation yðjÞ ¼ Pd
i¼1 z

ðjÞ
i wi, in which the

uncorrelated coefficients in this basis, zðjÞi , are naturally ordered in a non-increasing
manner with i. The data can be projected (potentially) onto a low-dimensional

subspace ofRd by using the rmost dominant basis vectors wi : zðjÞr :¼ðzðjÞ1 ; . . .; zðjÞr ÞT
2 R

r. ANN is then performed on the input-output pairs ðxðjÞ; zðjÞr Þ; j ¼ 1; . . .;m, to
yield a mean value for the random vector zr ¼ ðz1; . . .; zrÞT corresponding to a test
input x. The predicted output at the test input x is obtained as the linear combination

y ¼ wðxÞ �
Xr

i¼1

ziwi ð2Þ

or y ¼ Wr zr, where Wr :¼ ½w1. . .w r�.
Multidimensional scaling (MDS) is a mapping vr : O ! Sr � R

r that relates the
Euclidean distances dij between data points vrðy ðiÞÞ and vrðy ðjÞÞ in the mapped
space Sr to ‘dissimilarities’ dij between yðiÞ and yðjÞ in data space O. Let D :¼ ½dij�
denote the dissimilarity matrix. Classical scaling [11] is an isometry in which
dissimilarities are defined as Euclidean distances:

dij ¼ dij ¼ jjz ðiÞr � z ðjÞr jj

for points zðiÞr and zðjÞr in Sr, i; j ¼ 1; . . .;m. Let bZd:¼½z ð1Þd ; . . .; zðmÞd �T , or in centred

form, Zd ¼ HbZd . It can be shown that

�ð1=2ÞHðD � DÞH ¼ ZdZ
T
d ¼ K

where K is a centred kernel matrix and � denotes a Hadamard product. Spectral
decomposition yields K ¼ VdKdVT

d , where Kd :¼ diagðk1; kdÞ 2 R
d�d and

Vd :¼ ½v1; vd � 2 R
m�d . The non-zero eigenvalues ki, i ¼ 1; . . .; d, are arranged in a

non-increasing order and the corresponding eigenvectors v i 2 R
m are normalized.

The data can be represented as Zd ¼ VdK
1=2
d 2 R

m�d , and embedded in an r-dimen-
sional linear subspace Sr ofRd by setting Vr:¼½v1; vr� andKr:¼diagðk1; krÞ to yield

Zr ¼ VrK
1=2
r
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The rows zðiÞr 2 Sr of Zr are the low-dimensional representations of the data points.
MDS is equivalent to PCA (the coordinates are identical) when Euclidean distances
are used. Both of these linear methods will fail when no linear subspace of Rd can
accurately describe the output space O. In such cases, nonlinear DR (or manifold
learning) can be employed.

Nonlinear methods for dimension reduction

In contrast to MDS, Isomap uses geodesic distances for the dissimilarities
between points on the manifold O [12]. Neighbourhood points on the manifold can
be determined by using either of the following methods: (i) all points lying within
an e ball; or (ii) the n (neighbourhood number) closest points. A dissimilarity matrix
D :¼ ½dij� is then constructed by: (i) using Euclidean distances between neighbours
as the geodesic distances; (ii) for non-neighbouring points, using the shortest path
distances through neighbouring points. Classical scaling on the kernel matrix K ¼
�ð1=2ÞHðD � DÞH subsequently yields a representation of the data in R

r (an
r-dimensional parameterization of O).

In kPCA, the training data is mapped to a higher dimensional feature space in
which it is possible to perform linear PCA [13]. The mapping /:O ! F is
implicitly defined using a kernel function

kði; jÞ :¼/ðy ðiÞÞT/ðy ðjÞÞ

i.e., the dot product between two data points in feature space. The kernel values
define a kernel matrix K with entries Kij ¼ kði; jÞ. A common kernel is the
Gaussian:

kði; jÞ ¼ exp � 1
2s2

jjyðiÞ � yðjÞjj2
� �

where s is a shape parameter [14] that controls the flexibility of the kernel. One
choice for s (adopted in this work) is the average minimum distance between two
observations in the original space [14]:

s2 ¼ g
m

Xm

i¼1

min
j6¼i

jjyðiÞ � yðjÞjj2; j ¼ 1; . . .;m ð3Þ

in which g is an adjustable parameter. Centering the points in feature space by
defining

e/ðy ðiÞÞ ¼ /ðyðiÞÞ � 1
m

Xm

j¼1

/ðyðjÞÞ
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yields centred kernel values ekði; jÞ :¼ e/ðy ðiÞÞT e/ðyðjÞÞ. These kernel values define a
centred kernel matrix eK with entries eKij ¼ ekði; jÞ. The eigenvectors f i (of which
there are min f dim ðFÞ;mg) of the sample centred covariance matrix S in feature
space can be written in terms of the eigenvectors v i, i ¼ 1; . . .;m, of eK :��[

The eigenvectors of S can be normalized to yield a new set of vectors
ef i; i ¼ 1; . . .; dimðFÞ, given by ef i ¼

Pm
l¼1 vlie/ðyðlÞÞ=

ffiffiffiffi
ki

p
, where vli is the lth

component of the eigenvector v i and ki is the ith eigenvector of S. A point
e/ðy ðjÞÞ 2 F can be projected onto ef i as follows:

zðjÞi ¼ ef Ti e/ðyðjÞÞ ¼
Xm

l¼1

vli eKlj=
ffiffiffiffi
ki

p
i ¼ 1; . . .;m ð4Þ

As in PCA, these projections are arranged in order of non-increasing variance.

The projection of a point e/ðy ðjÞÞ onto span ðef 1; . . .;ef rÞ is given by:

Pr

i¼1
zðjÞi ef i þ 1

m

Pm

j¼1
/ðyðjÞÞ ¼ Pr

i¼1
zðjÞi UH v iffiffiffi

ki
p þU1 ¼ U H eUr z

ðjÞ
r þ 1

� �

ð5Þ

where H ¼ I � m11T is the centering matrix, 1 2 R
m is a vector of ones and:

zðjÞr ¼ ðzðjÞ1 ; . . .; zðjÞr ÞT
eUr ¼ v1ffiffiffiffi

k1
p . . .; vrffiffiffi

kr
p

h i

U ¼ ½/ðyð1ÞÞ; . . .;/ðyðmÞÞ�
ð6Þ

2.2 Main Algorithm

The emulation algorithm employing DR on the output space is now described in the
pseudo code below, including for multiple spatio-temporal data sets. The last step
relates to reconstruction of the predicted point in physical space (in O � R

d) and is
described in the sequel.

Algorithm 1: ANN learning of spatio-temporal models using DR

1. Select design points xðiÞ 2 v � R
l, i ¼ 1; . . .;m, using DOE and construct

outputs yðiÞ ¼ wðx ðiÞÞ 2 O � R
d , i ¼ 1; . . .;m, from the computer model.

2. Perform DR (PCA, Isomap or kPCA) on yðiÞ; i ¼ 1; . . .;m, to obtain coordinates

in a low-dimensional representation: zðiÞr ¼ ðzðiÞ1 ; . . .; zðiÞr ÞT , i ¼ 1; . . .;m, with

r	d (for multiple fields yðiÞb ; b ¼ 1; . . .;B, this would lead to B sets of coeffi-

cients zðiÞr;b ¼ ðzðiÞ1;b; . . .; zðiÞr;bÞT .
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3. Select a test point x for prediction and perform ANN on the training set ðzðiÞr ; xðiÞÞ,
i ¼ 1; . . .;m, to obtain zr ¼ ðz1; . . .; zrÞT . For multiple fields the training set is

ððzðiÞr;1; . . .; zðiÞr;BÞ; xðiÞÞ, i ¼ 1; ;m, which yields zr ¼ ðz1;1; . . .; zr;1; . . .; z1;B; . . .;
zr;BÞT 2 R

rB for a test point x.
4. Using zr approximate the computer model output y ¼ wðxÞ by solving the

pre-image problem (see below).

2.3 Pre-Image Problem (Inverse Mapping)

When using PCA, the reconstruction of the point in physical space O is given by
the linear combination (2). In Isomap and kPCA only the predicted coordinates,
z1; . . .; zr, of a point y ¼ wðxÞ in the reduced space are available. In Isomap, the
Euclidean distances between points in the reduced space are equal to geodesic
distances di;
 between a predicted point y and points yðiÞ 2 O in physical space.
Local linear interpolation can be used to approximate the coordinates of y by using
these geodesic distances as weights [15]:

y ¼ wðxÞ �
XNn

i¼1

wi
PNn

i¼1 wi
yðiÞ ð7Þ

where wi ¼ 1=di;
 and Nn is the number of neighbours selected for the
reconstruction.

The same method can be used for kPCA. ANN on the first r kPCA coefficients
(in the basis ef j) yields an approximation /ðyÞ of the point y in feature space. The

distance edi;
 between /ðy ðiÞÞ and /ðyÞ in feature space is given by:

ed2
i;
 ¼ /ðyÞT/ðyÞþ/ðyðiÞÞT/ðyðiÞÞ � 2/ðyðiÞÞT/ðyÞ ð8Þ

Substituting Eq. (5) into Eq. (8) for Gaussian kernel gives:

ed2
i;
 ¼ sTUTUsþ kði; iÞ � 2sTUT/ðy ðiÞÞ ¼ sTKsþ 1� 2sTki ð9Þ

where

s ¼ H eUr z
ðjÞ
r þ 1

ki ¼ ðkð1; iÞ; . . .; kðm; iÞÞT ð10Þ
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For an isotropic kernel (kðy; yðiÞÞ ¼ kðjjy� yðiÞjj2Þ), the relationship ed2
i;
 ¼ 2� 2k

ðd2i;
Þ follows from Eq. (8). In the case of a Gaussian kernel:

d2i;
 ¼ �2s2 log 2� ed2
i;
=2

� �
ð11Þ

which is combined with (9) to yield di;
. For other kernel functions [16], similar
relationships can be derived.

We note that it is also possible to reconstruct y from the predicted coefficients
using a least-squares approximation. This method is, however, prone to instability,
as is the fixed point algorithm of Mika et al. [17].

2.4 Bayesian Regularization

In order to improve generalization (and avoid cross-validation), Bayesian regular-
ization [18] is used. A prior (zero-mean, Gaussian) distribution is placed on the
network weights (for a fixed architecture), which leads to the minimization of
FðaÞ ¼ bED=2þ aEW=2, where ED is the network square error, a is the inverse
variance of the zero-mean (assumed) Gaussian noise, b is the inverse variance of
the weights, and EW ¼ jja jj2, where a is the vector of network weights. The
posterior density of the weights is given by:

PðajD; a; b;MÞ ¼ PðDja; b;MÞPðaja;MÞ
PðDja; b;MÞ ð12Þ

where D ¼ fyðiÞgmi¼1 is the data set, M indicates the ANN model, Pða ja;MÞ is the
prior density and PðDja; b;MÞ is the likelihood function. The optimal weights
should maximize the posterior likelihood PðajD; a; b;MÞ. A uniform prior density
Pða; b;MÞ for the parameters a; b gives:

PðDja; b;MÞ ¼ ZFða; bÞ
ZDðbÞZW ðaÞ

expð�bED � aEWÞ
expð�FðaÞÞ ¼ ZFða; bÞ

ZDðbÞZWðaÞ ð13Þ

in which ZDðbÞ ¼ ðp=bÞðm=2Þ and ZW ðaÞ ¼ ðp=aÞðN=2Þ, where N is the total number
of parameters in the model. The unknown normalization factor ZFða; bÞ can be
approximated in terms of the Hessian matrix HMP of F(a) by a quadratic Taylor
series expansion of F(a) around its minimum, at a ¼ aMP. Placing the result in (13)
and differentiating yields

aMP ¼ c
2EW ðaMPÞ bMP ¼ m� c

2EDðaMPÞ
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where c ¼ N � 2aMP= tr ðHMPÞ. To optimize a and b, the Hessian matrix HMP is
required. Using a Gauss-Newton approximation to the Hessian matrix and the
Levenberg-Marquardt algorithm, these hyperparameters are calculated using an
iterative procedure detailed in [19] (implemented in the trainbr function in Matlab).

3 Results and Discussion

3.1 Details of Training and Testing

In both examples below, the data set consisted of 500 points (yðiÞ ¼ wðxðiÞÞ), with
inputs xðiÞ selected using a Sobol sequence (uniform sampling)
design-of-experiment (DOE). This was found to be adequate for the examples
presented below. It must be noted that the DOE is, in general, a vital aspect of any
emulation strategy. An appropriate sampling of the input space is paramount for
generating training samples that are representative of the region output space O that
is of interest. In the present case, the training samples must generate a basis (either
in physical space or in a feature space) that accurately captures the output space.
Since these issues are encountered in all emulation methods, we do not focus on
them here.

400 points were reserved for testing and up to 100 points were used for training
(m ≤ 100). The relative square errors (total square error divided by the number of
grid points and the magnitudes of the average values of the test points) were used to
assess the generalization error. Results are shown for different numbers of com-
ponents r in the DR methods. In the case of PCA (kPCA), the first r ‘components’
are the r principal components corresponding to the r largest eigenvalues of the
(feature space) covariance matrix. For Isomap the first r ‘components’ are the
r Isomap coordinates corresponding to the r largest eigenvalues of the kernel
matrix.

The neighbourhood number method (10 neighbours) was used for Isomap. For
kPCA, a Gaussian kernel was used, with a shape parameter dependent on the data
set. For reconstruction, Nn = 10 points were used for both Isomap and kPCA.
The ANN architecture in all cases contained a single hidden layer and the ANN was
trained using Bayesian regularization [18]. The number of neurons for each
example was selected using sequential network construction [19]. In general, an
arbitrary ANN architecture can be used within the framework.

Example 1: 2D h-bend waveguide
This model examines a transversal electric (TE) wave in a h-bend waveguide with a
90 degree bend. The frequencies f are restricted so that TE10 is the single propa-
gating mode. The electric field has only one nonzero component Ez in the
transversal direction z. The model computes the electromagnetic field by solving
Hemholtz equation:
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�r2Ez � n2k20Ez ¼ 0

in which n is the refractive index, k0 is the free space wave number, and n and g are
the in-plane directions.

On the domain walls, the tangential component of the electric field is zero. The
input wave is determined by the boundary conditions for Maxwell’s equations:
bn � E ¼ 0, where bn is the unit normal. The incident field has the form:

E ¼ ð0; 0; sinðpðb=2� nÞ=bÞÞ ¼ <ðEeixtÞ

in which b is the width of the rectangular sections of the waveguide and x is the
angular frequency of the incident wave. The model was solved (‘H-Bend
Waveguide 2D’ in the ‘RF Module’ of COMSOL Multiphysics 5.0) for 500 fre-
quency values f between 4 and 6 GHz (xðiÞ ¼ f ðiÞ, i ¼ 1; . . .; 500). For each sim-
ulation, the magnitude of the electric field E was recorded on a 100 × 100 regular
grid in ðn; gÞ. The d = 104 values of jEðn; gÞj for each xðiÞ at locations ðnl; gjÞ,
l; j ¼ 1; . . .; 100, were vectorized (see Eq. 1) to give 500 data points yðiÞ in R

d . Up
to 100 were used for training and the remainder for testing.

Results

All three dimension reduction methods using ANN gave excellent results for at
least 20 training points (m = 20). In the case of PCA, box plots of the relative errors
for different numbers of principal components (on the horizontal axis) are shown in
Fig. 1a for 60 training points. The other methods gave similar results, so to conserve
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Fig. 1 Boxplots of the relative errors for different numbers of components (r) using ANN with
PCA (M = 60) and GPE with PCA (M = 100) in the waveguide example
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space they are omitted. The standard method of Higdon et al. [9] using a maximum
likelihood estimate (MLE) for the hyperparameters failed to provide meaningful
results, as demonstrated in Fig. 1b for m = 100. An example of the worst predictions
for m = 60 using ANN with PCA (r = 12) is shown in Fig. 2. The relative error is
2.3 × 10−3.

Example 2: 2D radar interaction with a boat (radar cross section)
The interaction between a boat and the incident field from a radar transmitter is
simulated. The transmitter is distant enough that the field can be treated as a plane
wave (only the boat and its immediate surroundings are considered). The back-
ground field is swept over a range of angles of incidence and the far-field and radar
cross section (RCS) are computed. The 2D geometry consists of an inner circle
containing the boat and the surrounding air, together with an outer circle repre-
senting a perfectly matched layer (PML). The background electromagnetic field
from the radar is described by its out-of-plane electric field component:

Eb ¼ expðik0ðn cos hþ g sin hÞÞe z
where k0 ¼ 2pf =c is the wave number in vacuum, c is the speed of light, f is the
frequency and h is the angle of incidence. The time-harmonic wave equation is then
solved for the relative field, Erel ¼ E� Eb, where E is the total field:

r� l�1
r r� Erel

� �� er � ir
2pf e0

� �

k20Erel ¼ 0
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in which 2, l and r denote the permittivity, permeability, and conductivity of air,
respectively (subscripts r denote a ‘relative’ quantity). The RCS per unit length is
defined as

r2D ¼ lim
r!1 2pr

jE relj2
jE j2

The model was solved (‘Radar Cross Section’ under the Radio Frequency module
in COMSOL Multiphysics 5.0) for 500 combinations of f and h as input values; that
is xðiÞ ¼ ðf ðiÞ; hðiÞÞT , i ¼ 1; . . .; 500. The magnitude of the electric field E was
recorded on a regular 500 × 500 square spatial grid in ðn; gÞ. The d = 2.5 × 105

values of jEðn; gÞj for each xðiÞ at locations ðnl; gjÞ, l; j ¼ 1; . . .; 500, were vector-

ized to form the data points yðiÞ 2 R
d used for testing and training.

Results

PCA with both ANN and GPE (method of Higdon et al. [9] ) failed to provide
meaningful results for any number of training points m or components r. ANN with
Isomap and kPCA, on the other hand, exhibited good results, especially in the case
of Isomap for m > 60, which captured the trends precisely. Box plots of the relative
square errors are shown in Fig. 3a, b, up to 5 components (beyond which no
improvements were visible). Figure 4 shows two representative examples of
the predictions using ANN with Isomap (r = 5 and m = 100). In the first case, the
relative error is 6.4 × 10−3 (near the maximum) and in the second case the relative
error is 2.2 × 10−3.

0

2

4

6

8

R
el

at
iv

e 
er

ro
r 

× 
10

3

0

2

4

6

8

1 2 3 4 5 1 2 3 4 5

R
el

at
iv

e 
er

ro
r 

× 
10

3

(a) (b)

Fig. 3 Boxplots of the relative errors for different numbers of components (r) using ANN with
Isomap (M = 80 and 100) in the RCS example
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4 Concluding Remarks

An efficient approach for constructing emulators of parameter-dependent spatial
and spatio-temporal fields was developed by reducing the dimensionality of the
output space. The total learning and prediction time for all methods is on the order
of a few minutes, which is a dramatic reduction in computational effort compared to
the emulation of d outputs simultaneously—in many cases this would not be
computationally feasible. Target applications include uncertainty quantification,
design optimization, real-time control and inverse parameter estimation. Results
were compared in test cases to a standard method [9]. In both cases (and in many
other data sets tested) this standard method fails, while the linear and/or nonlinear
methods developed in this paper exhibit accurate results. The second example and
numerous others that we have used to test the methods show that nonlinear DR is
necessary for many complex data sets.
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The lack of an uncertainty measure in the basic ANN framework (in contrast to
GPE) can be overcome with Bayesian neural networks. A fully Bayesian approach
with Markov Chain Monte Carlo sampling can be used without modification to the
general framework developed here. In the linear dimension reduction method, the
predicted output is given by y ¼ Wrzr. By the properties of PCA, the coordinates of
zr are uncorrelated. Denoting the calculated variances of these coefficients by
v1; . . .; vr (for z1; . . .; zr , respectively), we obtain

covðyÞ ¼ WrcovðzrÞWT
r ¼ Wrdiagðv1; . . .; vrÞWT

r

from which the variances in the coordinates of the predicted output can be deter-
mined. This procedure is, however, not possible with the nonlinear dimension
reduction techniques, even thought the variances in the coordinates in a feature
space basis are available. Work is ongoing to overcome this drawback.
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Agent-Based Simulation for Identifying
the Key Advantages of Intelligent
Environments for Inhabitants with Special
Needs

Karel Mls, Richard Cimler and Peter Mikulecky

Abstract In the paper, simulation of the interaction between an intelligent house
containing smart sensors and its inhabitants is introduced. The simulation model is
mainly focused on monitoring of different inhabitants’ needs and their health sta-
tuses. Different situations affecting inhabitant’s health status are simulated. The
proposed simulation model has an ability to test different arrangements of sensors in
the environment without the necessity of its real construction. The most critical
situation—heart attack occurrence based on the selected attributes—is studied in a
practical example. The monitoring and processing system can recognize a person
who needs an urgent medical assistance. In this case, the Emergency Medical
Responders (EMR) are called immediately. The simulation tool AnyLogic has been
used and its usability for modeled cases seemed to be proven.

Keywords Sensors � Simulated environment � Ubiquitous computing � Avatar
model � Welfare evaluation � AnyLogic

1 Introduction

Human activity is a highly complex process in which individuals not only decide
about frequency of activities, but also about sequencing, timing and duration of
activities. Most of the published studies on simulators of human activities are based
on behaviorism models using psychological approaches. This paper presents a
simulation of human activities based on a mathematical approach using the mul-
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tiagent model. Experiments on real systems face many crucial problems—take too
much time and face many technical problems such as limitations of sensors, loss of
data during logouts, and more. In this context, building a simulator for generating
data with the use of ideal sensors, configurable profiles of the inhabitants and
flexible duration of experiments is very practical.

On the other hand, there are also complex systems proposals such as the
Framework of Ubiquitous Healthcare System Based on Cloud Computing for
Elderly Living, which are based on the smart phone capabilities and several sensors
located within the environment (see [1] or [2]). The sensors transmit data into the
computational unit which processes the data and executes actions on the actuators
based on the built-in algorithms. Such complex systems can use information from
smart phone sensors and combine it with sensors located within the environment [3].

With the increasing number of external sensors and different devices capable of
measuring various biometric data, a large number of particular applications are
coming into the market. New approaches and methods are studied and experi-
mentally validated. Watch Dog system, for example, uses multicriteria Analytic
hierarchy model to combine data from sensors with expert knowledge [4]. The
Watch Dog application has been modified to be prepared to communicate with such
sensors, process the data and send the results to the appropriate destination. Result
of this process can be for example calling an emergency or just notifying relatives
about non-standard situation.

External sensors capable of measuring various biometric data can be connected
using the wireless technology such as Bluetooth. These sensors can measure, inter
alia, blood pressure, pulse, temperature, moisture or the position of the limbs. All
the information from sensors is processed in the device or in a case of more
complex computation on the server application. The aim of the system is to evaluate
the actual state of the monitored person according to the measured values and to
make appropriate actions. Some of the measured values can be normal, some of
them can be suspicious, and some can be strictly alerting. Suspicious values can
signify danger only when are observed together with suspicious values from some
other sensors. The importance of each sensor value can vary according to the
context and so different types of dangerous situations can be expressed by a
combination of measured values.

In the following, second part of the paper, ambient intelligence utilization for
home health care is described. Third part contains information about usage of
software AnyLogic for creation of an intelligent environment simulation. For better
understanding of the dependencies in the simulation a concept map is created.
Detailed description of simulated intelligent systems, residents and the simulation
results are in the end of the third part.

1032 K. Mls et al.



2 Ambient Intelligence for Home Health Care

Recent intensive research of Ambient Intelligence approaches and applications has
resulted in significant results in several specific areas oriented mainly on inde-
pendent living support of seniors and handicapped persons. One of these—the
Ambient Assisted Living (AAL)—has very close relations also with the eHealth
area, and certainly with already matured technology of Smart Homes as well.
According to a recent review [5], the technology of Smart Homes can be considered
to be an instance of ambient assisted living technologies that are designed to assist
the homes residents accomplishing their daily-living activities while preserving
their privacy. The smart home technologies and solutions have already proven to be
a good and acceptable alternative to formal care in hospitals and care homes.

Nehmer with his colleagues [6] emphasized, that Ambient Intelligence systems
can be subdivided into three domains: emergency treatment and assistance,
autonomy enhancement, and comfort features. According to them, emergency
treatment is considered to be the core functionality of every AmI system, where it
aims at early prediction and recovery from critical situations, like heart attacks,
injuries or sudden falls.

The Smart Home technologies are considered to be a useful way to reduce living
and care costs and to improve the quality of life for people with care needs. They
have been applied already for many purposes like energy saving, security and
safety, fall detection, light management, smoke and fire detection, etc. using various
solutions such as video monitoring, alarms, smart planners and calendars, or
reminders [5]. Equipped with sensors, actuators and cameras to collect different
types of data on about the home and the residents, Smart Homes can enable
automatic systems or caregivers to control the environment on behalf of the resi-
dents, monitor and even predict their actions and ubiquitously track their health
condition (see also [7] or [8]).

Although the Smart Home technologies are a good way to reduce namely care
costs, making use from the patient’s home environment, it is evident that the design
and deployment of the appropriate sensors and other necessary equipment could be
quite costly. Sometimes the results need not to be adequate for the particular usage,
mostly because this kind of systems is extremely difficult to test and verify (cf. e.g.,
[9] or [10]). Therefore, various simulation tools and techniques are considered to be
useful and applicable [11, 12], or [13]. A general architecture for testing, validating
and verifying AmI environments, called AmISim, has been developed by
Garcia-Valverde et al. [14]. A methodology for the validation of ubiquitous com-
puting applications focusing on the use of artificial societies has been developed
recently by Serrano and Botia [15]. A visionary paper introducing a number of new
ideas in this direction was published by Ishida and Hattori [16].
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3 Simulation

The aim of the project is to simulate an environment containing ambient intelligent
features and to simulate behavior of residents. The simulation is mainly focused on
an intelligent house or office equipped with different sensors and actuators. Various
layouts of the house and location of the sensors can be created in the simulation
model. Information from the sensors about residents is evaluated by the control
system of the house and relevant actions are executed. Several relevant projects and
studies can be found in [13, 14] or [15]. Advantage of our approach is in using a
free multimethod simulation modeling tool AnyLogic (see, e.g., [17]). AnyLogic
uses in-build elements as well as own Java code, which can be easily implemented
in the project. Usage of Java enables to program own types of sensors, actuators and
algorithms for evaluating the data. Sensors can be merged into the more complex
systems. Currently, five types of such sensor systems are implemented and more
will be added. It is worth telling that up to now we do not know about any paper
focused on using AnyLogic for agent-based simulation of intelligent environments
for inhabitants with special needs.

3.1 Example Study

This study is mainly focused on the monitoring inhabitants needs and their health
statuses. Different situations affecting the inhabitants’ health are simulated. The
most important among them is the situation of a heart attack occurring by some of
the inhabitants. Based on the selected attributes which are health status, blood
pressure, cholesterol level and smoking habits, there is the possibility of a heart
attack. The reaction of the environment and EMR (Emergency Medical
Responders) arrival in the case of a heart attack is simulated.

3.2 Concept Map of the Simulation

The problem of model identification is highly complex and only slightly structured
task. During numerous interviews with experts, many more or less significant and
sometimes even contradicting opinions have been proved. To be able to devise any
functional and relevant model, some method of generalization of the initial ideas
and knowledge should be applied. One well-developed approach, based on the
specific domain conceptualization, can be supported by the use of several concept
mapping tools.

Concept mapping was introduced in 1972 to meet the ability of people to acquire
science concepts [18]. Underlying the research program and the development of the
concept mapping tool was an explicit cognitive psychology of learning and an
explicit constructivist epistemology. In 1987, collaboration began between Novak
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and Caas and others at the Florida Institute for Human and Machine Cognition, then
part of the University of West Florida. Extending the use of concept mapping to
other applications such as the integration of concept mapping with the World Wide
Web (WWW) led towards the development of software that enhanced the potential
of concept mapping, evolving into the current version of CmapTools now used
worldwide in schools, universities, corporations, and governmental and
non-governmental agencies [19].

The development of new products, services or processes involves the creation,
re-creation and integration of conceptual models from the related scientific and
technical domains [20]. Simplified conceptual model of interactions between the
inhabitants and their environment, together with the structure of the environment is
shown at Fig. 1.

3.3 Model Prerequisites

Residents live in a house equipped with ambient intelligent features. There are five
types of systems. First and second are more complex systems. Last three are basic
systems. New simple and complex systems will be added during extension of this
simulation.

Each of the following systems can be switched on or off before each simulation
run and subsequent impact on the residents’ life can be tested. Systems are inde-
pendent to each other.

1. Health emergency recognition system (HERS)
2. Smart heating system
3. Medicine reminder
4. Time to sleep reminder
5. Intelligent fridge

3.3.1 Health Emergency Recognition System

Health emergency recognition system (HERS) simulates a complex system com-
posed of many sensors, which can recognize a critical situation—a person needs an
urgent medical assistance. In such case, an EMR is called immediately. HERS is
based on Watch Dog [4] and Hausy projects [21]. The Watch Dog is a mobile
application for detection of life-threatening situations which is currently under
development. Research is focused on a connection with the HAUSY (Home
AUtomation SYstem). HAUSY is a system for a complex management of an
intelligent house. The current implementation in the AnyLogic does not simulate
each sensor of the HAUSY and Watch Dog separately. However the model sim-
ulates the behavior of such a system as a whole, and it is called HERS—Health
emergency recognition system.
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3.3.2 Smart Heating System

Smart heating system is a system based on temperature sensors located within the
environment and actuators with the ability to close the windows. The temperature is
set due to the preferences of the residents if are at home. During a day, when
residents are at work, the temperature is lowered. Before arrival of the residents, the

Fig. 1 Concept map of basic interactions within the simulation model
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temperature is set to a preferred level again. If residents forget to close windows and
leave the house, actuators can close the windows automatically.

3.3.3 Medicine Reminder

It is quite easy to forget to take a medicine or not to remember if a medicine has
been already taken today. The Medical reminder simulates a simple system for
reminding to take the medicine. More sophisticated systems for more serious sit-
uations when it is critical to take a medicine at the right time can communicate with
the home system, and contact selected persons via the internet or SMS if medicine
has not been taken.

3.3.4 Time to Sleep Reminder

Second of simple systems is Time to sleep reminder. The system reminds resident
about time to go to bed every half an hour after the preferred time when a person
should go to sleep.

3.3.5 Intelligent Fridge

Intelligent fridge enables to notify about an ending expiration date of the groceries.
There is only a minimal probability of fall sick from the expired food if this system
is activated in the simulation.

3.4 Residents

Residents are modeled as autonomous agents. Each resident has its attributes, needs
and day cycle. Needs such as hunger gradually rise and if any of the needs is on a
high level, residents do actions to fulfill it.

3.4.1 Residents’ Needs

There are basic needs: hunger, toilet, cleanness, energy and free time in this model.
Important is also current health status of the residents. If health status is under set
level (90 %) there is a bigger probability that resident becomes ill. During the
illness, the energy drops faster and the resident does not go to work.
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3.4.2 Residents Day Cycle

Residents get up in the morning, do the hygiene and make a breakfast. Then they
drive or go to a work. The temperature inside the house is automatically set to a
lower values. After return from the work residents do free time activities such as
reading a book, going outside for a walk or watching TV. If a residents’ energy is
low, they can also take a nap. After a dinner, residents can go to sleep or continue to
do some free-time activities based on their energy. During weekends residents can
do free time activities or make a whole day travels.

3.5 Simulation Results

In the Table 1 are results from the 15 repetitions of the model run simulating
30 years. Small family house with two inhabitants has been created and all sensors
systems described in Sect. 3.3 has been added. Layout of the house can be seen on
Fig. 2. Two residents with age starting at 40 and normal day cycle live in the
simulated house. Desired temperature inside the house is 21 °C respectively 18.5 °C
if residents are not at home. If a health level is below 70 %, resident stays at home
and cures. Probability of getting sick increases when the health level is under 90 %
Factors such as eating of the spoiled food or low temperature affects residents’
health status.

In the simulations with all intelligent features activated, there were significant
savings on the heating costs. Concurrently, a number of spoiled food dropped to
zero and average value of residents’ health was higher because of positive effect of
smart systems. System eliminated (1) low temperatures inside the house caused by
unwillingly opened windows, (2) eating spoiled food (3) reminded residents to use
pills and (4) in some cases prevented from going late to sleep. Due to the higher
health level, the number of sick days also decreased significantly.

3.5.1 Simulation of HERS System

After a serious heart attack occurrence, a medical treatment has to be provided
within 20 min [22]. Without the system HERS there is a small probability that
resident will be able to call an EMR himself. A roommate has to notice this critical

Table 1 One year average for period of 30 years

Parameter All features OFF All features ON Difference Difference %

Health 96.33 % 98.52 % 2.19 % 2.27

Heating costs 6580 4921 −1659 −25.21

Sick days 53.2 29.7 −23.5 −44.17

Spoiled food 29.6 0 −29.6 −100.00
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situation and call an EMR. HERS should be able to recognize automatically critical
situation—fall of a person and notify roommate, relatives or EMR. In the Table 2, it
can be seen a number of deaths after the heart attack with and without the system
HERS activated. There are two types of heart attacks. Inevitable death means that
death comes immediately after the heart attack. Preventable means that resident had
chance to be rescued.

4 Conclusion

The tool programmed in AnyLogic for creation and simulation of an intelligent
environment had been introduced. Substantial costs can be saved by modeling
intelligent environment before its realization. Different house layouts and various
sensors can be tested. AnyLogic brings the possibility to add algorithms created in
the Java and test different setups of control systems. Residents are modeled as
autonomous agents with individual needs and behavior. Many scenarios of different
situations can be tested. As an example of a simulation, a house with intelligent
systems focused on residents with serious health issues was created and positive
impact of the systems on the residents’ health status was shown.

Fig. 2 3D view of the simulated environment

Table 2 Count of death
occurrence, AmI features ON
(sum of 15 simulation runs)

HERS OFF HERS ON

Heart attacks 8 5

Inevitable death 4 2

Preventable death 3 0
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New emerging technologies can be tested using the proposed model. It is also
possible to test technologies which are still under development, without technical
barriers. Results from the simulation runs then can substantiate further adjustments
of physical prototypes, which are part of the simulation. Finally, new technological
solutions can be inspired by the results of the simulated scenarios.
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Design of Mixed Bow-Tie and Ice-Cream
Cone Antenna at 120 GHz for Millimeter
Wave Application

M.A. Othman, S. Ruthrabathi, M.Z.A. Abd Aziz, H.A. Sulaiman,
A.N. Che Pee, M.F.I. Othman and M.R. Kamaruddin

Abstract In this paper, an analysis was done by combining two separate antenna
design into one which is the Bow-Tie design and the Ice-Cream cone design. This
antenna was designed to operate at 120 GHz for millimetre wave application via
CST Microwave Studio Simulation Software. An investigation was done on
the antenna return loss and radiation efficiency to the new combined design. This
antenna was designed on an Alumina substrate with a dielectric constant 8.8. The
proposed antenna shows improvement in the radiation efficiency and the ability to
operate at high frequency. Results of the simulation and the antenna design are
presented as well.
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Keywords Bow-Tie � Ice-Cream cone �Millimeter wave � Return loss � Radiation
efficiency

1 Introduction

In recent years, many types of antenna are designed for millimeter wave applica-
tions due to its precision and capability to operate at higher frequencies. Millimeter
wave basically linked to the Extremely High Frequency (EHF) radio spectrum in
the range of 30–300 GHz with wavelength between one and ten millimeters [1].
The propagation characteristics of millimetre waves through the atmosphere are
usually depends on atmospheric oxygen [2], humidity [3], fog [4], and rain [5]. Due
to its characteristics as a millimetre wave and high frequency, the antenna archi-
tecture will be very small. The types of material used as a substrate and conductor
as well as the dielectric characteristics plays an important role in order to determine
its performance efficiency [6].

The Bow-tie patch design is based on the design of the triangular micro strip
antenna which is the combination of two triangular patches which are mirrored
perpendicular. While the design of the Ice-cream cone structure resembles a scoop
of ice-cream on a wafer cone [7, 8]. It can be a combination of a triangle and a
semicircle, or combination of a rectangle and semicircle [9, 10] . These designs
have become an attraction in the present day communication field due to their
compact nature. Nowadays the demand for compact wireless communication
devices has increased rapidly. This creates an impact to the researches to investigate
more on these designs for various applications.

2 Antenna Design and Architecture

The antenna was design on an alumina substrate with the thickness of 0.127 mm
and the dielectric constant of 8.8. The dimension of the antenna is
1.6 mm × 1.2 mm. The main structure of the proposed antenna comprises of two
main sections which is the Bow-tie structure and the Ice-cream cone structure.
These structures are combined and were fed by referring to the 50 ohm charac-
teristic impedance. This conductor structure was designed using gold as the material
as well as for the grounding. This antenna was designed to operate at the frequency
of 120 GHz. Figure 1 shows the geometrical configuration of the proposed antenna.

The parameters for the antenna design which is the side length of the bow-tie a,
length of the feeder (L1, L2), width of the feeder (W1, W2), are calculated by using
the following formulas, and other parameters are determined by using parametric
study [2, 3].
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Side length:

a ¼ 2c
2fr

ffiffiffiffi
er

p ð1Þ

Efficient value of side length:

aeff ¼ aþ h
ffiffiffiffi
er

p ð2Þ

Efficient dielectric constant:

eeff ¼ er þ 1
2

þ er � 1

4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 12h
a

q ð3Þ

Wavelength of the antenna:

kg ¼ k0
ffiffiffiffiffiffiffi
eeff

p ð4Þ

The CST Microwave Studio software displays the view of the designed antenna
for the millimetre wave application as shown in Fig. 2, as it also reflects the
perspective view of the antenna design and the dimension of the substrate.

Fig. 1 Geometrical
configuration of the antenna
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3 Simulated Result and Discussion

The proposed mixed Bow-tie and Ice-cream cone antenna design are simulated and
the performance was tested accordingly. The antenna functionality and the effi-
ciency was analysed and observed in the return loss S-parameter graph and the
radiation pattern. After certain changes in the parameter of the antenna had been
made, the optimized values of these parameters were obtained. Figure 3 presents the
return loss graph of the proposed antenna.

From the S-parameter graph, we can observe that the antenna resonates at 121.1
and 137.27 GHz. The return loss for the both resonant frequency are −46.158 and

Fig. 2 Perspective view of
the proposed antenna

Fig. 3 Return loss of the proposed antenna
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−33.238 dB respectively. The designed antenna resonates at two frequency points
thus making it suitable for dual band applications (Fig. 4).

Figure 5 presents the far-field plot of the antenna. From the simulated result, we
can clearly see the high radiation intensity part of the antenna. The red coloured
contour from the simulation describes the region of powerful radiation. The gain
obtained for this proposed design was 6.118 dB, while the radiation efficiency and
the total efficiency are −1.600 and −1.687 dB respectively. This design shows a
stable result in terms of gain and radiation efficiency (Figs. 6, 7 and 8).

Fig. 4 Return loss marking of the proposed antenna

Fig. 5 Simulated radiation pattern in 3D
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Table 1 shows the performance evaluation of the proposed antenna design. From
the simulation, we can see the antenna has a centre frequency at 129.185 GHz. The
directivity of the antenna is 7.72 dBi with a main lobe direction of 51.0 deg and side
lobe level at −3.8 dB. This antenna shows a satisfying result with an acceptable
radiation efficiency and gain. This antenna can be analysed further in future by
using different types of material for the substrate and the radiating patch on how
these materials affect the radiation pattern. Array type of this antenna can be also
studied for further development.

Fig. 6 Simulated farfield in 2D

Fig. 7 Simulated farfield in polar
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4 Conclusion

An analysis on a mixed bow-tie and ice-cream cone antenna for millimetre wave
application was presented in this paper. The proposed antenna was designed and
successfully simulated via CST Microwave Studio Software and the results shows
that this design can be used for millimetre wave application and satisfies the radi-
ating requirements with a gain of 6.118 dB and a radiation efficiency of −1.6 dB.
This antenna design can also be used for dual band application due its two resonant
frequencies with a bandwidth of 5.9283 GHz for the first resonant frequency and
5.1716 GHz for the second resonant frequency. The return loss of −46.158 and
−33.238 dB achieved also validates the maximum power is transferred to the load.
This proposed antenna design will be fabricated in the near future for further
analysis.
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Fig. 8 Simulated directivity in polar

Table 1 Performance
evaluation of the proposed
design

No. Parameters Proposed design

1 Centre frequency 129.185 GHz

2 Gain 6.118 dB

3 Directivity 7.72 dBi

4 Return loss −46.158/−33.238 dB

5 Radiation efficiency −1.600 dB
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Possibility of Hybrid Multilayered
Perceptron Neural Network Realisation
on FPGA and Its Challenges

Lee Yee Ann, Phaklen Ehkan and M.Y. Mashor

Abstract This paper reviewed the artificial neural network (ANN), a type of ANN
called Hybrid Multilayered Perceptron (HMLP) and existing implementation of
ANN on FPGA hardware. The structure of ANN and HMLP is discussed thor-
oughly. Past works involving HMLP had been reviewed and the HMLP had shown
promising improvement over classic MLP. FPGA had seen increasing use for
implementing various ANN, however ANN implementations on FPGA had
encountered many challenges as discussed in this paper. After the review, it was
found that, currently, no implementation of HMLP on FPGA was ever reported.
Therefore a novel approach to implement the HMLP directly on FPGA is proposed
at the end of the paper. The performance of the proposed FPGA-HMLP is expected
to be better due to the characteristic similarity of ANN and FPGA.
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1 Introduction

Researchers had been trying to imitate the functionalities of human brain for some
time. A major breakthrough in this field of research was when, in 1943, McCulloch
and Pitts introduced the idea for artificial neuron that model the function of bio-
logical neuron cell, which laid the foundation of future ANN researches [1–3].
Currently, there are many kinds of ANN being researched, including HMLP [4].
Researches had also been expended to implement the ANN directly on hardware.
Early efforts on this may not been very successful, mostly due to the reasons that
most early implementations are ASIC-based which are not competitive enough for
large-scale adoption, and performance of FPGA technology at the time are not very
capable for ANN implementations [5]. Subsequent improvements in FPGA tech-
nology later showed that it can be a viable alternative for hardware implementation
of ANN.

2 Artificial Neural Network

Basic interpretation of ANN can be referred to as a network of interconnected
artificial neurons, which are simple processing units or nodes [1]. The ANN’s
processing capability lies on the inter-node connection strength or weight which can
be adjusted by allowing the ANN to learn from training data sets [1, 5]. The ANN
was introduced with the vision to mimic the operations performed by the biological
nervous system and its learning capabilities. The ANN, with its ability to learn,
adapt and generalise [6], had shown its capability of successfully solving problems
of which conventional processing methods are unable to solve efficiently, such as
pattern recognition, classification, function approximation, forecasting, and control
[7, 8].

The artificial neurons or nodes in ANN were modelled from a biological neuron
cell. These artificial neurons are the basic processing unit of the ANN. The inputs of
artificial neuron are similar to the dendrites of biological neuron, the central pro-
cessing node is the approximation of the soma, and the output correspond the axon.
The weights associated to each input represent the properties exhibited by the
synapses that bridge the axon of a neuron cell to the dendrites of next connecting
neuron cell [1, 8, 9]. The organisation of these artificial neuron nodes into a network
makes the ANN a massively parallel processing system [10]. Each artificial neurons
in an ANN typically perform a same function, whereby it calculates the weighted
sum of its inputs which are then transformed into the output through the activation
function. The commonly used activation functions include linear function, thresh-
old function, sigmoid function, and Gaussian function [5, 8].

The ability to learn is fundamental to ANN, which is also an interesting char-
acteristic of ANN. This provides the ANN with the capability to adapt and optimise
itself accordingly depending on changes to its inputs [11]. The process of learning
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for ANN can be viewed as the process of adjusting synaptic weights or the strengths
of all connections between every artificial neurons in an ANN [5, 8]. The values of
these weights are adjusted repeatedly until gradually the weights of the ANN
reached the optimal value for the specified application. The adjustment to these
weights is done according to the steps laid-out by specific learning algorithms. The
example of popular learning algorithms are back propagation,
Levenberg-Marquardt, Recursive Least Square, Recursive Prediction Error, and
including any modification done to any of the aforementioned algorithms [12].
Through this learning process, ANN is trained to eventually attain their operational
characteristic. Training or learning process may be done in supervised manner
where the ANN will be provided with training data sets which specified the desired
output for a given input data and the ANN will adjust the weights of its internal
connections accordingly to achieve the desired outcome [2, 5] or in unsupervised
manner where output data or any information of how to process the input data is not
provided and the ANN had to organise itself to classify the input data into clusters
of similar pattern [5, 10]. Learning for ANN can be done either online or offline.
Offline training is when the ANN is trained on separate location, usually by using a
PC or simulator, and the resulting structure and connection weights of the ANN is
hard-coded into the ANN for final application, whereas online learning is when the
ANN is designed to be able to adjust its connection weights while being deployed
for its intended application.

There are many types of ANN, differentiated by the organisation of the nodes in
the network and how the nodes are connected to one another, the activation function
implemented in the nodes, or the learning algorithms used to train each ANN.
Several ANN types are multilayered perceptron (MLP), radial basis function neural
network (RBF), Kohonen’s self-organising maps neural network (SOM),
Hopfield’s neural network, Adaptive resonance theory neural network (ART),
Probabilistic neural network (PNN), Recurrent neural network (RNN) and HMLP
[1, 2, 8, 10].

3 Hybrid Multilayered Perceptron Neural Network

The HMLP is the focus in this paper. It was proposed to improve the performance
of MLP [4]. Being the most widely used ANN, the MLP had been modified in
various ways to fit it into different range of application. It was noted that classic
MLP is a non-linear model, thus a linear system had to be approximated into the
non-linear MLP model; nevertheless, modelling a linear system using a linear
model is the best approach. A solution to this issue is to improvise the MLP by
introducing additional weighted links that connect the input layer directly to the
output layer as represented by the dotted lines in Fig. 1. This extra weighted links
allows the formation of linear system in parallel with the non-linear MLP topology,
thus the name hybrid multilayered perceptron. At the same time, modified recursive
prediction error (MRPE) algorithm was introduced to train the HMLP [4].

Possibility of Hybrid Multilayered Perceptron Neural Network … 1053



The output of the k-th neuron, yk, in the output layer for HMLP network with one
hidden layer can be expressed as

ŷkðtÞ ¼
Xnh

j¼1

w2
jkF

Xni

i¼1

w1
ijv

0
i ðtÞþ b1j

 !
þ
Xni

i¼0

w‘
ikv

0
i ðtÞ; for 1� k�m: ð1Þ

where wjk
2 and wij

1 denote the weights of the connections from hidden to output layer
and the weights that connect the input to the hidden layer respectively; vi

0 and bj
1

denote the inputs that are supplied to the input layer and thresholds in hidden nodes
respectively; ni, nh and m are the number of input nodes, hidden nodes and output
node respectively. F(·) is the activation function which is normally chosen as
sigmoidal function. Notice that, the superscripts indicate the number of layer, for
instance vi

0, wij
1 and wjk

2 denote the inputs at 0-th layer (or input layer), weights in
first layer (or hidden layer) and weights in the second layer (or output layer)
respectively.

The first term on the right-hand side of (1) is similar to the MLP network, of
which the HMLP is based on. The second term on the right-hand side of (1)
represent the HMLP’s extra connections between the input and output layer. wik

l

denotes the weights of the extra connections between input and output layer.
The weights wjk

2 , wij
1, wik

l and threshold bj
1 are unknown and should be selected to

minimise the prediction error defined as

ekðtÞ ¼ ykðtÞ � ŷkðtÞ: ð2Þ

where yk(t) and ŷk(t) are the expected and network outputs respectively.

Fig. 1 Hybrid multilayered
perceptron network
(Reproduced from [13])
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3.1 Implementations and Applications of HMLP

To observe and investigate the behaviour and operation of ANN, it needs to be
implemented for certain applications. Since its introduction, the HMLP had been
implemented for various application such as pattern recognition, classification, and
control. It had been employed on fields such as classification of several heart
disorders based on ECG input data [13–16], classification of cervical cells [17–19]
and breast cells [20, 21] to aid cervical and breast cancer diagnosis, detection of
Tuberculosis (TB) Bacilli [11, 22], car speed forecasting [23], fault diagnosis of
power system transformer [24], classification of the shape of aggregate [25–27],
and satellite attitude controller [28, 29].

Over the years, the HMLP itself had been modified and enhanced by incorpo-
rating new or different training algorithms and modifying the structure or topology
of the original HMLP. These modifications were done to improve the performance
of the HMLP for specific applications such as faster training, better classification
and recognition. In [11] and [22], the HMLP used to detect the TB Bacilli in tissue
slide images stained using Ziehl-Neelsen method was enhanced by integrating the
Extreme Learning Machine training algorithm which resulted in shorter learning
duration. Al-Batah et al. [30] proposed a new learning algorithm, the Modified
Recursive Least Square (MRLS), for HMLP which is based on Recursive Least
Square (RLS) algorithm for MLP. This MRLS for HMLP was tested and compared
to HMLP trained with MRPE and MLP trained with RLS using six benchmark
datasets. The outcome of the comparison revealed that HMLP-MRLS outperform
both HMLP-MRPE and MLP-RLS in term of accuracy, rate of convergence and
mean square error (MSE).

Hashim et al. [12] proposed the Multi-Classify HMLP (MCHMLP) for pattern
recognition application. MCHMLP was formed by cascading 2 HMLPs into 2 stages
where the outputs of the first HMLP stage become the inputs to the second HMLP
stage, effectively repeating the classification on the second stage. The outcome
revealed that MCHMLP performed better than conventional HMLP while the extra
overhead of extra nodes and longer training time is not significant to overall system
performance. Another modification to the HMLP, the Clustered-HMLP network and
Clustered-MRPE training algorithm was proposed by Mat Isa and Mamat [31]. The
performance of this modified HMLP with addition of a cluster layer between the
input layer and hidden layer was tested using seven benchmark datasets and the
result showed that Clustered-HMLP produce significant improvement compared to
HMLP.

4 ANN Implementations on FPGA

In recent times, the ANN had been seen more implementations on hardware,
specifically the FPGA. Much can be gained by implement the ANN directly on
hardware, especially to exploit the inherent parallelism nature of the ANN [7, 32–34].
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Still, majority of ANN implementations nowadays are software-based which run on
top of a sequential machine or PCs [5]. Some researchers had used the termsHardware
Neural Network (HNN) [35, 36] or Neuron Machine [37] to refer ANN implemen-
tation on hardware, and Field Programmable Neural Array (FPNA) [5, 38] to refer the
concept of ANN implementations of artificial neurons with reconfigurable inter-
connections much like the concept of FPGAs’ logic blocks and reconfigurable
interconnections. Depending on the application, hardware implementation of ANN is
preferable for real-time application that require high processing power [36]; inversely,
for certain tasks that do not require real-time computation or intensive processing,
software implementation is still appropriate [39].

An FPGA is a type of semiconductor device that was designed to be able pro-
grammed, configured, reprogrammed and reconfigured by the user even after man-
ufactured. FPGA contains programmable logic components called logic blocks and
reconfigurable interconnections that connect the logic blocks together [36]. These
logic blocks and its interconnections can be configured to function as simple gates or
as complex combinational circuits. The advantages of FPGA includes the ability to
be reprogrammed and reconfigured. Thus, the use of FPGA will significantly reduce
the risk of designing unusable system, offering software-like flexibility and allows
different designs to be evaluated in a short time [35]. This advantages make the
FPGA very suitable for research and prototyping purposes before the design is
submitted for fabrication on ASICs. However, the FPGA is relatively much slower
than other hard-wired devices and the circuit density of FPGA is comparatively
lower that hinders implementation of large systems [35]. Prior to programming the
FPGA, the system to be implemented had to be fully described either through
schematic capture or by hardware description languages such as VHDL or Verilog.

Interest in the use of FPGA to implement ANN has been increasing over year.
The FPGA had been the platform of choice for hardware implementation of ANN for
researchers, each using their own design model. RBF networks with online learning
had been implemented on Altera Cyclone II FPGA [6] and Xilinx Virtex 6 FPGA
[40]. A feed forward ANN for pattern recognition with network training and testing
done offline on PC was described using VHDL for Xilinx Zynq-7000 FPGA [41].
SOM had been coded in VHDL for FPGA implementation [42]. Other types of ANN
like Spiking NN, Cellular NN, Stochastic NN, Recurrent NN, Pulse Stream NN, and
Associative Memory NN to name a few, had too seen FPGA implementations [33].
On the other hand, other researchers focus on specific aspect of ANN implemen-
tation as in the FPGA hardware approximation and implementation of various
activation functions [43–45], and implementation of learning algorithms like particle
swarm optimisation [46] and extreme learning machine [47].

4.1 Challenges for FPGA Implementation

Most of the researches mentioned previously had discussed some of the consid-
eration for implementing their ANN design on FPGA. A major consideration is the
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limited resources available on the FPGA device, for example, the number of logic
elements, resulting in the possibility for the size of the ANN to be implemented
being too large that the FPGA is unable to implement [41]. ANN nodes’ processing
involve heavy use of multiplication and addition due to the large number of
inter-node connection in the network, and non-linear activation functions [36, 48].
Direct implementation of multipliers and activation function consume a lot of
FPGA resources [49]. Another important aspect to be considered is the data format
to be used for the input value, weight value, and activation function calculation as
this will affect the precision and overall accuracy of the ANN [50]. ANNs operate
with real numbers, floating point data format which offers good precision is pre-
ferred but requires more FPGA resources [40]. A compromise had to be made to
find right balance between precision and FPGA resource usage. Some quick fixes
for these issues are to use fixed point data format instead of floating point at the
expense of sacrificing the accuracy [39], to use lookup table (LUT) [51] or LUT
with interpolation scheme [43] for multiplication and activation function calcula-
tion, and to approximate the activation function through piecewise linear approx-
imation [49], or non-linear approximation [45].

5 Discussion

Through extensive review, software implementations of HMLP are found to be
very prevalent. However, hardware implementation of the HMLP is very limited in
number. The HMLP had been implemented on 8051 microcontroller in [18], but
implementation on FPGA is not available at the moment. Therefore a novel
approach to implement the HMLP on FPGA hardware is proposed.

The FPGA architecture of this proposed HMLP implementation will be
described using VHDL and the overall system block diagram for this implemen-
tation is as in Fig. 2. Research had been ongoing to determine the suitable number
of nodes in HMLP and the suitable learning algorithm to be implemented on the
FPGA for initial application of classic XOR classification. Once the XOR classi-
fication application prove to be successful, the FPGA-HMLP will be applied for
other application to compare the performance of this FPGA-HMLP with other
existing researches.

Taking into consideration of the limited resources available on the FPGA, the
HMLP might had a head start due to the extra links in HMLP that can reduce the
number of the hidden nodes compared to MLP [4]. Furthermore, constant
improvement of FPGA had gradually increased the capacity of FPGA, increasing
the possibility of implementing a large, high precision, fully parallel ANN, with
online learning, on a single FPGA device [52].
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6 Conclusion

In this paper, several past researches relating to HMLP had been reviewed, and their
implementations and applications had been discussed. The challenges faced by
previous works in FPGA implementation of ANNs should be taken into consid-
eration. This proposed FPGA-based implementation of HMLP is expected to per-
form significantly better due to the characteristic similarity of ANN and FPGA.
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Abstract This paper presents some preliminary observations of assessments
regarding the precipitation intensity conversion methods from 60- to 1-min inte-
gration time. There are two conversion methods were identified and used for this
findings; Rice-Holmberg and Khairolanuar et al. conversion methods. Different
type of precipitation were analyzed and implemented in analytical method of
Rice-Holmberg and characteristics of rainfall rate distributions were evaluated from
the empirical method of Khairolanuar et al. Rainfall intensity data were acquired
from Malaysia Meteorological Department (MMD). The rainfall rate data consist of
twelve consecutive months from January to December 2009. The evaluations for
the acquired data were carried out to produce annual rainfall rate cumulative dis-
tribution and as well as its cumulative distribution at 1-min integration time uti-
lizing the aforementioned conversion methods. The comparisons of the
performance of these two methods were also examined. Based on the evaluation, it
can be observed that Rice-Holmberg and Khairolanuar et al. produced percentage
errors around 19 % as compared to ITU-R P.837 at 0.01 % of time exceedance.
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1 Introduction

Distribution of precipitation intensity is inhomogeneous in space and time. Rainfall
rate or rainfall intensity is defined as “a measure of the intensity of rainfall
expressed by the increase in the height of water reaching the ground per unit time”
[1]. It is universally conveyed in millimeter per hour and denoted as mm/hr. There
are several equipments being used to obtain rainfall intensity measurements and
depend on their locations. Some studies had been steered to compare the evaluation
of rainfall rates logged using different type of precipitation measuring devices.
Previous studies had indicated that different types of these equipments that are
co-located at the location of interest would produce different rainfall rates [2].

It is well known that radio wave propagation of satellite links encounters severe
attenuation at 10 GHz and above in rainy condition. It becomes a major concern for
communication system engineers especially for locations in tropical region. Rain
attenuation occurs due to the absorption and scattering of energy by raindrops that
degrade the reliability and performance of the communication link. Prediction of
rain attenuation for estimation of unavailable time percentage of the communication
link above 10 GHz requires precise information and characteristics about rain rate
distribution at the location of interest. The accurate knowledge of rainfall rate
statistics is used as input for attenuation prediction method that evaluates the sta-
tistical behavior of the attenuation caused by rain.

Therefore, the International Telecommunication Union (ITU) recommends a
standard that uses rain rate cumulative distribution functions CDFs with 1-min
integration time for derivation of attenuation CDFs. The 1-min integration time was
selected as a compromise between experimental accuracy and the amount of
available rainfall data. Furthermore, it has been confirmed in literature that 1-min
integration time interval promises a good level of precision in regenerating the time
inconsistency of attenuation [3, 4]. However, 1-min integration time is not the
standard time interval that is utilized in meteorological applications because of no
significance of rapid changes of precipitation intensity. They most preferable in
average quantities i.e. hourly, daily, monthly, or yearly accumulated rain. Thus,
most of the data acquired from meteorological departments have longer integration
time.

The non-availability of such integration time of rainfall rate data had motivated
researchers to develop procedures that focusing on achieving CDFs of rainfall rate
with 1-min time resolution from CDFs of rainfall rate of longer integration time or
from the information of general local meteorological conditions. There are various
prediction methods proposed by researchers and can be classified into three dif-
ferent sets, namely meteorology, analytical, and empirical based methods.

Meteorology based methods utilizes general climatic information as input (i.e.
average monthly or yearly rainfall rate, number of rainy days per year, peak annual
rain rate, etc.) such as proposed by Dutton et al. [5], ITU-R [6], Rice and Holmberg
[7], and Crane [8] methods. On the other hand, analytical methods assumed that by
changing the integration time resolution would not affect the analytical form of
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CDFs of rainfall intensity. Different integration time has different CDFs due to the
different parameters of CDFs equation. These methods give the prediction behavior
of the parameters of the distribution change according to the integration time as
proposed by Moupfouma and Martin [9], Karasawa and Matsudo [10]. Finally,
empirical methods that are most widely proposed by researchers around the world.
These methods provide conversion factors between the known CDF and the one to
be estimated as a function of probability level. This type of method were utilized in
the proposed methods by Segal and Allnutt [11], Chebil and Rahman [12],
Burgueno et al. [13], Joo et al. [14], Watson et al. [15], Ismail et al. [16] etc.
Comparison analyses using empirical conversion methods of integration time can
be found in [17].

2 Conversion Methods from 60- to 1-Minute
Integration Time

In 1973, Rice and Holmberg developed a global surface rain rate model from
extensive long-term rain rate statistics from over 150 locations throughout the world
[7]. Rice-Holmberg model is also known as R-H model provides a statistical rainfall
rate distribution by assuming that the rain structure can be categorized into two
types, or modes. These modes or types are “thunderstorm rain” and “all other rain”.
Each mode is determined by exponential functions and the sum of these two modes
yields the total rainfall rate distribution. The percentage of an average year for
which the rain rate exceeds R mm/hr at a medium location is as follows [7]:

PðRÞ ¼ M 0:03be�0:03R þ 0:2ð1� bÞ e�0:258R þ 1:86e�1:63R� �� �
: ð1Þ

where M is the average annual rainfall accumulation (mm), M1 is annual accu-
mulation of thunderstorm rain (mm), β = M1/M thunderstorm ratio, and R is clock
minute rate (mm/hr).

The model provides global maps for β, M1, and M. However, directly measured
data can be used when available. Besides, R-H model has shown to produce very
good agreement with directly measured long-term rain rate data for locations in the
United States.

In 1994, a recommendation ITU-R P.837 had been proposed as a reference on
evaluation of the characteristics of precipitation for propagation modeling. It sug-
gests a global map with different climatic zones to represent general characteristics
of the rainfall rate at the location of interest. Further development and improvement
had been performed in order to produce a reliable conversion method for ITU-R. In
2009, a new-revised method proposed by Capsoni and Luini that exploits EXCELL
Rainfall Statistics Conversion (EXCELL RSC) model [18]. It has the capability of
facilitating users to generate statistics known as P(R) of the local rainfall intensity,
R (mm/hr) at 1-min integration time [18]. Their proposed method provides options
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for users to input either from local measurements statistic of rainfall intensity at
integration times up to 60 min or from the global digital maps of rainfall parameters
derived from numerical weather prediction data. The statistics of compilation data
using locally measured rainfall intensity and integrated conversion model are pre-
dicted to provide the best approximation.

New empirical conversion method proposed by Khairolanuar et al. [19]. This
empirical conversion method utilizes polynomial relationship using rainfall inten-
sity data acquired in Malaysia [19]. Optical rain gauge was used for data collection
for the duration of almost two years period. The estimation of 1-minute integration
time of rainfall intensity statistics is summarized as follows [19]:

R1ðPÞ ¼ aRsðPÞ4 þ bRsðPÞ3 þ cRsðPÞ2 þ dRsðPÞþ e: ð2Þ

where Rτ(P) is the input of rainfall intensity data for τ integration time and a, b, c, d,
and e are the empirical constants [19].

3 System Set-up for Data Collection and Measurements

The ground truth measurement data were collected from the Malaysia
Meteorological Department (MMD) rain gauge station located at station Kuala
Lumpur International Airport (KLIA) with 2° 44′N and 101° 42′E, about 5 km from
the airport and 16.3 m above mean sea level [20]. The location of this study was
selected at KLIA so that further analyses concerning the weather surroundings
airport can be carried out in the future works.

The rain gauge used by MMD to collect the measured rainfall values consists of
standard tipping bucket. The tipping bucket rain gauge follows the standard by
World Meteorological Organization (WMO). This tipping bucket collects rainfall
rate data every 60 min. The integration time for the collected data for the collected
data is 60 min [20].

The tipping bucket comprises of two components; funnel-shaped at the top
supported by a cylindrical-shaped at the bottom. This funnel has a water filter at the
end of the funnel opening. The water drops of rainfall land in the funnel of the
tipping bucket rain gauge. Water flowing into the funnel will be screened and will
be collected by two metal water collectors (tipping buckets). The raindrops is
poured into the cylinder when one of the collectors receives the raindrops of amount
0.2 mm and the next rain will then fall to the other metal collectors. This process is
repeated and this repetition process is connected to a computing system (counter)
that will count the number of times the rain that falls into the water collector metal.
The amount of rainfall rate is calculated based on multiplication of the number of
times the precipitation that falls on the metal rain collector with 0.2 mm of rain
droplets. Maximum rainfall amount that can be obtained is 200 mm/h. Table 1
summarized the specifications of the tipping bucket rain gauge operated by MMD
and Fig. 1 shows the tipping bucket that is located at KLIA [20].
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Figure 2 shows the overall system setup for the study that includes Terminal
Doppler Weather Radar that is located at Bukit Tampoi. However, this paper
presents only the study of the measured ground truth rainfall rate at the rain gauge
station KLIA not inclusive radar data. In addition, radar data consists the infor-
mation of rainfall rate that will be used for further analysis together with the rain
gauge measurement data to find the correction of radar reflectivity to rainfall rate
relationships.

Table 1 Specifications of tipping bucket rain gauge

Specifications

Location (Latitude, Longitude) KLIA, Sepang (2° 44′N and 101° 42′E)

Distance from KLIA ±5 km

Receiving collector 203 mm ± 0.2 mm

Accuracy ±1 % to 200 mm/h

Bucket capacity 0.2 mm

Dimensions 300 mm height, 230 mm body diameter, 280 mm base diameter

Physical 5.5 kg net weight

Fig. 1 MMD tipping bucket at KLIA
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4 Results and Discussions

The sampling time for the rainfall data acquired at KLIA is 60-min. The data were
measured in real-time quantities for rainfall rate and precipitation accumulation.
The measurements of this data were taken from January to December 2009 for
period of one year. The highest precipitation intensity value recorded within
one-year duration is 71.83 mm/h that occurred in March 2009.

The acquired rainfall data were analyzed in order to obtain its annual cumulative
distribution function (CDF). The annual CDF of rainfall rate at KLIA is obtained
from the accumulation of monthly CDFs. Figure 3 shows the annual CDF of rainfall
data at KLIA for 2009. The figure illustrates that KLIA had experienced rainfall
intensity of approximately 54.4 mm/h at 0.01 % time exceedance that is equivalent
to 9 h of the year.

The acquired data were then further analyzed by characterizing the rainfall
intensity types into stratiform and convective. These two different types of rainfall
rate are important in order to implement the Rice-Holmberg’s conversion method.
The R-H method utilizes the use of two types of rain modes, M1(mm) and M2(mm)
that represents the thunderstorm rain and all other rain respectively. Total of these
two modes gives the average annual rainfall accumulation, M(mm). The ratio of
thunderstorm rain to the average annual rainfall accumulation gives the thunder-
storm ratio, β. From the collected data, it was found that the average annual rainfall

Fig. 2 Overall system set-up for data collection and measurements

1068 N.H.M. Sobli et al.



M is 2115.6 mm, thunderstorm rain M1 is 261.4 mm, and thunderstorm ratio β is
0.123583. Then Eq. 1 was used to convert from 60-min integration time to 1-min
equivalent integration time of the collected data. Khairolanuar et al. method as
described in [19] was used to obtain the equivalent 1-min integration time by using
Eq. 2.

Figure 4 depicts the comparison of R-H and Khairolanuar et al. for the collected
rainfall data at KLIA. From the figure, it can be deduced that rain intensity value at
0.01 % time exceedance generated by R-H conversion method is 73.0 mm/h and
Khairolanuar et al. conversion method is 74.14 mm/h. Table 2 shows summary of
rainfall intensity values at 0.01 % time exceedance for the aforementioned con-
verted statistics. The values of rainfall precipitation were chosen at 0.01 % time of
exceedance, R0.01 because of its reliability for rainfall attenuation prediction as had
been used widely in the literature.

Further investigation of the assessments of each method applicability were
carried out by determining the root mean square error (RMSE) and the percentage
error of rainfall intensity value at 0.01 % of time exceedance. The relevant RMSE
for these preliminary findings is defined as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
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Fig. 3 Annual CDF of rainfall rate at KLIA
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where n is the number of data, ECD is the empirical conversion data and ITUD is
the ITU-R data.

Table 3 summarizes the RMSE and percentage difference values at 0.01 % of
time exceedance for Rice-Holmberg, ITU-R P.837-6, and Khairolanuar et al.
conversion methods of rainfall intensity as compared to ITU-R P.837-Map rainfall
intensity of 91.75 mm/h. The table shows that ITU-R P.837-6 physical has the
lowest RMSE and percentage difference with 10.958 and 1.068 % respectively.
According to the table, it also exhibits that Rice-Holmberg and Khairolanuar et al.
yield RMSE of 19.451 and 18.388 % respectively and their percentage difference of
20.341 and 19.193 % respectively.

Table 4 demonstrates the RMSE and percentage difference of the above con-
version methods as compared with ITU-R P.837 physical rainfall rate of
90.77 mm/h at 0.01 % of time exceedance. From the table, it can be deduced that
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Fig. 4 Comparison of Rice-Holmberg, ITU-R, and Khairolanuar et al. conversion for rainfall rate
at KLIA

Table 2 Rainfall intensity values at 0.01 % time exceedance (R0.01)

Rice-Holmberg ITU-R P.837-Map ITU-R P.837-6 Khairolanuar et al.

R0.01 (mm/h) 73.0 91.75 90.77 74.14
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ITU-R P.837 rain map gives the lowest RMSE and percentage difference values
with 10.958 and 1.080 % respectively. The table also reveals that RMSE and
percentage difference produced by Rice-Holmberg and Khairolanuar et al.’s had
slight difference with values of 13.657, 19.243, and 12.283 %, 18.321 %
respectively.

5 Conclusion and Future Works

The scope of this paper is to study the comparison of conversion methods from 60
to 1-min integration time of rainfall rate. The comparison was carried out by
selecting ITU-R P.837 proposed equivalent 1-min values at 0.01 % of time
exceedance as a benchmark because of its applicability to the local climates. It can
be concluded that RMSE and percentage difference values for Rice-Holmberg and
Khairolanuar et al. result in around 19 % as compared to ITU-R P.837 at 0.01 %
time exceedance are. The comparison of different conversion methods is useful in
the analysis of rain attenuation prediction methods due to the fact of the significance
of having 1-min integration time in such study. The results presented in this paper
are obtained from calculations of rainfall data collected at one location for the
duration of one year. More analyses need to be carried out using rainfall intensity
data from different locations in Malaysia. Therefore, current evaluations are carried
out using rainfall data at different locations with different year and the findings will
be disclosed in future works and analyses.
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Table 3 Root mean square error and percentage error at 0.01 % time exceedance as compared
with ITU-R P.837 rain map

Rice-Holmberg ITU-R P.837-6 Khairolanuar et al.

RMSE (%) 19.451 10.958 18.388

Percentage difference (%) 20.341 1.068 19.193

Table 4 Root mean square error and percentage error at 0.01 % time exceedance as compared
with ITU-R P.837-6 conversion method

Rice-Holmberg ITU-R P.837 Map Khairolanuar et al.

RMSE (%) 13.657 10.958 12.283

Percentage difference (%) 19.243 1.080 18.321
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Comparison of Conversion Methods
from 60- to 1-min Integration Time
for Rainfall in Malaysia
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Mimi Aminah Wan Nordin and Muhamad Haziq Khairolanuar

Abstract This paper presents some preliminary assessments of the precipitation
rate conversion methods from 60-min to 1-min integration time. The conversion
methods used in this study are Moupfouma and Khairolanuar et al., and ITU-R
P.837. Rainfall rate data of twelve-months duration from January to December
2009 were acquired from Malaysia Meteorological Department (MMD) and
exploited for the evaluation. The rainfall data were collected from MMD rain gauge
station located at Kuala Lumpur International Airport (KLIA). The investigations
comprise of producing annual rainfall rate cumulative distributions of the measured
data. The equivalent 1-min annual rainfall rate cumulative distributions using
conversion methods as mentioned above. Predicted values of annual 1-min
cumulative distribution established by ITU-R P.837 are used as references. The
equivalent 1-min equivalent cumulative distribution obtained from Moupfouma’s
and Khairolanuar et al.’s methods are then compared with that of ITU-R P.837 to
validate the applicability and efficiency of each method. According to the results, it
can be observed that Khairolanuar et al.’s method capable of generating equivalent
1-min rainfall values with smallest percentage difference as compared to ITU-R
P.837 at 0.01 % of time exceedance.
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1 Introduction

Rainfall or precipitation is very complex and the phenomenon that occurs naturally.
Many of its characteristics influence in various ways of different extents such as
hydrology, meteorology, water cycle of the earth, remote sensing, radio commu-
nication and propagation, etc. Rainfall is generally measured by instrument that is
called rain gauge. It provides the total height of water fallen during a given period
of time, such as daily, hourly, or minutely [1]. Hence, rainfall rate or rainfall
intensity is defined as ‘a measure of the intensity of rainfall expressed by the
increase in the height of water reaching the ground per unit time’ [2]. The infor-
mation of rainfall rate is considered important for climatologic or general meteo-
rological purposes. However, the time resolution offered by the rain gauge is still
insufficient enough when it comes to correlate rain with other fast changing phe-
nomena, such as radar-measured rainfall rate or rain-induced attenuation for
microwave telecommunication links.

The effect of attenuation due to rainfall is severe in the countries located in
tropical and equatorial regions for microwave system operating at frequency
10 GHz and above because of the average annual cumulative rainfall intensity in
tropical and equatorial region is high. Rain attenuation occurs due to the absorption
and scattering of energy by raindrops that degrade the reliability and performance of
the communication link. Therefore, precise information and characteristics of
rainfall rate distribution at the location of interest is vital for prediction of rain
attenuation and estimation of unavailable percentage of time at frequency 10 GHz
and above in communication link. Accurate knowledge of rainfall rate statistics is
used as input for attenuation prediction method that evaluates the attenuation’s
statistical behavior that caused by rain.

International Telecommunication Union (ITU) recommends the use of rain rate
cumulative distribution functions CDFs of 1-min integration time for derivation of
attenuation CDFs in order to overcome the problem of different integration time
interval [3]. 1-min integration time was selected as a compromise between exper-
imental accuracy and the amount of available rainfall data. However, the standard
time interval of 1-min integration time has not been utilized because of the sig-
nificance of rapid change of precipitation intensity is not a major concern in
meteorological applications. The most preferable rainfall rate is in average quan-
tities such as hourly, daily, monthly, or yearly accumulated rain. This is the reason
that most of the data acquired from meteorological departments have longer inte-
gration time. In addition, literatures also confirmed that lower integration time
interval assures a good level of accuracy in regenerating the time variability of
attenuation [4, 5].

For such purpose, researchers had came up with different proposed procedures
that focusing on obtaining rainfall rate CDFs with 1-min integration time resolution
from CDFs with longer integration time that was acquired from the general
knowledge of local meteorological surroundings. Various conversion methods had
been proposed in literature. These conversion methods can be generally classified
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into three categories. Firstly, meteorology based methods that utilize general cli-
matic information as input (i.e. average monthly or yearly rainfall rate, number of
rainy days per year, peak annual rain rate, etc.) such as proposed by Dutton et al.
[6], Rice and Holmberg [7], Crane [8], and ITU-R [9]. Secondly, analytical
methods assumed that the analytical form of rainfall intensity CDFs would not be
affected by changing the integration time. Different integration time has different
CDFs because the parameters of CDFs equation are different. These methods give
the prediction behavior of the distribution change’s parameters according to the
integration time as proposed by Moupfouma [10] and Karasawa [11]. Finally,
empirical methods that are most widely proposed by researchers around the world.
The empirical methods specify conversion factors to estimate new CDFs from the
known CDFs as a function of probability level. This type of method were utilized in
the methods proposed by [12–15]. Some of the empirical conversion methods had
been studied and compared with ITU-R values using local measurement data in
Malaysia [16].

2 Conversion Methods from 60- to 1-min Integration Time

In 1993, Moupfouma had derived a simple empirical model that offers a good
description of the global cumulative rainfall intensity distribution above 2 mm/hr,
for both high rainfall rates and low rainfall rates [10]. The method was derived
using data from USA, Canada, Europe, and India. It is useful for radio system
designers. The cumulative distribution of rainfall rate can be expressed as
follows [10]:

P R� rð Þ ¼ R0:01 þ 1
rþ 1

� �b

exp u R0:01 � rð Þ � log 104
� �� �

: ð1Þ

where r(mm/hr) represents the rainfall rate exceeded for a fraction P of the time.
Parameter b is approximated by the following analytical expression [10]:

b ¼ r � R0:01

R0:01

� �

log 1þ r
R0:01

� �

: ð2Þ

The parameter u in Eq. 1 governs the slope of rainfall rate cumulative distri-
butions and depends on the local climatic condition and geographical features. For
tropical localities, it is expressed as follows [10]:

u ¼ log 104ð Þ
R0:01

exp �k
r

R0:01

� �c� �

: ð3Þ
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where λ and γ are positive constants. Based on the measured 1-min rainfall rate
cumulative distribution at several locations in Malaysia, Singapore, and Indonesia,
it was found that the best values for the parameters λ and γ are as follows [10]:

k ¼ 0:707 and c ¼ 0:06 M\3000: ð4Þ

where M(mm) is the mean annual rainfall.
In 1994, a recommendation ITU-R P.837 had been proposed by ITU-R as a

reference on evaluation of the characteristics of precipitation for propagation
modeling. This recommendation suggests a global map with different climatic
zones to represent general characteristics of the rainfall rate at the location of
interest. The latest version of this recommendation is ITU-R P.837-6.

In 2009, Capsoni and Luini proposed a new-revised method that exploits
EXCELL Rainfall Statistics Conversion (EXCELL RSC) model [17]. The method
enables users to generate statistics known as P(R) of the local rainfall intensity,
R (mm/hr) at 1-min integration time [17]. It also provides options that allow users to
input either global digital maps of rainfall parameters derived from numerical
weather prediction data or local measurements statistic of rainfall intensity at
integration times up to 60 min integration time. The statistics of compilation data
using locally measured rainfall intensity and integrated conversion model are pre-
dicted to provide the best approximation.

Khairolanuar et al. proposed a new empirical conversion method in 2014. The
method was proposed by exploiting polynomial relationship for rainfall intensity
data in Malaysia [18]. The data were acquired by using optical rain gauge for the
duration of almost two years period. The estimation of 1-minute integration time of
rainfall intensity statistics is summarized as follows [18]:

R1ðPÞ ¼ aRsðPÞ4 þ bRsðPÞ3 þ cRsðPÞ2 þ dRsðPÞþ e: ð5Þ

where Rτ(P) is the input of rainfall intensity data for τ integration time and a, b, c, d,
and e are the empirical constants.

3 System Set-up for Data Collection and Measurements

The ground truth measurement data were collected from the Malaysia
Meteorological Department (MMD) rain gauge station located at station Kuala
Lumpur International Airport (KLIA) with 2° 44′N and 101° 42′E, about 5 km from
the airport and 16.3 m above mean sea level [19]. Airport was chosen as the
location of interest for the analysis because further analysis regarding rainfall rate
and radar estimated rainfall rate could be carried out in the future.

The rain gauge used by MMD to collect the measured rainfall values consists of
standard tipping bucket. The tipping bucket rain gauge follows the standard by
World Meteorological Organization (WMO). This tipping bucket collects rainfall
rate data every 60 min. The integration time for the collected data is 60 min [19].
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The tipping bucket comprises of two components; funnel-shaped at the top
supported by a cylindrical-shaped at the bottom. This funnel has a water filter at the
end of the funnel opening. As rain falls it lands in the funnel of the tipping bucket
rain gauge. Water flowing into the funnel will be screened and will be collected by
two metal water collectors (tipping buckets). The raindrops is poured into the
cylinder when one of the collectors receives the raindrops of amount 0.2 mm and
the next rain will then fall to the other metal collectors. This process is repeated and
this repetition process is connected to a computing system (counter) that will count
the number of times the rain that falls into the water collector metal. The amount of
rainfall rate is calculated based on multiplication of the number of times the pre-
cipitation that falls on the metal rain collector with 0.2 mm of rain droplets.
Maximum rainfall amount that can be obtained is 200 mm/hr. Table 1 summarized
the specifications of the tipping bucket rain gauge operated by MMD and Fig. 1
shows the tipping bucket that is located at KLIA [19].

Table 1 Specifications of MMD tipping bucket rain gauge at KLIA

Specifications

Location (latitude,
longitude)

KLIA, Sepang (2° 44′N and 101° 42′E)

Distance from KLIA ±5 km

Receiving collector 203 ± 0.2 mm

Accuracy ±1 % to 200 mm/hr

Bucket capacity 0.2 mm

Dimensions 300 mm height, 230 mm body diameter, 280 mm base
diameter

Physical 5.5 kg net weight

Fig. 1 Rain gauge tipping bucket at KLIA operated by MMD
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Figure 2 shows the simplification of overall system setup for the study including
Terminal Doppler Weather Radar that is located at Bukit Tampoi. This paper
presents only the study of the measured ground truth rainfall rate at the rain gauge
station KLIA excluding radar data. However, the information of rainfall rate
extracted from radar data will be used for further analysis together with the rain
gauge measurement data to find the correction of radar reflectivity to rainfall rate
relationships.

4 Results and Discussions

The rainfall intensity data were acquired from MMD rain gauge station located at
KLIA. The acquired rainfall rate data were measured in real-time quantities for
rainfall rate and precipitation accumulation. 60-min integration time is the standard
resolution time employed by MMD for tipping bucket-acquired data at KLIA. The
measurements of this data were taken for a period of one year that is from January
to December 2009. The highest precipitation intensity value recorded within
one-year duration is 71.83 mm/hr.

The acquired rainfall rate data were investigated to produce its annual cumu-
lative distribution function (CDF). The annual CDF of rainfall rate at KLIA is

Fig. 2 Simplification of overall system set-up for the study
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obtained from the accumulation of monthly CDFs. Figure 3 shows the annual CDF
of rainfall data at KLIA for 2009. The figure illustrates that KLIA had experienced
rainfall intensity of approximately 54.4 mm/hr at 0.01 % time exceedance that is
equivalent to 9 h of the year.

Further analyses were carried out by implementing the above conversion
methods i.e. Moupfouma, ITU-R P.837, and Khairolanuar et al. The plotted
60-minute precipitation intensity statistics was converted to 1-minute precipitation
intensity using eqn. [1] with substitution of the parameters by eqn. [2–4] for
Moupfouma’s and using eqn. [5] for Khairolanuar et al.’s methods respectively.
The conversion method of ITU-R P.837-Map and ITU-R P.837-6 were used as the
benchmark for comparison different conversion methods because of its appropriate
to the local climate.

Figure 4 illustrates the comparison of the converted 1-minute rainfall intensity
statistic using Moupfouma’s, Khairolanuar et al. including the proposed values for
ITU-R P.837-6, ITU-R P.837-Map for the collected rainfall data at KLIA. From the
figure, it can be deduced that the highest rainfall rate value at 0.01 % time
exceedance is generated by Moupfouma’s conversion method with 119.6 mm/hr,
and Khairolanuar et al.’s method produces 74.14 mm/hr. Meanwhile, ITU-R P.837
physical and ITU-R P.837 Rain Map yield 90.77 and 91.75 mm/hr respectively.
Table 2 summarizes the rainfall rate values at 0.01 % time exceedance for all
conversion methods statistics.

Moupfouma’s and Khairolanuar et al.’s conversion methods were compared
with the ITU-R P.837 rainfall intensity conversion method as this method has been
chosen as subject of reference due to its applicability to the local climate. The
values of rainfall rate were selected at 0.01 % of time exceedance, R0.01 because of
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Fig. 3 Annual CDF of rainfall rate at KLIA in 2009
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its applicability and reliability for further rain attenuation prediction studies as
described in literatures.

The assessments of the applicability of each method were explored by deter-
mining the root mean square error (RMSE) and the percentage error of precipitation
rate value at 0.01 % of time exceedance. The relevant RMSE for these preliminary
findings is defined as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

ðECDi � ITUDiÞ2
s

: ð6Þ

where n is the number of data, ECD is the empirical conversion data and ITUD is
the respective ITU-R P.837 data under investigations.

Table 3 exhibits the comparison of RMSE and percentage difference values for
each aforementioned conversion method rainfall intensity with ITU-R P.837 rain
map rainfall intensity of 91.75 mm/hr at 0.01 % of time exceedance. The table shows
that ITU-R P.837 physical has the lowest values of RMSE and percentage difference
with 10.958 and 1.068 % respectively. However, Moupfouma’s conversion method
yields the highest RMSE and percentage errors with 68.765 and 75.594 % respec-
tively. It is then followed by Khairolanuar et al.’s conversion method as compared to
the ITU-R P.837 rain map with 18.388 and 19.193 % respectively.
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Fig. 4 Comparison of different conversion methods for rainfall rate at KLIA

Table 2 Precipitation rate values at 0.01% time exceedance (R0.01) for rainfall rate in KLIA

Moupfouma ITU-R P.837 Map ITU-R P.837-6 Khairolanuar et al.

R0.01 (mm/hr) 119.6 91.75 90.77 74.14
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Table 4 tabulates the RMSE and percentage difference of the discussed con-
version methods as compared with ITU-R P.837 physical rainfall rate of
90.77 mm/hr at 0.01 % of time exceedance. From the table, it can be inferred that
ITU-R P.837 rain map gives the lowest RMSE and percentage difference values
with 10.958 and 1.080 % respectively. The table also demonstrates that the highest
values of RMSE and percentage difference were produced by Moupfouma’s con-
version method, followed by Khairolanuar et al.’s conversion method with 45.863,
67.664 %, and 12.283, 18.321 % respectively.

5 Conclusion and Future Works

The scope of this paper is to study the comparison of different proposed conversion
methods of 60- to 1-min integration time of precipitation intensity using measured
rainfall rate at KLIA. The comparison was carried out by selecting ITU-R P.837
proposed equivalent 1-min values at 0.01 % of time exceedance as a benchmark for
that its applicability to the local climates. It can be concluded that Moupfouma’s
conversion method produced the highest RMSE and percentage difference values at
0.01 % time exceedance. The analysis in this paper can be useful for rain attenu-
ation prediction methods study because of the significance of using 1-min inte-
gration time. The results obtained for this study were the analysis of rainfall data
measured and collected at one location for the duration of one year. However, the
evaluation of rainfall data at different locations will be discussed and disclosed in
the future.
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Ministry of Science, Technology and Information (MOSTI), and IIUM Endowment Research
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Table 3 Comparison of RMSE and percentage error at 0.01% time exceedance with ITU-R P.837
rain map for rainfall rate in KLIA

Moupfouma ITU-R P.837-6 Khairolanuar et al.

RMSE (%) 68.765 10.958 18.388

Percentage difference (%) 75.594 1.068 19.193

Table 4 Comparison of RMSE and percentage error at 0.01% time exceedance with ITU-R
P.837-6 conversion method for rainfall rate in KLIA

Moupfouma ITU-R P.837 Map Khairolanuar et al.

RMSE (%) 45.863 10.958 12.283

Percentage difference (%) 67.664 1.080 18.321
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DycScreen—Cross-Platform Dyslexia
Screening Test for Malaysian Children
Through Hybrid Applications

N. Che Pee, P.H. Leong, M.A. Othman, H.A. Sulaiman,
M.F.I. Othman and Y.A. Rahim

Abstract This research is carried out to identify potentially dyslexics among
children in Malaysia. Identifying dyslexics among the children in Malaysia has been
a difficult task. This is due to lack of comprehensive screening tests in Malaysia and
most of the available screening tests are expensive. Indicators of dyslexia are differs
for specific age groups, for instance, the identification for children is focusing more
in problems learning the alphabets, numbers, shapes and colors. The identification
for adults is however more advance in which the focus would be in terms of the
written works and achievements in studies. The existing screening test applications
are expensive while the free applications are incomprehensive and lacking of useful
features. The screening test will be developed using hybrid applications approach as
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it provides cross-platform access which allowed users to conduct the screening test
according to their preference either through personal computers, desktops, or mobile
devices. Initial study shows that currently in Malaysia, there is no screening test
which developed using hybrid applications approach. The conventional approach
requires the person to perform manual screening test conducted by the expert at the
Dyslexia Centres to confirm the disabilities and some fees will be charged. Having a
localized screening test is crucial as Malaysian education system is differs from other
countries. Hence, it is important for individuals to indicate whether they are
dyslexics because many of them suffered in studies without knowing that they are
actually dyslexics. Dyslexics can have a better opportunity in life if they were given
early remediation, intervention, and support from corresponding society. Identifying
dyslexics does not only benefit the dyslexics but also to guardians and countries.

Keywords Dyslexia � Screening test � Cross-platform and hybrid applications

1 Introduction

Dyslexia is known as a specific learning disability (SPD) of neurological origin
which affects the ability or capability to process written and sometimes even spoken
language [1]. Dyslexia is a lifelong condition for which it is neither a sickness nor
disease and therefore cannot be cured. The symptoms of dyslexia are ranging from
mild to severe. However, depending on the degree or severity, there are appropriate
remedial programs and compensatory strategies available which can assist dyslexics
to overcome the difficulties. According to [1], dyslexia is often a cause of school
failure and significantly affects the individuals’ education, as well as being an
important risk factor for the development of more complex psychopathological
disorders such as behavior disorder, anxiety, and depression. Dyslexia is generally
inherited and not the outcome of race or social background, sensory impairments, or
learning a second language and is independent of intelligence, although those
reasons can lead the individuals to the risk of inability to read [2].

Likewise, individuals with dyslexia in a multi-cultural country such as Malaysia
commonly exhibit more difficulties in reading, spelling and writing since Malaysian
are expected to master more than one language. To date, there is no concrete data
and research evidence on the prevalence of children dyslexics in Malaysia.
However, there was a pilot study conducted by [3] in a primary school of 2000
students revealed that in Standard 2 Malay students, 7 % of the students are
identified to be dyslexics. Moreover, according to an article in The Star, there is an
estimated of 314,000 dyslexics in Malaysia [4]. This implies that most dyslexics are
not getting assistance from corresponding society or given public awareness.
Although there are successful individuals with dyslexia, many individuals with
dyslexia do not make it to higher studies or acquire the necessary skills to cope with
adult life challenges. In fact, some of them contribute to social problems.
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This study aims to identify potentially dyslexics among children in Malaysia
through hybrid applications approach. Apart from that, this research also intends to
capture more data about the prevalence of children dyslexia in Malaysia. The flow
of this paper is organized as follows. Section 2 describes digital technologies as a
tool to assist dyslexics followed by Sects. 3 and 4 which describe the DycScreen
and testing details. Section 5 discusses the results and finally the conclusion of the
paper is discussed in Sect. 6.

2 Digital Technologies as a Tool to Assist Dyslexics

In recent years, mobile devices, generally represented by smartphones and tablets
are becoming a trend, used by millions of people across the world. Mobile appli-
cations, sometimes referred to as mobile apps or apps are application software
developed to run on devices such as smartphones and tablets. Typically, the apps
are downloaded from the platform to a target device, such as Android phone,
Windows Phone, iPhone or BlackBerry.

In the last two decades, digital technology, particularly Personal computers
(PC) have played a vital role in supporting remediation and enhancing skills. For
instance, the digitization of text with the introduction of e-books has made it
possible for dyslexics’ students to read books using text-to-speech software [5].
Nevertheless, due to the problems such as high cost, the bulky size on the desk,
increase electric power supply and slow startup or powering up tend to make it
difficult to use in many situations especially in classrooms. Despite of that, teachers
may struggles or face difficulties when using the computer based assistive
technologies.

However, depending on preference and needs, some users might prefer to
conduct the dyslexia screening test via the personal computers or desktop due to the
large screen which make it more interactive. On the other hand, some users might
prefer to conduct the screening test via mobile devices particularly because mobile
devices are designed to be handheld which allowed the users to conduct the
screening at anytime, anywhere.

Hence, in order to satisfy the preference and needs of users, hybrid apps
approach is introduced. Hybrid applications is the combination of native apps and
web apps. A hybrid apps is written similarly with the web technologies approach
such as HTML5, CSS and JavaScript. The hybrid apps are then installed through
the app store, or scan through the Quick Response Code (QR code) in order to
provide privileged access to run inside a native container on mobile devices.
Besides, instead of developing the application using native SDK, hybrid apps work
by wrapping the web application through a native web view controller full screen,
which indirectly declined normal browser controls and address bar. To simplify,
hybrid apps approach indirectly provides cross-platform access which allowed users
to conduct the screening test according to their preference either through personal
computers, desktops, or mobile devices.
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3 DycScreen

DycScreen is a Dyslexia-Screening tool for children age between 9 and 12 years old
in Malaysia. The screening test can be conducted anytime, anywhere depending on
preference with the availability of internet connection. For instance, the screening
test can be performed via personal computer (PC) or mobile devices such as
smartphones and tablets. It is divided into five categories pertaining to the dyslexia
symptoms. In order to identify whether the particular child has dyslexia indication,
the questions in each category are necessary to be answered. The child will be
screened in five categories which include questionnaires, spelling, vision and
cognitive skills, direction, mathematics and time. The categories of the screening
test are portrayed as in Table 1.

The questionnaires category comprises ten questions which are performed by
parents, teachers or guardians to examine the child learning history. On the other
hand, the remaining categories are performed by the child in assistance of the
parents, teachers or guardians to capture the child performance in school. The result
of the screening test indicates whether the particular child is potential dyslexic.
Below are the screenshots of DycScreen:

Figure 1 shows the multiscreen preview panel of DycScreen. The application
will fit automatically to the size of the device used. For instance; the desktop, tablet
or mobile view.

Table 1 DycScreen categories

Categories Screening area Performed by

A Questionnaires Parents/teachers/guardians

B Spelling Child

C Vision and cognitive skills Child

D Direction Child

E Mathematics and time Child

Fig. 1 The multiscreen preview panel
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Figure 2 shows the home page of DycScreen. Brief information of Dyslexia is
portrayed in bullet form.

Figure 3 shows the categories of the screening test. Before the screening test
starts, the name of the child is required to be filled in.

Figure 4 shows the questionnaires assessment of the screening test. All of the
questions must be answered before proceeding to the next categories.

Figure 5 shows the spelling categories of the screening test. The screening result
will be shown after all of the categories are answered.

Fig. 2 DycScreen home page (desktop view)

Fig. 3 DycScreen screening categories
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Fig. 4 Questionnaires assessment

Fig. 5 Spelling categories
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4 Testing Details

The screening test was conducted among Malaysian children aged between 9 and
12 years old. The testing procedure is illustrated as below.

4.1 Participants

One Specific Learning Disabilities (SPD), one tutor, three dyslexics’ students and
fifteen normal students are involved in this testing.

4.2 Procedure

The screening test is divided into five categories pertaining to the dyslexia symp-
toms. In order to identify whether the particular child has dyslexia indication, all of
the questions in each category are necessary to be answered. The categories include
questionnaires, spelling, vision and cognitive skills, direction, mathematics and
time. The questionnaires category comprises ten questions which are performed by
parents, teachers or guardians to examine about the child learning history. On the
other hand, the remaining categories are performed by the child in assistance of the
parents, teachers or guardians to capture the child performance in school. The result
of the screening test indicates whether the particular child is potential dyslexic.

5 Results

Three dyslexic students and fifteen normal students participated in the testing.
The results of the analysis are depicted as in Fig. 6.

Fig. 6 Test results
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5.1 Dyslexic Students

Based on the results in Fig. 6, three of the dyslexic students are identified to be
potentially dyslexics. The testing took approximately 1 h and 50 min to complete
whereby each of the student undergo the testing for approximately 30 min. The
observation indicates that all the three students are reluctant and struggled in
answering certain assessments especially in cognitive assessments whereas two
students struggled when answering direction assessments. All the students seemed
to be normal when answering other categories of the assessments. None of the
students managed to answer all the questions correctly. Instead, all the three stu-
dents tend to make mistakes. Furthermore, according to the specific disabilities
learning expert, the students are more engaged in conducting the screening test via
digital technologies compared to manual screening test. One of the students pre-
ferred to conduct the screening test using laptop whereas two of the students
preferred to conduct the screening test using mobile.

5.2 Normal Students

Based on the results in Fig. 6, fourteen students are identified to be normal whereas
one student is identified to be potentially dyslexic. The testing took approximately
3 h and 17 min to complete whereby each of the student undergo the testing for
approximately 10 min. The observation indicates that fourteen students are able to
answers the questions easily without making any mistakes. Despite of that, one of
the students tends to make several mistakes. The tutor claimed that the student is
normal and achieved good score in exams. However, the student did not pay
attention and tend to answer the questions brutally in order to finish the assessment
quickly.

Likewise, similar to the specific disabilities learning expert, the tutor claimed
that the students are more engaged and paid more attention in learning via digital
technologies compared to books. Four of the students preferred to conduct the
screening test using laptop whereas eleven of the students preferred to conduct the
screening test using mobile.

6 Conclusion

Individuals having dyslexia is increasing in percentage whereby support is crucial
to ensure the continuity and quality of their education and better future. With the
implementation of dyslexia screening test, it is hoped that these identified dyslexics
may seek immediate help from corresponding society and therefore are able to cope
with current academic demand in Malaysia. Dyslexia is not a disease and it cannot
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be cured. But there are remedial programs available which can assist dyslexics,
depending on their degree or severity, overcome many of the difficulties they face in
reading and writing. In the study conducted in Malaysia, this attempt has revealed
that there is no screening test which developed via Hybrid applications approach. In
addition to this, it is also observed that children are more engaged in learning using
digital technologies such as mobile devices compared to comprehensive learning
such as blackboard and book. Likewise, this research indicates that cross-platform
applications are suitable for detecting potential dyslexics. It is hope that with the
availability of this novel approach, more cases of children dyslexics would be
discovered.

The proposition of improvement for this study is to develop a more extensive
screening test whereby the other aspects of the symptom dyslexia such as reading
and auditory tests are included. There should be a voice capturing tools to capture
the fluency of reading and intonation of the users when reading the article as well as
webcam to capture users’ expression, behaviour and gesture while doing the
assessments. Another proposition of improvement is to develop a screening test
with multi language in order to overcome the language barrier.
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Embedded Packet Logger for Network
Monitoring System

Chanankorn Jandaeng

Abstract The network monitoring system (NMS) consist of three parts: data
collection, data analysis and visualisation. The sensor agent is implemented on
managed device and server in order to send traffic, audit log and network infor-
mation for analysis. On the other hand, the unmanaged device does not have
software to support the management function. Moreover, the end user or client
behind L2-switch should be monitored by NMS. This paper implements embedded
packet logger (EPL) for packet sniffer in switch rack. As the small switch rack is
distributed in campus building, it hards to monitor and support in order to keep it
safety. The embedded system can eliminate this problem. The EPL, light weight
package sniffer, is implemented and embedded in RaspberryPi board, these hard-
ware installed Linux kernel. We compare the traffic measurement and resource
consumption with tcpdump(1), the EPL efficiently capture packet like tcpdump(1).
Moreover, the memory and CPU consumption do not different significantly, with
lower storage space than tcpdump(1).

1 Introduction

Monitoring a network is importance to network management. A major function of
network monitoring is early identification of trend and pattern in both network
traffic and device. The network monitoring system (NMS) monitors network service
and system, resource capacity plan, statistics and accounting, fault management and
performance; such as throughput, latency and round trip time. Further more, the
network monitoring supports the network under service level agreement (SLA) and
network policy.
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The simple NMS tools are ping(1), audit log and Wireshark. These tools provide
simple information to diagnose the network, which not enough to fulfil the above
requirement. ping(1) command is a simple tools but it gives only round trip time,
average success and average fail. Audit log needs other tools for log analysis.
Wireshark suit for analysis local and small network. However, Simple network
management protocol (SNMP) [1] is a standard protocol, which consist of agent
and manager. The SNMP agent is embedded in network device, whereas the SNMP
manager request and get response from agent via UDP port. The SNMP is able to
collect various information but does not have analysis module, beside it can only
monitor managed device. Fortunately, PRTG Network Monitor is an example of
web based NMS tools that only show traffic and bandwidth usage from SNMP.

Network administrator require network information collection in order to anal-
yse, plan and manage network infrastructure and application. Most efficiency result
is require an accuracy information and large collected data. Thus, network
administrator inquire network monitoring tools that collect data from network such
as network device, server in demilitarised zone (DMZ), traffic in core network and
local network.

This research propose Network Monitoring Tools, that consist of data logger,
data analysis and visualisation. In data logger phase, all traffic are sent and collected
in data centre. All managed device and server are able to send information to data
centre, whereas unmanaged device such as L2-switch have no sensor or mechanism
to collect and forward packet.

Most NMS analyse traffic in core switch or backbone network but do not analyse
data in local network, which result to the accuracy of problem solving; such as
ability to solve problem to the right point. For example, NMS process only packet
passing from L2-switch then send to core-switch but some end device cannot be
connected to Wifi access point or get IP address from DHCP server because of
traffic jam. On the other hand, bandwidth chart shows that there are no problem in
core switch side.

Although, this problem can be solved, when packet sniffer installed in local
network and send traffic information to network monitoring centre. Unfortunately,
the packer sniffer installed in computer is not suitable for distributed in physical
location. The switch rack has not been installed in server room as core switch and
server. Our solution; packet sniffer implementation in embedded device then install
in switch rack.

This paper propose the Embedded Packet Logger (EPL), EPL is packet sniffer
embedded device. All captured packets are pre-processed and transformed to log
message, then forwarded to log server that based on rsyslogd(8) service.

First, the literature review is compared and discussed in Sect. 2, after that the
Sect. 3 shows and describe the overall system model of network management
system. The Embedded Packet Logger will be explained in Sect. 4, then evaluated
with traffic measurement and resource consumption in Sect. 5. Finally, the con-
clusion and future work are mentioned in Sect. 6.
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2 Literature Review

2.1 Freeware Network Monitoring System

There are many network monitoring tools today, which divided into 2 categories:
commercial and free software. The commercial software may either distributed as
software system or embedded into the box; called controller. Most software system
are implemented in small and non-complex network, while the controller is used in
large organisation ex. university, network company, Internet Service Provider, etc.
Today commercial controller price is around 4 million bath with maintenance at
approximately 800,000 bath per year. Beside network administrator or programmer
cannot extend or access raw data for committed their organisations requirement.

Another choice is freeware or open source system. Many freeware consist of 2
editions: free version and commercial version. Most of free version will disable
some function and provide some function as a trial version for further selling on
commercial vision, which is not applied to the organisation inquiries. In addition,
commercial version is expensive. Example of freeware tools are shown in Table 1.

Data source of NMS Tools is packet capture with raw data socket programming,
libpcap and HTTP traffic. Moreover some tools analyse data from SNMP and
NetFlow Protocol. Port scanning is also a technique that monitor network service.

Regarding to ISO standard, the network management consist of 5 functions [2].
Fault Management (FM) detects up/down of service status, port and link, or monitor
for normal network. Performance management (PM) shows bandwidth utilisation,
incoming and outgoing traffic. Security management (SM) monitors both
normally/anomaly network, and it also detects/prevents the network intrusion.
Usually, three functional model are implemented in the traditional NMS Tools, but
Accounting management and Configuration management has not been imple-
mented. Therefore, this paper will propose designed and implemented all 5 func-
tional models as a new NMS. Moreover, it will also propose traffic prediction base
on machine learning approach, which is applied to new NMS.

Table 1 Freeware network monitoring system

NMS tools Platform Data source FM PM SM

Wireshark All libpcap x x

Xymon Unix Traffic x x

NetworkMiner Unix Traffic x x

Fiddler All HTTP traffic x x x

Total network monitor Window TCP 139 and 445 x x

PRTG All SNMP, Netflow x x

ntopng Unix sFlow, NetFlow x x

Angry IP scanner Window Scan x

The details of each NMS Tools available on its official website
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2.2 Embedded Packet Sniffer

The libpcap is the traditional library that is selected for implementation of packet
sniffer; such as tcpdump(1) and Wireshark. tcpdump(1) and Wireshark are text
mode and GUI mode of packet sniffer, which run on PC or server. PiTap [3] is
embedded packet sniffer that implemented in RaspberryPi. PiTap calls tcpdump(1)
command, then it will export raw data and save to hard disk. However, PiTap does
not have analysis process, network administrator has to remote access in order to
analyse by themselves.

Wang [4] proposed kernel and protocol analysis tools that embedded on network
devices, called KPAT. KPAT uses auto-instrument technique in order to system-
atically inject software and probe into selected kernel function without recompile
kernel. These proposal allows user to observed details of protocol behaviour.

Rahman [5] implemented network monitoring system on embedded Linux
platform, named PNtMS. They compared the PNtMS with Wireshark. The result
shown that the PNtMS obtain better performance by using limited resources on
TS-5400 and shown more statistical analysis result than Wireshark.

3 Proposed System Model

The network monitoring system analyses audit log data. All log message are col-
lected from server, unmanaged devices and network equipment; such as switch and
router. The network monitoring system consist of 3 modules: Logger Agent, Log
analysis and Visualisation as shown in Fig. 1.

Fig. 1 The overview of system model for network monitoring system
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3.1 Logger Agent

Most logger agents are rsyslogd(8) client. The managed switch and router are easily
enabled these function, in order to forwarded log to data centre via UDP/514 con-
nection. Besides, the rsyslogd(8) are installed in all Unix-like OS, network admin-
istrator can only just enable the service in order to activate rsyslogd(8). For
Microsoft Window 2010 or above, the rsyslogd(8) can be easily enabled via
administrator tools. From the above basic configuration, all log are sent to log server.

On the other hand, the traffic behaviour in LAN cannot be monitored, because
most network devices are unmanaged switches. Therefore, network monitoring
system trace both number and packet type via uplink of core switch only. Whereas,
some broadcast packets are not forward across the unmanaged switch. Thus, net-
work administrator cannot diagnose some problem in local network. Hence, this
paper proposes the embedded packet logger (EPL); as describe in Sect. 4, to capture
packet in local network and then forward to log server as data centre.

rsyslogd(8) service is shorted from rocket-fast system for log processing. It is
enhanced from rsyslogd(8) in UNIX that is compatible to most log message from
variety of source; such as Unix like OS, managed network equipment and Microsoft
Window Server. The rsyslogd(8) directly receives log message from process and
kernel. In addition, this service accepts the message from remote log service; such
as switch or router. EPL captures packet, pre-process and transform to JSON for-
mat. Afterward, these messages are sent to log server.

Log server records message in flat file, named /var/log/message by default. Log
message consist of 4 parts: (1) Date and time of event, (2) IP Address of remote
host/localhost/domain name, (3) Process name with process ID in bracket and
(4) Description which depends on OS, application or service.

3.2 Log Analysis

Log analysis is consist of 2 sub modules: pre-processing and log analysis. The
pre-processing module encodes standard log message in order to reduce storage,
then transform message into suitable data for analysis. The encoded data is stored in
RDBMS or NoSQL, which will be in the future [6]. Log analysis sub-module
classify and predict the network behaviour from log message in order to plan and
detect/prevent intrusion.

There are many techniques that used in log analyser. Data mining is an optimal
solution, which composed of data clustering, data association and data classifica-
tion. Network behaviour is grouped by K-Means [7] or Agglomerating clustering
technique, while the behaviour relation is defined by association rules; such as
Appiori [8]. In addition, we classify all log messages with classification method; ex.
Decision Tree, Naive Bayes and Neural Network. All the analysed results are stored
in database for visualisation in next module.
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3.3 Visualisation

Once the old said that one picture is worth a thousand words. The network mon-
itoring system is a tool for making decision, planning and judgment on large data.
The visualisation is also importance module equivalent to both data collection and
log analysis. In visualisation, network administrator access analysed data via mobile
device or PC. Mobile/PC application is web service client that request data from
web service server via SOAP protocol. The mobile device shows summary result
and notify alert message. Whereas all details of event, analysis result or other
information are accessed via web based application ping(1).

This section explains the whole system model of NMS. However, this paper
focus on Logger Agent module only. Network device that supported rsyslogd(8)
can send their log message to data centre. Because we need to analyse network
traffic in local network, so the embedded packet logger is designed and proposed in
next section. Whereas log analysis and visualisation do not discuss in this paper.

4 Embedded Packet Logger

Traffic in LAN is broadcast communication and disable to be forwarded via switch
or router. In addition, some network and security problem are occurred in LAN i.e.
ARP Spoofing, Internet Worm, unnecessary service and flooding traffic. Which
causes a problem to end user, there are unable to connect an Internet or connect
under low network speed. Thus, network administrator need to monitor traffic
behind their switch via packet logger.

The system model of embedded packet logger is presented in Fig. 2, that
composed of packet capture with libpcap, pre-processing data and data collection.

Fig. 2 System model of embedded packet logger is used in unmanaged network devices
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4.1 Packet Capture

The packet capture will use libpcap library which is a standard library ex.
tcpdump(1). These capture mechanism is an event driven. When the process
capture raw packet, that packet will be processed with interrupt driven function in
pre-processing phase.

4.2 Pre-processing Data

The header raw packet is reassembled into 3 layers as TCP/IP model: data link,
network and transport layer. The content or payload of higher layer is not processed
because of the privacy, except the security policy defined that all bytes in each
packet will be monitored. Thus, header of data link, network and transport layer are
transformed to readable data then generated to JSON format. The JSON format is
easily access and lightweight more than other document format; such as XML. The
example of JSON is shown in Fig. 3.

The end of this phase, JSON message is sent to rsyslogd(8) server as log message.

4.3 Data Collection

The data collection store JSON message as log message via library function. The
openlog(3) is a library function in Unix that establishes a connection to the system

Fig. 3 The rsyslogd(8) generated form embedded packet logger
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logger, while syslog(3) send a log message. The example of log message from
packet logger is shown in Fig. 3.

This module capture packet from ethernet card. After that EPL extracts packet
header then transforms to JSON message. Finally, JSON message is sent to remote
log server that will be analyse in log analysis module.

5 Evaluations

Network monitoring system calls EPL to capture packet with libpcap embedded on
Rasberry Pi. This section explains the experimental design that is test bed of EPL,
which is focus on traffic measurement and resource consumption by comparing
with tcpdump(1).

5.1 Experimental Design

This test bed consist of 3 modules: embedded packet logger, packet generator and
target host. Packet generator and target host are PC that installed Linux, then started
Web server and disabled firewall. Whereas EPL is Raspberry Pi, which is installed
Linux kernel. As Raspberry Pi has only one Ethernet port, so it will require an
additional Ethernet port that connected via USB. The storage is extended with
60 GB external hard disk in order to save log file. The IPv4 forward flag is enabled,
while firewall service is disabled.

5.2 Performance Evaluation

Traffic generator send packets to EPL then it will forward packet to target host. All
packets are captured, then processed by embedded packet logger. Finally, log
message is sent to rsyslogd(8) service. The traffic generator send packet with packet
rate 1 packet per second for 10 min, after that it will be vary between 5, 10, 50, 100,
500, 1000, and 5000 packet per second. Each generated packet is a TCP packet in
three way handshake and connection termination mechanism. Thus, each packet
generates 7 TCP segments, that will cause traffic jam. These situation bring to a
segment lost or damage. Then the recovery mechanism retransmits these segment
repeatedly, which will cause a dense traffic. This experiment focus on traffic
measurement and resource consumption, which compare with tcpdump(1) as the
benchmark.

Traffic Measurement rsyslogd(8) is a number of capture packet by EPL and
tcpdump(1). The statistics result is shown in Table 2 as a comparison of the number
of packet captured between the proposed tool, Packet Logger and benchmark
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named tcpdump(1). Most result indicate that tcpdump(1) captures packet more
accuracy than EPL. But the EPL captures packet more than tcpdump(1) at packet
rate 1000 and 5000 packet per second, because kernel drops packet when buffer size
is full.

However, these results are statistics compared with paired t test method. The
statistical analysis show that this difference on the number of captured packets are
considered to be not statistically significant. The mean of EPL minus tcpdump(1)
equals 0.026250, while 95 % confidence interval of this difference is from
−0.038784 to 0.091284. These statistical analysis is confirmed with Fig. 4a.

CPU and Memory consumption The EPL program is used to capture packet and
store in buffer in order to analyse. Each packet is analysed, extracted header then
forwarded to tcpdump(1). The application consumes CPU and memory as shown in
Fig. 4b.

CPU usage grow as polynomial function along with packet rate, because kernel
consume CPU to process and analyse incoming packet. When we compare CPU
usage between EPL and tcpdump with pair t test, we found that the two-tailed
P value equals to 0.4747. By conventional criteria, this difference is considered to
be not statistically significant. The mean of EPL minus tcpdump(1) equals to 0.0571
while 95 % confidence interval of this difference between 0.1263 and 0.2405.

Unfortunately, memory usage does not depend on packet rate as shown in
Fig. 4b. The tcpdump(1) consumes memory more than EPL, because feature of
tcpdump(1) is complicated more than EPL. In other words, EPL is very simple

Table 2 Comparison of
captured packet between
packet logger and tcpdump(1)

Data rate (packet per second) Packet logger tcpdump(1)

1 0.06 0.06

5 0.30 0.30

10 0.60 0.60

50 3.01 3.01

100 6.02 6.03

500 30.15 30.15

1000 60.27 60.26

5000 303.15 302.93

Fig. 4 Comparison: number of captured packet between packet logger and tcpdump(1). a The
number of packet. b Resource consumption
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packet capture software. It captures and generates JSON message, then JSON
message will be sent to rsyslogd(8). Thus, packet rate does not effect the memory
usage directly.

6 Conclusion and Future Work

This paper proposes embedded packet logger, called EPL, for data collection
module in network monitoring system. It captures packet from local network, then
generates JSON message and send to rsyslogd(8) service. This application is
implemented and tested in Linux kernel that embedded on Raspberry Pi board. The
embedded packet logger is compared with tcpdump(1) in term of traffic measure-
ment and resource consumption, we conclude that both metrics are not difference
significantly.

The EPL could be tuned and implemented in kernel mode, in order to reduce
memory usage and CPU consumption. Moreover, packet capture in kernel mode
will increase robust of mechanism. All information are shown in kernel log that is
forwarded to remote log server.
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Performance of MIMO-OFDM System
Based on Channel Estimation
for IEEE 802.11n

I. Gede Puja Astawa, Yoedy Moegiharto and Hendy Briantoro

Abstract IEEE 802.11n is considered as the current development of standard
communication WLAN IEEE 802.11 providing the increase throughput relatively
standard to IEEE802.11a/g. The increase of various transmission channel in the
wireless communication makes the antenna receiver work harder as the noise and
fading happen in the channel. A certain method is needed to predict the channel
description between the transmitter and receiver for standard communication
WLAN IEEE802.11n. This research does an estimated channel simulation using
minimum mean square error (MMSE) method on the MIMO-OFDM system in
scheme antennas 2 × 2 and 2 × 4. The rectangular shaping on the time domain is
used as channel model approach. The operation of system is stated into impulse
responses sent from Tx transmitter antenna to Rx receiver output from the channel
estimated output. The computer simulation program shows that the estimated
channel works well on the antenna schemes 2 × 2 and 2 × 4.

1 Introduction

In the development of communication system, the need of users in quick access for
information is getting higher. To provide the users’ demand and increase the system
operation, reliable wireless communication system is designed by combining
orthogonal frequency-division multiplexing (OFDM) modulation combined with
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system multiple-input multiple-output (MIMO) of which it becomes an important
engineering development in WLAN communication appropriate to IEEE 802.11n
standard [1].

The increase of various wireless communication channel makes the receiver
antenna work harder because the noise and fading get high in the channel itself.
Therefore, it needs an estimated method which can be used for making prediction
and getting information about channel condition between the transmitter and
receiver. The channel estimation system using OFDM pilot comb type with algo-
rithm MMSE [2] results in channel impulse response compared between Rician and
Rayleigh channel. The use of pilot comb type channel produces better channel
response impulse than the use of block pilot type. However the algorithm MMSE
for estimating the real channel condition is applied only on the OFDM system of
which the signal quality received by OFDM receiver is rather low. Therefore the
channel estimation produced is not so good and needs to combine with MMSE
algorithm in interpolated channel. The previous research [3] discusses compre-
hensively about the block and comb pilot types for channel estimators. The channel
estimation using block pilot type is done with and without equalizer decision
feedback. Meanwhile, the comb pilot type is done by using pilot frequency method
and channel intrusion on data frequency. The comparison on each parameter shows
that pilot comb type with algorithm minim mean-square (MMSE) combined with
low-pass interpolation shows the best result among all parameters being used.
When the doppler value is low, the decrease operation can be ignored though the
result of estimated channel using comb type with low-pass interpolation gives good
influence for increasing doppler frequency. Another paper using estimation on
MIMO-OFDM system [4] discusses the intrusion on the pilot channel on the
changing time environment. The method uses a number of L-path channel models
for estimating the path complex amplitude (CA) and calculate carrier frequency
offset, while the data recovery is done by using equalizer QR. When it is compared
to conventional method, the output fading shows better Doppler value 0,1. In this
research, estimation is done on the channel of MIMO-OFDM System with
schemes 2 × 2, 2 × 4 according to communication standard WLAN IEEE 802.11n.
The system MIMO-OFDM gives more advantages such as the deletion of
inter-symbol interference (ISI) and inter-carrier interference (ICI) that are caused by
multipath channel. Moreover, it can strengthen the received signal on the OFDM
system because the use of more than one antenna is good on both the transmitter
and receiver.

2 WLAN IEEE 802.11n

WLAN IEEE 802.11n is the current development of WLAN IEEE 802.11 (a/b/g/n)
which continuously gets development and improvement in its throughput.
WLAN IEEE 802.11n [1] has been applied into a system having many transmitting
and receiving antennas with multiple carrier modulation well known as
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MIMO-OFDM. WLAN IEEE 802.11n can support the need of users through
qualified video streaming that is good for some users at the same time (video
conference in one WLAN network) and consistently produces high throughput
(gigabyte). Besides, it can improve its Quality of Service (QoS) that is relatively
better than its similarly standard WLAN. According to MIMO-OFDM system,
standard WLAN IEEE 802.11n is capable to provide more rate data throughput than
the original data rate that is from 54 Mb/s up to 600 Mb/s.

2.1 MIMO-OFDM for WLAN IEEE 802.11n

MIMO-OFDM in this research uses antenna schemes 2 × 2 and 2 × 4, such as
follows in Fig. 1. On the transmission side, series of symbols on frequency domain
are put in parallel and modulated with 16-QAM. After that, the block IFFT is added
with zero padding symbol with IFFT sizes and the series of symbols are penetrated
with one pilot symbol on as many as each subcarrier so that the IFFT output
produces symbols with time domain the subcarrier being used. On the transmission
site, the series of frequency symbols are inserted in parallel and they are modulated
with 16-QAM modulation. Then, the IFFT block is added with zero padding
symbols according to IFFT size being used and these series of symbols are pene-
trated with a symbol of pilot on each subcarrier so the IFFT output produces
symbols with time domain as many as subcarriers being used. Next, 25 % of IFFT
size is inserted with guard interval of cyclic prefix (CP) in the series of symbols to
disappear ISI and ICI. The series of symbols are then ordered and transmitted

Fig. 1 Block diagram of MIMO-OFDM systems with channel estimation
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through the multipath channel. The series of symbols are distributed as Rayleigh
and Gaussian and received by an antenna. The series of symbols on the time
domain are made parallel and pass through deleting CP block of which the process
is done by FFT block. The output of FFT block is the form of pilot and symbol
series. The symbol series are accepted by a detector and the series of pilot are
managed by an estimator channel block. The output of estimator channel is proceed
by a detector altogether with the received symbols. The series of symbols created by
the detector are modulated with 16-QAM modulation and symbol output is
obtained together with the input on the receiver site. The series of symbols pro-
duced by the detector are modulated with 16-QAM and this result in a symbol
output that is the same with the input symbol on the receiver side.

2.2 Channel Estimation

On the receiver, the signal is generally made distortion by the channel so that, in
order to get back the signal sent, channel estimation and compensation by the
receiver must be done. Generally, the signal data can be used to make channel
estimation. Some aspects that need consideration in channel estimation are for
examples the work expectation, complexion in calculation, the changing of channel
time, and so on [5]. In simple way, the channel estimation method together
with Minimum Square Error (MMSE) is shown in the block diagram such as on
Fig. 2 [7].

Based on Fig. 2, the value of mean square error (MSE) on the estimated channel
H is inserted on the following equation.

J bH
� �

¼ E ek k2
n o

¼ E H � bH
�
�
�

�
�
�
2

� �

ð1Þ

The purpose of MMSE estimation is to get better estimated value; on the other
hand, it is intended to choose the most appropriate weight W value. So the Eq. (1)
needs to be nominated. And by implementing the orthogonal characteristics on the
vector error e = H − H, the equation can be written as follows (2):

Fig. 2 Channel estimation using MMSE technique
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2.3 The Design of Channel Estimation on MIMO-OFDM
System of WLAN IEEE 802.11n

From Fig. 1 channel estimation can be designed we design. This section explains
about the approach of channel model that is used so that MMSE method can be
processed. This research uses channel model approach that is in rectangular shaping
filter for Rayleigh fading channel [6]. The rectangular shaping equation on the time
domain is shown as follows (4):

pr sð Þ ¼ 1; 0� s� T1
0; otherwise

ð4Þ

Note: T1 shows the root-mean-squared delay spread. To get shaping rectangular
on frequency domain the equation is derived as follows:

Rp Df
� � ¼ Z1

�1
prðsÞe�j2pDf sds

¼ ZT1

0

se�j2pDf sds

¼ T1e
�jpDf T1

sin pDf T1
� �

pDf T1

ð5Þ

Afterward the Eq. (5) is used to get the matrix covarian such as on the following
Eq. (4).

3 Results

This research uses symbols that are transmitted by using 16-QAM modulation. Pilot
sequences are insulated by using High Throughtput Long Training Field (HTLTF)
basing on IEEE 802.11n on frequency 20 MHz. Other parameters are shown on
Table 1.
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3.1 Performance System Testing

3.1.1 Channel Estimation Results

This section shows the results from the output simulation program based on channel
estimation design on MIMO-OFDM system using Rayleigh fading channel. The
results of simulation is the real and imaginary response impulse values for each
antenna schemes that are used in the system as seen from Fig. 3. To save space we
only show a few figure. The system with 2 transmitters and 2 receivers gives
estimation result that is shown from Fig. 3. The comparison between ideal channel
estimation result and ideal channel shows difference error value shown by the error
value curve in Fig. 4 for channels h11 in the system with 2 antenna receivers. Each
figure states the error value in the real and imaginary subcarrier on each channel.
The star curve shows the real error and the other show the error for imaginary. The
axis Y shows subcarrier and axis X shows error value on each subcarrier.

Table 1 Parameter systems

Part Parameter Value

Transmitter Pilot sequens HTLTF

Modulation scheme 16-QAM

Number of sub-carrier 56

FFT-size 64

Dimension of antenna 2 × 2, 2 × 4

Length of guard interval ¼

Channel model Rayleigh fading 2– rays

Channel model Approximated Rectangular shaping

Receiver Channel estimation algorithm MMSE

Fig. 3 Estimated channel for real part of MIMO-OFDM 2 × 2 from Tx-1 to Rx-1
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3.1.2 Bit Error Rate

Figure 5 shows the system SISO-OFDM performance having antenna dimension
1 × 1, system MIMO-OFDM 2 × 2, and system MIMO-OFDM 2 × 4.

Fig. 5 BER vs SNR of Performance of MIMO-OFDM systems with and without channel
estimation for 2 × 2 and 2 × 4 schemes

Fig. 4 Deviation/error of real-imaginary parts for channel h1;1 of MIMO-OFDM 2 × 2 schemes
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4 Discussion

In the wireless communication, signal propagation between the transmitter and
receiver passes various different channels. The various channels mark the envi-
ronment condition of which the multipath continuously changes. The existence of
multipath makes the strength of receiving signals different on the receivers. For this
reason, MIMO-OFFDM is applied for data transmission on a multipath channel
model that is the distribution of Rayleigh fading. Besides, the approach of Additive
White Gaussian Noise (AWGN) channel model is also tested by giving disturbance
of which the white noise is increased by using Gaussian distribution. On this
research, a block estimator channel is added on the MIMO-OFDM system receiver
with both antenna schemes 2 × 2 and 2 × 4. The simulation results show that the
estimation channel output is shown by series of red dots; while the ideal channel
condition is stated with impulse respose in blue color for each real and imagery
values. The estimated dot position is not widely different from impulse response
ideal channel on both the system scheme with 2 and 4 receivers. The receiver
working operation is not influenced by the work of channel estimator however, the
operation is still able to estimate exactly the channel condition for each scheme
antennas. The different antenna dimension influences on the result of working
system on curve BER functioning SNR. The bigger the antenna dimension is, the
better system performance it will be. The betterment is marked with the lower value
results for BER and SNR shown on Fig. 5.

5 Conclusion

On MIMO-OFDM system with channel estimation technique on Rayleigh channel,
it is concluded that estimator channel with antenna schemes 2 × 2 and 2 × 4 can
work well because the result shows that the real and imaginary channel response
impulse is estimated to have closer response impulse to the ideal channel. When the
channel is compared with system MIMO-OFDM having 2 antenna receivers, the
MIMO-OFDM system with 4 antenna receivers gives advantage 7.2 dB without
channel estimation technique, and 7.5 dB with channel estimation.
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A Methodology for Live Forensic
Acquisition in Secure Domain Based
on Domain Separation Technology

Kyung-Soo Lim, Yong-sung Jeon, Jeong-Nye Kim and Deok-Gyu Lee

Abstract Smart devices, including smart phone and tablet, with easy Internet
accessibility, mobility and usability are changing various service environment such
as mobile office, smart work, mobile finance, e-government and so on. Recently,
those mobile services have trusted execution environments to enhance reliability
and security for secure application or preserving sensitive information that should
be protected against malicious attacks. In order to overcome cyber threats or vul-
nerability, domain separation technology has emerged. However, the mobile device
to which a domain separation technology has been applied, conventional digital
evidence collection tools, based on the general domain, cannot be accessed from the
isolated secure domain, furthermore, collecting digital evidence may be impossible.
Therefore, this paper describes to a methodology of providing a forensic acquisition
in a domain separation-based mobile device and, more particularly, to an apparatus
and method that, in order for an investigator to collect digital evidence in the secure
domain of a target mobile device.

Keywords Mobile security platform � Domain separation technology � Forensic
acquisition
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1 Introduction

Recently, the various and convenient features of smart phones have brought about a
rapid growth in the market of mobile phones. The increased usage of smart devices
including smart phones and tablets are no more surprising news, because it is an
essential item in our living life. These smart devices with easy Internet accessibility,
mobility and usability are changing various service environment such as mobile
office, smart work, mobile finance, e-government and so on. Meanwhile, a smart
device, as a commercial-off-the-shelf device, is applied to military or government
services will be increased around the world. Especially, the US Army has installed a
Samsung Galaxy smartphone series into the Nett Warrior (NW) system in an effort
to enhance situational awareness in the battlefield. The NW system, carried out by
part of the army’s focus on the tactical network modernization, is provided by the
installation as the chest-mounted end-user device. Moreover, the US Army’s Joint
Battle Command—Platform(JBC-P), which is a networked battle command infor-
mation system with connected by various military devices such as the NW system,
is the first developed under an US Army effort to devise an Android-based
smartphone framework and suite of applications for tactical operations [1].

On the other hand, security incidents attributable to attacks, such as an attack of
malware, virus, and smishing, have also increased. Especially, in openness-oriented
mobile platforms, especially Android OS, have been big security issues recently.
Those mobile services on the smart devices to improve reliability have trusted
execution environments for secure application and sensitive information that should
be protected against malicious attacks [1, 2]. Likewise, security technology is an
essential part of operating smart device services to apply smart device. It is nec-
essary with considering private credentials or data leakage protection, because of
growing prevalence of smart device, security concerns are also increasing. Thus,
researching security countermeasure for the smart device is urgent including
unauthorized access prevention, data leakage protection by malicious attack, etc.

In order to overcome these vulnerability and threats, domain separation tech-
nology on mobile devices has emerged nowadays. It separates an existing smart
devices to diverse domains, such as normal and secure domain. Especially, secure
domain manages a user’s sensitive information and operates a trusted execution,
likewise finance transaction, on a secure OS environment, respectively. The domain
separation technology can be divided into a hardware chipset-based domain sepa-
ration, a logical domain separation, and a hypervisor-based domain separation.

A hardware chipset-based domain separation technology is an isolation tech-
nology that is supported at the level of the processor of a mobile platform, and
divides the operating mode of the processor into general mode and secure mode.
A logical domain separation technology uses separate an application’s access
control policies and execution rights based on the each domain in which the
application belongs, and allows minimal communication between each domains to
be performed over only an authenticated channel. A hypervisor-based mobile vir-
tualization technology is a technology that isolates a plurality of virtual machines
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generated by single piece of physical mobile equipment and allows communication
between the virtual machines to be performed over only an authenticated channel,
thereby ensuring a secure execution environment. As described above, a mobile
device to which a domain separation technology has been applied has a general
structure, in which a general and a secure domain are isolated from each other.

However, in the mobile device to which a domain separation technology has
been applied, general digital evidence collection tools based on the general domain
cannot be accessed and acquired from the isolated secure domain, furthermore,
collecting digital evidence may be impossible by conventional forensic tools. Thus,
a methodology for data collection corresponding to operating environment (OS) in
the isolated secure domain is necessary to collect digital evidence in the secure
domain.

In this paper describes to a methodology of providing an forensic acquisition in a
domain separation-based mobile device and, more particularly, to an apparatus and
method that, in order for an investigator to collect digital evidence in the secure
domain of a target mobile device, install an evidence collection tool corresponding
to each domain separation technology from an entrustment server and then collect a
user’s sensitive information, thereby obtaining digital evidence for conducting
forensic investigations of the target device.

2 Backgrounds

In this chapter, we describe several domain separation technologies. First of all, A
logical domain separation technology uses separate an application’s access control
policies and execution rights based on the each domain in which the application
belongs, and allows minimal communication between domains to be performed
over only an authenticated channel. Furthermore, an application for each domain is
allowed to be downloaded from an app store for the domain, and is then used,
respectively. The recent announcement of Samsung Electronics, as KNOX plat-
form, is one of popular opportunity to let peoples knows a domain separating
technique in the market and research area. The KNOX smartphone technology
separates the security zone against common user area in Android smart phone.
Although the domain separation in KNOX technically is not based on mobile
virtualization, that is based on logical separation by marking specific area which
applications works in, it will be a positive movement to increase market expansion
of mobile virtualization in the future.

A hardware chipset-based domain separation technology is an isolation tech-
nology that is supported at the level of the processor of a mobile platform, and
divides the operating mode of the processor into general mode and secure mode.
Furthermore, the hardware chipset-based domain separation technology enables a
security application and a general application to be run in two physically separate
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environments, respectively. TrustZone supporting ARM processor since version 6
architecture provides secure mobile security environment in the level of the pro-
cessor chipset [3]. It is divided into the two operation mode with normal and secure
mode. According to their functions of general or security application, which
specific mode operate will be classified. The ARM processor allows that which
operation mode change by this classification. It also provides a secure booting and
isolated memory for individual data management with blocking feature for data
leakage into other operation mode.

Mobile virtualization, as known as Hypervisor, is mainly used to ensure a trusted
operating environment out of former computer virtualization technology to increase
flexibility by abstracting the existing physical computing resources [2–5].
A hypervisor-based mobile virtualization technology is a technology that isolates
plurality of virtual machines generated by single piece of physical mobile equip-
ment and allows communication between the virtual machines to be performed over
only an authenticated channel, thereby ensuring a secure execution environment
[6]. In this case, different operating systems (OSs) may be installed on the virtual
machines. Such as Secure Execution (SE) is a technique to ensure the secure
execution environment by making possible to communicate isolated through an
authorized channel created by each of the multiple virtual machines. Corresponding
to the malicious attacks, SE are separated by isolated domains by virtualization. It
used to operate in the security domain to ensure user-sensitive information pro-
tection separately, such as contacts, call history, photos. Furthermore, financial
transactions, mobile banking are operated in secure domain. Several ongoing
techniques are following: General Dynamics Corporation by OKL4, an open source
project Xen-ARM [7], TeeMo by the ETRI [2], MVP (Mobile Virtualization
Platform) by VMware and others.

3 A Methodology for Live Forensic Acquisition in Secure
Domain Based on Domain Separation Technology

This chapter describes to a methodology of providing an forensic acquisition in a
domain separation-based mobile device in order for an investigator to collect digital
evidence in the secure domain of a target mobile device, install an evidence col-
lection tool corresponding to each domain separation technology from an entrust-
ment server and then collect a user’s sensitive information or traces of malware
attacks, thereby obtaining digital evidence for conducting forensic investigations of
the target device. Our proposed methodology is based on live forensic acquisition
on the particular situation, in which an investigator cannot be seizure a target
mobile device, because of extent of the writ or rapid incident response.

Figure 1 is a schematic diagram illustrating the collection of digital evidence in a
domain separation-based mobile device according to an embodiment of this paper.
An investigator who has secured a target mobile device collects various pieces of
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fundamental information about the corresponding device. In this case, the various
pieces of information include system feature information and user identification
information. The system feature information may include the model of the corre-
sponding device, OS information, system information, and the type of domain
separation technology. The user identification information may refer to unique
information, such as the name of a user, a telephone number, and a manufacture
serial number. Thereafter, the investigator transfers user identification information
and the investigator authentication key value to the authentication center server
within the server.

Accordingly, the authentication center server transmits a security key, generated
based on the user identification information of the corresponding device, to the
corresponding device after authenticating the investigator. The investigator uses the
transmitted security key to perform encryption for the secure storage of the col-
lected digital evidence in the future. The investigator transmits the system feature
information of the investigation target mobile device to the evidence management
server. The evidence management server makes an inquiry to the evidence col-
lection tool server based on the system feature information of the corresponding
device, and generates and transfer an evidence collection tool suitable for the
corresponding device and to the investigator. Accordingly, the investigator collects
data using the received evidence collection tool, and encrypts the collected data
using the security key received at an initial authentication step. The collected data
encrypted as described above is transferred to the evidence management server over
a network and then stored therein, or is stored in a separate digital evidence storage
device (e.g., USB memory).

Fig. 1 A schematic diagram illustrating the collection of digital evidence in a domain
separation-based mobile device
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3.1 Identifying a Domain Separation Techniques

Identifying a domain isolation technology and selecting a suitable evidence col-
lection tool is performed by the evidence collection tool server which is illustrated
(⑥) and (⑦) in the Fig. 1. Figure 2 is a flowchart illustrating for identifying a
domain isolation technology and selecting a suitable evidence collection tool.

The evidence management server provides the function of identifying a domain
separation technology applied to the investigation target mobile device 1 and also
selects an evidence collection tool based on received system feature information,
and then transmits the selected evidence collection tool to the corresponding
investigation target mobile device. Identifying a domain separation technology and
selecting a suitable evidence collection tool, the domain separation technology of
the corresponding domain separation-based mobile device is identified by detecting
the type of domain separation technology from the system feature information at
initial domain separation input information.

For example, if, as a result of the determination, the domain separation tech-
nology of the corresponding the target device is a hardware chipset-based domain
separation technology, a standard API-based evidence collection tool is selected. In
this case, the hardware chipset-based domain separation technology supports a
standard API, via which access to and collection of a file of a secure domain are
enabled.

Meanwhile, for example, if, as a result of the determination, the domain sepa-
ration technology of the corresponding domain separation-based mobile device is a
logical domain separation technology, an evidence collection tool capable of per-
forming data collection by a secure domain compatible tool. In this case, the

Fig. 2 A flowchart
illustrating for identifying a
domain isolation technology
and selecting a suitable
evidence collection tool
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execution environment of logical domain separation manages access control of app
depending on whether it belongs to certain domain. The evidence collection tool
corresponding to secure domain should be compatible to app store of secure
domain. Only in this case, it could be collect digital evidence in secure domain of
the target device. Thus, the collection tools, which is provided by the evidence
collection tool server, are already registered or authenticated from app store of
secure domain.

Meanwhile, for example, if, as a result of the determination of domain separation
is a hypervisor-based mobile virtualization, a hypervisor-based evidence collection
tool is selected. In this case, a hypervisor-based evidence collection tool supports
various collection methods according to a particular hypervisors. It should provide
access and collect digital evidence in the secure domain using the domain com-
munication channel (or driver) based on the hypervisor.

3.2 Apparatus for Collecting Digital Evidence in a Domain
Separation-Based Mobile Device

The apparatus for collecting digital evidence for live forensics in the domain
separation-based target device, illustrated in Fig. 3, which is determined and
selected by the evidence collection tool server. The apparatus for collecting digital
evidence includes a target device information collection module, a control module,
a collection module, and a transmission module.

The target device information collection module collects the target device
information (i.e., system feature information, user identification information) of the
corresponding domain separation-based mobile device for conducting forensic
investigation. The target device information includes user identification information
(a user name, a telephone number, IMEI, and a communication service provider,

Fig. 3 A configuration
diagram illustrating a forensic
acquisition tool for collecting
digital evidence
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etc.) and system feature information (a manufacture name, model name, OS ver-
sion, manufacture serial number, etc.). The target device information collection
module transfers the collected these information to the control module.

The control module temporarily stores the target device information, which is
transmitted from the target device information collection module, and then transfers
the user identification information and the previously inputted investigator
authentication key value to the authentication center server. In this case, the
authentication center server performs investigator authentication, generates a
security key based on the user identification information of the corresponding
domain separation-based mobile device, and transmits the security key to the
corresponding domain separation-based mobile device. The communication
between the target device and authentication center server is applied to public key
infrastructure according to conventional mechanism using server’s public key and
certification verification. The control module receives and stores the security key,
and provides the security key when the transmission module performs encryption
later.

Meanwhile, the control module transfers the system feature information of the
corresponding domain separation-based mobile device to the evidence management
server. In this case, the evidence management server makes an inquiry to the
evidence collection tool server based on the received system feature information,
and the evidence collection tool server generates an evidence collection tool suit-
able for the corresponding domain separation-based mobile device, and transfers
the evidence collection tool to the evidence management server. As a result, the
evidence management server transmits the received evidence collection tool to the
corresponding the target mobile device. Furthermore, the control module transfers
the received evidence collection tool to the collection module.

The collection module may collect digital evidence (i.e., a file and related data)
for requiring forensic analysis in the corresponding domain separation-based
mobile device using the received evidence collection tool. The collection module
further comprises following: a file duplication unit configured to collect an identical
file corresponding to an original file by performing duplicating physical file data, in
which the data of the file has been stored, based on metadata of the filesystem; a
memory dump unit configured to provide a memory dump unit configured to
provide a memory dump function when the memory analysis, used in secure
domain of the domain separation-based mobile device, is required; and a deleted file
recovery unit configured to recover a deleted file based on metadata of the deleted
file based on a processing result of the filesystem analysis unit. The collection
module transfers the collected digital evidence to the transmission module.

The transmission module may encrypt the received digital evidence using the
security key, which is received from the control module, and may transmit the
encrypted digital evidence to the separate storage device or the evidence manage-
ment server. In this case, when it is possible to store the digital evidence from the
corresponding domain separation-based mobile device to the separate storage
device, the transmission module encrypts the collected digital evidence and then
stores the encrypted digital evidence in the separate storage device. In contrast,
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when it is impossible to store the digital evidence from the corresponding domain
separation-based mobile device to the separate storage device, the transmission
module encrypts the collected digital evidence and then transfers the encrypted
collected digital evidence to the server of the evidence management server.

4 Test Case

The proposed methodology has applied to military-grade security mobile platform
based on domain separation technology (hereinafter MISP, MIlitary-grade mobile
Security Platform). The MISP is a researching project to develop military-grade
security mobile platform based on mobile hypervisor with CC EAL4 certification
and mobile security API for military purpose as final products of our ongoing
research [1] (Fig. 4).

The MISP platform has been developing for widely used smart devices in order to
ensure essential security applications such as military system, m-banking service
using two divergent domains with separated execution environment, as secure
domain for operating security service with a trusted execution environment apart
from normal domain corresponding to existing mobile operating system particularly
Android OS. It provides domain separation, secure filesystem, security service API,
secure middleware and access control. And we have a plan to deploy our products to
various mobile services to improve security such as military service, smart work,
e-government, and BYOD (Bring Your Own Device) service. Furthermore, the
prototype of MISP, as we called Trusted Military Zone (TMZ) solution, provides
military security service (including secure SMS andMMS, contacts, camera, gallery,
secure voice communication, emergency situation notice, etc.), which is based on

Fig. 4 A prototyping service using military-grade mobile security platform
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mobile hypervisor and middleware, secure filesystem, cryptography library, and
certification authentication service comply with FIPS 196. And it has been installing
and testing to a commercial smart device, currently Samsung Galaxy S3 LTE [1].

The proposed methodology can be applied to MISP platform device. Currently,
our proposed research has been implemented including user authentication process,
control module, collection module and transmission module, partially. If we
assumed that TMZ including MISP platform is installed in the target device
(Samsung Galaxy S3 LTE) for conducting forensic investigation, the proposed
methodology will be determined that corresponding domain separation technology
is a mobile hypervisor. The forensic acquisition tool is selected and transferred by
the evidence collection tool server as mentioned above. This forensic tool collects
digital evidence including particular files such as text messages, contact list and
photo images. Above Table 1 shows these acquisition time acquisition time
according to file type and size. The reason, we describe file acquisition time in
Table 1, have an effect on total time for live forensic acquisition of target device
based on mobile hypervisor. In case of large-scale investigation for MISP devices in
the field hereafter, the forensic acquisition time is essential part for rapid response,
when some device has compromised unidentified threat or malfunction.

5 Conclusion and Future Works

Smart devices with easy Internet accessibility, mobility and usability are changing
various service environment such as mobile office, smart work, mobile finance,
e-government and so on. Those mobile services on the smart devices to improve
reliability have trusted execution environments for secure application and sensitive
information that should be protected against malicious attacks. For enhancing
security of smart device, domain separation technology has emerged recently.
However, in the mobile device to which a domain separation technology has been
applied, conventional digital evidence collection tools based on the general domain
cannot be accessed and acquired from the isolated secure domain, furthermore,
collecting digital evidence may be impossible by conventional forensic tools.
Therefore, this paper describes to a methodology of providing a forensic acquisition
in a domain separation-based mobile device and, more particularly, to an apparatus
and method that, in order for an investigator to collect digital evidence in the secure

Table 1 A table for file acquisition time using the forensic collection tool

Type File size (bytes) Acquisition time (averages 100 times) (s)

Text messages 3504 0.031

Contact lists 520 0.017

Image files 654,532 4.602
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domain of a target mobile device. We also have been researching a project to
develop military-grade security mobile solution based on security platform with
mobile hypervisor. The suggested methodology
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Performance Evaluation of Extended
EXACT Algorithm for Analyzing Breast
Cancer Using Fractal Dimension

B. Monica Jenefer and V. Cyrilraj

Abstract In the human body, very tiny particles named nano-particles can spoil the
living organisms. Analyzing the growth pattern of breast cancer is more important
theoretically as well as clinically. The ability of the nano-particles starts with their
small size, and spoil and travel in an irregular circular shape in a body. The cancer
growth forms a cluster by a group of nano particles, aggregates in a high level and
form fractals. In this paper, the cancer growth is simulated and analyzed using
various existing mathematical models. These algorithms are taking more time and
searches all the points linearly within a distance take costlier. To provide more
efficiency in terms of time and cost, a new mathematical model extended from
EXACT algorithm is proposed for modeling a cancer growth model. EEXACT
algorithm generates a model in terms of time, and number of points searching
dynamically in an efficient manner. The performance of the EEXACT algorithm is
evaluated by comparing its performance metrics with the performance metrics of
existing approaches.

Keywords Cancer growth model � Fractal � Breast cancer � Mathematical cancer
growth model � EEXACT growth model

1 Introduction

Cancer is a disease in which the patient is affected by abnormal cell growth which
also spreads to other parts of the body. The cancer that affects breast tissues is called
as breast cancer. The breast cancer develops in the milk duct linings and the lobules
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that supply milk to the ducts. The cancer that forms in ducts are known as ductal
carcinomas and the cancer developed in lobules is known as lobular carcinomas.
There are also some other sub types of breast cancer. The breast cancer diagnosis is
carried out by taking a biopsy of the damaged tissues. After the process of diagnosis
the tests are conducted to find out the areas affected by cancer and to determine the
type of treatment that will suit the type of cancer. The symptoms of breast cancer
are lump in the breast, change in breast shape, skin dimpling, ared, scaly patch of
skin or fluid coming from the nipple. Also, there will be bone pain, swollen lymph
nodes and yellow skin around the area spread with the disease. 5–10 % of breast
cancer is formed due to inherited genes. The tamoxifen or raloxifene medications
are used in preventing breast cancer from spreading, but the risk of developing
those medications is high. Removing the breasts surgically can also be done as a
preventive measure which also involves high risk. After diagnosis, surgery, radi-
ation therapy, chemotherapy and targeted therapy treatments are carried out in order
to remove the affected tissues completely. The surgery may be a breast conserving
surgery or a mastectomy according to the disease. If the cancer has spread to other
parts of the body the treatment for improving quality of life and comfort and the
eradication of cancer cells is not possible.

There various methods and techniques are available for analyzing the breast
cancer data. But one of the main assessing methods for understanding the breast
cancer growth is the fractal analysis. Fractal analysis is a process of assessing fractal
characteristics of a data [1]. The term fractal refers to the mathematical set that has a
repeating pattern in each process or iteration of computing. It is also called as
self-similar pattern. The analysis of similar patterns occurring in a data is called as
fractal analysis. There are several ways of assigning a particular fractal character-
istic to a dataset depending on a pattern or signal extracted from dataset. The fractal
analysis of data has wide application in the field of modern science. Even though
there is fractal dimension obtained as a result of fractal analysis of a data the pattern
cannot be declared as fractal without considering the essential characteristics.

2 Background Study

In this paper the fractal design is chosen for the analysis of breast cancer. Magnetic
Resonance Imaging—[MRI] images generally have a degree of randomness in
relation with natural random nature of structure. So the Fractal analysis is the best
method for MRI image analysis [2]. The FIFs (Fractal Interpolation Functions) are
useful in reconstruction of 3d tumor data from 2d slices obtained using MRI [3].
Implementing fractal analysis has advantages such as extraction of fractal dimen-
sion spectra for the region of interest and usage of classifier that automatically
identifies the kind of tumor [4]. The Breast tumors may be classified based on their
shapes using FFT based methods namely benign and malignant [5]. Fractal analysis
is useful in digital image processing for the process of assessing the shape and
complexity [6]. The Breast tumor masses provide shape and complexity
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characteristics in mammograms [7]. Brú et al. [8], discussed about various math-
ematical models providing stochastic equations for tumor-host information and they
are referred here in the radial symmetry case. The cells in the breast image are
divided into cancer cell and cancer supporting cell. Tumor growth is explained as a
multidisciplinary problem and some of the challenges are given in the form of
mathematical representation in [9]. While analyzing the tumor growth, cancer cells
are always treated as symmetric and cancer supporting cells are treated as sym-
metric as well as asymmetric. The evidence for asymmetric division for CSC is
reported in [10–12]. Farzaneh Keivanfard et al. in their work, have applied feature
selection and classification methods based on ANN to classify breast cancer on
dynamic Magnetic Resonance Imaging (MRI) [13].

3 Problem Statement

Death rate is increasing due to breast cancer since it grows very fast and it is not
easy to detect in the very beginning stage of the cancer. In order to reduce and avoid
human death due to breast cancer, it is necessary to identify the cancer symptoms
and cancer occurrence in the initial stage itself. By developing a computer based
software, the breast image condition, fastness and growth of the cell pattern are
analyzed for providing immediate medical treatment to the patients. In this paper, it
is aimed to develop a mathematical model based approach to pre-screen the breast
image as well as analyzing the growth pattern of the breast tumor. Our approach
Extended EXACT algorithm is utilized to analyze the growth pattern of the breast
tumor in an accurate manner than the existing approaches.

It is essential to design and develop a mathematical model for breast cancer
growth analysis. The main objective of the paper is to provide an efficient math-
ematical model to verify cancer growth using a mathematical model. Also the
proposed model is evaluated by comparing the existing approaches. All the existing
approaches are concentrating in verifying the cancer and cancer size. EEXACT
approach verifies the cells in the tumor as good cell or bad cells, number of cells
belong to tumor, and the size of the tumor in terms of time. It is proved that the
EEXACT algorithm is better than the existing EXACT algorithm in terms of time
and tumor cell detection rate is given in Figs. 1 and 2. From the figures, it is clear
that the number of fractal generation obtained by EEXACT is better than the
EXACT in terms of time and fractal analysis.

4 Existing Studies

There are various mathematical models are available for fractal dimension calcu-
lation and analysis of breast cancer growth. In general, the growth of the fractals
increases, in terms of time and number of bad cells existing already. The process of
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angiogenesis is very fast after tumor forms in the initial stage. In this paper, it is
motivated to analyze the tumor growth, according to the matching between the
fractal model data with the clinical-data. The growth of the breast cancer is modeled
using some of the specific methods, which are given below:

4.1 Exponential Growth Model

Exponential growth is one of the models for analyzing the tumor growth in breast
images. In this model the number of cells are N, and Nð0Þ is the starting size of the
cell and the time of the tumor growth is t. Let us assume a and b are constants, then
the following formula

NðtÞ ¼ Nð0Þ � expðbtÞ ð1Þ

is used to compute the growth of the cancer within the time interval t. The time td
needs for the growth N t1ð Þ, becomes double, that is,

N t1 þ tdð Þ=N t1ð Þ ¼ 2 ð2Þ

is constant all the time at

logeð2Þ=b ð3Þ

When the actual data fit with exponential pattern growth data, then this data is
useful. When population increases, the time td is also increases and it is not a
constant.

4.2 Gompertzian Model

So that, Gompertzian model [14] is applied. In Gompertzian based growth model
NðtÞ is a function of Nð0Þ, t and b also limiting the size of the cells from Nð1Þ,
using the following equation:

N tð Þ ¼ N 0ð Þ � exp k � 1� expð�btÞ½ �f g ð4Þ

where

k ¼ loge N 1ð Þ=Nð0Þ½ � ð5Þ

This formal fits the experimental data and clinical data, and exposes the
growth-regulatory mechanisms in animal [15, 16] and human [14] cancers.
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4.3 ODE Tumor Growth Model

There are five different ODE growth models [17] are available such as: exponential,
power law, logistic, Gompertzian and von Bertalanffy. Assume P denotes an
arbitrary population and t denotes the time. Now the exponential growth models is
the first and the simplest ODE growth model, described by

dP
dt

¼ rP ð6Þ

The growth rate is represented as a constant r. The Exponential growth is derived
from power law growth, and it denoted by,

dP
dt

¼ rPa ð7Þ

where r and a are variables [parameters] should fit with the data. The Logistic
growth is another growth model incorporating the population and the capacity
carrying by the population, and it can be given as:

dP
dt

¼ rP 1� P
K

� �

ð8Þ

where r denotes the intrinsic growth rate, K denotes carrying capacity. The Logistic
growth model is more similar to the exponential growth model. And the von
Bertalanffy model is also incorporating the population with its carrying capacity,
and it can be defined as:

dP
dt

¼ r K � Pð Þ ð9Þ

Finally, the Gompertz growth model can be defined as:

dP
dt

¼ r log
K
P

� �

P ð10Þ

From the above definitions and mathematical formulas, it is clear that the
Gompertzian model is more accurate than the other models and these models are
commonly explained and experimented in the earlier researches.
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4.4 Power Law Growth Model

In an earlier work, tumor growth was explored using a CA model, in the beginning
presented in [4] for telling rising tissues. Numerical simulations of this model were
conducted to attain the macroscopic dynamics of tumor growth. For the
two-dimensional (2D) CA, it is observed that the time course of total number of
cells in the unsaturated stage of growth (before space/nutrient limitations are
imposed) could be well approximated by a parabola, i.e., it is proportional to the
square of time, suggesting power law tumor growth [9]. We also simulated a
one-dimensional (1D) CA, which showed linear growth of the total number of cells.
Thus, we observed that both in 1D and 2D cases, tumor diameter grows linearly in
time.

The following global dynamics, observed in the simulation results of the CA
model, now comprise the underlying assumptions of a new macroscopic model for
the unsaturated stage of growth. It is important to note that these assumptions are in
agreement with the experimental observations of spheroid growth [9]. The
assumptions are as follows:

• The cell colony has a spherically symmetric form with diameter D(t);
• For some constant `, in the inner area of depth larger than ` (inner sphere of

radius 0:5D(t)¡`), the cell population is homogeneous and in equilibrium (i.e.,
the net growth rate is zero);

• In the rim between radius 0:5D(t)¡` and 0:5D(t) the cell densities are dependent
on the relative position in that rim, but not on time; cells in this rim have a net
growth rate which depends on the depth (distance from the boundary) only;

• The cell mass expands due to cell population growth, but the properties of the
inner mass and the outer rim remain invariant.

These assumptions imply that the diameter of the cell mass grows at a constant
rate, regardless of the dimension (to see that, note that a unit surface area produces a
constant number of cells per time unit, thus increasing the outer radius by a constant
length). Therefore, we obtain the following equation

dDðtÞ
dt

¼ k ð11Þ

where k is the constant rate of increase in diameter. From our macroscopic model, it
directly follows that the diameter of the occupied area will grow linearly in time
during the unsaturated stage. In the 2D case we can write the following expression
for the total cell number.

n ¼ pD2q
4

ð12Þ
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where q is cell density. Substituting D(t) from above equation yields

n ¼ k
ffiffiffiffiffiffiffi
pqt

p
2

þ ffiffiffiffiffi
n0

p� �2

ð13Þ

where n is the initial cell number. In the same way, cubic growth equation can be
derived for the three-dimensional (3D) case. The last equation represents parabolic
cell population growth, as indeed appears in the simulations of the original CA
model. We subsequently calculated k for different combinations of parameter values
as an estimation of the macroscopic growth rate. Importantly, the relative densities
of different cell types in the inner part of the cell population during unsaturated
growth phase were indeed identical to those found in the steady state phase,
enabling calculation of the parameter ½ (data not shown). This proves that the
assumptions of the macroscopic model presented here are coherent with simulation
results of the cellular automata model in [18].

Some of the user defined models also considered and verified in this paper, to
decide about the proposed growth model in order to improve the accuracy and they
are discussed.

4.5 HYBRID Algorithm Based Growth Model

The main aim of this method is to compute the perimeter estimation and the hardcore
portion of the tumor occurrence within a perimeter. The starting point Xs is taken
randomly, and then assume that the perimeter P ¼ 0. The current point Xc ið Þ is
compared with the Xs to verify both points are same or dissimilar. To obtain the next
point within the perimeter or on the contour, increase the current point Xc ið Þ index
Xc iþ 1ð Þ. Set a point as running point Xr and compare with the next current point
Xc iþ 1ð Þ. If, both the point are same connect the points, increase the perimeter
P = P + 1 and move ahead within the perimeter or on the contour. This process is
repeated and applied to all the points within a distance and within the perimeter.

From the starting point SP, the HYBRID algorithm searches the next pivotal
point. To find the next point, the starting point is copied as the next point and the
mutual distance e is computed to collect all the similarity points. The similarity
points running through the border are taken into account as running points those
who are having the distance from CP which is very close to the distance e.

The procedure carries on until the SP is reached. Obviously it is likely that after a
complete walking the starting point SP may be reached before having hit the
following current point CP. In other words, there may not be a multiple of step size
e so that the final incomplete step length r is added to the others stored distances,
whose sum represents the boundary’s perimeter. Since the fixed step length is
adapted every time during the perimeter computation, its averaged value is then
computed and used in the Richardson’s plot.
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Estimating Perimeter: [Arandom SP-Starting Point (Xs; Ys) lie on the boundary
line is selected and assign into an another variable called CP—[current point
ðXcðiÞ; YcðiÞÞ]. The index i runs through the total number of coordinate points and is
iteratively increased defining the running point R with coordinates (xR, yR).

The distance d between SP and RP is calculated and a check on d when smaller
than a fixed step length e is done. The process is repeated until a boundary point
whose distance from (xS, yS) is larger than the step e is reached. The next pivot
point on the boundary line is determined by choosing between the two points the
closest to the step length. The distance is then stored and this point becomes the
new starting point in order to calculate the next pivot point and so on, until the
initial starting point S is reached.

4.6 EXACT Algorithm Based Growth Model

In HYBRID algorithm, each step is compared to the previous point and it takes
much time. But, EXACT algorithm overcomes this problem and it connects all the
contour points with a series of straight lines (Fig. 3).

The EXACT algorithm developed and proposed by Clark [19, 20], whereas this
method will take more computational time by providing a simple solution. The
EXACT’s procedure is also very similar to the HYBRID algorithm. But in EXACT
algorithm, the end of the procedure is not coinciding with the coordinates of the
boundary. The EXACT algorithm connects all the points using a straight line. The
point connection, finding the location of the next point determination is depicted in
Fig. 4.
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In EXACT algorithm, starts its functionality from an original starting point (xs,
ys), then start searching the next pivot point. Whenever, it finds the next points, the
present starting point is copied to current point C[Xc, Yc] obtained within a dis-
tance e. The point searching running though the border, and they are denoted as
running point R(XR, YR). The distance between two points, for example, (XR, YR)
and (XR + 1, YR + 1) is obtained using the following formula as:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XR � XCð Þ2 þ YR � YCð Þ2
q

\e\
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XRþ 1 � XCð Þ2 þ YRþ 1 � YCð Þ2
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And this can provide a new point as the new current point and it can be used to
calculate the next boundary point vice versa. This process is stopped the new
current point reaches the starting point (Xs, Ys).

The starting point S is chosen in the boundary and copied as current point. Then
through the total number of points, iteratively the next points are chosen as running
point within a distance d between S and R. Repeats this step until it reached the
starting point at the ending point.

5 Proposed Algorithm

The proposed is to obtain the entire tumor cells occur in the breast images. It is
important because the existing HYBRID and EXACT approaches are searching the
tumor cells within a boundary and it avoid very small number of tumor cells occurs
in the breast mammograms. For example, the existing HYBRID and EXACT
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Input t, D
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Fig. 4 Flowchart for EEXACT algorithm
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approaches starts from a starting point S and ending with the same point S by
computing nearest neighbours. If, the algorithms cannot match the starting and
ending point, then the algorithms takes more time to make the boundary because the
neighbours occur in all the directions. So, it is not possible to cover all the tumor
cells by drawing a curve or a straight line. In this algorithm, EEXACT approach
fetches the entire tumor cells by random comparison in all the directions.

5.1 Extended EXACT Algorithm Based Growth Model

The EXACT algorithm is searching the points linearly within a distance threshold e
on the boundary through the Running points RðXr; YrÞ from the Starting point
ðXs; YsÞ. But, it is difficult to choose the starting point on the boundary; also,
developing a simulation of the cancer growth model is having different shapes and
different sizes. The model itself developed using assumptions. Flowchart is given in
Fig. 2.

Assumption in EEXACT
But in EEXACT algorithm, the simulation of the cancer growth model is ini-

tialized with some parameters such as:

time� t; size� S; cellsize� c; grid � size x; y½ �; gridcells� gc:

It is assumed that in a defined grid, dimensioned as ½x; y�, divided into tiny
squares representing the pixels [cells] called as gridcells gc½ �. It is well known that,
the cells in the human body are tangent to one another at one point at least. Also, it
is assumed that the tumor is growing from a random place in the breast, and grows
outside in shapeless shape and it may be an irregular circle. Finally, it is assumed
that the size of the tumor growth is increased within the specific time interval ti, the
number cancerous cells are increased into double the time of available cancerous
cells.

In EEXACT, the size of the tumor model can be represented using the following
mathematical formation as: At the time t,

ds
dt

¼ t � 1ð Þ � 2t�2 ð15Þ

where the number of cells grows double the time of its availability in a time interval
t. Using this, the size of the tumor model is developed in terms of time in the
dimension [x, y].
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EEXACT Algorithm

The numbers of cell grow within the dimension X, Y and within the diameter
D. The growth is analyzed in terms of time changes. From an initial time t0 to a
final time, the size, number of cells and the shape for proper treatment are verified.
Figure 2 depicts the flowchart of the EEXACT algorithm proposed in this paper.

6 Simulation Results and Discussion

All the described algorithms are implemented in MALTAB and utilized for
biomedical images. The computed results are compared with the theoretical values.
The computational time for 2.50 Ghz, Core i5, CPU is shown in Table 1. The
values obtained from EEXACT algorithm are time, size, number of cells and are
compared with the same values obtained from other methods. This growth mod-
eling is also simulated by scaling the size of the tumor iteratively k number of times
(Table 2).

Table 1 Comparison of computational time

Mathematical models Computational time

Iteration1 Iteration2 Iteration3 Iteration4

Exponential growth 2.3 3.2 5.4 6.7

Gompertzian 2.5 3.4 5.8 6.9

ODE tumor model 2.1 3.1 5.2 6.3

Power law 2 3.1 5.7 6.4

HYBRID 2.5 3 5.3 6.3

EXACT 2.1 3 5.2 6.1

EEXACT 1.9 2.8 5.2 6.1
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From the results and the 2D models generated by all the mathematical models
for the cancer growth, the size of the growth [that is growth factor] suggests the
patients or the doctor to take the necessary dose of the radiotherapy. The radio-
therapy cures the cancer and reduces the size of cancer by increasing the hemo-
globin and killing the bad cells. This method avoids the major surgery and reduces
the death due to cancer growth.

7 Conclusion

In this paper, anExtendedExactAlgorithm is proposed for developing a cancer growth
model for fractal dimension. Analyzing the growth helps to identify the severity and
further proceed for radiotherapy. The model can be simulated in terms of time. The
performance of this EEXACT algorithm is evaluated by comparing its performance
with the existing algorithms such as Linear andExponential mathematical models. All
the algorithms are described briefly and implemented in MATLAB. The computa-
tional time, cost and model representation are compared among all the algorithms.
From the comparison results it is concluded that, our proposed approach EEXACT is
better, easier understood, less cost and fast efficient to generate a model in any size.
Also, these approaches can be utilized with any benchmark data, any resolution based
images and the performances are compared in the future.
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Idea of Emergency Alarm as a Smart
Mobile Application with Prediction

Martin Tmej, Jan Dvorak, Ondrej Krejcar, Ali Selamat,
Reza Mashinchi and Kamil Kuca

Abstract Mobile telephone is ubiquitous; people carry it around everywhere and
all the time. Therefore, there is an effort to get as much information on the mobile
phone as possible. It can be weather, latest news, sports and others. This article
deals with a problem of obtaining information about unscheduled events and its
notification on the mobile phone. An application was created and it acquires
information about weather, in particular about the temperature and air humidity, and
based on that it ascertains the possibility of rime or black ice being created. The
application shares this information with the user through their set alarm clock. If the
weather condition in user’s locality indicates formation of frost or ice the alarm
clock is moved to 15 min earlier. That enables the user to defrost the car or leave
house sooner to manage having everything done on time.
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1 Introduction

Nowadays, in the 21st century, no one can imagine having to give up modern
elements of civilization. Over the last few years, a diverse array of electronic
devices became part of our lives. Many of us cannot even imagine our lives without
them. A representative example of these is a mobile phone that serves not only as a
portable phone but also as a calendar, alarm clock, photo camera, internet browser,
music player and many others [1]. Owing to the fact that we carry it around all the
time, we also demand more functions. One of these functions is a notification of
some events. At first, it sufficed for waking up, but later it added notifications for
meetings, holidays, birthdays and another infinite number of events that we need to
be notified of [2]. Hereby, we get to the problem that this article addresses. That is,
how to notify a user of an unscheduled event, for example ice covered road, floods,
fire, etc.

Within this article an application on the Windows Phone 8 platform will be
created and for that reason methods of notifications that appear on this platform will
be described.

The way to inform users about unscheduled events was chosen to be as a
notification on the mobile phone. There are three ways to alert the user that the
application is informing them about something [3]. The first way is Live Tiles,
which are placed on the start screen. The next are Secondary Tiles and the last way
is Notification. And that is what this article will be dealing with.

The Live Tiles are supposed to attract the user to open an application. The tiles
themselves are the gates to the applications; they are to facilitate opening of the
desired application easily. If the tile is “live” it can display additional information
and that way it can notify the user of new events in the application.

The Secondary Tiles allow the user to check a function in an application and
then to move it to the start screen in the form of a Secondary Tile. The new tile then
serves as a link to the chosen function in the application. As a typical example we
can take a weather application where the user can create a Secondary Tile for every
city and that way he can follow the weather in these cities without having to search
for them again in the application. Thanks to this function each user can personalize
their application.

The last shortcut is a toast notification. This notification is a great way to inform
the user that something is happening. This notification appears in the top part of the
display, that way it covers the actual application and it makes a sound. This way the
user is securely informed, it is not easy to miss it.

The notifications can be divided also in a different way, according to their
starting mechanism [4].

• Scheduled Notification—notification that is switched on at certain time and
certain date according to the way the user plans it.

• Period Notification—regular notification that repeats itself constantly. This
notification is widely used for Live Tiles where as an example there is an update
every hour on the unread emails.
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• Push Notification—it allows sending a notification from the external server
anytime if the phone is switched on. This type of notification is being used for
subscriptions to the news from different servers. For example, we want to be
notified when an anticipated movie comes out, or an article we waited for was
published. This notification is sent from server and that way it does not require
the application to be regularly connected as it is with Periodic notification.

A sample application will be combining first (Scheduled) and last (Push) way of
activating the notification. The next section will deal with the way to put in these
pieces of information into the mobile phone.

2 Problem Definition

As it was described in the previous section, the topic of this article is informing user
of unscheduled events using notifications on mobile phone. Information about
events should be acquired from a freely available source. That ensures low expenses
on the application and that way its fast distribution can be expected.

The application should be using internet connection for acquiring information
from web services, ideally using Wi-Fi. That would ensure another function of the
application which is user’s localization. If the location if known we can search for
information that are happening around him. In the case that there is no Wi-Fi
connection around, the user can connect also through mobile internet and thus the
location is determined by GPS. In order to save battery of the mobile phone it
would be convenient if the user’s location would be searched only once and that
would be after starting the application. A similar rule should be valid also for
internet connection. The unscheduled events control should be optional and chosen
by the user and that would be every hour. Shorter time period could deplete the
batter very fast.

A similar problem was dealt at the Columbia University in the year 2001 in the
USA [5]. The government was providing an effective system of warning the
population about unscheduled events. The university looked into the idea of how
this system of warning could be made accessible through the mobile phones. They
used the SIP (Session Initiation Protocol), which is a signal protocol of application
layer that is used for Internet calls (VOIP), instant messaging (chatting online with
friends) and for notifications about different events. Using this protocol, users can
send requirements of notifications to the server. In case of some event, the server
sends a notification and the user can be warned. This system includes two roles—
the receiver and the notifier. The receiver represents a user that receives warning
reports about unscheduled events. The notifier is a server that sends notifications
based on the request of the receiver.
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In the article CAP-ONES: an emergency notification system for all [6] the
authors are dealing with proposal of a system based on the knowledge base for
notifications about danger. For notifications on different devices they use EMS
(Emergency Management Systems) [7] that communicates with the user. This
system is based on two characteristics. The first one is the knowledge base about the
availability, devices, health disabilities, media and unscheduled events so the
warning can be adjusted according to many parameters. The second characteristic is
protocol CAP (Common Alerting Protocol) [8] that mediates the communication
between this and another already existing systems.

Another option how to notify users about unscheduled events is described in the
article Personalized Alert Notifications and Evacuation Routes in Indoor
Environments [9] that follows the solution described in the previous article. Here
the architecture including three elements is used compared to the previous one
where only two were proposed. The first one is so called CAP-ONES which has a
task to alert to unscheduled events. The next part is NERES that defines the
evacuation plan and creates evacuation route for the user. The last element is
interface iNERES that gets the message NERES and shows the evacuation plan on
the phone.

However, these described solutions do not depict our problem entirely because
the basis of our problem is gaining information about unscheduled events from a
free source, and then simply and clearly display this information to the user. The
solutions mentioned above are focused on the way to use an evacuation route to the
user in case of danger or to describe which way should he act in these situations.
Our aim is to notify the user about these events. It should be a warning sent to the
user. All this information is obviously accessible on the internet through web
browsers [10, 11] but the advantage of mobile phones is that we have them with us
all the time and that way the user can be informed immediately in the very moment
when an unscheduled event originates. The next section will describe the new
solution with more details.

3 New Solution

In the previous section we defined a problem that will be investigated and described
in detail here.

Our aim is to create an application for mobile phone that will receive information
about unscheduled events from some free and accessible source and will show this
information to the user in form of a notification.

Nowadays, there is a whole range of OS on the market but the main represen-
tatives are only three. Android with the market share 84.4 %, iOS (11.7 %) and
Windows Phone 8 (2.9 %) [12]. The rest of the operating systems are only a
modification of Android or they have just a minimal market share.
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Windows Phone 8, further only as Windows Phone, was chosen as the platform
for the mobile phone application. Windows Phone is a mobile operating system
developed by Microsoft. It replaced its predecessor Windows Mobile in February
2010. Windows Phone is used in different phones from the companies HTC, Dell,
Samsung and LG. In the beginning of the year 2011 it was announced that the
system Windows Phone would be used as a principal operating system in the Nokia
Phones.

The applications are developed using the platform Silverlight [13] and XNA
framework [14]. Both these technologies are built on .Net Framework and the
programming can be done using the language C#, Visual Basic .NET and F#. As a
programming environment, the most suitable is Visual Studio, which is in the basic
version for free. The only requirement is using OS Windows Vista, Windows 7, 8,
8.1. The place where it is possible to download or buy applications for Windows
Phone is called Windows Store. If we want to publish our own application it is
necessary to sign up as a developer on the Microsoft website and pay a yearly fee
99 dollars. For students there is a free registration within the programme
DreamSpark. The finished application is to be sent for a certification process. The
application is verified by Microsoft there and if it meets the requirements for
publishing it is certified, signed and can be published on the Windows Store. The
requirements for publishing an application are quite strict. They control both
contents (use of abusive language, trademarks, etc.) and technical part (sources,
language localization, etc.).

This way the technology was presented and now onto the description of the
problem, obtaining information and informing about unscheduled events. It was
quite difficult to find a freely accessible source of information about unscheduled
events. Most of them are paid and they are not well updated for the Czech Republic.
As sources of information two sources were chosen. The first one Crisis [15],
provides information about all unscheduled events, the only problem is that there
are very few data for the Czech Republic. On average it publishes one event in
three months. The second source is OpenWeatherMap [16], which provides fast and
clearly arranged information about the weather all around the world. This infor-
mation is transmitted using simple API and for the client identification it is enough
to have a key that everyone gets after signing up.

The application will consist of two parts—an agent and the application, which
will be very similar to a classic organizer or an alarm clock. The user will set a time
and whether he wants to be notified in case of an unscheduled event. After having
set the preferred functions the second part of the application—Agent, comes to
work (Fig. 1). Agent will be gathering and evaluating information in the back-
ground from both previously mentioned sources and based on this information it
will inform the user. The information gathered by agent is always from the user’s
location that is determined by GPS or Wi-Fi if it’s available.
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4 Implementation

Previous section deals with the new solution that we define. In this section we will
analyse the implementation of this solution.

Implementation is in a form of a mobile application on the platform Windows
Phone 8. The application will have a similar function such as organiser or alarm
clock with the difference that it will be tracking the outside temperature at night or
at the time that the user chooses and based on the temperature and humidity of air it
will evaluate if there is a possibility of black ice being created. According to this
information it will adjust time of the alarm. That way it will save user’s time and
worry about having to check the weather before going to bed and having to change
the alarm clock in order to have time to defrost the car.

The user can simply choose a time to wake up and whether he wants to have the
function of the control of unscheduled events available (in this case concerning the
creation of black ice). The application then automatically plans an agent that will
monitor the temperature and air humidity. If the conditions correspond with the
creation of black ice 1 h before the planned activity the agent will automatically
move the time of the activity to 20 min earlier.

The whole scheme of the created application is shown in Fig. 2. The application
contains two modules Agent and CoreApp. The agent is independent of the
application and it cares about the control and downloading data from the web
service. The application alone contains a user environment, logic for notifying the
user and a component that tracks the location of the user.

Fig. 1 Scheme of proposed application
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As the application connects to the web service, the first step must be signing up
at OpenWeatherMap [16]. The registration requires filling up an easy form and in
the end a necessary key is obtained. This key will serve as an identification to
connect to the services. The second section described that the application would
also connect to the service Crisis, however this service was removed from the
application because it does not provide good updated data. For the Czech Republic
country it contains only one unscheduled event in three years with the only location
Prague. For that reason it is unsuitable for our application and we only use the
service OpenWeatherMap.

The application is created using the structure MVVM (Model View ViewModel)
[17]. Model-View-ViewModel is a designing pattern of WPF [18] application. It
offers a solution how to separate the logic of application from user interface.
Everything then is much clearer and more organized and possible changes are
easier. MVVM separates data, the state of the application and user interface and that
way it ensures reusability.

The user interface of the application was designed to be as simple as it can be.
The initial page that the user sees after starting the application contains a list of set
events, whether the event is active and whether it controls the unscheduled events.
In the bottom part of the screen there is a button for adding a new event. On the
screen for adding new events we can find a box for inserting the name of an event,
the choice of time of the event and a button for turning on or off the control of
unscheduled events. As a confirmation of a created event an agent is created and it
will be watching and downloading information from the web service. On the initial
screen for each event it is possible to activate or deactivate planned event or else a
notification for unscheduled events. The sample application should work right in
every device that has an operating system Windows Phone 8. It is because

Fig. 2 Scheme of implemented application
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Microsoft determined standards for devices where this operating system is installed.
Each one has to meet the requirements: min. 512 MB RAM, GPS, NFC, Wi-Fi and
dual core processor. That brings a considerable advantage for developers compared
to Android that has a whole array of devices and producing applications so that they
would display correctly on all devices is a big problem. During the development of
the application a problem in a communication between both modules, Agent and
CoreApp, came up. The application uses its isolated memory for saving data.
However, a problem can occur if the application runs on more threads and it is
necessary that the both threads see the same thing in the mentioned memory. In our
case a problem arose when the agent saved information about weather to the
memory and the application did not know about this information. The solution of
this problem was synchronization of the process of saving data to the memory. That
was achieved using class Mutex.

This section contained a description of specific implementation of sample
application. The next section is dedicated to the testing of the application.

5 Testing of Developed Application

Implemented application has to be tested. It should be seen in the test if the solution
proposed by us was in any way better. The application can be tested based on
prediction of unscheduled event, in our case on the creation of black ice. The next
test focuses on the success rate of user’s localization.

5.1 The Test for Black Ice Prediction

The test was performed with 10 measurements in three different locations with three
different settings. As it can be seen in Table 1 the best combination that ensures the
biggest frequency of black ice occurrence is within the temperature range 0/−4 °C
and air humidity 70 %.

Location can also play a role in the test because in the villages (Opatovice nad
Labem—City No. 3) the temperature is lower in general than in the cities (Hradec
Kralove—City No. 2, Lanskroun—City No. 1) where more people live, more cars
drive and more smog is in the air.

5.2 The Test for Speed and Success Rate of Localization

The second test will test the success rate and the speed of localization of the user.
As the application has two options to localize the user, using Wi-Fi or GPS, the test
will monitor the speed and the accuracy of found location.
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The test was performed ten times and it was proved that although GPS is slower
it provides 100 % success rate. That is important information in the case of villages.
As it can be seen in Table 2 the success rate of Wi-Fi in City No. 3 is only 60 % and
that is because the village is close to City No. 2 (3 km). The Wi-Fi gets the location
based on IP address and available Wi-Fi networks. In case of the requirement for
localization, the data is collected from the surrounding Wi-Fi networks, which
means their names, MAC addresses of routers and the strength of the signal. This
data is sent to the localization service (Google) that compares them with its Wi-Fi
routers database with the known location. Based on that the presumable location is
calculated and it is sent back [19]. During the calculation the IP address from which
the request was sent is also used in Fig. 3.

This method is not accurate precisely because of the impossibility of getting the
exact location and getting only an estimate of the location. In the cities this method of
localization works correctly thanks to their big area. The estimate of the user location
will always be in that city compared to the villagewhere the area is small. Based on this
test I would recommend havingGPS always turned onwhetherWi-Fi available or not.
The application prefers GPS location before Wi-Fi, mostly because of the accuracy.
The next criterion thatwasmeasured in the test was the speed of obtaining the location.
In this criterion Wi-Fi definitely won. For one thing it does not need to look for the
position of the satellite and for another it only estimates the position.

Table 1 The test of black ice prediction

Location Temperature range (°C) Air humidity (%) Frequency of black ice occurrence

City No. 1 0/−4 70 8

City No. 1 −1/−4 75 7

City No. 1 0/−5 80 8

City No. 2 0/−4 70 8

City No. 2 −1/−4 75 6

City No. 2 0/−5 80 9

City No. 3 0/−4 70 10

City No. 3 −1/−4 75 9

City No. 3 0/−5 80 9

Table 2 The test of speed
and success rate of
localization

Location Type of
connection

Speed (s) Success rate (%)

City No. 1 Wi-Fi 0.5 100

City No. 1 GPS 1.2 100

City No. 2 Wi-Fi 0.5 100

City No. 2 GPS 1.0 100

City No. 2 Wi-Fi 0.75 60

City No. 3 GPS 2 100
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From the results of both tests we can deduce the ideal settings for the application.
That is the temperature range 0/−4 °C, air humidity 70 % and switched on GPS
[12, 16]. The application set this way should ensure a high probability of successful
prediction of black ice. In comparison with other solutions that are described in
section number two, this application may not provide the evacuation route but it can
reliably notify the user about an unscheduled event in the form of black ice. Our
aim was also to find some free source that would provide information about
unscheduled events. This aim was not accomplished as the only possible repre-
sentative was Crisis and it is very rarely updated.

6 Conclusions

In the beginning the aim for creating an application that would inform the user
about unscheduled events using the mobile phone was defined. The source of
information about the events has to be for free so that a zero price of application
would be accomplished. This aim was fulfilled for our territory only partially. The
application is working and it is reliable but a source of information that would be
for free and would provide updated data about unscheduled events was found only
partially. OpenWeatherMap was used as a representative of information about the

Fig. 3 The scheme of the probable location detection using Wi-Fi [19]

1148 M. Tmej et al.



weather. The source Crisis as a representative of other unscheduled events is
unfortunately for the Czech Republic very poorly updated. However, that does not
mean that in other bigger countries this source of information could work as reliable
as in our case the source OpenWeatherMap. Developed solution can be equipped in
various areas of research from biomedicine [20, 21] to measurement and control
applications [22–31].
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Frequency Modulated Continuous Wave
Radar Modeling for Landslide Detection
in Malaysia

Nor Fatin Muhd Ariffin, Farah Nadia Mohd Isa, Ahmad Fadzil Ismail
and Mohammad Kamrul Hasan

Abstract Landslide is one of natural hazards that is frequently happen after
continuous heavy rainfall especially during monsoon season. It effects serious
damages on property and also treat human being’s live. The objective of this paper
is to design and evaluate the performance of a Frequency Modulated Continuous
Wave (FMCW) radar for detecting of slow moving landslide movements in
Malaysia. The performance of the proposed radar design is tested by using Agilent
Advanced Design System (ADS) software. It operates at 2.4 GHz carrier frequency
with a resolution range of 0.75 m. Its signal power increases around 38 dBm after
de-ramping process. Hence, it increases the sensitivity of the radar to detect the
landslide occurrences. The radar has capability to detect landslide movements of
20 m/s speed.

Keywords Landslide � Linear FMCW � Radar � RF de-ramping technique

1 Introduction

Landslide is defined as displacement of earth material (i.e. rock, soil and regolith)
from gravity [1]. Over the past few decades, the rising demand for landslide study
has given impressive pressure on development of new technologies and methods to

N.F.M. Ariffin (&) � F.N.M. Isa � A.F. Ismail � M.K. Hasan
Department of Electrical and Computer Engineering, International Islamic University
Malaysia, 53100 Kuala Lumpur, Malaysia
e-mail: fatin.nornisa@gmail.com

F.N.M. Isa
e-mail: farahn@iium.edu.my

A.F. Ismail
e-mail: af_ismail@iium.edu.my

M.K. Hasan
e-mail: hasankamrul@ieee.org

© Springer International Publishing Switzerland 2016
H.A. Sulaiman et al. (eds.), Advanced Computer and Communication
Engineering Technology, Lecture Notes in Electrical Engineering 362,
DOI 10.1007/978-3-319-24584-3_98

1153



enhance a better understanding of the studies. Accurate detecting and monitoring of
landslide occurrences facilitate authorities to prevent serious damage of infras-
tructures and loss of lives. In December 2014, East Coast of Malaysia (i.e.
Kelantan, Pahang and Terengganu) was hit by severe flood due to excessive rainfall
rate, highest recorded by Malaysian Meteorological Department is at 1600 mm [2]
as shown in Fig. 1. Several landslides happened during the monsoon season as
ground underneath is softened and changed by the excessive amount of rain
especially hillside and steep slope area.

There are many different techniques are introduced for landslide studies such as
inclinometers, extensometers [3], Global Positioning System (GPS) [4], Synthetic
Aperture Radar (SAR) [5, 6], airborne laser scanning [7] and Frequency Modulated
Continuous Wave (FMCW) [8, 9]. Each of them has its own advantages and
disadvantages in certain categories, yet this paper is only focus on the potentiality of
the technique to design and build a low cost tool for the purpose of detecting slow
moving landslide in a long range distance.

Landslide study has been done in Japan by using Ground Based Synthetic
Aperture Radar (GB-SAR), operated at Ku-band (17.2 GHz) frequency. It moved
and scanned repeatedly along 2 m horizontal rail and collected data at every 5 mm
[10]. The radar’s monitoring was done remotely or not in physical contact with
landslide’s area as compared to conventional technique such as inclinometers and
extensometers. However, the radar has drawback in terms of cost effectiveness as it
has complex modulation and circuit design [11] since it used pulse compression
technique. Moreover, temporal de-correlation problem raised because the sensi-
tivity or performance of the GB-SAR is easily distracted by the ground vegetation
waving [7] which may lead to error data collection since the radar detection per-
formance is closely depends on target’s velocity.

Fig. 1 Malaysia rainfall rate on December 2014 [2]
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Airborne laser scanning is a combination of several techniques such as GPS,
SAR and laser scanning methods which is capable to cover and wide landslide area
in long range distance. It also provides very high resolution of 3-dimensional (3D)
landslide imaging, gives accurate measurements of landslide’s characteristics such
as velocity, soil moisture, weathering profiles, and etc. [7]. However, cost
demanding for the airborne laser scanning to be carried out is very high as it
requires flight and very sophisticated instruments. It also needs many experts to
handle the project, hence it takes long time to get the landslide studies be done.

Frequency Modulated Continuous Wave (FMCW) method uses continuous
waveform as a signal source which is generated at transmitter part. Frequency of the
waveforms is varies over time. FMCW radar is popularly used for geophysical
studies such as; snow avalanche mapping image [12], landslide displacement
measurement [9, 13] and snow thickness measurement [14]. FMCW radar has
superior advantages in terms of resolution range, power consumption, simple
modulation and circuitry design, less delay of updates data and detect slow moving
target [11, 15, 16]. Therefore, FMCW technique is chosen to be used by the radar
system in this paper as the technique has simplicity in modulation and design’s
circuitry which facilitates a portable and low cost FMCW radar system. Unlike
GB-SAR, the target detection by FMCW radar is mainly rely upon target size
towards resolution cell instead of target’s velocity [15]. Hence, the detection of
landslide movement can be distinguished from other clutters.

In this paper, radar system is designed and simulated by using Agilent Advanced
Design System (ADS) software version 2014. To design and evaluate the perfor-
mance of the model ADS simulation process is very suitable since it provides
essential parameters and specifications to enable hardware radar works well during
real experiment. Simulation system is a worthy aid during development process as it
capable to minimize the cost and time consumptions.

This paper is organized as: Sect. 2 describes the proposed design of FMCW
radar, the evaluation of performance the designed simulation results are depicted
and explained in Sect. 3 and finally concluded the paper in Sect. 4.

2 Proposed FMCW Radar Design and Its Specifications

The FMCW radar architecture consists of four main parts which are transmitter,
receiver, target and signal processing as shown in Fig. 2. They are connected to
each other in a dataflow simulator called Agilent Advanced Design System
(ADS) Ptolemy. The software is most relevant for microwave and Radio Frequency
(RF) design applications [17]. Details of the FMCW design system is explained in
the sub-section of Sect. 2 below.
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2.1 Operating Frequency and Power

The FMCW radar system operates at 2.4 GHz carrier frequency with approximately
38 dBm transmit power. During operating frequency selection process, there are
some parameters need to be considered. One of them is minimum detectable signal
(Smin) [18] which is required by the radar to get maximum target detection of
1000 m. Theoretically, radar frequency can be used from 300 MHz up to 110 GHz,
however very high frequency (i.e. 10 GHz and above) does not penetrate the ground
surface well [19]. Modeling and purchasing component processes for real test also
would be complex and costly. In addition, the maximum range of target is inversely
proportional to the frequency as shown in Eq. (1). Therefore, 2.4 GHz is selected to
meet the requirement of 1000 m maximum range with acceptable value of Smin. The
frequency is categorized in S-band which is known as having impressive advantage
when dealing with attenuation constant and atmospheric attenuation as the atten-
uation increases whenever frequency increases [19].

R4
max ¼

PtG2rk

ð4pÞ3Smin
ð1Þ

2.2 FMCW Waveform Generation and Transmitter

Voltage signal of Frequency Modulated (VtSFM) device is used as waveform
generator in time domain. The amplitude of the signal is assumed as 1 V and 0.5

Fig. 2 FMCW radar design block diagram
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modulation index. In addition, Voltage Control Oscillator (VCO) based system is
applied to provide a signal pattern which supports wide FM chirp bandwidth (i.e.
GHz frequency) [19]. Next, the modulated signal is amplified and split into two
ways. One of them is split towards 20 dB gain transmitter antenna and one more
towards a mixer in receiver part, named as reference signal which would be used
during de-ramping process. Transmit signal frequency varies from 2.0 GHz until
3.0 GHz over time with 100 MHz step. Attenuator of 3 dB is added after VCO to
reduce unnecessary amount of transmit signal during next stages especially during
signal amplifying at power amplifier.

2.3 Target Model

It is essential to apply target model parameters as real target’s parameters since it
gives big impact on the performance of the radar [i.e. backscatter coefficient and
Signal to Noise Ratio (SNR)]. Table 1 shows the characteristics of soil. Worst case
scenario is selected during simulation process which is wet soil condition. The
target model moves at 20 m/s speed with radar cross section of 100 m2. Dielectric
constant (εr) is closely depends on dielectric constant of water (ε″) and soil (ε′) as
shown in Eq. (2).

er ¼ e0 � je00 ð2Þ

2.4 Receiver and Signal Processing Part

Measured return power signal is normally 10–18 times smaller than transmit power
signal [20] which leads poor radar performance. It is also decreases when target
range increases as shown in Eq. (3). Therefore, Low Noise Amplifier (LNA) device
is placed right after the receive signal is collected by receiver antenna to amplify the
weak receive signal because it is distorted and attenuated while in the air. Horn
antennas with 20 dB gain are used at both transmitter and receiver part. The
obstacle also can be solved by mix up the reference signal with the return signal
where processing gain is provided to improve the return power and SNR value [12].
Besides, built in Low Pass Filter (LPF) is equipped on mixer to filter out unwanted

Table 1 Soil parameters [19]

Types Conductivity Dielectric constant of soil Dielectric constant of water

Dry soil 0.001 (S/m) 4–7 0.006

Moist soil 0.005 (S/m) 15 0.6

Wet soil 0.02 (S/m) 25–30 32.4
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and interference signal before it is collected and analyzed in signal processing
part. Frequency difference between transmit and received is used to measure the
range and velocity of the target as shown in Eq. (4). Envelope simulator and
Harmonic Balance simulator in Agilent Advance Design System is used to analyze
complex modulated RF signal in time and frequency domain.

Pr ¼ PtG2rk

ð4pÞ3R4
ð3Þ

Df ¼ a
2R
c

¼ f02Vr

c
ð4Þ

3 Simulation and Result Analysis

Figure 3 demonstrates power density signal (dBm) at certain frequency (KHz).
Representation of each signal at specific part is shown as below:

• m1 is transmit signal
• m2 is reference signal
• m3 is echo signal after transmit signal hits target
• m4 is mixed signal of reference and return signal
• m5 is receive signal at final point which is located at receiver part.

It can be seen in the figure that echo signal power drops drastically from 37.9 to
−81 dBm which is certainly gives a negative value of SNR. It is impossible for a
radar to detect a long range detection with the negative SNR since noise power is
greater than signal power. However, the obstacle is improved by applying
de-ramping process as it is capable to work as signal processing gain. The result
displays that the echo signal power is improved by approximately 38 dBm after the

Fig. 3 Signal power at transmitter and receiver parts
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process. It is calculated by subtracting power density of m4 from m3 signal. The
process plays important role to increase the sensitivity of the radar especially during
detecting slow moving target as it gives very low receive power. Very low speed of
target also called blind speed if the movement of the target does not detect by radar
system.

The result in Fig. 4 shows that the target frequency shifted is 320 Hz. It is
measured by subtracting frequency of m5 from m1 signal. The shifted frequency’s
information can be used to calculate range and velocity of target by using Eq. (4).
The speed of target model is 20 m/s at 1000 m distance from transmitter antenna.
The result of shifted frequency from simulation agrees theoretical value from
Eq. (4) which is 320 Hz. In addition, it also shows that return signal power, m5
which is measured at last point of receiver part is −3.05 dBm.

Figure 5 represents the value of receive signal power while varying range from
500 to 1500 m with a step of 500 m. Based on Eq. (1), the value of receive power
decreases when range of target increases. The value of receive power drops from
8.989 dBm to −3.052 dBm when target’s range is increased from 500 m to 1000 m.
It drops one sixteenth from original value when the target’s range is doubled.

Fig. 4 Shifted frequency

Fig. 5 Return signal power with target range varies
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4 Conclusion

A full FMCW radar design for landslide detection has been proposed and simulated
by using Agilent ADS software. Simulation is an important process for a devel-
opment of the radar system in order to meet required specification of the mitigation
system.

In this paper, it is shown that poor echo power signal can be improved around
38 dBm by implementing de-ramping process. The radar design is also capable to
measure the range and velocity of target by using shifted frequency information.
The target model parameters are applied as close as realistic value, so that the radar
system is capable to work well during field test. The proposed FMCW radar design
capable to detect a slow target with a speed of 20 m/s. It proves that slow moving
target can be measured and detected by using low cost FMCW radar.

In future, the FMCW radar design would be modified and improved by
implementing better specifications on RF device (i.e. amplifier and filter) and signal
processing technique [i.e. Moving Target Indication (MTI)] to be able to detect
slower moving target.

Acknowledgment International Islamic University Malaysia (IIUM) and Ministry of Higher
Education (MOHE) are highly acknowledged as providing the fund for this project, registered as
RAGS 13-027-0090 to be carried out.
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A Novel FPGA-Based Multi-Channel
Multi-Interface Wireless Node:
Implementation and Preliminary Test

Witoon Jindamaneepon, Banjerd Rattanalert, Kiattisak Sengchuai,
Apidet Booranawong, Hiroshi Saito and Nattha Jindapetch

Abstract The implementation and the preliminary test of a novel FPGA-based
Multi-Channel Multi-Interface (MCMI) wireless node is presented in this paper.
The MCMI wireless node was developed using a Xilinx Spartan-3E
XC3S500E FPGA development board. The CC2500 RF transceivers as low-cost
low-power wireless radio modules operating in 2.4 GHz ISM band were connected
with the FPGA board via a Serial Peripheral Interface (SPI). The implementation
result shows that the designed FPGA-based MCMI wireless node architecture uses
small amount of resources of the Xilinx Spartan-3E XC3S500E FPGA.
Consequently, we can further include more algorithms or functions on the top of
our proposed system. The experimental result from a preliminary test scenario also
demonstrates that the FPGA-based MCMI wireless node improves the packet
delivery ratio to reach 100 % while varying traffic loads.
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1 Introduction

Currently, wireless communication networks are widely used for many applica-
tions, such as environmental monitoring, structural monitoring, video surveillance,
healthcare, home automation, agriculture, and industrial process control [1]. Among
these applications, many works specifically require high-throughput of the data
transmission. However, in wireless network communications, the communication
among sensor nodes over unreliable wireless mediums can cause the occurrence of
packet loss and delay that degrades the communication performances. Many effects
occurring during the communication, such as multi-path fading, noise, and radio
interference can significantly reduce the throughput of the data transmission.
Therefore, reliable communication techniques both from hardware and software
perspectives should be applied for wireless communications.

According to the research literature, we found that the research problem as
described above can be dealt with by developing the wireless sensor nodes to
support the MCMI communication. In [2], an adaptive interference-aware
multi-channel algorithm with an Acknowledgment/Negative Acknowledgment
(ACK/NACK) beacon consideration was proposed for an IEEE 802.15.4 wireless
network. This proposed algorithm was implemented on Crossbow’s MICAz motes
for avoiding the radio interference from IEEE 802.11 Wireless Local Area
Networks (WLANs). In [3], a channel switching technique for avoiding the radio
interference from the IEEE 802.15.4 network and other wireless networks as using
2.4 GHz ISM band was presented; the theoretical evaluation also shown the per-
formance of the proposed channel switching technique. In [4], the multi-channel
communication in a wireless automation system was studied. The work in [4] also
investigated how the communication parameters, such as number of channels,
packet arrival rates, and packet sizes influence the performance of the wireless
automation system by the analytical study. In [5], the MCMI technique for video
transmission over IEEE 802.15.4 networks was proposed for avoiding the radio
interference of the IEEE 802.15.4 and the IEEE 802.11 devices; the performance
evaluations were carried on the simulation. In [6], the MCMI approach as imple-
mented on a microcontroller with the CC2500 wireless radio modules was pre-
sented. The experiment also guaranteed the performance of the proposed approach.
To the best of our knowledge, we found that there was only the work as presented
in [7] implemented the MCMI approach on a Field-Programmable Gate Array
(FPGA) with the wireless module as operating in 2.4 GHz frequency band for
supporting high throughput applications. The analytical results guaranteed the
performance of this wireless sensor platform. Note that the wireless FPGA node as
developed in [7] was not evaluated in the real experiment.

In this paper, the implementation and the preliminary experimental evaluation of
the FPGA-based MCMI wireless node is presented. The high performance wireless
node was implemented on the Xilinx Spartan-3E XC3S500E FPGA development
board with the CC2500 wireless modules as the low-cost low-power wireless
module operating in 2.4 GHz frequency band. The CC2500 wireless modules were
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connected with the selected FPGA board via SPI. The implementation result
indicates that the MCMI wireless FPGA node uses 26 % of available slices of the
Xilinx Spartan-3E XC3S500E FPGA. Hence, we can further include more func-
tions to achieve Programmable System-on-Chip (PSoC) design. For the experi-
mental results, the finding from the given scenario indicates that the FPGA-based
MCMI wireless node gives the packet delivery ratio as the ratio of the number of
packets received at the receiver and the number of packets sent from the transmitter
close to 100 % while varying traffic loads.

The rest of this paper is organizedas follows.Section2provides the implementation
details of the FPGA-basedMCMIwireless node. Section 3 describes the experimental
setup. Section 4 provides the experimental results and discussions. Finally, Sect. 5
concludes this paper.

2 FPGA-Based MCMI Wireless Node

2.1 Architecture and Hardware

The architecture of the FPGA-based MCMI wireless node presented in this work is
shown in Fig. 1. The MCMI wireless node was implemented using a Xilinx
Spartan-3E XC3S500E FPGA development board [8]. This board was selected
because it has enough available resource to support control and computing parts,
and it also has enough input and output pins for interfacing with three radio
transceivers. Note that the number of interfaces can be easily extended more than
three depending on the application requirements. The proposed MCMI wireless
node architecture consists of three major components: a memory component, a
control component and a radio component indicated by block number #1, #2, and
#3, respectively. The memory component is employed for collecting both trans-
mitted data and received data. We note that for the transmitted data, they can be

Xilinx Spartan-3E XC3S500E 
FPGA Board
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Control 
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Control 
Unit

Control 
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CC2500 RF 
Transceiver

CC2500 RF 
Transceiver

CC2500 RF 
Transceiver
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#2

#3

Master Slave

CC2500 RF 
Transceiver
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SPI Interfacing

Control 
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SPI
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Fig. 1 The FPGA-based
MCMI wireless node
architecture

A Novel FPGA-Based Multi-Channel Multi-Interface Wireless Node … 1165



obtained from any sensor devices. However, at the current state of our research,
sensor devices are not yet integrated on our wireless node platform. The transmitted
data using in the experiment are directly inserted by us. For the control component,
it consists of a main control unit and three sub-control units. The main control unit
controls all operations of the sub-control units, while each sub-control unit controls
the radio transceiver. For the radio component, we employ the CC2500 RF trans-
ceiver as the wireless module [9]. The CC2500 is the low-cost 2.4 GHz RF
transceiver designed for very low power wireless applications [9]. It also has the
maximum data rate of 500 kbps. Consequently, we can utilize it for applications
that require a high throughput transmission. In addition, the CC2500 supports the
use of the different radio channels as operating in the frequency range of 2.4–
2.4835 GHz. Thus, a desired channel can be assigned by users. For this work, we
manually configure different radio channels to the three interfaces. The CC2500 RF
transceiver connects with the FPGA board via an SPI interface, which consists of
four pins including Master Out Slave In (MOSI), Master In Slave Out (MISO),
Slave Select (SS), and Serial Clock (SCK). Where the FPGA board is the master,
and the CC2500 is the slave, as shown in Fig. 1. For more details of the SPI
interface can be further found in [10].

The FPGA-based MCMI wireless node architecture as proposed in Fig. 1 is
corresponding to a designed hardware (i.e. a node prototype) as shown in Fig. 2.
Three CC2500 RF transceivers are interfaced with the XC3S500E Spartan-3E
FPGA board. The CC2500 RF transceivers are placed at the different heights for
avoiding the radio interference occurring among them. However, the multi-channel
setting is the considered option that can also help to eliminate the radio interference
problem.

2.2 Transmitter and Receiver Operations

The flow chart of transmitter and receiver operations of the proposed wireless node
is shown in Fig. 3. The designed wireless node supports both transmitter and

Interface1
Interface2

Interface3

CC 2500 RF 
Transceiver FPGA Board

Fig. 2 Designed hardware
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receiver operations, and each operation is automatically run during the communi-
cation. Before a node can communicate with others, CC2500 parameters, such as
RF output powers, radio channels, data rates, packet formats, data buffers, and
modulation techniques are configured using the SPI interface (i.e. initial state).
They can be programmed by setting addresses and values to the corresponding
registers. When the node wants to transmit its data to others, it performs the
transmitter operation by accessing the TX FIFO. Note that the CC2500 contains of
64 byte FIFOs; one for data to be transmitted (i.e. TX FIFO) and one for received
data (i.e. RX FIFO). Then, a node writes data in an available TX FIFO and
immediately constructs a packet sent to a destination node. After the packet is sent,
the node waits with a predefined period of time and repeats the whole procedure if it
still require to transmit more data. For the receiver operation, when the node can
detect a radio signal in a chosen channel as sending from a transmitter. It also
automatically accesses and reads data from the RX FIFO. If there are more data to
be received, the node also repeats the whole process, like the transmitter operation.

3 Experimental Setup

The primary objective of our test is to investigate communication performances of
the proposed wireless node both in cases of the single-channel and the
multi-channel settings. All three interfaces are assigned the same radio channel in
the single-channel case, whereas in the multi-channel case, those three interfaces
are assigned the different radio frequencies.

In our experiment, there are two wireless nodes; one transmitter and one
receiver, as shown in Fig. 4. These nodes operate at 2.4 GHz ISM band with the
data rate of 500 kbps. They are placed on the table inside the office room, and the
distance between them is set to 15 cm. In this test environment, we guarantee that
there is no interference effect from any 2.4 GHz wireless devices. For each test, the
transmitter node continuously sends 100 data packets (i.e. via each radio interface)

RX State

Yes

Initial State

Burst Access 
to RX FIFO

NoReceive 
Data ?

Burst Access 
to TX FIFO

Delay

Write and 
Send Data

Read Data

Initial State

Transmitter Operation Receiver Operation

TX State

Fig. 3 Flow chart of
transmitter and receiver
operations
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to the receiver node. The data packet sizes are set to 32 and 254 bytes, respectively.
Furthermore, at each data packet size, we also test six levels of packet inter-arrival
times; 1.27, 2.47, 3.67, 4.87, 6.07, and 7.27 ms, respectively. By this setting, we
can study how the traffic rate affects the communication performance and how well
the wireless node handles this situation [4, 11]. For a reason why we select the
minimum packet inter-arrival time of 1.27 ms and the maximum packet inter-arrival
time of 7.27 ms is described here. The packet inter-arrival time of 1.27 ms is
corresponding to the required minimum time for the communication process
between the FPGA and the CC2500 RF transceiver before transmitting each data
packet. Additionally, according to our test results, the packet inter-arrival time of
7.27 ms is enough to reveal the performance of the wireless node both in the
single-channel and the multi-channel cases.

The percentage of the packet delivery ratio is selected as the performance metric
for evaluating the performance of the proposed wireless nodes. This metric is the
ratio of the number of packets received at the receiver and the number of packets
sent from the transmitter. It represents the level of the delivered data to the receiver
node [12]. The average experimental results of the given performance metric are
computed from 30 replications. The 95 % confidence interval is also provided for
each average result.

4 Results and Discussions

4.1 Implementation Results

The implementation results from the static timing report indicate that our system
can run at the maximum clock speed of 107.23 MHz. However, we divide the clock
speed into 16.67 MHz for interfacing with the CC2500 transceiver. The device
utilization summary of the proposed wireless FPGA node architecture is shown in
Table 1. We can see that the proposed system is a small circuit. It uses 1224 slices
or 26 % of available slices of the Xilinx Spartan-3E XC3S500E FPGA. There is

Transmitter

Receiver

Fig. 4 Experimental scenario
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still 74 % remaining slices can be utilized. Therefore, we can further include more
communication algorithms or functions on the top of our system, such as a sensor
device function, a radio interference detection algorithm, a channel switching
scheme and so on.

From the real test, timing diagrams were measured from the Saleae digital logic
analyzer [13] when the FPGA communicates with the CC2500 RF transceiver for
writing and reading data from the CC2500 buffer (i.e. TX FIFO and RX FIFO) as
shown in Fig. 5a and b, respectively. In Fig. 5a, to write data in TX FIFO, the

Table 1 Device utilization summary on Xilinx Spartan-3E XC3S500E FPGA for the designed
wireless node architecture

Logic utilization Used Available Utilization (%)

Number of slices 1224 4656 26

Number of slice flip flops 553 9312 5

Number of 4 input LUTs 2885 9312 25

Number of bonded IOBs 20 232 8

Number of GCLKs 2 24 8

Number of DCMs 1 4 25

Fig. 5 Timing diagrams; a write data in the CC2500 TX FIFO, b read data from the CC2500 RX
FIFO
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FPGA first sends a low logic signal (i.e. logic 0) to the CC2500 via the SS pin.
Then, the FPGA sends command signals 0x7F (i.e. a header byte notified burst
access to TX FIFO), 0xFE (i.e. data length), 0x03 (i.e. RX address), and 0x04 (i.e.
TX address), to the CC2500 via the MOSI pin. For the signals 0x55, 0x00, and
0x01 represent the data signals. Finally, the CC2500 automatically constructs a
packet according to a defined packet format, and it immediately sends the packet to
the receiver node. Note that each data bit will be sent via the MOSI pin at every
positive edge clock signal. In the same time, the CC2500 also responses to the
FPGA command via the MISO pin. So data can be communicated in the full duplex
manner. In Fig. 5b, to read data in RX FIFO, the FPGA first sends the low logic
signal to the CC2500 via the SS pin. Then, the FPGA sends command signals 0xFF
(i.e. a header byte notified burst access to RX FIFO) to the CC2500 via the MOSI
pin. Finally, the CC2500 transfers received data as collected in its RX FIFO back to
the FPGA via the MISO pin; the command signals 0x03 and 0x04 indicate RX
address and TX address, while signals 0x55, 0x00 and 0x01 are the data.

4.2 Experimental Results

Figure 6 shows the relationship between the percentage of packet delivery ratio and
the packet inter-arrival time at 32 bytes data packet size. The experimental results
show that when three radio interfaces use the same radio channel (i.e.
single-channel setting) for the communication, the packet delivery ratio is very low
at the packet inter-arrival time of 1.27 ms. However, when the packet inter-arrival
time is higher, the packet delivery ratio is getting improved. The packet delivery
ratio is close to 100 % when the packet inter-arrival time is equal to or greater than
4.87 ms. This result indicates that using the small packet inter-arrival time in the
case of single-channel setting is not an appropriate choice for data transmission;
more interference occurring among three radio interfaces can cause higher packet
loss.
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Fig. 6 The relationship between the percentage of packet delivery ratio and the packet
inter-arrival time at 32 bytes data packet size
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For the multi-channel setting, the packet delivery ratio is close to 100 % for all
levels of the packet inter-arrival time. This result demonstrates that the multi-channel
multi-interface setting can help to alleviate the effect of the radio interference as well
as the possibility of packet loss. We note that if we use the small value of the packet
inter-arrival time for data transmission in the case of multi-channel, we are going to
utilize the FPGA-based MCMI wireless node for an application that requires a high
throughput. This is because both the reliability as indicated by the delivery ratio and
the traffic rate as indicated by the packet inter-arrival time are high.

Figure 7 shows the relationship between the percentage of packet delivery ratio
and the packet inter-arrival time at 254 bytes data packet size. The results show that
the packet delivery ratio in the single-channel case is lower than the multi-channel
case for all levels of packet inter-arrival times. For the single-channel setting, the
packet delivery ratio at the 254-bytes packet size is also less than the packet
delivery ratio at the 32-bytes packet size. This is because transmitting bigger data
packet size requires more transmission time; more radio interference as well as the
packet collision can be occurred.

Although the data packet size is 254 bytes, the packet delivery ratio in the case
of multi-channel setting is still close to 100 % for all levels of packet inter-arrival
times, like the case of the data packet size of 32 bytes. This result indicates that the
MCMI wireless FPGA node performs well to support bigger data packet sizes.

We summarize the experimental results from Figs. 6 and 7 here again. The
multi-channel setting almost gives the better results than the case of the single-channel
setting during varying the packet inter-arrival time. However, the single-channel
setting is not complex comparedwith themulti-channel setting. If the data traffic rate is
not fast, like the case of the packet inter-arrival time of 4.86–7.27 ms, the
single-channel setting can be utilized for the data transmission. However, it may not
support an application that requires small delay or high throughput data transmission
(i.e. trade-off). For the multi-channel setting, the performance results both in cases of
the packet size of 32 and 254 bytes at all levels of packet inter-arrival times are not
significantly different. TheFPGA-basedMCMIwirelessnodeworkswell although the
packet size is higher.

0

20

40

60

80

100

1.27 2.47 3.67 4.87 6.07 7.27

D
el

iv
er

y 
R

at
io

 (
%

)

Packet Inter-arrival Time (ms)

Single-Channel, 254 Bytes Multi-Channel, 254 Bytes

Fig. 7 The relationship between the percentage of packet delivery ratio and the packet
inter-arrival time at 254 bytes data packet size

A Novel FPGA-Based Multi-Channel Multi-Interface Wireless Node … 1171



The summary of our findings as described above may not true for other wireless
network scenarios. In an unreliable wireless communication, the performance of the
FPGA-based MCMI wireless node may be dropped due to the effects of the radio
interferences from multiple transmitters, dynamic traffic rates, multi-hop commu-
nications, and etc. Consequently, for the future work, we plan to investigate its
performance in various scenarios. Additionally, we also plan to further develop the
FPGA-based MCMI wireless node; radio interference detection, channel switching
algorithms [9] and area optimization are firstly considered for avoiding radio
interference from any 2.4 GHz wireless devices and reducing the FPGA resources.

5 Conclusions

In this paper, the implementation and the preliminary test of the FPGA-based
MCMI wireless node is presented. The FPGA-based MCMI wireless node was
implemented using the Xilinx Spartan-3E XC3S500E FPGA development board.
Three CC2500 RF transceivers as the low power wireless radio modules connect
with the FPGA via SPI. The implementation result indicates that the proposed
architecture requires 26 % of available slices of the Xilinx Spartan-3E
XC3S500E FPGA. There is more remaining slices can be utilized. Therefore,
more algorithms or functions can be further included in our system to achieve the
PSoC design. For the experiment, the preliminary result from the given scenario
shows that the proposed wireless FPGA node with the multi-channel setting gives
the packet delivery ratio close to 100 % while varying the traffic rates.
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Multilayer Performance of Green Biomass
Coated Pyramidal Hollow Microwave
Absorber

Hasnain Abdullah, Linda Mohd Kasim, Mohd Nasir Taib,
Norhayati Mohd Noor, Noor Azila Ismail, Azizah Ahmad,
Nazirah Mohamat Kasim, Najwa Rawaida Ahmad
and Ahmad Rashidy Razali

Abstract This paper investigates the performance of multilayer pyramidal hollow
green biomass coated absorbing materials. The designed absorber is simulated
using CST Microwave Studio. Several experimental evaluations have been exe-
cuted to investigate the performance of the tested absorber using free space arch
measurement method. The frequency between 8 and 12 GHz was selected for
performance evaluation. The results show that, the multilayer pyramidal shaped of
microwave absorber produces excellent performance results.

1 Introduction

Communication technology is growing rapidly along with the ease of modern
communication requests. It is more closely related to the use of wireless commu-
nication equipment. Advances in communication technology for antennas and
electro-magnetic shield system based on important development of materials that
absorb electromagnetic radiation in a wide range. High absorbance rate of such
materials must be assisted by combination with low reflectance from the same
frequency range. One of the techniques to solve the problem of interference is to
use microwave absorbers. Signal interference absorbed when it travelled through
microwave absorbers. Signal reflectivity occurs through several mechanisms of
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loss. One of the mechanisms is the power dissipation by dissipative elements of
absorbers in microwave. Dissipative elements absorb signal by changing the form
of microwave energy into heat energy.

The use of absorbers is to abolish the energy from the microwave radiation.
Signal from the transmitter will be reflected across the surface of the absorber in
which form this signal be amended by way of cancellation and scattering [1]. There
are various forms of absorber such as pyramidal, truncated pyramidal, wedge,
convoluted, hybrid absorber, flats absorber, metamaterial type absorber, oblique
types and others. Honey comb shape absorber has also been used because of its
high strength-to-weight ratio, which also provides support for good reflectivity [2].
Absorber design will distinguish reflectivity performance.

Developments in material science and engineering technology lead to the
introduction of several new concepts for the design of the absorber including
materials used and a specific frequency selection. The pyramid-shaped absorber is
selected due to the potentiality of producing the zig-zag-shaped signal on the
surface of the pyramid and dematerializes at the surface of the base. The pyramid is
then coated with a material produced from a mixture of palm ash [3]. Parameters
that must be taken into vigilant consideration during design stage for this type of
absorber are material dielectric constant, angle of incidence, dimension of absorber,
and carbon coating thickness. The reflectivity can express the absorbing perfor-
mance of the material and is a function of the complex permittivity and permeability
of the material, and the wide range high frequency [4].

The material chosen in designing the absorber must have the capability to absorb
the radio frequency signal through several loss mechanisms. Criteria for loss
mechanism are involving loss of power through liberation of heat. Losses of the
absorber are seen on the imaginary representing dielectric and magnetic properties
of the absorber. The materials consist of carbon such as Carbonyl-iron, barium
ferrite and ferroxides are causing the loss of dielectric materials [5, 6].

The reflectivity of a metal-backed microwave absorber when an electromagnetic
wave strikes the surface at normal incidence is a function of frequency, thickness,
dielectric permittivity and magnetic permeability of the absorbing material. The
intrinsic impedance of a metal-backed flat absorber is given by [7].

g ¼ Zo

ffiffiffiffiffi
lr
er

r

tanh ctð Þ ð1Þ

Zo ¼
ffiffiffiffiffi
lo
eo

r

¼ 377X ð2Þ

where Zo is the intrinsic impedance of free space, t is absorber thickness and γ is the
propagation constant in the material.

The earlier study shows that the average reflection by using the paint absorber
based on coconut shell for single layer is 3 dB. Meanwhile for double layer absorber
is 12 dB and the highest reflection rate is 17 dB at frequency of 10.2 GHz [8].
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2 Methodology

Radiation absorbing material can be divided into two types, namely coating and
structure design. The coating is intended to absorb the incident wave and reduce the
return loss. Meanwhile the structure design is to reduce the reflection [9]. The
structure design of single layer and multilayer absorber has also been used in
commercial. The reflectivity rate of the use of single layer absorber is only good for
narrow frequency range; while for multilayer absorber is good for broad frequency
range [10]. The theory of multilayer absorber is based on Jaumann microwave
absorber [11].

Throughout the study, absorber was designed in hollow pyramidal shape.
Figure 1 shows the sizing and arrangement of 9th pyramidal absorber. Naturally,
carbon is a material that has good semiconductor properties thus it is suitable for
this study. The proportion of carbon and composite material mixture must be
handled carefully. In this paper, to demonstrate the effectiveness of the pyramidal
hollow microwave absorber there are three types of design development absorbent
introduced namely uncoated, single-sided and double-sided coated absorber.

In the early stage of preparation, modelling and simulation had been carried out
by using CST Microwave Studio to get the reflectivity performance or the decision
of S11. Analysis of the results and measured absorbent performance has been
carried out to determine the overall performance of microwave reflectivity.

Figure 2 shows the set up for this investigation, known as an arch measurement
method which applied together with vector network analyzer (VNA) for reflectivity
measurements. This method requires a pair of horn antenna, VNA and material
measurement software (Agilent 85071E). VNA is also used to measure scattering
matrix in the frequency range corresponding to the working condition of the
absorber while S-parameter measurement gives required constitutive parameter of
the material under test [8].

The measurement data at frequency range from 8 to 12 GHz are then recorded and
observed. The solid commercial wedges absorber IP-045C produced by TDK RF
solution Inc. at UiTM Pulau Pinang is also tested to study the performance [12].

20cm 20cm

20cm

40cm

Fig. 1 Size of the pyramid
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3 Result and Discussion

Figures 3, 4 and 5 shows the simulation result for two, three and six layers absorber
respectively using CST.

Table 1 shows the data from the simulation by referring to Figs. 3, 4 and 5.
Simulation is performed for two, three and six layers with different thicknesses of
0.5 mm, 1 mm and 1.5 mm respectively. Minimum reflectivity is −7.42 dB for 2
layers, −7.87 dB for 3 layers and −8.55 dB for 6 layers while the maximum
reflectivity for 2, 3 and 6 layers are −41.29, −48.20 and −48.96 dB. The average
reflectivity of each layer is −17.71, −17.48, and −19.10 dB. The value of reflec-
tivity at the centre frequency of 10 GHz are −12.46, −13.11 and −15.92 dB for each
layer. Figures 6, 7 and 8 shows the result for two layers absorber in uncoated, single
sided coated and double sided coated absorber using Free Space Measurement
Method.

Microwave signal reflectivity is measured through experiments performed using
microwave absorbers are classified into uncoated, single sided and double sided
coated. The frequencies used for this experiment are from 8 GHz to 12 GHz. The
measurement parameters apply for this experiment are the minimum, maximum,
average and reflectivity at 10 GHz. Figures 6, 7 and 8 shows the measured per-
formance for two layer absorber and the result summarization can be find in
Table 2. The average reflectivity entirely describes the ability of the absorber to
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0Fig. 3 Simulation result for 2
layer elephant board absorber

Horn antenna

Absorber

Fig. 2 Reflective
Performance Test
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0Fig. 5 Simulation result for 6
layer elephant board absorber

Table 1 Parameter of
simulation

Layer Min Max Average Reflectivity at
10 GHz

2 −7.42 −41.29 −17.71 −12.46

3 −7.87 −48.20 −17.48 −13.11

6 −8.55 −48.96 −19.10 −15.92
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0Fig. 4 Simulation result for 3
layer elephant board absorber
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0Fig. 6 Measurement result
for 2 layer uncoated absorber
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absorb microwave signals. Experiments of uncoated absorber produce −7.71 dB
while the single sided coated absorber absorbs the −15.36 dB. The reflectivity is at
maximum with reading of −22 dB for double sided coated absorber. Generally for
the three measurements of two layer absorber shows double sided coated absorber
has the highest reflection levels.

Table 3 shows the measurements results for three layers absorber. Figures 9, 10
and 11 shows the overall reflectivity image for any circumstances. The three layers
absorber shows a good measurement result when compared to two layers absorber.
Average reflectivity for single sided coated absorber is increased, −20.09 dB for
three layers compared to −15.36 dB for two layers. However there is a decreased in
reflectivity at 10 GHz, −31.18 dB for three-layer single sided coated when
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0Fig. 7 Measurement result
for 2 layer single sided coated
absorber
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0Fig. 8 Measurement result
for 2 layer double sided
coated absorber

Table 2 Parameter measurement for 2 layers absorbers

Layer Min Max Average Reflectivity at 10 GHz

Uncoated −5.03 −12.57 −7.71 −7.98

Single sided coated −8.26 −28.21 −15.36 −20.55

Double sided coated −14.66 −36.61 −22.00 −35.3
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Table 3 Parameter measurement for 3 layers absorbers

Layer Min Max Average Reflectivity at 10 GHz

Uncoated −1.25 −7.80 −3.87 −3.25

Single sided coated −5.05 −40.21 −20.09 −31.18

Double sided coated −18.71 −52.18 −24.68 −21.50
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Fig. 9 Measurement result
for 3 layer uncoated absorber
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0Fig. 11 Measurement result
for 3 layer double sided
coated absorber
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compared to double sided coated with reading of −21.50 dB. Although there are
differences in reflectivity at 10 GHz, the average reflectivity for three layers is very
good in terms of reflection rates.

Table 4 shows the measurement reading of the six layers absorber. These data
are analyzed according to Figs. 12, 13 and 14. An overview of the actual reflection
of microwaves can be seen referring to average −29.13 dB for double sided coated
in contrast to −17.59 dB for single sided coated absorber. Refers to reflectivity at
10 GHz, six-layer, double sided coated absorber shows maximum reflectivity at
−36.38 dB compared to −22.42 dB for single-sided coated absorber. It shows the

Table 4 Parameter measurement for 6 layers absorbers

Layer Min Max Average Reflectivity at 10 GHz

Uncoated −8.98 −17.06 −11.57 −12.10

Single sided coated −10.49 −33.41 −17.59 −22.42

Double sided coated −20.49 −52.26 −29.13 −36.38
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0Fig. 12 Measurement result
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0Fig. 13 Measurement result
for 6 layer single sided coated
absorber
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frequency in between 8–12 GHz, six-layer, double sided coated absorber strives to
remain on the uptake of between −30 and −40 dB.

Tables 5, 6 and 7 shows the difference between coated uncoated, single sided and
double sided coated refers to two, three and six layers absorber. Uncoated absorber
shows less reflectivity. Single sided coated absorber shows reflectivity for two layers
are better than six layers absorber. Although there was a decrease if appointed at
10 GHz, but the average value shows almost exact reflectivity. Double-sided painted
carbon absorber gives a striking impact if analyzed for all of the two-layer, three
layers and six layers as shown in Table 7. All parameters measured showed a very
good readings. The average reflectivity indicates reflectivity of less distinction
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0Fig. 14 Measurement result
for 6 layer double sided
coated absorber

Table 5 Comparison for
uncoated absorber

Layer Min Max Average Reflectivity at
10 GHz

2 −5.03 −12.57 −7.71 −7.98

3 −1.25 −7.80 −3.87 −3.25

6 −8.98 −17.06 −11.57 −12.10

Table 6 Comparison for
single sided coated absorber

Layer Min Max Average Reflectivity at
10 GHz

2 −8.26 −28.21 −15.36 −20.55

3 −5.05 −40.21 −20.09 −31.18

6 −10.49 −33.41 −17.59 −22.42

Table 7 Comparison for
double sided coated absorber

Layer Min Max Average Reflectivity at
10 GHz

2 −14.66 −36.61 −22.00 −35.3

3 −18.71 −52.18 −24.68 −21.50

6 −20.49 −52.26 −29.13 −36.38
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between −22 and −26.9 dB. If referred to the frequency of 10 GHz, there is no
significant difference in reflectivity between the three layers. In conclusion, six
layers double sided coated absorber is the best among three which can be used as a
microwave absorber. Figure 14 represents the reflectivity measurement result for the
solid commercial wedges absorber (Fig. 15).

4 Conclusions

This paper presented the performances of multilayer pyramidal hollow green bio-
mass coated absorbing materials. With double sided coated, the measurement
results shows an improvement on the reflectivity performance. The average
reflectivity performance has improved 14–20 dB with reference to 2, 3 and 6 layers
coated absorber. Low reflection coefficients, S11 results from the coconut shell
carbon paint strongly suggest that the material can behave as a good absorbing
material. Utilizing from natural agriculture sources not only can contribute towards
the environmental-friendly absorbing material but economical. Reflectivity can be
enhanced if more research is carried out in the future. The use of agricultural
sources is in line with the government’s call towards green technology.

Acknowledgement The authors would like to acknowledge the financial support from RMI,
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Tricuspid Valve Extraction
in Transesophageal Echocardiography
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Abstract In the past decades, echocardiography has appeared as an important
modality in medical field to assess heart’s function and structures as well as for
diagnosis and evaluation. Many image processing researches are done to enhance
the imaging aspect and produce better quality of image. Numerous research have
been conducted on mitral valve, but only a few on the geometry or annular
dynamics of the tricuspid valve. Accurateness in measuring and reconstructing
tricuspid valve is an important issue, not only for surgical decision-making process
but also in deciding the suitable surgical technique on patient such as valve
implication or ring placement. In this paper, we will discuss on techniques that have
been applied recently in measuring and modelling tricuspid valve and as for
experiment, 3DTEE image was used using level set technique discussed in this
paper. Our findings will be focusing more on those techniques applied on 3D
echocardiography images from different angels and positions.
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1 Introduction

Recently, numerous research have been conducted on mitral valve, but only a few
on the geometry or annular dynamics of the tricuspid valve. Positioned on right side
of human heart between right ventricle and right atrium, tricuspid valve is an
anatomical structure to prevent blood flows from right ventricle. It consists of three
leaflets known as anterior, posterior and septal and surrounded by annulus.
Accurateness in measuring tricuspid valve annulus is an important issue, not only
for surgical decision-making process but also in deciding the suitable surgical
technique on patient such as valve plication or ring placement. Appear in oval
structure, the normal size of annulus is about 6cm2 and possible to increase up o
12 cm2 in full dilation [1]. Due to the leaflets being poorly echogenic, the TA has
been used to quantify the magnitude of valve remodeling due to chronic volume
overload [2].

Automatic segmentation technique is still a challenging subject for image that
comes with noise, different regions, incomplete edges and lack of texture contrast
between regions and background. A variety of different approaches to segmentation
in how much user input is required. Even though the manual segmentation can
produce a very accurate result, it still comes with few drawbacks like time con-
suming and subject to bias. Another approach is called semi-automatic technique.
This technique allows users to be involved in the segmentation process. Interaction
with user is needed especially to identify the seed point or focused area. For an
automatic technique, user input or interaction is not required and it usually uses
prior knowledge to come out with segmentation output.

This paper is organized as follows, Sect. 2 provides explains the modalities and
techniques used in assessment of tricuspid valve; review on current segmentation
method and study on the measurement of tricuspid valve are discussed in Sects. 3
and 4; experiments in Sect. 5 and the paper finishes with discussion and conclusion
in Sect. 6.

2 Tricuspid Valve Assessment

Echocardiography is a procedure used to assess the heart’s function and structures.
Echocardiography uses ultrasound technology to produce two-dimensional,
three-dimensional and recently four-dimensional heart images. Compared to other
modalities such as MRI and CT, even echocardiography is suffering with lower
spatial resolution and imaging artifacts including noise and obscuration, it has
gained much popularity for the assessment of heart disease as it is a noninvasive
low-cost, non-ionizing, real time and safe imaging technique as well as allows
interactive exploration that is available in many clinical scenarios. There are two
standards techniques in echocardiogram; transthoracic (TTE) and transesophagel
(TEE) where both can produce 2D and 3D echo images.
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For tricuspid valve assessment, standard assessment usually is done through 2D
echocardiography. Even though this routine promising fast visualization of echo
images, however all three leaflets of TV are impossible to be visualized together
since only two leaflets can be captured by transducer at the same time. This limi-
tation of visualization can be overcome by the technology of 3D echocardiography
(Fig. 1). 3DTEE technique promising more comprehensive assessment and better
geometric understanding on valve annulus [3–6] and has capability to obtain an “en
face” view of the TV where during the cardiac cycle, all three leaflets can be seen in
the same imaging plane together with tricuspid annulus.

As mentioned in [7], with regards to resolution capabilities of current transducer
of 3DE, there are three main approaches to be used with 3DE; (1) parasternal short
axis: best approach to obtain an “en face” view of the TV from the right atrium in
which structures are imaged by the axial and lateral dimensions, (2) parasternal
right ventricular inflow: to obtain intermediate result in which the axial and ele-
vation dimensions are used, and (3) apical: worst result is expected to be obtained
which uses the lateral and elevation dimensions.

3 Segmentation Techniques

There are numerous techniques recently available for medical image segmentation.
One of these techniques is Level set which was introduced by Osher and Sethian on
1988 [8]. It has been efficiently used in computational schemes with its ability to
handle topological changes such as merging and splitting of connected components.
Shang et al. [9] uses an intensity-based level set method to segment volumetric
leaflets of mitral valve from 3 dimensional ultrasound data. In this work, they
presented a novel 3D object extracting approach called Region Competition based
Active Contour model. Even the extraction is successfully done without oscillation
at the object boundaries, it still not able to eliminate valve from tissue and upon
coaptation, both leaflets anterior and posterior are not well separated. Burlina et al.
[10] used the same technique together with thin tissue detector on a single frame of

Fig. 1 Tricuspid valve (left) and 3D visualization in TEE (right)
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open mitral valve to describe geometry of valve and its surroundings. This work
however, not only relies on assumption of planar annulus, but it also needs
extensive user intervention in valve modification. Myocardial wall boundaries can
be automatically extracted using Level set technique. This has been done by
Sprouse et al. [11]. In this work, user interaction is necessary for seeding process in
preliminary segmentation and to refine the preliminary segmentation result for
better output. Figure 2 shows the segmentation result of their work. In 2011, the
work done by Burlina et al. [12] used 3D Level set approach to find endocardial
wall boundaries. The result of segmentation process assists in valve illustration and
myocardium pathophysiologies. It is also can be extended as model input to
patient-specific biomechanical.

Graph cut is another segmentation technique that has been used widely in
medical image processing. Using echocardiography images, Graph cut approach
has been used by [14] in extended leaflet surface estimation before the refinement
on surface is completed using level set approach. Works done by [15, 13], use 4
dimensional graph cuts for image sequences segmentation. Shi et al. [16] adopted
the same approach in their work to utilize information from multiple images that
come with different spatial resolution. This approach which referred as multi-image
graph cut segmentation, is performed concurrently and consistently on multiple
images. Connection has been done in two ways, intra-image voxel neighbors based
on intensity similarity and distance, and inter-image voxels neighbors according to
their spatial overlap. Radford et al. [17] applied graph cut technique in their work
on intraoperative images to automatically segment atrium and left ventrical without
user interaction. Figure 3 shows the contour delineating segmentation results when
valve is closed (a) and opened (b).

The work done by Cheng et al. [19] applied watershed segmentation approach to
discover center of left ventricle for automatic boundary detection using echocar-
diography images (Fig. 5). To enhance accuracy level of watershed segmentation,
Amorim et al. [20] proposed an algorithm that combines watershed with image
fusion. Image fusion was used to improve preprocessing stage that contribute to
better watershed segmentation accuracy. Mahmood et al. [21] used graph cut

Fig. 2 Segmentation result presented in [13]. Left image is obtained using Level set and right
image is based on subsequent user-refined segmentation
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approach in their work to propose algorithm that capable to delineate left ventricular
cavity accurately in dynamic 2D-echo sequences. This algorithms combines three
stages, insertion of atrioventricular barrier to separate leaft ventricle and atrium,
watershed segmentation, and contour correction.

4 Tricuspid Annulus Measurement

In 2DTEE, tricuspid annulus diameter (septolateral) is best measured through
mid-esophageal 4-chamber view, while in 3DTEE, the diameter measurement can
be done in multiple axes with variations. In this section, the discussion on current
work of tricuspid annulus measurement will be focusing more on the 3DTEE
technique since compared to 2DE, the measurement of the TA diameters with 2D
echocardiography consistently will underestimate the actual annulus size [18].

One of the most popular technique to calculate and modelling tricuspid annulus
is through cross sectional planes. Study conducted by [22] used their customized
software to trace the tricuspid annulus from real-time 3D echocardiography.
Referring to Fig. 4, lateral portion of annulus was marked through manual method
(a), and then (in b) the process to mark posterolateral portion (yellow point) was
done by rotating the cross-sectional plane around the corner of axis at 45° intervals
(red line). In Fig. 4-c, by rotating cross-sectional plane 90° from the original
position, posterior portion was then marked (yellow point). Kwan et al. [23]
specified the axes through transducer position to define center of the annulus in the
volumetric image. The coordinate system axes for anatomical orientation of each
annulus were done by (1) septo-medial (SM) axis connecting septal portion (S)’s
mid-point of the TA and the medial point (M) on opposite side of the TA and
(2) another orthogonal axis also named as AP axis passing through the center of the
SM axis in a roughly antero-posterior (AP) direction. To divide the TA into septal
and free wall parts, the authors used AP axis that crossed the center of SM axis. As
illustrated in Fig. 5, the angel estimation between two vectors, (1) from anterior axis
points of annulus to center of SM axis and (2) from posterior axis points of annulus
to center of SM axis; produce the non-planarity of the TA.

Fig. 3 Segmentation result of closed (a) and opened (b) valve presented in [18] using graph cut
approach
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Another study has been conducted in [24] to study the characteristic of tricuspid
valve, dynamic changes of tricuspid annulus in vivo and at the same time observe
the changes in this structure in patients with dilated right hearts. As shown in [24],
using Mitral Valve Quantification software, Philips (MVQ), it involved two stages
which are:

1. Optimization of TV view in three orthogonal planes
2. Identification of tricuspid valve hinge point in eight rotational planes

Total parameters of tricuspid annulus inclusive of AP diameter, SL diameter,
circumference, area, and height were then provided by the software. Based on these
values, assessment process is done and it was repeated up to six time points of
cardiac cycle which are early, mid and late of diastole and systole.

Cross-sectional plane technique also has been applied in [25] where tricuspid
annulus dimensions were calculated by choosing images from end-diastole and
end-systole cycle in apical four-chamber view in 2D Transthoracic echocardiog-
raphy environment. With aims to find reference values for diameter of TA and to
assess the extent of the differences in TA diameter measurements in relation to 2DE
view and timing, study done by [26] used images from apical four chamber view

Fig. 5 Left Cross sectional volumetric plane and geometrical measurements of tricuspid annulus.
A anterior point, P posterior point, S mid-point of septal annulus, M medial point of free wall
annulus, AP antero-posterior, SM septo-medial, NPA non-planar angle. Right Reconstruction of
tricuspid annulus

Fig. 4 Tracing tricuspid annulus from RT3DE images by [22]
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together with parasternal long-axis RV inflow (PLAX) and parasternal short-axis at
aortic plane (SAX) view in same environment. However, there are few limitation in
this study where it is no guarantee that they have measured the same diameter
throughout the process due to some factors such as complexity of tricuspid annulus
geometry, translational movement of heart as well as limitations of 2D
echocardiography.

In [27], the reconstruction of TV was done using (RealView®; YD, Nara, Japan)
software with capability to provide views from various directions. In order to get
optimum record of full volume images of the right ventricle, angle 0° was selected
for the best view of tricuspid valve. As for TV annulus geometry assessment, image
at mid-systolic or mid-diastolic frame was selected. Using marker points that were
placed on each annulus in each plane, annulus can be recognized by observing the
movement of the leaflets in all frames. The point at which the leaflet was attached
was marked as the annulus. A reference line was placed at the anteroposterior
(AP) axis through the anterior leaflet and at the septolateral (SL) axis from septal to
lateral to define the orientation (Fig. 6).

5 Experiment

Preprocessing is important because noise is inherent in some medical images.
Dispersion of the electromagnetic waves produced by the transducer make
echocardiogram images suffering with speckle noise in registered image. To cater
this issue, choosing perfect denoising methods is necessary in order to have an
accurate model. For this experiment, we divided the processing stage into two parts.
First part, Homomorphic Wavelet Filter was applied on the image and followed
with Histogram Equalization (Fig. 7b). Main advantage of wavelet filter is its
capability in deconstructing complex signals into basis signals of finite bandwidth,
and then reconstructing them again with very little loss of information. This

Fig. 6 Reconstruction of tricuspid annulus. Marker points were placed in each plane to mark the
annulus (right) and all parameters then automatically calculated by the RealView® software (left)
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technique able to denoise the particular signals far better than conventional filters
that are based on Fourier transform design. Histogram equalization is a technique
for contrast adjustment using histogram of the image. It has been widely used in
research due to its simplicity and comparatively effective on almost all types of
images. There are two types of histogram equalization, global and local. In this
experiment, we applied global histogram equalization on our DICOM image to
enhance the contrast of the whole image.

As for the second part of preprocessing stage, the image was then went through
smoothing process using morphological functions, erosion and dilation technique
(Fig. 7c). Figure 7d shows the result of level set segmentation. Using seeding
process of region growing techniques, the edge of wall and leaflets were detected
and then segmented to eliminate unwanted part. Both leaflets were clearly displayed
without having any over-segmentation issue.

6 Discussion and Conclusion

For echocardiography image segmentation, there are numbers of techniques with
high capability to produce better results. Noise, intensity, structure and texture are the
main challenging constrains in image processing. We have done experiments using
different techniques with the same data set in [28, 29].In this paper, the discussion and
experiments are limited to few segmentation approaches that recently are widely
applied in medical field. In the future, more techniques will be explored to find the
best technique for echocardiography images. Tricuspid annulus measurement plays
important role in surgical planning, post-surgical assessment, abnormality detection
as well as decision-making procedure. Geometrical knowledge of the annulus such as
its shape and size, is crucial in understanding the pathophysiology of valvular heart
disease and planning optimal surgical treatment. Formed in saddle-shape, tricuspid

Fig. 7 Segmentation result using Level set approach on both close (a–d) and open (e–h) valve
condition. a, e Original valve image. b, f Valve image after Homomorphic Wavelet Filter and
Histogram Equalization were applied. c, g Valve image after morphological functions were
applied. d, h Result of valve segmentation using Level set technique
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annulus is assumed as complicated structures that needs precise and most accurate
measurement for diagnosis. The challenge stands tall especially in identify the shape
of annulus since it still become topic of debate among researchers. Detection and
evaluation of tricuspid annulus are best done through cross-sectional plane. In next
paper, we will presenting the experiment on tricuspid annulus based on this tech-
nique. Previous works in our lab towards the goal of Cardiac Intervention
Environment, Cardiovascular Information System, Heart Diseases Diagnostic
Systems, Computer Assisted Medical Research and 3D Medical Visualization has
included the develop a new human heart vessel segmentation and 3D reconstruction
mechanism under different illumination conditions [30, 31], an automatic coronary
arterial tree extraction in angiograms [32], cardiac ultrasound fusion system devel-
opment [33], reconstruction of Tricuspid valve using TEE echocardiography [28],
Wavelet enhancement for x-ray angiography [34], image reconstruction of heart with
specular reflection remover [35], 3D Multimodal Cardiac Data Reconstruction in CT
Angiography [36], CT Angiography components categorization and coronary artery
enhancement [37], and some surveys including review on segmentation approaches
[29, 38, 39], and review on registration of cardiac images [40].
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Parallel GPU-Based Hybrid String
Matching Algorithm

Hakim Adil Kadhim and Nuraini Abdul Rashid

Abstract String or pattern matching is an essential part of most computer appli-
cations that are widely used in text processors, Internet-based search engines and
computer security. A key concept of string matching is identifying the existence of
a pattern with m characters in a much longer text string. String matching operations
are basic to many algorithms such as indexing algorithms, search algorithms and
bioinformatics algorithms that are used in molecular biology, adopted pattern
matching concept in their programming structure. Although the mathematical and
algorithmic calculations of pattern matching algorithms are simple, they are still the
main reason of a large ratio of the computational load in many applications This
research proposes to parallelize a hybrid string matching algorithm called
Maximum-Shift algorithm, by using CUDA device (GPU) to increase its speed up
during the matching process. The parallel Maximum-Shift algorithm shows slight
improvement over the sequential version in terms of running time, speed up rate
and percentage of performance gain.

Keywords Parallel � GPGPU � CUDA applications � String matching algorithms

1 Introduction

The millennium is the age of Petabytes. Information explosion has becomes the
trends as the results of advanced technology in many area of research. The use of a
single string matching algorithms in many applications has become infeasible with
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this huge data. Therefore, merging two or more string matching algorithms has
become popular in order to increase the searching performance [1]. A hybrid string
matching algorithm named Maximum-Shift algorithm that exploit the advantages of
three existing algorithm (Quick-Search [2], Zuh-Takaoka [3] and Horspool [4], was
proposed [5]. Although Maximun-Shift algorithm improved the speed of the
comparison, there are still rooms for improvement by using advancement in the
parallel techniques.

The parallelism technique via the high-speed processors is used to perform
multiple tasks at the same time by. As the fast calculations in the recent computers
become important, parallel computing has become the dominant paradigm in
computer architecture, mainly in the form of multi-core processors.

Chip-Multiprocessors (CMP) or the single-chip multi-core technology is adopted
by chip manufacturers in CPU designs with multithreaded capability. A thread is an
active execution sequence of instructions within a process [6]. Recently, the
co-processors in multi-core processing have become the mainstream design in
personal desktop and handheld computers. The notable increase of processing
speed up in the machines using multi-core technique compared to those using
single-core makes the multi-core computing as one of the desirable design strategies
in the sophisticated machines.

A related concept to the co-processors, GPU (Graphical Processing Unit), also
known as video cards, are defined as the large number of adjacent processors with
massive parallel computations integrated into a single chip. It was adopted, firstly,
to render graphical information of game applications and medical sciences. GPU is
characterized with an efficient underlying architecture; a huge number of
data-parallel cores and high memory bandwidth; and simple programming handling
through sets of flexible frameworks such as NVIDIA’s CUDA. CUDA uses a
simple programming interface to allow programmers to execute general- purpose
logic on NVIDIA GPU) [7]. Consequently, GPU device has offered dramatic speed
up for a variety of general-purpose applications better than the contemporary
general-purpose processors (CPU) has to offer. The most common general- purpose
(non-graphical) algorithms that exploit the full advantages of GPU are Matrix
Multiplication [8], Quicksort [9] and string matching applications [10].

In this paper we present a parallel hybrid Maximun-Shift algorithm which was
design and implemented on a GPGPU. Section 2 discusses the works that have
implemented parallel string matching algorithms followed by the presentation of
our proposed algorithms in Sect. 3. Section 4 discusses on the results and analysis
of the experiments.

2 Parallel String Matching

The aim of combining two or more algorithms into one is to obtain a new optimum
hybrid algorithm that behaves efficiently with complex and large applications by
reducing the processing time. Recently, the growing size of data especially
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produced by the textual applications makes the sequential versions of hybrid string
matching algorithms insufficient to accommodate the fast operations with these
applications [11, 12]. Therefore, a new technique is the main concern of the
researchers who decided that the parallelism is the complement technique in this
field. Many of the endeavors have strived to design special hardware and software
architectures for efficient parallel implementation of string matching algorithms.
The proposed parallel architecture discussed by Yovtis [13] was one of the hard-
ware approach that is called team comparator. Yotvis in 1990 defined team com-
parator as a mechanism that has the responsibility to examine huge textual data to
find certain pattern quickly within a long text. He summarized four techniques for
team comparator implementations [13] and listed below:

1. Parallel comparator which consists of many comparator units; each one runs
independently and eventually the results are collected together at the end of the
process.

2. Associated memory is to compare the memory words with the input words and
used instead of the parallel comparator.

3. Cellular array consisted of the array of logical cells; each cell represents the
location of single character where all cells implement in the parallel manner.

4. A finite-state automata is composed from a table divided into smaller state
tables, where the characters of input text are distributed in a logical ring form.

Designing only hardware architectures for parallel implementation of the string
matching algorithms or any other algorithms is insufficient, unless they are sup-
ported by suitable parallel designs. Thus, there are many researchers who addressed
the fundamental criteria of designing generic parallel algorithms; one of these
works was [14]. Bernam and Paul [14] emphasized that the designing of any
parallel algorithm is limited to one of the three strategies listed below:

1. Identify the intensive computations parts in the bodies of the sequential algo-
rithms and modify them to be suitable for parallel implementations.

2. Design a purely parallel algorithm without involving any sequential part.
3. Run the similar sequential algorithm on various processors and based on con-

ditional statements, collecting the fastest running to be as a best solution.

In addition, [14] claimed that the implementation speed of the algorithms has
tightly restricted with the devices and the hardware specifications, and they could
clearly summarize these limitations in five points as listed below:

• The numbers of instructions, i.e. single instruction or multiple instructions.
• Type of used processors and the rate of their availability.
• Memory management, i.e. the shared memory and distributed memory.
• The bandwidth of communication between processing units.
• Read/write mechanisms (I/O).

These assumptions for parallelizing string matching algorithms have led recently
to the emergence of many works under different modern parallel architectures such
as multi-core CPU and many-core GPU, and a discussed in the next subsections.
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2.1 Related Work of CPU-Based String Matching
Parallelism

Parallelizing the string matching algorithms by multi-core CPU owns wide popu-
larity in many realms of computer science; one of these fields is the security
applications. Hnaif et al. [12] discussed the possibility of increasing the speed of
Intrusion Detection System (IDS), which detects the malicious hackers in the
network, by parallelizing Quick-Search algorithm to be faster through the filtering
process. He used OpenMP directives and Pthread API to test his proposed idea,
which was based on studying many factors such as length of pattern and size of
dataset, to assign the number of threads for parallel execution. On the other hand,
parallel string matching algorithms also have a remarkable role in bio- logical
applications. Therefore, Kouzinopoulos [15] presented a hybrid OpenMP/MPI
parallel model by exploiting the advantages of shared and distributed memory
mechanisms to parallel three types of string matching algorithms. Consequently,
they were able to achieve optimum results with specific types of biological data-
bases in their proposed model. The same authors but in another work
Kouzinopoulos and Margaritis [16] proved that the way of data partitioning and the
type of data are very important factors that govern the parallelization efficiency.

2.2 Related Work of GPU-Based String Matching
Parallelism

Very few studies have addressed the parallelization of string matching algorithms in
GPU, especially on hybrid string matching algorithm. However, in the single string
matching algorithms, Giorgos et al. [17] discussed the possibility of avoiding the
over-head that is associated with the data transferring to the GPU by using a special
buffer with predetermined size. This buffer is used to collect the limited number of
patterns each time and transfer them to the GPU device to perform the actual
matching with the existing dataset. He proved that the speed up with his proposed
design is 48 times faster than the CPU implementation. Similarly, Schatz and
Trapnell [18] succeeded to get 35 times speed up when performing the Cmatch
algorithm in parallel by using CUDA. The parallel Cmatch was implemented on
sets of biological sequences. The online string matching algorithms such as Naive,
Knuth-Morris-Pratt, Boyer-Moore-Horspool and Quick-Search have sequential
behavior for accessing the memory. Kouzinopoulos and Margaritis [16] alleviates
this behavior in GPU-based implementation by utilizing the low-latency shared
memory capability in the graphic device to achieve up to 24 times speed up when
compared to the serial implementation. In separate work, Tay [19] has submitted
samples of CUDA implementation for three single algorithms, which are Naive,
Horspool and Quick-Search algorithms. Some of these samples helped us to
understand the way of building GPU kernels in this work and then creating new
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kernels after modifying the originals to be applicable with the hybrid algorithm.
GPU-based implementation with hybrid string matching algorithms is almost
non-existent, except one work submitted by Samsudin [20] and that the work is
considered as the most related work to this research. Samsudin reduced the hybrid
algorithm that is submitted by Abdul Rozaq [21], which consists of Quick- Search,
Karp-Rabin and Two-way algorithms, to Quick-Search and Karp-Rabin to be
considered as a reduced hybrid algorithm. He implemented these two hybrid
algorithms on GPU device and noted that the reduced algorithm was much faster
than the original algorithm because the latter suffers threads-warp divergent when it
is implemented on the CUDA programming platform.

The two implementations that are submitted by Samsudin were used as the
benchmark to evaluate our proposed algorithm. Hasan et al. [22] has proposed a
GPU-based multi-patterns string matching algorithms to speed up the intrusion
detection system.

3 Parallelizing the Maximum-Shift Hybrid Algorithm

Despite that combining two or more string matching algorithm to create an efficient
hybrid algorithm is a good way to solve the string matching problem, the new
algorithm is still very slow in searching. The sequential implementation nature of
the hybrid algorithm is the main reason why the algorithm is slow especially with
huge size datasets [11, 12]. The sequential execution is executed by CPU, which
provides only one thread, also known as master thread, to execute the algorithm
step by step until the task is completed. Therefore, we parallelize our proposed
algorithm, Maximum-Shift algorithm, which is designed to increase its searching
speed with large size dataset applications on parallel platform. The recent parallel
capabilities of CUDA device in handling the non-graphic applications are consid-
ered in this work to parallelize the proposed Maximum-Shift algorithm. The next
sections discussed in more detail our proposed parallel design for Maximum-Shift
algorithm to be executed on GPU device.

3.1 Maximum-Shift Parallel Design for CUDA
Implementation

The proposed Maximum-Shift algorithm consists of two main phases, which are the
preprocessing phase and the searching phase. The preprocessing phase involved
simple computations unlike the searching phase, which often deals with large size
dataset to locate the occurrences of a given pattern. The searching phase is often the
main reason of the high workload in the algorithm. Therefore, in this section, we
present a proposed parallel design for our algorithm to parallelize the searching
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phase of the algorithm. It is designed to be executed on a GPU device by exploiting
the CUDA standard APIs. The proposed design is virtually depicted in Fig. 1 and
consists of 6 stages.

These stages can be summarized as:

• First stage: The CUDA program is a serial code implemented on the host
processor (CPU). In this stage, the code build the Quick-Search bad character
table (qsBc), which keeps the shift values that is used for pattern shifting.

• Second stage: In this stage a serial function is used to compute the Zuh-Takaoka
bad character table (ztBc), which contains the shift values used in sliding the
pattern along the text,

• Third stage: This stage represents the Max-Shift function that is proposed in [5].
This function is used to choose the maximum shift value between Quick- Search
shift value and Zuh-Takaoka shift value. The chosen value is used to maximize
the distance that the pattern is shifted along the text. This function is also
implemented as a serial code within the host processor.

Fig. 1 The proposed design of GPU-based hybrid string matching algorithm
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• Fourth Stage: The idea of pre-computing the skipping distance, which is dis-
cussed by (Tay, 2010), has been adopted in the CUDA-based proposed design.
Skipping distance structure, which is a 1D array stores the indexes of skipping
characters along the text based on the values of a single bad character table. The
proposed idea in this stage is to modify the skipping distance function by
considering the shift values of two bad character tables (qsBc and ztBc) instead
of using the values of one table. The Max- Shift function, which is addressed in
the stage three, is invoked within the new modified function to compute the
maximum shift value to be considered as a skipping index. All skipping indexes
are stored in a 1D array regardless of a match or a mismatch occurrence, and
each valid index is considered as a CUDA thread’s ID used in the CUDA kernel
function that addresses in the next stage.

• Fifth Stage: This stage represents the part of the proposed hybrid algorithm that
is executed in the device processor (GPU). As mentioned previously, the high
workload part in our hybrid algorithm occurred in the searching phase.
Therefore, this phase is considered to be as a kernel function that will be
implemented on the processor (GPU) in parallel.

• Sixth Stage: This stage is the final step of CUDA-based design of the proposed
hybrid algorithm. After the data is processed in the device, the results of the
parallel processing are transferred from device memory to the host memory to
be used with other operations in the host code.

4 Implementation and Evaluation for Parallel Hybrid
String Matching Algorithm

English Text are used to test the parallel algorithm. The data size ranges from 100
to 400 Mb. The performance metric used is the execution time, speed up and
percentage of performance gains. The implementation was tested on the GPGPU
server in the School of Computer Sciences (biruni.cs.usm.my). GPGPU server
consists of AMD Phenom 2.6 GHz Quad-Core processor with 4 GB Random
Access Memory (RAM). AMD processor used to test the sequential algorithm and
also used to invoke the parallel kernel function to implement in the GPU device. On
the other hand, GPU card of GPGPU server is GeForce GTX 260 and consists of:

• CUDA Capability version is 1.3.
• Total global memory is 890 MB (939327488 Byte).
• Multiprocessor count is 27.
• Max threads per block are 512.
• Max thread dimensions are (512, 512, and 64).
• Max grid dimensions are (65535, 65535, and 1).
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In the GPGPU server, the operating system is Ubuntu Linux 8.04 of 64-bit with
NVIDIA CUDA Toolkit v2.2 and GNU C Compiler (GCC) v4.2.4. We use secure
shell (SSH) software to access to the GPGPU server remotely, write the code,
compile and run the programs.

5 Results and Discussion

This section addresses the results of the parallel algorithm compared to the
sequential version of the algorithm. The length of the pattern used to evaluate the
algorithm is 4. To get stable result the experiment was repeated five times with each
pattern selected randomly from the database. Figure 2 shows the speedup and
performance gain of the parallel algorithm. Unfortunately, the parallel running time
slightly outperformed the running time of the sequential algorithm. This is because
CUDA device is designed especially for highly intensive and complex arithmetic
computations, while the proposed hybrid algorithm has simple arithmetic opera-
tions represented by finding the number of attempts and the number of character
comparisons. On the other hand, the proposed parallel algorithm incurs high
overhead in terms of using CUDA threads, where the number of unused threads is
greater than the number of used thread and that, in turn, considers as a reason that
causes the poor performance for the proposed parallel algorithm. The underlying
structure of the proposed hybrid algorithm is also affected directly on the perfor-
mance of the parallel algorithm, where the hybrid algorithm composes from many
flow control instructions (if, for, while). These instructions cause heavy divergence
in the threads of the same warp and then obtaining limited performance for the
proposed parallel algorithm.

The high overhead of exchanging the data between host memory and device
memory in CUDA program is often deplored with the intensive arithmetic com-
putations and the complex problems, which the CUDA device is expected to
process. The simple operations that are part of the proposed parallel algorithm make
the overhead of the communication between the host and the device a serious
challenge. The communication overhead reduces the algorithm performance.

Fig. 2 The elapsed time of
parallel and sequential hybrid
string matching algorithm
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We notice clearly the effect of the mentioned CUDA program limitations on the
execution time of different sizes starting from 100 MB until 400 MB, and as
explained in Fig. 2. The weakness in the execution time of the proposed parallel
algorithm is obviously reflected on the speed up of the algorithm itself. The
proposed parallel algorithm achieved 1.086 times as the highest speed up and
7.91 % as the highest percentage of the performance gain for English text data type
(see Fig. 3).

6 Conclusion

In this paper, we have presented a parallel hybrid string matching algorithm
implemented on GPGPU. The experiments show that there is a improvement in the
running time of the algorithm. However, because of the nature of the hybrid
algorithm, the improvement is not high. In the future, we proposed that the design
of the sequential hybrid algorithm is modified to make it more appropriate for
parallel implementation.
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Multi Spatial Resolution for Image Spam
Filtering

Nor Azman Mat Ariff, Azizi Abdullah
and Mohammad Faidzul Nasrudin

Abstract Image spam filtering is a challenging task because spammers are con-
stantly creating new tricks and making anti-spam filters ineffective. To overcome
these problems, many new techniques have been developed. Most of these tech-
niques use a basic bag-of-features representation where global approach is used to
extract the feature. This global representation leads to limited descriptive power for
the features due to neglecting the spatial information, which can create powerful
cues for classification tasks. Spatial Pyramid Representation (SPR) is one of the most
effective and widely used image processing techniques that embedding spatial
information into a feature. Inspired by this technique, we propose Multi Spatial
Resolution (MSR) approach, which transform the image to Base-64 encoding,
divided the Base-64 encoding into a sequence of increasingly finer grids on different
pyramid level. The n-gram technique is used to extract the features from each grid
cell or partition. Frequency histogram for each partition is concatenated to form a
single feature vector. The experiments were conducted on Dredze and SpamArchive
data sets at four different resolutions using SVM classifier. The results show that
MSR increased the classification performance compared to global approach.
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1 Introduction

Currently, e-mail users are bombarded by messages from spammers promoting
products and services to a point where these messages have become a highly
irritating nuisance. Spam is information or content that is inappropriate, unsolicited,
repeated and irrelevant, and yet spam is hardly avoidable in our mail messages,
search results, blogs, forums, social communities and product reviews [1]. Spam
causes several problems for e-mail systems and users. Spam not only misuses
network resources but also affects computational power [2], storage capacity of
servers, the credibility and reliability of e-mail services [3]. Apart from these
considerations, spam reduces productivity because significant amount of time are
wasted in vetting spam e-mails. Spam e-mails may also include malware and when
combined with botnets, spammers are able to launch large scale spam campaigns
causing traffic overload that leads to considerable economic loss [4].

In the early days, spam was in the form of text. In response, many text-based
anti-spam approaches were appropriately used, such as Bayesian filters and Support
Vector Machine (SVM) filters [5, 6]. These types of filters have been effective, and
most of the present day text-based spam e-mails still find it difficult to pass these
filters. In late 2005, spammers modified their ways by representing all text mes-
sages as images known as image spam. Initially, Optical Character Recognition
(OCR) was used to analyze text information embedded in images and process this
text information as normal text. Spammers then responded by introducing various
obscuring techniques like wavy text, random noise, blurring of text outlines, col-
orful background and animation. OCR is not the best choice for image spam
filtering because OCR is vulnerable to spammer tricks as well as a computational
cost is quite high [7]. Researchers then proposed content-based filters that based on
color, edge, properties, texture, and layout. In addition, a number of header-based
filters were proposed to detect e-mails with exploited header field. The method in
[8] used Base-64 encoding and process it as normal text processing.

Most of these anti-spam techniques use basic bag-of-features as these features
are effective and efficient in filtering spam. However, the use of basic
bag-of-features may lead to limited ability to describe features, as spatial infor-
mation is not included. Thus, the techniques cannot take advantage of the spatial
layout of the features, which can improve classification tasks. The features can be
represented more precisely if all information about spatial layout of the features is
considered [9]. Spatial Pyramid Representation (SPR) is a method that embeds
global and local spatial information into a feature [10]. SPR has been used for
two-dimensional information (scene and object recognition) rather than
one-dimensional information such as text classification. SPR uses a partitioning
scheme where the image is repeatedly divided into several partitions at increasingly
finer resolutions. Features are extracted locally from each partition and combined to
form a single feature vector. Therefore, by applying SPR to existing anti-spam
methods, spatial information will be embedded to the features.
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In this paper, we apply an extension to the bag-of-features to existing anti-spam
techniques. We choose features as suggested by Xu et al. [8] in our experiment. The
author uses n-gram analysis over Base-64 encoding and generates a feature vector
from character n-grams. Previous research has shown that SPR implemented in
two-dimensional image space has successfully improved classification perfor-
mance. Thus, we want to investigate the performance of features with
one-dimensional information when spatial information is considered.

The original aspects of our work is we compare the effectiveness of n-gram
representation at multi-resolution levels to the global features. The rest of the paper
is organized as follows: related work is discussed in Sect. 2. In Sect. 3, describe our
proposed method, MSR. Evaluation of our experiment is contained in Sect. 4, and
Sect. 5 concludes the paper.

2 Related Work

2.1 Spatial Pyramid Representation

In image processing community, object recognition is still a challenge and many
approaches have been applied to increase the detection rate. One of the key ele-
ments that impacts the recognition performance is feature representation. Feature
representation can be classified into global and local features. A global feature can
be extracted from the whole image. Typically, this feature is represented in equal
length feature vector such as edge direction, grayscale, and color histogram [11,
12]. Previous studies have demonstrated that the used of global image features in
object recognition have shown promising results. However, global representations
are sensitive to image conditions such as occlusions, clutters, image noise or spatial
variation of objects in the image [12]. A local feature can be extracted from local
regions within an image using saliency-based approach. This feature is claimed
more robust and provide a representation that invariant to image transformations
such as scale, rotation, viewpoint, and illumination. The main advantage of this
representation is it efficiently matching local structures between images which led
to reliable detection the same object in different images.

One of the popular approach that used local feature is pyramid match kernel
introduced by Grauman and Darrell [11]. This study has proposed the pyramid
matching to find approximate matching between two sets of vectors in a highly
dimensional feature space. Although the pyramid match kernel allows precise
matching between two sets of vectors, one major drawback of this approach is that
it abandons spatial information between features [9]. The benefits of embedding
spatial information into a local feature have been proven to generate more reliable
and increase discriminative power than matching individual features. Thus,
Lazebnik et al. [9] introduced the spatial pyramid representation that considers
spatial information. Spatial pyramid representation uses a fixed partitioning scheme
where the process involves repeated subdivision of an image on each pyramid level.
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Histogram of features are generated from all of the grid cells or partitions as
illustrated in Fig. 1. SPR usually processes the image at most at level 2 which
produce 16 partitions. Features are extracted from each partition on each pyramid
level. Refer to Fig. 1, each pyramid level produces different histogram distributions
which generate different representation for the image.

This approach is based on the idea that not all objects can be represented by only
global or single level representation. The assumption is that there are cases where
the optimal representation of certain objects can be a global scheme, but some
objects are better represented using different levels of resolution. For example, a
category such as a bicycle is described better at level 0, a car at level 1, a truck at
level 2 and a train by a combination of levels 0 and 1. Several studies have revealed
that by combining multiple levels, the recognition performance improves compared
to a single level [9, 11, 12].

3 Multi Spatial Resolution

A method of image spam filtering inspired by SPR called Multi Spatial Resolution
(MSR) is proposed in this section, as shown in Fig. 2. The method mainly includes
seven modules: image to Base-64 conversion, multi spatial resolution partition,
n-gram feature extraction, feature matching, feature vector generation, normaliza-
tion, and classification.

Image

P16P15P14P13

P12P11P10P9

P8P7P6P5

P4P3P2P1

P3 P4

P1 P2

Level 0 Level 1 Level 2

P1 P2 P3 P4 P1 P2 P15 P16
...

Fig. 1 The process of spatial pyramid representation
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3.1 Image to Base-64 Conversion

Each image file format has its own file organization structure. For example, the
structure of the GIF89a image file has 4 main blocks, header and color table
information, extension information, image data, and trailer. Each block has its own
field and size. An e-mail containing an image normally uses Base-64 as the content-
transfer-encoding value as it was designed to represent 8-bit non-text and binary
data. Base-64 has 64 characters and converts three octets of binary into four
character codes. Before an image is sent over the internet, the image will be coded
and the bits for GIF files will be converted to Base-64 encoding [8]. This con-
version transformed the image that can be represented using two-dimensional into
one-dimensional text representation. This transformation decreases the computa-
tional complexity.

3.2 N-Gram Feature Extraction

N-gram frequency is globally (L0) and locally (L1-L3) extracted. Base-64 has 65
characters, including one padding character that is “=”. Thus, it generates 65n

number of features can be increased drastically with the increase of n. For example,
if n is 3, the number of features generated is 274,625 and 17,850,625 if n is 4. It is
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Fig. 2 The framework of multi spatial resolution
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not practical if all of these n-gram features are used as input features to feed the
classifier since many of n-gram features exist in both classes (spam and legitimate)
and have less discriminator power. Based on this reason, only a limited set of
n-gram features need to be identified before it is use in classification phase.

3.3 Feature Matching

In this phase, Chi-Square feature selection is applied to select the best n-gram
features. Chi-Square will rank n-gram features according to their individual rele-
vance. Feature selection is performed at Level 0 only. Occurrence of each n-gram
feature at certain partition is recorded if the n-gram feature in certain partition is
matched with the ranked features that generated from Chi-Square feature selection.

3.4 Feature Vector Generation

Only a relevant n-gram that identified in the feature matching phase is used to
develop a feature vector. Frequency histogram obtained at feature matching phase is
used to generate feature vector. The bag-of-words model is applied, where the
frequency of each n-gram is used as a feature for training a classifier. Frequency
histogram for each partition on each level are concatenated to form a single feature.
The size of a feature vector is highly dependent on the number of features. For
example, if the combination of 1000 features and level 0 is used, the feature vector
size is 1000 as the number of features. In contrast, 1000 features with level 1 will
double the vector space size to 2000 as the number of features.

3.5 Normalization

Many researchers have argued that to get better classification performance, the
feature vectors must go through the process of normalization. The purpose of feature
normalization is to avoid the domination of greater numeric ranges over smaller
numeric ranges in feature space. Term frequency (tf) weighting is applied, and after
that, tf is normalized to the interval [0, +1] by using min-max normalization.

3.6 Classification

The SVM algorithm is used to train and classify the test image. SVMs will find a
hyper plane that separates the two classes of data with as wide a margin as possible.
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4 Experimental Evaluation

In this section, we evaluate our proposed method: a performance comparison of
global approach (single level or level 0) versus multi-resolution levels. We begin by
describing an experimental setup.

4.1 Experimental Setup

Data Set. Building a proper data set is difficult due to the nature of e-mails because
they are totally personal, especially legitimate images. Nevertheless, some
researchers have built their personal data set and made it available for research
communities in their literature. There are a number of openly accessible data sets
that are often used such as Dredze and SpamArchive data sets. Among these, to the
best of our knowledge, the Dredze data set is the only one that contains both spam
and legitimate images. For this reason, many researchers prefer Dredze’s data set,
while there are some who use legitimate images from their private e-mails, e-mails
received by a limited group of people as well as the Google Images engine. Our
experiments were conducted on two different data sets. The first data set is Dredze’s
spam and legitimate data set namely the personal Dredze data set while the second
data set is SpamArchive spam combined with Dredze’s legitimate data set (also
known as SpamArchive and Dredze data set). We obtained the SpamArchive data
set from Dredze’s website as SpamArchive.org has been shut down. Dredze’s data
set contains 3297 spam and 2020 legitimate images while SpamArchive consists of
15,090 spam images. However, only 3209 spam and 1828 legitimate images from
Dredze’s data set and 13,745 spam images from the SpamArchive data set were
processed by our system.
Evaluation. The evaluation of our proposed method was performed using 50
repeated random sub-sampling validation. This validation method was chosen
because of an unbalanced data set, especially the SpamArchive data set that consists
of 13,745 spam images and 1828 legitimate images. We expected that the classifier
would learn more spam than legitimate if we used k-fold cross validation. For each
iteration, the data set was randomly divided into 2000 training set images (1000
images for each class) and 1000 test set images (500 images for each class). The
experiment was repeated 50 times, while the accuracy was calculated by averaging
the results from all 50 runs.

The SVM classifier is used to classify the images. Considering that only two
classes in the data set were to be tested, the binary classification approach was used.
A variety of SVM-based tools can be used to do the classification task. Among
these SVM-based tools, one of the most widely used is LIBSVM as introduced by
[13]. Although our task was to solve an image classification task, which typically
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uses visual features, we considered our problem as a text classification problem for
the reason that every image was represented by an n-gram that was extracted from
Base-64 encoding. Thus, Java Software LibLinear 1.92 was chosen instead of
LIBSVM as previous studies have shown that LIBLINEAR is very efficient for
training large-scale problems.

4.2 Classification Results

This paper reports results on a 4-gram with 1000 as the number of features. An
accuracy measurement was conducted to evaluate the performance of the MSR
approach. The best result is illustrated with bold characters. Table 1 shows the
classification result on four different levels of the MSR. The results show that
accuracy for each level increased in proportion to the increase in resolution. We
report the performance using the mean and standard deviation (SD) to verify the
significance of the classification results obtained. Table 1 shows that the MSR
approach outperformed the single level representation for both data sets.

The highest accuracy was achieved at level 3, with values of 95.04 and 93.56 %
for Dredze and SpamArchive data sets, respectively, indicating that MSR can be
applied to one-dimensional information. Table 2 presents further analysis for both
data sets where naïve approach is used by combining all feature vectors (L0-L3) to
form a very large single feature vector. As Table 2 shows, there is a slight increase
in accuracy compared to level 3. There is a clear trend of increasing in performance
when the number of feature vector is large. Thus, we can conclude that MSR has
captured spatial information among Base-64 encoding sequences. The result for the
significance test between each level for both data sets was considered statistically
significant.

Table 1 Classification accuracy (mean and standard deviation) of single and multiple levels for
two different data sets

Corpus Level 0 (%) Level 1 (%) Level 2 (%) Level 3 (%)

Personal Dredze 92.33 ± 0.97 94.63 ± 0.78 94.75 ± 0.77 95.04 ± 0.75
SpamArchive and Dredze 91.93 ± 0.91 92.29 ± 0.83 92.93 ± 0.92 93.56 ± 0.87

Table 2 Classification
accuracy (mean and standard
deviation) for Naïve approach

Corpus Naïve approach (%)

Personal Dredze 95.20 ± 0.78

SpamArchive and Dredze 93.63 ± 0.80

1216 N.A.M. Ariff et al.



5 Conclusion

In this paper, the researchers have proposed Multi Spatial Resolution
(MSR) approach to improve the classification performance of image spam filtering.
MSR, inspired by SPR, can capture spatial information of one-dimensional features
(specifically Base-64 encoding) to enrich feature description. Our finding notes that
MSR improved the n-gram representation where classification performance at multi
spatial resolution levels outperforms global or a single-level features.

Acknowledgments The first author wants to thank to Universiti Teknikal Malaysia Melaka
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Correlation Feature Selection Analysis
for Fault Diagnosis of Induction Motors

Thanaporn Likitjarernkul, Kiattisak Sengchaui,
Rakkrit Duangsoithong, Kusumal Chalermyanont
and Anuwat Prasertsit

Abstract This paper presents a feature selection method for stator winding fault
analysis of induction motors by using a Correlation-based Feature Selection
(CFS) method. The 14 original motor parameters are selected from the feature
selection method with various searching approaches. The classification efficiency of
optimal features obtained from the feature selection method is compared with
results from the feature extraction method and the original features. In our exper-
iment, we employ a 2.2 kW delta-connected motor which drives a dc generator as a
load. The experimental results demonstrate that 4 common selected features for
stator winding fault analysis of induction motors are a percent of load (%Load), a
power factor (pf), a negative sequence voltage (Vn), and a negative sequence
impedance (Zn). The accuracy of the classification using this feature subset is higher
than using all original features for three classification methods.
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1 Introduction

Electrical motors are critical equipments for any machine in process industries.
Motor deteriorations or any fault occurred since rotors and stators have been forced
by electromagnetic field all the time. Moreover, mechanical damages caused by
thermal and electrical stresses have an effect to the performance and the lifetime of
motors.

About 37 % [1] of induction motor faults are stator winding faults due to the
deterioration of the winding insulation from contamination of oil, humidity, and
sewage. They impact on opening or shorting one or more circuits of windings.

Current and voltage signals of the induction motor contain information of stator
winding faults, and they are widely used to detect and locate stator winding faults in
various methods. The Motor Current Signature Analysis (MCSA) method is one of
the most frequently used methods to analyze the motor fault by identifying stator
current spectrums in abnormal harmonics [2, 3]. In addition, the Extended Park’s
Vector Approach (EPVA) is applied to analyze EPVA signatures by identifying a
spectral component at twice the fundamental supply frequency [4]. Motor sequence
components (i.e. negative and zero sequence components of the current) are also
used for stator fault diagnosis [5–8]. Moreover, modeling and simulation studies
can provide useful information about the electric behavior of the motors, and they
relate to the analysis of the presence of the internal fault in the stator windings [9,
10]. Other techniques, such as an instantaneous angular speed technique, temper-
ature monitoring, air-gap torque monitoring, magnetic flux monitoring,
noise/acoustic noise, induced voltage monitoring, surge testing, gas analysis, and
partial discharge [11] are also used in order to diagnose stator winding faults.

Currently, some or all electrical features of induction motors mentioned previ-
ously are used for the motor fault analysis and detection. However, using all or
inappropriate electrical features will increase the complexity of the system and the
stodgy storages. Moreover, they may not be able to classify the motor faults cor-
rectly. Consequently, the feature selection should be required in as preprocessing in
order to reduce original features and extract the appropriate features. Basically,
there are two methods to reduce the feature dimension. One is the feature selection
and the other is feature extraction. The feature selection can be used to choose
optimal features from original features to remove irrelevant and redundant of
original features and also decreases the complexity of the system. The feature
extraction is another method to reduce a number of features by transforming
original features to lower dimensional spaces. The Principal Component Analysis
(PCA) [12] is one of the example of the feature extraction. The PCA reduces the
dimension of features without eliminating the signal information using the principal
component. The proposed fault diagnosis system is shown in Fig. 1.

This paper presents the use of the correlation feature selection for selecting
electric features. Optimal electric features are obtained by the feature selection for
stator winding fault analysis of induction motors. The accuracy of motor fault
classification obtained by the optimal features from the feature selection method is
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compared with one that obtained from the feature extraction method and original
features. Various theories related to electrical features calculation are reviewed in
Sect. 2. In Sect. 3, the feature selection methods are explained. Section 4, an
experimental setup is described and the experimental results of the feature selection
analysis are showed and discussed in Sect. 5 and conclude in Sect. 6.

2 Feature Generation

The electrical features were calculated by motor current and voltage signals. These
features are popular features for the stator winding fault diagnosis. These signals
were fed to the preprocessing block to reduce a number of features, and optimal
features are searched and selected for such faults. The original features in this paper
can be obtained from the following methods.

2.1 Symmetrical Components

The positive and the negative sequence components of the induction motor are
normally used to indicate the stator faults. Figure 2 shows a workflow for extracting
the positive (Ip) and the negative (In) sequence components from three-phase

Load
Induction

motor

Acquisition
Feature

generation
Feature selection

iA, iB, iC

vA, vB, vC
Diagnosis

14 features

Preprocessing

Fig. 1 The proposed fault diagnosis system

Fig. 2 Signal processing workflow to extract sequence components
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current signals. The three-phase currents are used to construct a complex current

vector ( I
!
), as expressed by

I
!¼ 2

3
iA þ iB � e j120� þ iC � e j240�� � ð1Þ

where iA, iB, and iC are the currents in the phase A, B, and C, respectively.
Fast Fourier Transform (FFT) of the complex current vector can automatically

separate the positive and the negative sequence currents for all frequency compo-
nents. An example of an actual current spectrum is shown in Fig. 3. The three-phase
voltages are processed in the similar approach.

2.2 Extended Park’s Vector Approach (EPVA)

The EPVA method is the observation of the spectrum of the Park’s vector module.
The motor current Park’s vector components (iD, iQ) are

iD ¼
ffiffiffi
2
3

r !
iA �

ffiffiffi
1
6

r !
iB �

ffiffiffi
1
6

r !
iC ð2Þ
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The square of the Park’s vector module is given by

jiD þ jiQj2 ¼ 3
2

� �
i2d þ i2i
� �þ 3idii cos 2xt � ad � bið Þ ð4Þ

where id is the maximum value of the direct sequence current, ii is the maximum
value of the reverse sequence current, x is the angular frequency (rad/s), t is the
time variable (s), ad is the initial phase angle of the direct sequence current (rad),
and bi is the initial phase angle of the reverse sequence current (rad).

The square of the Park’s vector module can be used to identify unbalanced
three-phase currents. The spectrums of dc level and the component located at twice
the supply frequency are obtained by applying the FFT to the square of the Park’s
vector module [1].

Two feature generation methods contain 12 original features and two extra
features including the percent of load (%Load) and the power factor (pf) are added
to be the original features. The 14 original features as shown in Table 1 are used to
be the inputs for the next feature selection process.

3 Feature Selection

The Feature selection is a process to select optimal features from original features. It
can reduce a number of features by removing irrelevant and redundant features.
Basically, it can be divided into four categories: Filter, Wrapper, Hybrid, and
Embedded methods [13]. The Filter method is the feature selection that applied

Table 1 The original features

Features Description

1 %Load Percent of load

2 pf Power factor

3 Ip Positive sequence current

4 Angle (Ip) Angle of positive sequence current

5 In Negative sequence current

6 Angle (In) Angle of negative sequence current

7 Vp Positive sequence voltage

8 Angle (Vp) Angle of positive sequence voltage

9 Vn Negative sequence voltage

10 Angle (Vn) Angle of negative sequence voltage

11 Zp Positive sequence impedance

12 Zn Negative sequence impedance

13 Idc Magnitude of square of Park’s vector module at DC level

14 I100Hz Magnitude of square of Park’s vector module at twice the supply frequency

Correlation Feature Selection Analysis for Fault Diagnosis … 1223



independent evaluation criteria without involving any classification algorithms with
measurement technique such as CFS [14] and consistency based subset evaluation.
The Wrapper method applies a classification algorithm for a feature subset evalu-
ation. This method is better than the Filter method, but it takes longer time for a
computation. The Hybrid method combines the advantage of above two approa-
ches. Finally, the Embedded method has built-in the feature selection in classifier.

Generally, the feature selection has four steps [15]: subset generation, subset
evaluation, stopping criteria, and result validation. First, it searches optimal features
by using searching algorithms. Then, this subset is evaluated by subset evaluator,
and it stop by stopping criteria. Finally, it validates selected features.

Searching algorithms for finding the feature set have several methods which are
shown below

1. Best first is the searching method that selects the feature with the best heuristic
value.

2. Exhaustive search searches all possible feature subset.
3. Greedy stepwise is the searching method. It starts with empty or full feature set.

Then, it adds the suitable feature or removes the inappropriate feature.
4. Linear forward selection (LFW selection) is the searching method that begins

with an empty set and successively adding features.
5. Random search randomly selects the feature subset from original features.
6. Rank search selects the feature subset from ranking of total features.

CFS [14] is a well-known feature selection method that considers the correlation
between features and classes and between features and other features. Relevance of
the feature subset can be defined by using Pearson’s correlation equation [13] which
is expressed by (5)

Merits ¼ krkcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kþðk � 1Þrkk

p ð5Þ

where k is the number of features, c is the number of classes, Merits is relevance of
the feature subset, rkc is the average linear correlation coefficient between these
features and classes, and rkk is the average linear correlation coefficient between
different features.

The linear correlation coefficient is defined by

r ¼
P

i ðxi � xiÞðyi � yiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i ðxi � xiÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i ðyi � yiÞ2

q ð6Þ

where i is the number of values (x or y), xi is the x value for observation i, xi is the
mean x value, yi is the y value for observation i, and yi is the mean y value.
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4 Experimental Setup

The three-phase four-pole delta-connected induction motor is used in the experi-
mental setup as shown in Fig. 4. The motor parameters and ratings are summarized
in Table 2. The motor is modified for interturn stator winding faults in each phase.
A shorting resistor is used to limit the short-circuit current in the winding not
exceed to 5 A. The induction motor is monitored by three current sensors and three
voltage sensors. The measured signals are sent to the computer through a National
Instruments (NI) data acquisition device with 6000 Hz sampling rate and ten
operate conditions. The operation conditions contain of four cases: healthy motor,
and the short- turns motor of 7, 15, and 31 turns in each phase. Each condition is
operated under 6, 30, 60, and 90 % rated load of the motor. Note that the 14 original
features are obtained from the normalized signals with rated parameters of the
testing motor. Classes for the fault classification consist of ‘0’, ‘A’, ‘B’, and ‘C’ as
the following meanings

‘0’ is Healthy motor
‘A’ is Interturn fault in phase A
‘B’ is Interturn fault in phase B
‘C’ is Interturn fault in phase C

Optimal features analyzed from the correlation feature selection algorithms are
used in three well-known classifiers: k-Nearest Neighbor or kNN (k = 3), Naïve
Bayes, and Decision Tree. The accuracy rated of classification will be compared
with one obtained from the feature extraction using the PCA by using data set of
1320 samples. The result is validated by using 10 folds cross-validation technique.

Load Test Motor

Data Acquisition

Sensor

LabVIEW

Fig. 4 Experimental setup

Table 2 Parameters and
ratings of test machines

V Hz r/min kW cosØ A

230Δ/400Y 50 1430 2.2 0.79 8.66/4.98

415Y 50 1435 2.2 0.765 4.94
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5 Results and Discussions

The original features are analyzed by CFS for the feature selection method with
aforementioned search algorithms. The results in Table 3 show that the correlation
feature selection can effectively select 4 or 5 optimal features, while the PCA can
reduce to 8 features. The 4 common features including %Load, pf, Vn, and Zn are
chosen from each search algorithms. These features are the part of optimal features
for stator winding fault analysis. It is shown that these features have high corre-
lation between features and classes, and they have low correlation between features
and other features.

According to experimental results, the accuracy rates using original features are
58.5606, 43.0303, and 85.0758 % for kNN, Naïve Bayes, and Decision Tree,
respectively. Based on feature selection, the accuracy rates using Decision Tree is
higher than using kNN and Naïve Bayes. These classifiers provide the accuracy
rates as ranged 85–87, 75–78, and approximately 43 %, respectively. Significantly,
it can be explained that using the feature selection to select optimal features can
reduce a number of features and increase the accuracy of the classification system.
Fault classification provides better performance than using the feature extraction
and original features, respectively.

Table 3 Classification correction of the proposed approach

Search
algorithms

Subset
evaluators

Number of
selected
features

Selected
features

Accuracy rate (%)

kNN
(k = 3)

Naïve
Bayes

Decision
tree

Original features – 14 Original
feature set

58.5606 43.0303 85.0758

Best first CFS 5 %Load, pf,
In, Vn, Zn

75.1515 43.7121 86.0606

Exhaustive
search

CFS 5 %Load, pf,
In, Vn, Zn

75.1515 43.7121 86.0606

Greedy stepwise CFS 4 %Load, pf,
Vn, Zn

76.1364 43.0303 85.6818

LFW selection CFS 5 %Load, pf,
In, Vn, Zn

75.1515 43.7121 86.0606

Random search CFS 4 %Load, pf,
Vn, Zn

78.1818 42.803 87.1212

Rank search CFS 4 %Load, pf,
Vn, Zn

77.0455 42.9545 85.6061

Ranker PCA 8 – 60.5303 43.1061 59.8485
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6 Conclusions

This paper presents the correlation feature selection for stator winding fault analysis
of the induction motor. According to our experimental results, it can be found that
the common selected features for stator winding fault analysis of the induction
motor are %Load, pf, Vn, and Zn. These features are good indicators to predict stator
winding faults, and they can be applied for any size of motors. Furthermore, using
the feature selection and the feature extraction can improve the accuracy of the
classification system. For future works of our research, more features will be
considered and compared with other feature selection methods.
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Reconfigurable Tri-Colour RGB SD Card
Bitmap Image File Writer

Chee Yuen Lam, Voon Siew Soon and Phaklen Ehkan

Abstract Field Programmable Gate Array is a popular choice to implement and
test digital image processing algorithm due to its high speed and parallelism
capability. The Altera DE2_TV sample project provides a basic real time digital
video acquisition function. But this sample project unable to capture a static digital
video frame to let the user to perform an analysis. Therefore this paper proposed a
tri-colour channel red, green, blue SD card bitmap image file writer to capture the
digital video frame and store the image in SD card. The propose architecture in this
paper is able to enhance the DE2_TV sample project with the image capturing
function.

1 Introduction

A sample project in Altera University program name DE2_TV was developed to
interface the TV decoder on the DE2 education board to capture TV input PAL
signal and displays on the VGA screen. By making use of this sample project, it can
directly interface with the Closed Circuit Television (CCTV) video camera with the
PAL video output signal and transform the DE2_TV sample project into a digital
video acquisition system.

This paper is to solve and enhance the DE2_TV sample project by developing a
frame grabber subsystem and Secure Digital (SD) card bitmap image storage
subsystem which did not supported by this project. The capacity of the SD card
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used is 256 MB from Kingston. Section 2 will explain the hardware architecture of
the DE2_TV sample project and also the FAT16 file system which used in SD card.
Sections 2.2 and 2.4 will discuss about the frame grabber architecture and the SD
card bitmap image writer architecture. Lastly, a result is discussed in Sect. 3.

2 Proposed Architecture of Bitmap Image File Writer

The bitmap image file writer consists of three main modules which include a frame
grabber module, a bitmap file construction module and a SD card access controller
as shown in Fig. 1. Each of the sub modules in this SD card bitmap image file writer
is controlled by its own control unit. SD card is used as the storage media for the
image.

Figure 2 shows the general process flow of the RGB bitmap SD card image file
writer. When the ‘Capture’ button is pressed, the system start to capture and save
the entire video frame red colour channel 8-bits binary data to the SRAM on board
of DE2. The SRAM chip is IS61LV25616. After completed store all the red colour
data byte to the SRAM, the data-in of SRAM is read out again and write it to SD
card using SPI mode. The data written to the SD card is comply with bitmap file

Fig. 1 Architecture of bitmap image file writer

Fig. 2 Process flow of RGB bitmap SD card image file writer
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format (.BMP) and organize with FAT16 (File Allocation Table) file system
structure. These processes repeat twice followed by the red colour channel for green
and blue colour channel to store a complete full colour image.

2.1 FAT16 File System

SD card is just a flash memory chip. In order to store the image files into the SD
card, and is able to read directly from a computer, the file needs to be organized in
FAT16 file format. This is a standard file system that computer uses to access and
read file in the SD card.

In FAT16 file system, a memory space of the flash disk is partitioned into several
region, with the sequence starting by master boot sector, FAT, root directory and
user data space [1]. However, the starting address of each region is varying due to
the total memory capacity of the flash chip. A 256 MB SD card is used in this
project. The starting address for the corresponding memory region is listed in
Table 1. The bitmap file constructor writes the file to the SD card based on these
starting addresses.

SD card have a minimum addressable block write size of 512 bytes (1 sector).
All the data has to write in the size of a sector which is 512 bytes. Each of the write
command is sent to the SD card and the on-card controller counts 512 bytes of
incoming data and stores them into the memory space.

2.2 VGA Frame Grabber Module

The VGA frame grabber module is responsible to capture and store the VGA red,
green and blue colour data to the onboard Static Random Access Memory (SRAM).
It uses ‘print screen’ method to capture the image. This module as shown in Fig. 3a
captures the VGA output stream to the LCD monitor as the image data. The frame
size is a standard VGA frame with resolution of 640 × 480 pixels.

When the ‘Capture’ push button is pressed, this module begin to synchronize
with the input VGA pixel stream through the x and y pixel coordinates. This
module waits for the beginning of a new frame in which the x and y pixel coor-
dinates become (0, 0) and start to store the colour data into the SRAM. When the
colour data of a frame is completely stored into the SRAM, this module will invoke
the bitmap file construction module to start preparing the bitmap file header, FAT
and root directory entry for writing to the SD card.

Table 1 256 MB SD card
memory region starting
address

Memory region Starting address (hex)

Boot sector 00000000

FAT list 0000CA00

Root directory 0001BE00

User data 0001FE00
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H xWð Þ � 3 ¼ M ð1Þ

In order to store a frame with RGB colour channel, the required memory is
calculated by using (1); where H is image height in pixel; W is image width in pixel
and M is total image size in bytes. To store a complete VGA frame with RGB
colour and resolution 640 × 480 pixels, it requires 921,600 bytes (921 KB) of
memory. Since the onboard SRAM contain 524,288 bytes (512 KB) of memory
space, it is not sufficient to store the entire RGB colour channel of the frame.
Therefore, the RGB colour data of a frame have to store separately and consecu-
tively so that the onboard SRAM is able to fit for the entire operation. Since the
SRAM is 16 bits word length, the sequence of data stored into SRAM is from High
byte to Low byte.

2.3 Bitmap File Constructor Module

This bitmap file constructor module is responsible to construct the bitmap file for
the SD card access controller written into SD card. This module is shown in Fig. 3b.
It is responsible to generate the FAT, root directory file entry, bitmap file header
and also the bitmap file data to be written into the SD card sequentially. It contains
two 512 bytes M4 K RAM modules and a ROM. The first and the second M4 K
RAM are used as a temporary buffer to store the FAT and the root directory file

Fig. 3 a Frame grabber module. b Bitmap file constructor module
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entry of the SD card. The ROM is used to store the 54 bytes predefine bitmap file
header. Since the root directory file entry and the bitmap file header are a fixed set
of data, hence these data are predefined in a ROM.

Besides preparing data to be written into SD card, this module also take an
important task of calculating and sequencing the data of starting address and
address offset for the SD card. All the data are written from the beginning of the
starting address. This task is crucial when storing the bitmap file into the SD card
because any error of the starting address will cause the bitmap file corrupted and
unable to read by the computer.

2.4 SD Card Access Controller

This SD card access controller is responsible to communicate and also perform
serial write operation to the SD card. This module accept control signal from both
Bitmap file constructor module and SD card. When the write signal of this con-
troller is triggered, it will first latching the memory sector address which provided
by the bitmap file constructor module and start sending a BLOCK_WRITE
(CMD24) command with 7 bytes long to the SD card. Once the SD card response
acknowledge, the controller proceed to request further data from the bitmap file
constructor module and transmit the data-in back to the SD card. Total of 512 bytes
of data are written into each BLOCK_WRITE command send.

According to the SD specification [2], the SD card has two types of write mode
namely, single block and continuous write mode. This project uses a single block
write mode and this triggering the state machine of the controller easier to be
designed. Figure 4 shows the SD card access controller FSM in single block write
mode. The works of [3, 4] provide a comprehensive explanation on the SD card
data writing sequence and also the command sequence with operation flow chart.
Both covered reading and writing operation of the SD card. The clock signal
provided to this controller is 27 MHz, and output SDI clock is half of the driving
clock which is 13.5 MHz.

3 Result and Analysis

This project is tested on Altera DE2 education board with Cyclone II
EP2C35F672C6 FPGA core. Figure 5 demonstrates the real hardware setting for
this research.

A license free software “HxD” is used to verify the binary data written into the
SD card by this bitmap image writer. The first 54 bytes of data in Fig. 6 which is
surrounded by red line is the bitmap image file header. Whitrow [5] provides a
detail description and explanation for the 54 bytes of the bitmap file header. The
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Fig. 4 FSM of SD card
access controller

Fig. 5 Real hardware setup
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data generated by the bitmap file constructor module can be checked using HxD
software. Any error of the data can be verified byte by byte.

After verified the result using HxD software, the SD card is directly access using
windows operating system of the computer. When accessing the SD card, it is
expected that it contains of three bitmap files with the filename ‘img_b_01.bmp’,
‘img_g_01.bmp’ and ‘img_r_01.bmp’ as shown in Fig. 7. This filename is defined
in a filename ROM of bitmap file constructor module. The filename also direct
denoted the colour channel of the image. Figure 8a, b and c show the captured
single colour channel bitmap image in this project. Figure 8d shows the combined
full colour RGB bitmap image using C programming in computer post processing.
The recombine image is the same with the image display on the LCD screen of the
DE2_TV sample project.

4 Conclusion

From the experimental result of this project, it is proven the proposed architecture
for bitmap image file writer is able to function well as its design. This architecture is
able to capture separated red, green and blue colour channel images from the VGA

Fig. 6 Bitmap file header data in SD card

Fig. 7 Three bitmap files in
SD card
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screen and store these images in 24-bit bitmap image file in the SD card with
resolution of 640 × 480 pixels. This project has enhanced the existing DE2_TV
sample project with image capturing function. The studies of reconfigurable
machine vision in FPGA made easy with the function of digital image capturing
from this proposed architecture.
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Detection of Privacy Threat by Peculiar
Feature Extraction in Malwares
to Combat Targeted Cyber Attacks

Farhan Habib Ahmad, Komal Batool and Azhar Javed

Abstract Targeted cyber-threats are topmost concern of organizations and tech-
nologies of today. Malwares having similar objectives bear common artifacts. Thus
defining a detection mechanism based on such peculiar artifacts will not only help
in detecting existing risks but also gives a considerable defense against unknown
malicious attacks. About 903 known malware samples related to espionage were
analyzed statically and a data set comprising related artifacts is established and also
checked against the benign software. Weightage is given to each artifact on the
difference of its existence in malicious and benign code and artifact’s relation to the
expected targeted organization or technology thus catering for targeted attacks.
Designed algorithm for detection of espionage attack has given 99.16 % of
authentication and 99.33 % of precision. Real time alarm generation is also
incorporated by API hooking using Detour library for latter detailed analysis of
suspicious program or application by proposed algorithm.

1 Introduction

Life is heading towards the smart living by incorporating smart devices intercon-
nected with internet. Where it brings a lot of comfort and luxury to the life at the
same time it is prone to issues like privacy, unavailability and authenticity.
Symantec reported 62 % increase in cyber security breaches in 2013 [1] and
Kaspersky [2] is detecting 315,000 malicious files per day. Financial impact due to
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malicious applications and software is up to trillion of US dollars [3]. Therefore
there is a dire need to go for mechanism and solutions beyond the existing tech-
niques depending on the signature based and heuristic based detection tools. It is
not possible for any vendor to provide the signature of every coming malware
especially in case of targeted malware. Trojans for espionage leads in malware
community by acquiring a share of 68.84 % as per PANDALABS annual report
2014 [4]. Therefore an effort is made in this research to detect the advanced mal-
wares designed for data espionage by establishing a data base of peculiar artifacts
found in known spyware through static analysis. The research is carried out on the
analogy that the malwares having common objectives bear similar artifacts thus
resemblance of indicators from already identified threats [5] will help in detection
of unknown malwares [6]. Weightage is given to each artifact on the difference of
its existence in malicious and benign code and on its relation to the expected
targeted organization or technology, in our case we have worked for the privacy of
telecomm sector. Real time alarm generation mechanism is also incorporated by
hooking espionage related APIs using Detour Library for latter detailed analysis by
proposed detection algorithm.

This research paper has been organized as follows. Background and related work
is discussed in Sect. 2. Section 3 throws light on the research undertaken by the
author. Section 4 describes the results and validation of proposed algorithm. Future
work and conclusion are described in Sect. 5.

2 Background and Related Work

Malware is the term collectively used for all sort of malicious scripts and codes
used with malevolent intentions in cyber domain. Malwares can be divided in
different classes like Virus [7], Worm [4], Trojan [8], Botnet [9], Spyware and
Rootkit [4], depending upon their propagation and threat ability [10].

Symantec encountered 403 million new malware only in 2011 and a 42 %
increase is noted in 2012 [11]. Therefore a thorough malware analysis is required
for each category of malware for appropriate defense against each type. Malware
analysis are divided in two major categories Static Malware Analysis and Dynamic
Malware Analysis [10]. PE Explorer, STRING, MD5SUM, PEiD, XORSearch,
Bentext and Virus Total are some of good static malware analysis tools [12].
Anubis, CW Sandbox, Norman Sandbox, Joebox, WiLDCAT and LASTLINE are
some example of dynamic malware analysis tools [12]. Renovo, OmniUnpak, UPX,
PolyUnpack and Justin can be used for unpacking packed binaries [10].

Analysis of API calls and API calls sequence can determine the objective and
behavior of a particular code. Malwares prefer to use Windows APIs instead of their
own dlls as to remain unnoticed by reducing their binary size. API names and their
input arguments are used by Salehi et al. [13] for distinguishing benign from
malicious applications. In [7] Veeramani and Rai proposed the automated detection
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mechanism for executable codes based on their relevant API calls. Static Analyzer
also uses the API calls sequence to analyze a sample [14]. As the polymorphic
malwares keep on changing their signatures but they always follow the same flow
pattern, thus analyzing the sequence of API calls will help in detecting the poly-
morphic malwares.

Analysis revealed that Command and Control communication remains consistent
therefore with the detailed analysis of network traffic and recognition of patterns it
is not only possible to safeguard against known threats but also can guard against
new threats [15]. Similarly Windows Filtering Platform (WFP) is a set of APIs and
system services that provide a platform for creating network filtering applications at
several layers in the networking stack of the operating system [16].

Retrospective detection approach may be a solution for finding the advanced
malware-infected computers. It is mechanism which allows the resemblance of
indicators from already identified threats [5]. Normally the web related protocols
are allowed in most of organizations, thus the logs of http and https requests offer
the capability to uncover an attack retrospectively [6].

3 Alarm Generation and Detection of Espionage Threat

3.1 Threat Canvas

Although different operating systems are in use by organizations but the most
common is Windows Operating System. Therefore most of the threats found are
designed for Windows. All Windows based executable like .exe, .dll and other
object codes have a standard format as Portable Executable (PE). As per Security
Threat Report 2014 by Symantec Corporation in year 2013, more than 50 % of
email attachments are in .exe format and used as a bait for phishing attack [1].
Therefore for detection of malware in this research Windows as operating system
and PE as file are analyzed. Moreover applications and information related to
telecomm sector are considered to focus for a targeted organization and technology.

3.2 Data Set

Malware dataset was acquired from Georgia Tech Information Security Center [17]
and Contagio Malware Dump [18]. These resources are well reputed [19]. A total of
1203 known malwares of data espionage belonging to 51 variants were used out of
which 903 are analyzed for establishing of artifacts data base and 300 for the
validation of proposed algorithm. Name and number of espionage samples are
given in Table 1.
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3.3 Extraction of Artifacts

Detection of cyber espionage is a challenge due to sophistication, obfuscation and
polymorphism. But it is also a fact that there are specific and peculiar artifacts, like
APIs, Strings, IP Addresses, URLs and Email Addresses which exist in a malware
designed for data espionage and remain constant. 903 out of 1203 malware samples
were analyzed for extraction of common artifacts and patterns present in the mal-
wares for data espionage. Process is divided in five steps as shown in Fig. 1 and
elaborated below.

Classification of Malware Sample. Samples are classified in the variants as per
their tagged identification through online malware detection engines as elaborated
in Fig. 2.

Table 1 Data espionage samples analysed in this paper

Name Samples Name Samples Name Samples

Backorfice 22 Prorat 20 Dantom 31

Servu 23 Striker 19 BOFacil 29

DonaldDick 29 RemoteControl 20 InCommander 22

Flammer 38 Win32 21 Wincrash 19

Girlfriend 36 CoreFlood 28 BAckDoor 14

Firehotker 29 Bifrose 17 Spyeye 36

Shamoon 19 NetDevil 33 CyberSpy 18

SpySender 27 OptixPro 24 NetSpyDK 14

Hydraq 24 Bubble 19 Bebloh 31

Brainspy 28 ECC 21 NetControl 13

Devil 21 Gauss 23 Ptakks 37

Doly 23 Sub7 18 Krippled 31

Lamer 25 Agent 13 NetBus 19

Nerte 23 APT 21 Bunker-Hill 14

Spy 17 Delf 19 Aforce 27

Bget 29 Thief 16 Beta 19

Optix 34 Zeus 22 Gift 28

Fig. 1 Extraction of artifacts from PE
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File Type and Packer Identification. Attackers hide the type of file by assigning
the wrong file extension. TrID utility [20] is used to determine correct file type.
Online GUI based PEid [21] facility is used to identify the Packer.

Un-Packing can be performed by making use of utilities as mentioned in Sect. 2. In
our case we have used UPX. It is observed that the unpacked version of the file
differs in hash as well as in the size from the actual file.

Extraction of Peculiar Features. Utilities as mentioned in Sect. 2 can be used for
extraction of DLLs, API and specific strings from PE.

PE Explorer is used to extract the DLLs and APIs from the binary. DLLs and
API function calls are carried by the import table of the PE. Thus API calls were
extracted by dissecting the PE with PE explorer without in actual executing the
code.

Similarly the ASCII strings being embedded in the binary during compilation are
extracted with the help of STRINGS developed by the Windows SysInternals.
Extracted strings include the ASCII strings, IP addresses, URLs, names, classified
words, etc. The strings were graded on the basis of difference of their existence in
malware and benign software and relation to targeted organization, technology and
expected threat.

Artifacts Data Base. Artifacts extracted in previous step are stored separately.
903 malwares analyzed and an “API Data Base” of 1723 and “String Data Base” of
809 artifacts are established. Each artifact in “API Data Base” and “String Data
Base” is denoted with a unique ID as “Ài” and “Śi”, where i ranges from 1 to n.

3.4 Artifact Weightage

Weightage to every artifact from previous step is calculated in three steps. In step
one a point (+1) is given to every “Ài” and “Śi” artifact for each occurrence in “API
Data Base” and “String Data Base” respectively. In Step two occurrences of same
artifacts extracted from malicious samples is also checked in benign files. For this a
sample set of 600 benign applications being used in telecomm organizations are

Fig. 2 Classification of malware
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taken and checked for the artifacts by using same process as mentioned in Sect. 3.3.
A negative point (−1) is given to every “Ài” and “Śi” artifact for each occurrence in
the “API Data Base” and “String Data Base” for benign files. In step three values
calculated in step one and two for each artifact are added to get the artifact
weightage of the particular artifact. Higher is the value more is the weightage.

Weightage is represented with “ώi” and “λi” against each Artifact “Ài” “Śi”
respectively, where i ranges from 1 to n. However while giving the weightage to
artifacts manual effort was also put in specially for “Strings Data Base” by giving
due weightage to type of organization, extracted or related IP addresses, type of
strings being used in the organization, expected target data, expected target file type
and other peculiar strings for a superior detection rate and defense mechanism. The
artifacts are then sorted in descending order from most malicious to least malicious.
The artifacts with zero or negative values are the one whose occurrence in benign
samples is either equal or more than malicious samples. Therefore all artifacts
having weightage zero or less are dropped from the artifacts list to be used for
malware detection except selected manually depending upon their peculiarity. Top
51 artifacts from “API Data Base” and “String Data Base” after calculating the
weightage are appended in Tables 2 and 3.

Weightage of Sample. The weightage “¥” for all known malware samples and
benign samples is calculated by adding all the weightage of artifact “ώi” and “λi”
present in a sample as shown in Eq. 1.

U ¼
X

ð�x iþ k iÞ where i ¼ 1 ! n ð1Þ

Malicious Threshold. Malicious weightage “¥” calculated in previous step is
sorted in descending order from most malicious to most benign. Mean of minimum
malicious and minimum benign is taken as the threshold bench mark for the
detection algorithm.

Table 2 Top weightage API artifacts

Artifacts Artifacts Artifacts Artifacts

RegQueryValueExA Send LocalAlloc SetErrorMode

RegOpenKeyExA ReadFile FreeLibrary LoadLibraryA

DefWindowProcA WriteFile TlsSetValue SetFilePointer

DispatchMessageA FindClose TlsGetValue MessageBoxA

CreateWindowExA CreatFileA VirtualAlloc PeekMessageA

GetDiskFreeSpaceA RtlUnwind RegCloseKey GetLocalInfoA

GetModuleHandleA VirtualFree SetEndofFile FindFirstFileA

GetCommandLineA GetVersion ShowWindow RegisterClassA

WaitForSingleObject GetFileSize PostMessageA RaiseException

GetModuleFileNameA ExitProcess SendMessageA GetVersionExA

WideCharToMultiByte CreatThread EnumWindows DestroyWindow

InitializeCriticalSection GetFileType FindWindowsA CallNextHookEx

SystemParametersInfoA FindNextFile FindNextFile
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3.5 Alarm Generation

For development of alarm generation mechanism for data exfiltration we have short
listed the APIs used for data exfiltration as FindNextFile(), ReadFile(), WriteFile()
and Send() functions. DLL for alarm generation is injected in all running processes
using Detour library as shown in Fig. 3 only for FindNextFile() function.
Injected DLL monitors the actions of the processes by hooking the functions
FindNextFile(), ReadFile(), WriteFile() and Send(). Our injected DLL gains control,
whenever a process calls any of these functions. FindNextFile(), ReadFile() and
WriteFile() functions are hooked in Kernel32.dll and Send() function is hooked in

Table 3 Top weightage string artifacts

Artifacts Artifacts Artifacts Artifacts

UseDockManager Disconnect SOCKS Host

File access denied REGISTER Disabled Timer

Class %s not found FocusControl WinSock Shared

Too many open Files WindowState SERVER Stream

Privileged instruction HideSelection Password Sender

No Address Specified PasswordChar Passwords UrlMon

Read beyond end of file SHUTDOWN ScktComp Owner

Floating point overflow File not found CreateKey Timer

Floating point underflow Stack Overflow Username SysUtils

No argument for format ‘%S’ Stream read error LOCKED Remote

Floating point division by zero Division by zero Not Found WSocket

Deleting all files of current folder Stream write error On connect classified

Copy all files of current folder IP Addresses username

Fig. 3 Injection of monitoring DLL in all processes
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Ws2_32.dll. Our DLL maintains the record that how many times these functions are
called and also have capable to generate alarm in the form of pop-up or logs. Than
latter on the identified suspicious applications or programs are analyzed in detail by
the detection algorithm.

3.6 Detection Algorithm

Suspicious programs or applications identified by the alarm generation mechanism
by hooking APIs in previous step are checked for quick detailed static malware
analysis by the automated proposed detection algorithm. The algorithm is divided
in eight steps. The detection algorithm gets the suspicious file as input and separate
malicious from benign. Following are the algorithm steps and flow chart is shown
in Fig. 4.

• PE is checked and classified using detection engines.
• Correct file type is checked.
• Packer identification and unpacking if required.
• Extraction of peculiar artifacts.
• Comparison with established malicious artifacts.
• Calculation of malicious weightage “¥”.
• Comparison with threshold value.
• Malicious or Benign declaration with the artifact report for deep analysis.

4 Results

The proposed algorithm was tested against data set comprising malicious and
benign files. Depending on the results authentication, precision and false alerts are
calculated. Validation data set comprising 300 known malicious malwares from
authentic source as mentioned in Sect. 3.2 for data espionage and 300 benign files
related to telecomm sector were tested. Following experimentation results were
achieved.

• Total No Samples 600
• Malicious 300
• Benign 300
• True Positives 297
• True Negative 298
• False Positive 2
• False Negative 3
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Fig. 4 Detection algorithm for malware detection
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On the basis of above results authentication, precision and false alerts of the
algorithm are calculated as below.

Authentication = ((TP + TN))/((TP +TN+FP+ FN)) ¼ 0:9916666
Precision = TP/((TP + FP)) ¼ 0:9933110
False Alert = (FP + FN)/(TP + FP +TN+FN) ¼ 0:0083333

Alarm generation is performed on real time basis. It is observed that CPU and
system memory utilization by our Hook Handlers used for alarm generation is 5 and
4.5 % respectively. Thus it’s not heavy on the system resources.

Similarly the refinement of weightage value of artifacts in relation to expected
targeted organization, technology and expected threat for the detection mechanism
provides improved results than the previously suggested work like “Detection of
Malware on Mining API” by Sami and Hamze [22] and “Intelligence Malware
Detection System (IMDS)” by Ye et al. [23] as shown in Table 4.

5 Conclusion and Future Work

In this research, we proposed a novel espionage detection mechanism which ana-
lyze the suspicious programs and applications identified by the alarm generation
mechanism. We focused on the refinement of artifacts in relation to the targeted
organization, technology and the expected threat which has improved the detection
probability as compared to previous research. The paper contributes by providing a
step towards the defense against targeted cyber threats for data espionage.

The present research is limited to Windows as operating system and PE as
format for malicious files. Therefore the future work can benchmark on other
operating systems like Linux, Apple Mac or Android along with related file formats
like ECOFF, ELF for Linux, .DMG, .APP for Mac and .dex, .apk for Android.
Similarly the research was directed towards the malwares designed for data espi-
onage. Therefore future work can be done on similar lines for availability or
authentication aspects of security. Furthermore the file packed with unknown
application is a challenge in the field of malware analysis and is an area for future
work.

Table 4 Comparison of Results with Existing Work

Metric IMDS (%) Detection of malware
on mining API (%)

Proposed method (%)

Authentication 93.07 98.31 99.16

Precision 80.13 98.5 99.33

False alerts 19.86 1.51 0.833
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Design and Analysis of Reconfigurable
Antenna Using RF MEMS and Fractal
Geometry

Yogita Nafde and Rajesh Pande

Abstract RF MEMS technology offers superior performance and has edge over
the conventional solid state devices. The reconfigurability aspect in an antenna
system is a desired characteristic and has been the focus area of research in recent
years. The performance of reconfigurable antenna can be improved by optimization
of the location of the switches and also by identifying the suitable material of
RF MEMS structure. The design of Reconfigurable Micro strip Antenna using
Koch fractal geometry is analysed in this paper. The simulation of design is carried
out using HFSS. The fractal Antenna can provide Multiband and Wideband
operation but the reconfiguration aspect can further help to improve the perfor-
mance of antenna. This antenna design can support the bands of several applica-
tions including WiFi, 3G, WiMax as well as UWB range.

Keywords RF MEMS � Reconfigurable antenna � Fractal geometry � Koch curve

1 Introduction

Reconfigurable multi-band antennas are useful for many commercial and military
applications where it is required to have a single antenna that has the capability of
dynamic reconfiguration to transmit or receive on multiple frequency bands. The
paper focuses on the optimisation of the RF MEM equivalent switches along with
fractal geometry to come up with a new antenna design suitable for several wireless
applications.
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WLAN and WiMax wireless standards use different operation bands. This
necessitates the need for terminal antenna that are multiband as well as wideband.
To address the constraints like cost, dimensions, radiation patterns, gain and ease of
integration with communications devices, printed monopole with microstrip line
feed antenna is used [1]. To operate the antenna in multiband and wideband
operation a U-slotted rectangular patch and partial ground plane flushed with feed
line have been used.

2 Koch Curve

The Koch snowflake is one of the mathematical fractal curve. The Koch curve has
an infinite length since with each iteration the total length of the curve increases by
one third [2]. All the iterations create four times the line segments as compared to
the previous iteration and length of every segment is one-third the length of the
segment of the previous stage. The final length of the curve after n iterations will be
(4/3)n times the original triangle perimeter, which tends to infinity. Thus Koch
curve fractal dimension should be near about (log 4)/(log 3). The Koch curve is
continuous everywhere but is differentiable nowhere.

A fractal geometry is self repetitive and is generated using an iterative process.
The parts of fractal geometry have the same shape as the whole geometry but with
different scales. The fractal based radiators keep similar radiation parameters over
several bands. The space—filling property is the important aspect of the fractal
geometry.

Koch curve is the good example of self similar space—filling fractals which
have been used for wideband/multiband/miniaturized antennas [3]. The self similar
fractals affect the electromagnetic properties of the antennas that are created on the
basis of these geometries leading to multiband structures. The different iterations of
the Koch curve are as given in Fig. 1.

Reconfigurability is the property of antenna to change its characteristics as per
the requirements. Reconfigurability applied in coordination with a self-similar
fractal structure results in significant improvement in antenna performance. The
reason is that not only a wider selection of frequencies is obtained, but also similar
radiation properties for all desired frequency bands are achieved [4].

Mechanical, Electronic or optical switching may be used with reconfigurable
antennas. However, electronic switching is more frequently used because of its
reliability and efficiency especially in dynamic bandwidth allocation. Electronic
reconfigurability is generally obtained using lumped components such as FET
transistors, PIN diodes, or RF MEMS switches. As compared to PIN diodes and
FET transistors, RF MEMS switches usually have better performance in terms of
insertion loss, linearity, isolation and power consumption [2].
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3 Design of Antenna With and Without Koch Curve

3.1 Design Methodology

The critical requirement of the Antenna while dealing with several wireless stan-
dards such as WLAN, Wi-Fi, Wi-Max and UWB etc. is its Multiband and
Wideband Characteristics. For meeting the same, the methodology is adopted
which makes the best combination of the Koch curve geometry and the RF MEMS
switch equivalents in the Antenna structure. The optimisation of the switch position
leads to the multiple resonant frequencies.

3.2 Antenna Design-I

The Antenna Design-I uses Monopole antenna using the substrate, that is 1.6 mm
thick with FR-4 Epoxy material having Dielectric constant εr = 4.4. The substrate
dimensions are 4 cm by 4.5 cm. Here the feed line is Trapezoidal in shape which is
connecting to the patch. The copper patch is rectangular and upper section is cut
stepwise as shown in Fig. 2. The ground plane is partial and is flushed with the
feedline. The Fig. 3 shows the Return loss characteristics. The wide band and
Multiband Characteristics are observed which will be useful for many applications
such as UWB, Wi-Max and Wi-Fi etc. The Koch fractal curve in the patch and
U-slot can further improve the results as observed in Antenna Design-II.

3.3 Antenna Design-II

In this case the U-Koch fractal curve is used along with rectangular patch is shown
in Fig. (1).

Fig. 1 The Koch curve iterations
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In this antenna structure the partial ground plane with the zig-zag edges feed line
is used. The FR4-epoxy material (εr = 4.4) is used for the substrate and its
dimensions are 4 cm (width) × 4.5 cm (Height). The first iteration of Koch fractal
geometry in the patch and the U-slot is incorporated in the design. This increases
the electrical length of the antenna for operating it at lower frequency band. The
matching section is of trapezoidal shape which connect the feed line to a U-Koch
slotted rectangular patch [4] (Figs. 4, 5 and Table 1).

Figure 6 shows the antenna is resonating at three different frequencies with first
resonance at 1.95 GHz having −20 dB Return Loss and the next two at 3.05 GHz
with −34.3 dB, 6.2 GHz with Return Loss of −33 dB respectively over required
frequency of operation.

The U-Koch Antenna is shown in Fig. 7 with first and second iteration. The
results shows good Multiband and Wideband Characteristics from 2 to 6.2 GHz
frequency range in Fig. 8.

Fig. 2 Partial ground plane patch antenna

Fig. 3 Return loss characteristics of Design-I
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Fig. 4 U-Koch antenna structure without switches

Fig. 5 U-Kotch antenna structure with first iteration and switches
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3.4 Antenna Structure with the Switches

The fractal antenna design shows the multiband and wide band characteristics but
the performance of the antenna will further be enhanced by the reconfigurability.

3.4.1 RF MEM Switches

RF MEMS Switches have experienced increased use for Telecommunication
application in last decade due to their high performance such as excellent isolation,
Low insertion loss, linearity and low power consumption compared to other RF
switches like PIN diode. These switches are classified by the following

Table 1 Design parameters

Design parameters Material used Dimensions

Substrate FR-4-Epoxy
(εr = 4.4)

(4 cm × 4.5 cm), 1.6 mm
thickness

Patch Copper (22.4 mm × 18.825 mm)

Ground plane Partial ground
plane

(4 cm × 2 cm)

Slot (fractal dimensions) – 1.1 mm

Feed line (trapezoidal matching section)
microstrip line fed

– (2.5 mm × 20 mm)

Switches Copper
rectangular
strip

(400 μm × 200 μm)

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00

Freq [GHz]

-35.00

-30.00

-25.00

-20.00

-15.00

-10.00

-5.00

0.00

dB
(S

t(
1,

1)
)

Patch_Antenna_ADKv1Return Loss

m1

m2

m3

Curve Info

dB(St(1,1))
Setup1 : Sweep1

Name XY

m1 1.8889 -20.6313

m2 3.0518 -34.4724

m3 6.1824 -33.2829

Fig. 6 Return loss characteristics of U-Koch antenna structure without switches
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characteristics: (1) Mechanical structure (2) RF Circuit configuration (3) Form of
contact. Spasos et al. [5] suggest that the Ohmic RF MEMS switch with gold
cantilever and contact surfaces are best suited for Patch based Reconfigurable
Antenna Design.

3.4.2 Switch Integration and DC Biasing Considerations

One of the main challenge of Reconfigurable Antenna development is the inte-
gration of the switches. Commonly, two major types of switches PIN diode and
RF MEMS are used in developing Reconfigurable Antenna for Wireless applica-
tions. The advantages of PIN diodes are very a relatively high power handling

Fig. 7 U-Koch antenna structure with first and second iteration

Fig. 8 Return loss characteristics of U-Koch antenna structure with first and second iteration
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capability, lesser driving voltage and very low cost. As there are no moving parts in
PIN diode switches they also exhibits very high reliability. However these diodes
requires a dc bias current in their ON state which consumes a more amount of dc
power. On the other hand the RF MEMS switches are biased by high dc voltage and
are actuated by built up static charges. For the same reason no current is drawn and
they consume negligible power. Moreover RF MEMS offer low insertion loss,
relatively high linearity, high isolation and very wide bandwidth [2].

3.4.3 Various Switching Conditions

The greatest benefit of RF MEMS switches are observed in terms of Isolation and
Insertion loss. Here the switches are represented by including or omitting Copper
strips of size 400 µm × 200 µm. In this case the OFF state is represented by taking
out this rectangular strip of the antenna. The ON state is activated by mounting it in
the same location. The five switches are considered as S1-S5 in left section of the
slot and S6-S10 in the right section of the slot. The complete simulation is carried
out using HFSS (Figs. 9, 10, 11, 12, 13 and Table 2).

The switch positions of the case 3 results in a wide band ranging from 2.7 to
5.8 GHz as shown in Fig. 14 and at the resonance good return loss of −40 dB is
observed which is beneficial for wide band antennas.

Figure 15 shows Gain pattern in both Y-Z and X-Z plane. Omni-Directional
pattern is observed in X-Z plane and ‘8’ shaped pattern in Y-Z in all three cases
results of Antenna Design.

Fig. 9 Case-1 U-Koch antenna structure with switches S1 and S6 ON
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4 Results and Discussions

The U-Koch Antenna shows the Multiband and Wideband operation in its first and
second iterations as observed in Figs. 6 and 8. Also in case of Koch curve the
resonance frequency is lowered as compared to normal structure without increasing
the overall size of the Antenna. The Simulation is carried out by HFSS.

Fig. 10 Return loss characteristics case-1

Fig. 11 Case-2 U-Koch antenna structure with switches S2 and S7 ON
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Fig. 12 Return loss characteristics case-2

Fig. 13 Case-3 U-Koch antenna structure with all switches ON

Table 2 Status of switches for 3 cases under consideration

Case S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

I ON OFF OFF OFF OFF ON OFF OFF OFF OFF

II OFF ON OFF OFF OFF OFF ON OFF OFF OFF

III ON ON ON ON ON ON ON ON ON ON
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Even though the Fractal Koch curve Antenna shows the Multiband and
Wideband operations, the Reconfiguration concept is enhancing the performance of
the U-Koch Antenna Design by obtaining the more resonant frequencies as shown
in Figs. 10 and 12. The results of the case I shows the first frequency of operation at
1.88 GHz and wideband at 3.1–6.2 GHz. Similar observation is there for case-II.

Fig. 14 Return loss characteristics case-3

Fig. 15 Radiation pattern of
an antenna in X-Z (solid line),
Y-Z plane (dotted line)
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For case-III first resonance occurs at 2.7 GHz and wideband up to 5.8 GHz. The
return loss values for various switching conditions are given in Table 3. The
radiation patterns of ‘8’ shaped in Y-Z plane and omni directional in X-Z plane are
found in all three cases and are good for required frequency of operation.

5 Conclusion

A Koch fractal geometry is incorporated in U-slotted rectangular patch antenna
which is simulated by HFSS software and the placement of the RF MEMS switches
and its optimization has been done. The ON-OFF state of switches are considered
by connecting or disconnecting of the metal strip. The result reveals several reso-
nant frequency with good return loss i.e. also Multiband and wideband operation as
a result of reconfiguration. The three different switching Conditions are analysed
and the radiation pattern, return loss characteristics are observed by simulation. The
reconfigurability is obtained by mounting RF Switches at selected locations across
the U slot. The radiation pattern resembles 8-shaped and is satisfactory. This
wideband and multiband design can be used in Satellite communication,
Microwave Imaging and Wireless industry applications.
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Comparison of Meta-heuristic Algorithms
for Vehicle Routing Problem with Time
Windows

Teerapun Saeheaw and Nivit Charoenchai

Abstract This paper proposes three meta-heuristic algorithms, namely cuckoo
search, central force optimization, and chemical reaction optimization for solv-
ing vehicle routing problem with time windows (VRPTW). A comparison study
between different meta-heuristic algorithms aims to identify their respective
strengths and weaknesses . The objective of VRPTW is to serve all customers, at
different geographic locations, with varying demands and within specific time
windows. The performance evaluation is tested on Solomon’s 56 benchmark
instances of 100 customer problems, and yielded 24 solutions better than or equal to
the best known solution provided by published papers. This paper is also among the
first to document the implementation of all the three meta-heuristic algorithms for
VRPTW together with their comprehensive results.

1 Introduction

Solving the vehicle routing problem (VRP) is a key to efficient transport
management.

The vehicle routing problem with time windows (VRPTW) is an extension of
VRP occurring within many distribution systems. It combines both the vehicle
routing and scheduling problem with time window constraints which often arises in
many real world applications. The objective of VRPTW is to serve a number of
customers, at different geographic locations, with various demands and within
specific time windows.

It has been extensively studied by many optimization techniques such as
heuristic methods, exact approaches and meta-heuristic algorithms to increase
efficiency to find optimal solutions. Due to the high complexity level of VRPTW
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and its wide applicability to real-world scenarios, meta-heuristic algorithm is cap-
able of solving high-quality solutions in short computational time.

In this paper, three meta-heuristic algorithms are applied to solve VRPTW,
namely cuckoo search, central force optimization, and chemical reaction optimiza-
tion. The local search is added to the proposed algorithms to obtain high-quality
feasible solutions.

The rest of this paper is organized as follows. Section 2 starts with a description
of the VRPTW. In Sect. 3, the proposed meta-heuristic algorithms are presented in
detail. The computational results are discussed in Sect. 4. Finally, conclusions and
future research directions are provided in Sect. 5.

2 Problem Description

The vehicle routing problem with time windows is a fleet of vehicles based at a
depot which is required to serve a number of customers, at different geographic
locations, with various demand and within specific time windows for minimiz-
ing the total travel distance.

The VRPTW constraints consist of a set of K vehicles, a set of N customer
nodes, and a depot node, denoted by customer 0, and a network connection between
the depot and customers xijk where i; j 2 0; 1; 2; . . .;Nf g; k 2 0; 1; 2; . . .;Nf g; i 6¼ j
is equal to 1 if vehicle k drives from node i to node j, and 0 otherwise. All route
must start from the depot, visit customer nodes, and then return to depot. The travel
cost cij, the travel time tij and the Euclidean distance between the customer nodes
equal to each other. The travel time tij includes a service time at customer i. Each
vehicle has a same capacity qk. Each customer has a varying demand mi. At each
customer, the start of the service time si must be within a given time interval, called
the time window, [ei, li]. If vehicles have the arrival time ai before the time window,
the wait time wi occurs until a service becomes possible.

minimize
XN
i¼0

XN
j¼0

XK
k¼1

cijxijk ð1Þ

subject to:
XK
k¼1

XN
j¼1

xijk �K for i ¼ 0 ð2Þ

XN
j¼1

xijk ¼
XN
j¼1

xjik � 1 for i ¼ 0; 8k 2 K ð3Þ

XK
k¼1

XN
j¼0

xijk ¼ 1 8i 2 N ð4Þ
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XK
k¼1

XN
i¼0

xijk ¼ 1 8j 2 N ð5Þ

XN
i¼1

mi

XN
j¼0

xijk � qk 8k 2 K ð6Þ

XN
i¼0

XN
j¼0

xijkðaij þ si þwiÞ� rk 8k 2 K ð7Þ

a0 ¼ w0 ¼ s0 ¼ 0 ð8Þ

XK
k¼1

XN
i¼0

xijkðai þ aij þ si þwiÞ� aj 8j 2 N ð9Þ

ei �ðai þwiÞ� li 8i 2 N ð10Þ

The objective function is equation (1). Equation (2) specifies that the maximum
routes are going out of the depot. Equation (3) ensures that every route starts and
ends at the depot. Equations (4) and (5) define that each customer must be assigned
to exactly one vehicle. Equation (6) is the capacity constraint. Equation (7) guar-
antees that a travel time is not exceeded a maximum route time rk.
Equation (8) through equation (10) ensure that all time windows are respected.

3 Meta-heuristic Algorithms

Meta-heuristic algorithms are mathematical optimization techniques which simu-
late the physical world, the natural phenomenon, the evolution of living organisms,
and the swarm behaviors with relatively few modifications to solve optimiza-
tion problems. They perform the generation process combined with a variety of
intelligently different concepts to explore and exploit the search space. Each
algorithm has its strengths and weaknesses. Meta-heuristics not only compute high
quality solutions in short computation time, but also escape from local minima than
traditional methods. Meta-heuristics have become powerful techniques to solve a
wide variety of problems. The proposed algorithms are explained in detail.
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3.1 Cuckoo Search

Cuckoo Search [1] is a population based stochastic global search inspired by
breeding behavior of some cuckoo species. Cuckoos are fascinating birds because
of their aggressive reproduction strategy. Evolutionary advantages of cuckoo
breeding behavior is laying their eggs in the nests of other host birds, and let these
host birds raise their chicks. In CS idealized, an egg is defined as a solution. Each
cuckoo lays an egg at once, and dumps its egg in a randomly chosen nest. The best
nests with high quality eggs will carry out to the next generation. When generating
new solutions, a Levy flight distribution is performed to find a new nest. The
number of available host nests is fixed, and the eggs laid by cuckoos can be
discovered by the host bird with a probability Pa 2 0; 1½ �: The host birds can either
throw the eggs away or abandon the nests, and built a completely new nest. CS used

Fig. 1 Comparison between different optimization techniques. (a) Levy flight distribution in CS
(b) Multi-dimensional search in CFO (c) Four types of chemical reactions in CRO.
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Levy flights in Fig. 1a for making non-Brownian random walks with long jumps
around the best solution obtained so far. The pseudocode is summarized below.

3.2 Central Force Optimization

Central force optimization [2] is a deterministic multi-dimensional search evolu-
tionary algorithm based on gravitational kinematics from Newton’s law of universal
gravity and Newton’s second law of motion. In the physical universe, objects
traveling through three dimensional spaces have become trapped in close orbits
around highly gravitating masses. In the CFO metaphor, mass is the value of the
objective function to be maximized. CFO’s search uses probes as its basic popu-
lations as shown in Fig. 1b. As time progresses, these probes are slowly scattered
through an adaptive decision space move towards the probes, according to two
simple equations of motion derived from its gravitational metaphor. Equations are
presented for the position and velocity over decision making by comparing the
influence of gravity in the universe that is consistent with the objective function.
The deterministic search on the law of gravity and mass interactions lead to be fast
and well perform reproducible. CFO has its self-tuning to reactive implementations
of accelerating fitness convergence towards the optimal solutions. The procedure
can be summarized as the below pseudocode.
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3.3 Chemical Reaction Optimization

Chemical reaction optimization [3] is a population-based meta-heuristic inspired by
the first principles simulations of chemical reactions, as well as microscopic phe-
nomena in chemical reactions. CRO provides different characteristics of search
techniques to find optimal solutions. The chemical reaction system is presumed to
emulate a function. The molecular structure is a solution to the problem, the
potential energy (PE) is the objective function, the kinetic energy (KE) is mea-
surement tolerances for accepting an inferior solution, the number of hits are total
number of moves, the minimum structure is the optimal solution, the minimum
value is the optimal function value, and the minimum hit number is the current
optimal solution found by the number of moves. The collision changes the oper-
ating mechanism to find new solutions. Four kinds of elementary steps take place
during an iteration, are based upon following synopsis as shown in Fig. 1c. In the
on-wall ineffective collision, there is only one molecule colliding with the wall of
container. In the decomposition, one molecule is divided into several. The
inter-molecular ineffective collision involves more than one molecule interacting
with each other. The synthesis combines many molecules into one. The funda-
mental assumption of CRO ensures the conservation of energy when new solutions
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are generated with the operators. The number of molecules remains the same and
only the neighborhoods of original solution are searched. The intensification is
mainly contributed by on-wall ineffective collision and inter-molecular ineffective
collision, while decomposition and synthesis perform diversification, syn-
chronously. The main concern of CRO is the inter-changing of energy from PE to
KE between different molecules. The CRO algorithm has two advantages, both
searching neighborhoods of the original solution and escaping local extrema
entrapment, automatically operated by itself. The basic steps of CRO can be
summarized as the pseudocode shown below.
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4 Computational Result

The proposed algorithms described in Sect. 3 were coded in Java, and all experi-
ments were performed on an Intel Core i7 CPU at 3.40 GHz with 8 GB of RAM on
a Windows XP7 platform. The parameters set as follows were found to be robust
for most of the test problems according to our pilot tests. CS parameters are:
pa = 0.25, and n = 100. CRO parameters are: MoleColl = 0.2, buffer = 0,
InitialKE = 1000, PopSize = 10, KELossRate = 0.1, α = 1, and β = 10. CFO
parameters are: NP = 2, ND = 8, Nt = 100, G = 2, α = 2, and β = 2.

The Solomon’s 56 benchmark instances of 100 customer problems [4] were
selected to evaluate the effectiveness of our proposed algorithms for VRPTW, and
can be downloaded from the website http://www.sintef.no/Projectweb/TOP/
VRPTW/Solomon-benchmark/100-customers/. The problems are categorized into
six problem types, namely C1, C2, R1, R2, RC1 and RC2. For C1 and C2 prob-
lems, the customer locations are grouped in clusters, while on the contrary, the
customers are randomly distributed in R1 and R2 problems. The RC1 and RC2
problems consist of both random and clustered customer locations. Type 1 prob-
lems also differ from type 2 problems in terms of the scheduling horizon. The C1,
R1 and RC1 problems have narrow time windows and small vehicle capacity, while
C2, R2 and RC2 problems have longer time windows and large vehicle capacity.
Therefore, the solutions to type 2 problems have significantly fewer routes and
considerably more customers per route.

Table 1 lists a snap comparison of three tested algorithms with the best known
solutions provided by published papers. The quality of solutions are derived from
the data listed in Appendix A. The first row of each problem describes the average
number of vehicles used, while the second represents the average total distance in
all six categories.

Table 1 Average
performance of the proposed
algorithms concerning the
quality of solutions

Problem BKS CS CFO CRO

C1 10.00 10.00 10.00 10.00

828.38 828.38 828.38 828.38

C2 3.00 3.00 3.00 3.00

589.86 589.86 589.86 589.86

R1 11.92 13.08 13.08 13.25

1209.76 1185.95 1192.61 1192.74

R2 2.73 4.55 4.36 4.82

941.09 904.90 906.33 888.65

RC1 11.50 12.75 12.88 13.50

1384.17 1350.54 1361.31 1375.45

RC2 3.25 5.00 5.13 5.88

1119.24 1072.52 1116.01 1018.94
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Table 1 shows that all algorithms are able to obtain the same optimal solu-
tions for C1 and C2 problems. CS seems to be most efficient approach in R1, RC1
and RC2 problems. Both CS and CFO perform equally well for R2 problems.

In general, CS outperforms the other algorithms in most of the problems. For
those in which CS is not the best, CRO can achieve many good results in RC1 and
RC2 with random-clustered distribution. However, CFO still remains a strong
competitor to CRO as it is a good compromise of quality solutions in R1 and R2
with random distributions.

In Appendix A, we compare the performance of our proposed algorithms with
the list of non-dominated solutions [5] for each instance of the problem. The bolded
numbers indicate that the corresponding solution is exactly equal to ever pub-
lished results. In addition, the bolded numbers with underline indicate an
improvement solution. Our numerical results demonstrate that the proposed algo-
rithms are able to generate reasonable good solutions for most of VRPTW in
terms of solution quality. Twenty-four out of fifty-six test problems can be solved
successfully by the proposed algorithms.

5 Conclusions and Further Study

Although the parameter setting may simply not be the best one, the results can
converge to optimal solutions.

Computational results show that the performance of proposed algorithms are
competitive for solving VRPTW in terms of solution quality when compared with
the best solutions published so far. The effectiveness comes from the combination
of the following reasons. First, CS maintains its stochastic behavior with Levy
flights that can efficiently achieve optimal solutions. Second, CFO basically uses a
deterministic search strategy which can be quickly coverage solutions, and well
perform reproducible. Third, CRO has its intensification and diversification
between molecules which adapt to the problems automatically making its flexibility
for searching optimal solutions. Fourth, the solution quality is improved by 2-opt in
the route construction.

For future research, we will develop hybrid meta-heuristics among the proposed
algorithms to extend their application to VRPTW.
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Appendix A

A comparison of the solutions obtained by proposed algorithms for Solomon’s 56 benchmark
instances of 100 customer problems is given below.

Problem BKS CS CFO CRO

NV TD NV TD NV TD NV TD

C101 10 828.94 10 828.94 10 828.94 10 828.94
C102 10 828.94 10 828.94 10 828.94 10 828.94
C103 10 828.06 10 828.07 10 828.06 10 828.06
C104 10 824.78 10 824.78 10 824.78 10 824.78
C105 10 828.94 10 828.94 10 828.94 10 828.94
C106 10 828.94 10 828.94 10 828.94 10 828.94

C107 10 828.94 10 828.94 10 828.94 10 828.94
C108 10 828.94 10 828.94 10 828.94 10 828.94
C109 10 828.94 10 828.94 10 828.94 10 828.94
C201 3 591.56 3 591.56 3 591.56 3 591.56
C202 3 591.56 3 591.56 3 591.56 3 591.56
C203 3 591.17 3 591.17 3 591.17 3 591.17
C204 3 590.60 3 590.60 3 590.60 3 590.60
C205 3 588.88 3 588.88 3 588.88 3 588.88
C206 3 588.49 3 588.49 3 588.49 3 588.49
C207 3 588.29 3 588.29 3 588.29 3 588.29
C208 3 588.32 3 588.32 3 588.32 3 588.32
R101 19 1650.80 20 1643.79 20 1648.34 19 1651.36

R102 17 1486.86 18 1474.28 18 1476.61 18 1474.13

R103 13 1292.67 14 1215.59 14 1213.62 14 1215.59

R104 9 1007.31 11 981.57 11 976.61 11 981.56

R105 14 1377.11 15 1360.78 15 1366.69 15 1360.78
R106 12 1252.03 13 1240.53 13 1254.16 13 1253.56

R107 10 1097.01 11 1083.89 11 1079.78 11 1082.68

R108 9 960.88 10 946.74 10 951.10 10 972.16

R109 11 1194.73 12 1154.73 13 1166.32 12 1169.19

R110 10 1118.84 12 1105.98 12 1087.95 12 1111.71

R111 10 1096.73 11 1054.23 12 1084.56 11 1059.86

R112 9 982.14 10 969.34 10 1007.14 11 978.70

R201 4 1252.37 6 1183.87 7 1158.82 7 1177.47

R202 3 1191.70 5 1074.57 6 1049.50 5 1066.33

R203 3 939.50 4 921.22 6 881.12 4 930.48

R204 2 825.52 4 739.76 4 738.41 3 766.95

R205 3 994.43 5 957.58 5 964.72 5 958.46

R206 3 906.14 5 884.89 4 892.13 4 902.81

R207 2 890.61 4 818.56 3 817.88 4 818.56
(continued)
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(continued)

Problem BKS CS CFO CRO

NV TD NV TD NV TD NV TD

R208 2 726.82 4 733.86 4 705.33 4 720.30

R209 3 909.16 5 886.62 5 869.91 5 866.40

R210 3 939.37 5 932.73 5 922.26 4 941.60

R211 2 776.32 3 820.29 4 775.11 3 820.29

RC101 14 1696.95 15 1627.71 16 1642.03 16 1644.45

RC102 12 1554.75 14 1466.44 15 1501.02 14 1466.44

RC103 11 1261.67 12 1285.70 12 1329.89 12 1282.66

RC104 10 1135.48 10 1143.06 11 1170.77 10 1206.99

RC105 13 1629.44 15 1547.44 16 1552.89 15 1533.29

RC106 11 1424.73 13 1379.71 14 1403.96 13 1394.88

RC107 11 1230.48 12 1218.37 13 1254.77 12 1211.11
RC108 10 1139.82 11 1135.87 11 1148.27 11 1150.64

RC201 4 1406.94 7 1280.19 7 1284.29 7 1441.92

RC202 3 1365.64 6 1276.48 8 1095.64 6 1439.79

RC203 3 1049.62 4 952.80 5 932.70 4 952.80

RC204 3 798.46 3 809.42 4 806.57 4 795.48

RC205 4 1297.65 7 1220.22 8 1181.28 6 1258.06

RC206 3 1146.32 5 1108.06 5 1073.38 6 1118.09

RC207 3 1061.14 5 1056.18 6 977.34 5 1003.94

RC208 3 828.14 3 876.83 4 800.31 3 917.99

Notes: BKS is the best known solution provided by published papers. NV is the number of
vehicles. TD is the total distance travelled.
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Reconfigurable Hardware Acceleration
of RGB to HSL Converter

Voon Siew Soon, Chee Yuen Lam and Ehkan Phaklen

Abstract The RGB colour model is an additive colour model in which red, green,
and blue light are added together in numerous ways to reproduce a broad array of
colours. But there is limitation for RGB colour model to provide sufficient infor-
mation for image analysis. Hue, saturation, luminance (HSL) is a colour model that
different from RGB. HSL provides the information such as colour in degree, the
saturation of the colour and the brightness of the colour. This information is much
more suitable for image analysis. In this paper the transformation between RGB to
HSL is implemented in FPGA. Parallelism capability of FPGA has simplified the
processing steps and only consumes one clock cycles to produce the HSL value for
each pixel without data latency. The proposed architecture achieved 98.44 %
accuracy with hardware verification.

1 Introduction

Digital image becomes very important and useful in daily life. The colour in digital
image can be represented in various colour model such as RGB, HSV, HSL, YCbCr
and more. Each of this colour model has its specific application. The RGB colour
model is commonly used in digital system and imaging due to its simplicity.
However, HSL colour model is able to further enhance in image processing and
colour. For the work of Pérez et al. [1] and Wang et al. [2] using hue and saturation
histogram for image object tracking. The work from Cho et al. [3] has used hue
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component to perform image or video segmentation. Hue and saturation color
model is closer to human eye perception and stable when illumination change.
Since HSL and HSV are widely apply in machine vision, there is a need to develop
a fast and efficient transformation method from RGB to HSL color model.

This paper proposes digital hardware architecture to implement the conversion
algorithm to convert the RGB colour value into HSL value in FPGA. The advan-
tages of the FPGA is parallelism and scalable. All the arithmetic operation in the
conversion algorithm are implemented using hardware such as adder, subtractor,
multiplier and divider. By using FPGA, parts of the conversion algorithm are
implemented in parallel manner in order to simplify the conversion steps and speed
up process.

Section two of this paper is about the HSL colour model and the RGB to HSL
conversion algorithm. Section three discusses on the implementation hardware
architecture of the conversion algorithm while section four is the analysis and
discussion of the result for this converter.

2 Hue Saturation Luminance (HSL) Colour Model

As similar to the RGB colour model, three components are hue, saturation and
luminance. According to Agoston et al. [4], hue component is represented in angle
of degree value from 0 to 360° and the saturation and luminance component are
represented in percentage or range between 0 and 1. Fortner and Meyer [5] says hue
is referred as the colour of the rainbow. In other words, it is the monochromatic
light span from 400 to 700 nm in wavelength in the visible light spectrum.
Saturation is defined as the purity of the colour. For 100 % of saturation means
there is a pure colour without mixing with other light frequency. A 0 % means the
colour is all presented and becomes a white colour. Figure 1 shows the HSL colour

Fig. 1 HSL dual cone in
cylinder model [6]
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model represented by cylindrical model. The ‘lightness’ in Fig. 1 is same as the
luminance which is used in this paper.

Figures 2 and 3 describes the generation of hue from primary colour. Figure 2
shows how the changes of the primary colour red, green, blue generate the hue. The
hue is constructed by a series of variation of primary colour which are red, green
and blue from 0 to 360°and producing a rainbow spectrum. Figure 3 shows the
relation of hue and saturation under the condition of 100 % luminance. When the
saturation of a colour increases, that particular colour is slowly faded until become
white colour when the saturation come to 100 % regardless the degree of hue.

Fig. 2 Generation of hue
rainbow colour

Fig. 3 Relation of saturation
with hue
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2.1 RGB to HSL Conversion Algorithm

This section describes the RGB to HSL conversion algorithm. This algorithm was
adopted from Aguston’s book and it requires red, green and blue value as the input
sources. The algorithm from the book is translated into mathematical Eq. (1).

r
g
b

2

4

3

5 ¼ 1
255

R
G
B

2

4

3

5 ð1Þ

From (1), the ‘R’, ‘G’ and ‘B’ is the binary input of RGB value respectively. The
‘r’, ‘g’ and ‘b’ are the normalize RGB value in the range of 0–1. Since this
conversion algorithm is applied in digital hardware, the input of RGB values will be
in the digital binary format. Therefore a format change is required. The required
input value of RGB is divided by 255 in decimal order to satisfy the conversion
algorithm. The normalized rgb value is then used for the rest of the conversion
algorithm. The maximum and minimum values of the rgb are selected. A difference,
d, of the maximum and minimum value is obtained by using formula (2). This
difference value is an important variable and it is used to calculate the saturation and
hue in the coming steps.

d ¼ max r; g; bð Þ �min r; g; bð Þ ð2Þ

Luminance, L is obtained by averaging value of the maximum and minimum rgb
value as define in (3).

L ¼ max r; g; bð Þþmin r; g; bð Þ
2

ð3Þ

The saturation, S depends on the value of luminance with either two conditions
are valid or not. The first condition is less than 0.5 and the second condition of
equal or greater than 0.5 as shown in (4). On the other hand, hue, H depends on the
maximum value of rgb. For any of r, g, b value is the maximum value, it will
decided the equation to calculate hue which is shown in (5). Any of the condition to
calculate the hue is required to multiply with 60° in order to obtain the exact hue
angle.

S ¼

d
max r; g; bð Þþmin r; g; bð Þ ; when L\0:5

d
2�max r; g; bð Þ �min r; g; bð Þ ; when L� 0:5

8
>>><

>>>:

ð4Þ
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H ¼
60 g�b

d

� �
; when rmax

60 2:0þ b�r
d

� �
; when gmax

60 4:0þ r�g
d

� �
; when bmax

8
>><

>>:

ð5Þ

When the value of the hue angle is less than zero or a negative number, it needs
to add with 360° to obtain a positive hue angle since hue is represented by a round
colour disk. The value of the HSL output requires a round integer number. This is to
simplify the implementation of the conversion algorithm in digital hardware. Next
section of this paper will be discussed on the detail implementation of this algo-
rithm in digital hardware.

3 Proposed Conversion Digital Hardware Architecture

In the implementation process of this conversion algorithm in digital hardware,
primitive digital device such as adder, subtractor, comparator, multiplexer and
others are preferred. This is because primitive device has low complexity and fast
propagation time. There are total of four functional block developed in this con-
verter. These functional blocks are called devide255, max_min_selector, hue, sat-
uration and luminance. The function of these functional block are described in
Table 1.

Figure 4 shows the top level entity of this reconfigurable RGB to HSL converter
from Altera Quartus II software. The RGB input for this converter in 8 bits wide,
the output of hue, saturation and luminance is 10, 8 and 8 bits wide corresponding
respectively. The Hue, saturation and luminance block are arranged in parallel
form. Therefore the HSL output value can be calculated in the same time and yet to
save a propagation time. This converter design is truly a static device which did not
required any clocking to drive the circuit.

Table 1 Top level entity functional block description

Functional block Description

divide255 To perform independent division of input RGB value with 255 as shown
in (1)

max_min_selector To select maximum and minimum value from the input set of rgb
To sum maximum and minimum value
To subtract minimum value from maximum value

hue To calculate a hue value

saturation To calculate a saturation value

luminance To calculate a luminance value
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3.1 Internal Architecture of Saturation and Luminance
Module

Figure 5 is the internal architecture of the saturation functional block. As observed
from Fig. 5 and equation in (4) of the saturation, the input luminance value is going
through a comparator to compare with the value of 0.5. The comparator result is
then controlling a multiplexer to select the output one of both equations in (4).
Besides, the input of max_min is the difference of the rgb maximum and minimum
values. This input value is then adjusted by a multiplier so that it is compatible to
the divider and producing desire an output value. The two divider in this saturation
module is used to calculate the saturation value for both condition in parallel mode
and let a luminance input to decide the output.

Hue and luminance modules also constructed by the hardware arithmetic device.
Luminance is easier to be implemented due to its simple equation in (3). The
maximum and minimum value is sum at the max_min_selector module.

Fig. 4 RGB to HSL converter top level architecture

Fig. 5 Internal architecture of saturation module
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The division of 2 is implemented by using bit shift-away method as shown in
Fig. 6. This is because shifting away the least significant bit (LSB) in little endian
format to the right, the remaining value is same as divided by 2.

4 Results

4.1 Simulation Result

The simulation test has been conducted by using Altera Quartus II software sim-
ulation tool. The simulation is to test the functional capability of the designed
module based on the top level entity of this RGB to HSL converter and also based
on the HSL output value. Figure 7 shows part of the simulation result of the RGB to
HSL converter.

Since the simulation test shows correct result, the accuracy of this simulation
result is then analyzed. There are total of 50 random RGB sample sets used as the
simulation input values and also used as the input values for a C program RGB to
HSL converter based on the same algorithm to generate the ideal HSL reference
output. Both output results are then compared and analyzed. The accuracy of the
simulation result is calculated based on (6) [7]. HC is the output result of the C
program RGB to HSL conversion while HVHDL is the output result from the sim-
ulation of Altera Quartus II. The error of this converter is caused by the decimal
point number deviation. The output accuracy of this converter able to achieved

Fig. 6 Architecture of
luminance module

Fig. 7 Simulation result of RGB to HSL converter
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98.44 %. This converter has the advantage of direct produce the HSL result without
using any pipelining with one clock one result and no clock latency.

A ¼ 1� HC � HVHDL

HC

�
�
�
�

�
�
�
�� 100% ð6Þ

5 Conclusion

The simulation results has been thoroughly verified. A reconfigurable converter of
RGB–HSL was successfully developed using Altera Quartus II software. The
percentage of accuracy achievement is 98.44 %. This conclude the HSL output
value from this converter is accurate enough for future application on embedded
machine vision and embedded image processing system. A small number of logic
elements were occupied by this converter and leaving large expansion space for
future development.
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Design Implications for Quality User
eXperience in Mobile Augmented Reality
Applications

Shafaq Irshad and Dayang Rohaya Awang Rambli

Abstract Mobile augmented reality (MAR) technology is a new trend that provide
users with the augmented view of digital information in real world. This paper
contains design implications for improving the User eXperience (UX) of MAR
applications. The scope is limited to MAR and its application in advertisement
industry. Results from an experimental study are used to draw the guidelines that
can be followed by the designers and practitioners to ensure a quality experience to
their users.

Keywords Augmented reality � Mobile augmented reality � User experience �
Design guidelines � Advertising � Human computer interaction

1 Introduction

The way user interacts with computers and hand-held devices is changing drasti-
cally with the emergence of new technologies. Augmented Reality (AR) is one of
those leading-edge and innovative technology that allows the user to observe real
world objects supplemented with computer-generated content [1].

When AR technology enables interaction with the users physical environment
through smart phones, hand held devices or tablets and superimpose virtual content
on top of the real world it is called Mobile Augmented Reality (MAR) [2]. MAR is
a revolutionary technology that augments the real world by overlaying digital data
on top of it.

MAR is an exciting and emerging technology with a potential to offer an inno-
vative interface to contextual data in the frequently varying mobile situations, the
User Experience (UX) of MAR services is very challenging to forecast or envision.
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Hence, it is insightful to apprehend what users anticipate of the experience, therefore
attaining latest insight about the type of experimental design targets, limitations and
requirements. Besides discovering the possible UX, it is essential to define a set of
design implications or guidelines for enhancing the quality UX of MAR technology.

Keeping in mind the need for UX design guidelines a pilot study was conducted
based on the latest MAR advertising applications. The study highlighted several
shortcomings in the overall design of MAR applications thus providing a solid
background to propose certain implications that can be applied in the designing
process. However, the scope of our research is limited only to advertising MAR
applications. Thus, this paper contributes to the research society by giving a set of
design guidelines based on the results obtained from an experimental study.

The remaining paper shows the related work in Sect. 2 highlighting the concepts
such as UX, AR and MAR in more detail. Section 3 contains methodology fol-
lowed by results and discussion. Design implications for a quality UX of MAR
applications based on the study are discussed in Sect. 4. The main contribution of
the paper lies in this section. The guidelines are perceived from the previous study
[3] which is highlighted briefly in methodology section as well. Finally, it is
concluded that if the UX designers strive for an optimal solution, success of the
product is unavoidable and it invokes a positive and quality UX for the users.

2 Background and Related Work

2.1 User Experience

Although usability is essential in making any technology apparent, it is not suffi-
cient in todays competitive situation. User centered design still holds the core
importance in designing for the humans and is modified with a concept of User
Experience (UX) [4]. UX involves a person’s attitudes, behaviors, and emotions
towards a specific artifact. ISO 9241-210, international standard on ergonomics of
human system interaction, outlines UX as “a person’s perceptions and responses
resulting from the use or anticipated use of a product, system or service” [5].

The concept of UX awakens a broader image changing the old acronyms like
(what you see is what you get) WYSIWYG to WYXIWYG, What You eXperience
is What You Get [6]. According to Marc Hassenzahl [7] UX is not just good
business design, functionality or pretty interfaces. It is about crafting a lifelong
experience that go beyond the materials and resources. Hassenzahl and Tractinsky
[8] describe UX as a aftermath of users internal state, the features and character-
istics of the designed system, and the context within which the interaction occurs.

UX was first defines in 1996 by Lauralee Alben. According to the author UX is
an all-encompassing term that depicts how an interactive product look, feels, serve
and contributes to the context and quality of ones life [9].
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Forlizzi and Fords [10, 11] also defined UX as an interaction with product
model, demonstrating components that affect UX. They state that user, product,
social and cultural factors and context of use are to be considered when looking at
the UX of a product. In Kankainens [12] opinion, UX is the outcome of an inspired
and motivation driven action in a per-definite context (i.e. people, place and things
surrounding the user in the interaction).

Overall, UX is considered a subjective and universal concept and in addition to
the customary usability aspects, UX necessitates value-sensitive design, social and
cultural interaction, and emotional impact including interaction experiences such as
joy of use, excitement, pleasure, and aesthetics [13].

Furthermore, UX is fundamentally subjective, as it occurs only in users mind.
Because of the aforementioned features, designing UX is not possible, but rather
designing for UX is, thus the designers should design for user experience to
enhance the quality of their products.

2.2 Mobile Augmented Reality

Augmented reality (AR) concept is the combination of digital information and the
real environment generated by existing computer in the users view of somatic
reality, so that they appear as one environment [14].

AR is adopting efficiently for state-of-the-art mobile domain. It has been made
possible due to the viable solutions for the interaction between mobile handling,
sensor technology, mobile based GPS and wireless technology and image recog-
nition techniques. Not only the Mobile AR technical enablers and respective pro-
totypes have been studied extensively for decades, but also the first widely available
mobile applications has recently been introduced. When the AR experience is
delivered on mobile devices it is termed as Mobile Augmented Reality (MAR) [15].

MAR resourcefully integrates objects as components of the user interface, thus
enabling virtual interaction with the content displayed on digital devices. The
digital information aligned to the physical world can be interacted with in real time
hence, it serves as a versatile user interface for services of ambient intelligence and
smart environments [16]. In fact, MAR can be considered a fundamental technol-
ogy in the paradigm shift from desktop based interaction towards ubiquitous
computing, enabling smart services anytime and anywhere [17, 18].

2.3 Related Work: UX for 3D Applications

Three-dimensional (3D) applications help users perform tasks in various innovative
and interactive systems such as virtual environments, ubiquitous computing and
augmented reality (AR). User Interfaces (UI) involving physical interaction in 3D
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space is prominent universally and go by many names such as freehand gestures,
motion controls or natural user interfaces [19].

Instead of playing with the joysticks and pushing buttons on the keyboard,
gamers now swing their hands in the air, move their arms, jump up and down or
bend their whole bodies to play 3D virtual games. People make mid-air gestures
instead of using a remote control the electronic devices in their homes. Instead of
looking for places on a 2D map, people just point their mobile devices to get an
augmented view of the real world [20].

Various studies have been reported that address the design part of UX in 3D
applications and services. One prominent contribution in our field is by
Jumisko-Pyykk et al. [21]. It is about designing for UX and expectations of people
regarding the 3D technology such as tv and video. Guidelines highlighting the
characteristics of system, user and specific context of use were proposed but they
cannot be generalized to MAR technology.

Another prominent contribution is the study regarding effects of UX while
navigating in 3D virtual environments (VEs). Different desktop navigation aids are
compared and the effects of UX are evaluated with 3D desktop VEs [22]. UI design
guidelines for public information kiosk systems are reviewed by [23].

In augmented reality technology, the prominent work is done by T. Hollerer and
colleagues. His major contribution is the study of UI management techniques for
collaborative MAR applications [24]. He states that maximum benefits of MAR
technology can be achieved if the UI is properly managed e.g. by maximizing the
relevance of content and minimizing the confusions of augmented materials. The
article addressed some important steps involved in this process, centering on design
and the layout of virtual environment overlaid on the mobile devices.

From the prominent literature review we can clearly see the lack of design
implications for UX of MAR. This paper aims to bridge this knowledge gap by
providing a set of design guidelines based on a survey study. In this research study
the focus is on how to design for the quality UX of mobile augmented reality
advertising applications. Many studies has been performed on UX of various
products, services and systems. However, methods and techniques to design for 3D
interaction to ensure a quality UX and design implications to follow while
designing specifically for mobile AR are still scarce.

3 Methodology

A study was designed to fulfill the objectives i.e. proposing a set of design
implications for improving the quality of UX for MAR applications. The funda-
mental purpose of this study was to evaluate the experience of people towards latest
MAR applications and assess the shortcomings they have towards this latest
technology. We conducted the survey using easily available MAR advertising
applications. The applications used in the study are demonstrated in Figs. 1 and 2.
Experimental study was conducted in controlled lab environments. The respondents
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were shown various MAR applications and their utility in a short demonstration and
were allowed to use the technology by themselves later on in the session. The
respondents were asked to fill a questionnaire latter on adopted from the already
existing questionnaire measuring various product centered features. A combination
of quantitative and qualitative research scheme was adopted.

Fig. 1 Mobile Augmented Reality active prints used in experimental study
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3.1 Study Design and Structure

A brief overview of the survey is presented in this section which was performed to
evaluate the latest MAR marketing applications. Questionnaires were used to collect
data from the selected respondents. In initial design phase the already existing survey
questionnaire was adopted and improved. Finally, a pilot survey study was per-
formed with the selected respondents to ensure the validity and reliability of the
research. A personal survey technique was used to ensure the accuracy of the results.
The survey was administered closely to ensure reliable outcomes and results.

3.2 Respondents

There were fifteen respondents who took part in the study. Several sessions were
conducted separately to complete the survey thus ensuring satisfying results. The
details of respondents who participated in the study are demonstrated in Fig. 3.
From the results it was observed that although all participants except one had smart
phones yet they were not all familiar with the term AR or MAR. Furthermore only 1
participant used the MAR technology before.

Fig. 2 3D Model of Canon pops up when the mobile device is pointed on the active print
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3.3 Survey Results and Statistical Analysis

The results captured through the survey are demonstrated in graphical form for the
ease of understanding. Various factors affecting the aesthetic experience such as
captivity, inspiration, playfulness and liveliness were measured as part of the
product UX (shown in Fig. 4).

Similarly Figs. 5 and 6 shows the feedback of participants based on their
experience with the user interface of mobile AR applications. Keeping in mind the
diverse UX that MAR invokes, various factors like Consistency, cleanliness and
Ease of use were monitored. Furthermore control over the content, interaction with
product, its color texture and quality were also evaluated.

Fig. 3 Table shows the
number of respondents who
possess a mobile phone, know
the term AR and have used
AR before

Fig. 4 Graph depicting the
aesthetic experience of
participants
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The results obtained from this study were further quantified and the standard
deviation and median were calculated to know how these results can be applicable
to a larger population.

Standard deviation (SD) of the main product centered design elements such as its
ease to use, clean design, consistency, quality, color and texture, interaction of user
with the 3D content and control over the 3D content clearly shaped our design
implications.

Further more, while examining the overall UX and design elements that directly
affects the UX e.g. control, 3d content, efficiency startup time of MAR, flexibility of

Fig. 5 Participants feedback
on the UI design elements

Fig. 6 Graph depicting
results from various UI design
dimensions that make up the
experience of participants
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the system, its productivity and response time of MAR application were also
analyzed (see Table 1). The detailed mean and SD values of these elements are
given in the table.

From the acquired data, elements with the SD of less that 0.80 were taken in
consideration for further improvement. The design implication in Sect. 4 under-
standably couples with the above mentioned results.

4 Design Implications for Quality UX of MAR
Applications

The survey results along with the literature review helped in designing the guide-
lines. Keeping in mind the characteristics of UX and the dynamic nature of MAR
applications, design guidelines from several studies and our empirical observations
[3] are presented below:

– Design for natural 3D interaction on the mobile devices. MAR applications
should promote natural or high fidelity user interfaces (UI) [25]. For example
when users point their devices on an advertisement in a moving car, they should
encounter a natural, on-the-go experience that requires no special expertise. The
interface design should be fun, engaging and realistic at the same time.

– Design for quick and effective interfaces. The UI should be designed in such a
way that the user can perform their tasks quickly and effectively. User should
not be constrained to things they can do in the real world. They should have the
ability to perform actions that can enhance their physical abilities, perceptual
abilities and even cognitive abilities (e.g., navigation through a 3D world, x-ray
vision through the advertising products etc.)

Table 1 Statistical analysis
of UI elements

UI of MAR (n = 15) Mean SD

Easy to use 4.1 0.718

Clean 4.0 0.632

Consistent 3.93 0.77

Quality of image 4.3 0.699

Color and texture 4.6 0.59

Interaction with content 4.46 0.718

Control over the content 4.46 0.88

Control in your hands 4.13 0.718

Examine content in 3D 4.13 0.618

Efficient experience 4.33 0.86

Startup time 4.13 0.805

Flexibility 3.86 0.718

Productivity 3.93 0.771

Response time 3.73 0.853
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– Design for the ease and efficacy of user. Although users ability to interact in the
3D MAR applications should not be constrained but it should provide the
constraints that help the user to easily and efficiently interact with the system.
For example in interior design AR applications, uses should be allowed to place
the furniture anywhere in the physical space but the position should be upright.
Users should be allowed to control certain parameters like 2D position, rotation
in vertical axis. Helpful boundaries can be added to the application design thus
promoting the ease of user. Absence of appropriate constraints can cause the
user to become fatigue decreasing their efficiency.

– Maintain the functional integrity of the design. The design should always work
as intended. The applications should not freeze or crash when certain operations
are invoked.

– Always design for user comfort. In 2D designs physical comfort is not con-
sidered a major issue but its not the case with 3D UIs as they involve large scale
physical movement. Unnatural rotations of the 3D content and demand for rapid
movements to navigate through the 3D content should be avoided.

– Design for target audience to enhance the utility. A quality applications will
never overlook the utility, usefulness, importance and interest of their audience.
Although utility is a continuous quality as its relative to the users of any par-
ticular application, it is important to study the target audience before designing
the UI.

– Design for an engaging, productive and enjoyable user experience. The basic
human computer interaction principles should be applied to the UIs. When the
MAR applications provide the viewers with an enjoyable and productive
experience they will be forced to use the application again and again. Further
more a uniform and engaging experience ensures a quality UX.

– Design for usable experience. MAR application design should be ease to learn,
efficient and easy to use. If an application design has high fidelity but it is
difficult to use, chances are that the users will quit using it.

– Design for persuasiveness of users. Persuasiveness refers to the encouragement
and promotion of a specific user behaviors. This trait is specially important for
advertising MAR applications because the company using the application might
want to promote their sales. For this scenario the UX should be designed in such
a way that it provides complete information regarding the product and vendors.
The quality and location of information on a particular UI is also very important
and directly affects the persuasiveness of users.

– Provide Graphic design that enhances the branding and appeal of an applications
interface. The look and feel of Augmented reality applications is equally
important. The graphic design of 3D content in MAR applications have a large
impact on how users perceive experience. Colors, images, modeling other media
used can invoke positive emotional reactions in users. It directly effects the
excitement of users thus producing a quality user experience.
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5 Conclusion

It is important to design for enhancing the UX of MAR services. This paper states
some important concepts like UX, AR and MAR highlighting a few prominent
contributions and pointing out the need for design implications for MAR services.
The particular focus of this study is on enhancing the UX design of MAR adver-
tising applications. From the experimental results and statistical analysis UX design
guidelines are proposed that when applied to the MAR services specifically
advertising applications can enhance the UX. These guidelines can ensure a posi-
tive UX for MAR applications. These implications are an initial step for the future
research. Further studies will be done to validate our guidelines and improve them
through development of prototype and a general framework.
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Microstrip Patch Antennas for Terahertz
Sensing Applications

S. Sreenath Kashyap and Vedvyas Dwivedi

Abstract The Paper presents an investigation on electromagnetically coupled patch
antennas on two different substrates namely Arlon and Polymide at terahertz fre-
quency. The analysis is carried out with two parameters namely by varying the
distance of separation of patches and varying the substrates. The electrical perfor-
mance of the proposed models like return loss, gain, and bandwidth are compared at
same resonant frequency. This proposed model is useful In applications like tera-
hertz sensing and communications. The proposed model with dielectric substrate
having low permittivity value shows the significance improvement in terms of gain
and reflection. The analysis is carried out using finite integral technique by way of
CST microwave studio a proven electromagnetic tool.

Keywords Terahertz antennas � Terahertz sensing � Terahertz communications
return loss � Gain � Bandwidth � Microstrip patch antennas

1 Introduction

In the field of science and technology there is a rapid growth in the area of wireless
communication devices [1]. The advancements in Antenna technology is play a
vital role in the wireless communication system [2]. The significant progress in the
design of Microstrip patch antennas with high bandwidth and gain enhanced
operations has been reported over the past years [2]. MSTPA offers advantages like
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low profile, small volume, resistant to shock and vibrations, conformability, low
cost. Due to these advantages MSTPA has gained attention of various researchers
for potential applications in Terahertz regime [3]. There is a necessity of high gain
antennas at terahertz frequency in order to avoid path loss and successful imple-
mentation of terahertz wireless system [3, 4]. Gain and bandwidth can be increased
by different methods one of the method is by varying height of substrate, reducing
the Ɛr of substrate etc. [4, 5]. The variation in height of the substrate leads to the
shock waves between the interface of air and dielectric substrate [4, 6]. Generally
for multiple resonance and enhancement of gain reflector arrays are used at tera-
hertz frequencies [7, 8]. One of the best method is by placing multiple patches [9,
10]. A second patch is placed at a height in-front of the first one so called stacked
patch antenna [11].

In this present contribution, the analysis of the effect of stacked patch antenna on
two different substrates is carried out by varying the distance between the patches
with respect to the thickness of dielectric substrate. In Sect. 2 the geometry of
the conventional and staked patch model along with the design parameters of the
proposed models on two different substrates namely Arlon and Polymide are
explained. In Sect. 3 the simulation results of the proposed model along with the
comparison of performances of the antennas in terms of return loss. Gain and
bandwidth are tabulated.

2 Antenna Configuration

The basic geometry of conventional Microstrip Patch Antenna is as shown in Fig. 1
[12]. The patch is printed on a ground plane with Arlon as a substrate of thickness
‘t’. Further, another patch is placed at a distance ‘d’ above the lower patch as shown
in Fig. 2 [13].

Fig. 1 Geometry of conventional patch model
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The investigation on the proposed antenna is carried out by varying the distance
between the patches by considering the thickness of substrate as reference and also
by varying the material of dielectric substrate. Instead of direct coupling, EM
coupling is used for electrically thick antennas as the lower patch is directly con-
nected to the feed line.

The width of the patch can be calculated using the Eq. (1) [13] where W is width
of patch, c is speed of light, f0 is the resonant frequency and Ɛr is the permittivity of
substrate

W ¼ C
2f0

ffiffiffiffiffiffiffiffiffiffiffiffi
er þ 1
2

r

ð1Þ

Due to the fringing effect, the effective dielectric permittivity (Ɛeff) is to be
considered. The effective dielectric permittivity can be calculated using Eq. (2)
[13, 14] where h is height of dielectric substrate, w is width of the patch.

eeff ¼ er þ 1
2

þ er � 1
2

½ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 12ðh=WÞp � ð2Þ

The length (L) of the patch can be calculated using the Eq. (3).

L ¼ C
2f0

ffiffiffiffiffiffi
eeff

p � 0:824hððeeff þ 0:3ÞðWh þ 0:264Þ
ðeeff � 0:258ÞðWh þ 0:8Þ ð3Þ

2.1 Proposed Model 1

In this proposed model 1 the analysis is carried out on Arlon substrate for con-
ventional patch, stacked patch model. The Fig. 3a, b shows the proposed model of
the conventional MSTPA and stacked patch model.

Fig. 2 Geometry of staked
patch model
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Further another model is designed by introducing a slot on the patch of the
antenna. The Fig. 4a, b shows the proposed model of the conventional patch and
stacked patch model with slot.

2.2 Proposed Model 2

In this proposed model 2 the analysis is carried out on polymide substrate. The
Figs. 5a, b and 6a, b shows the proposed model of the antenna.

The Fig. 6a, b shows the proposed model of the conventional patch and stacked
patch model with slot on polymide substrate.

Fig. 3 a Proposed model of conventional patch model without slot using arlon as substrate.
b Proposed model of staked patch model without slot using arlon as substrate

Fig. 4 a Proposed model of conventional patch model with slot using arlon as substrate.
b Proposed model of staked patch model with slot using arlon as substrate
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3 Simulation Results

The design and analysis is carried out in CST Microwave studio which uses the
finite integral technique.

3.1 Proposed Model 1—Arlon as Substrate

Case 1 Conventional patch model without slot (Fig. 7):
Case 2 Stacked patch model without slot d = t (Fig. 8):

Fig. 5 a Proposed model of conventional patch model without slot using polymide as substrate.
b Proposed model of staked patch model without slot using polymide as substrate

Fig. 6 a Proposed model of conventional patch model with slot using polymide as substrate.
b Proposed model of staked patch model with slot using polymide as substrate
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Fig. 7 a Return loss plot of case 1 conventional patch model without slot using arlon as substrate.
b Gain plot of case 1 conventional patch model without slot using arlon as substrate

Fig. 8 a Return loss plot of case 2 stacked patch model without slot d = t using arlon as substrate.
b Gain plot of case 2 stacked patch model without slot d = t using arlon as substrate
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Case 3 Stacked patch model without slot d = t/2 (Fig. 9):
Case 4 Conventional patch model with slot (Fig. 10):
Case 5 Stacked patch model with slot d = t (Fig. 11):
Case 6 Stacked patch model with slot d = t/2: (Fig. 12):

3.2 Proposed Model 2—Polymide as Substrate

Case 1 Conventional patch model without slot (Fig. 13):
Case 2 Stacked patch model without slot d = t (Fig. 14):
Case 3 Stacked patch model without slot d = t/2 (Fig. 15):
Case 4 Conventional patch with slot (Fig. 16):
Case 5 Stacked patch model d = t with slot (Fig. 17):
Case 6 Stacked patch model d = t/2 with slot (Fig. 18; Table 1):

The electrical parameters like return loss, gain and bandwidth of the proposed
models of the antenna are shown in the simulation results. The electrical perfor-
mance parameters are compared for proposed models of the antenna and tabulated
in Table 2. In case of proposed model in which Arlon is used as substrate only one

Fig. 9 a Return loss plot of case 3 stacked patch model without slot d = t/2 using arlon as
substrate. b Gain plot of case 3 stacked patch model without slot d = t/2 using arlon as substrate
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Fig. 10 a Return loss plot of case 4 conventional patch model with slot using arlon as substrate.
b Gain plot of case 4 conventional patch model with slot using arlon as substrate

Fig. 11 a Return loss plot of case 5 stacked patch model with slot d = t using arlon as substrate.
b Gain plot of case 5 stacked patch model with slot d = t using arlon as substrate
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Fig. 12 a Return loss plot of case 6 stacked patch model with slot d = t/2 using arlon as substrate.
b Gain plot of case 6 stacked patch model with slot d = t/2 using arlon as substrate

Fig. 13 a Return loss plot of case 1 conventional patch model without slot using polymide as
substrate. b Gain plot of case 1 conventional patch model without slot using polymide as substrate
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Fig. 14 a Return loss plot of case 2 stacked patch without slot d = t using polymide as substrate.
b Gain plot of case 2 stacked patch model without slot d = t using polymide as substrate

Fig. 15 a Return loss plot of case 3 stacked patch without slot d = t/2 using polymide as substrate.
b Gain plot of case 3 stacked patch model without slot d = t/2 using polymide as substrate
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Fig. 16 a Return loss plot of case 4 conventional patch model with slot using polymide as
substrate. b Gain plot of case 4 conventional patch model with slot using polymide as substrate

Fig. 17 a Return loss plot of case 5 stacked patch model with slot d = t using polymide as
substrate. b Gain plot of case 5 stacked patch model with slot d = t using polymide as substrate
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transmission valley with magnitude of 0.6 THz in all conditions where as the high
value of return loss of −31.82 dB occurs for the condition of conventional patch
model with slot. This is due to the high loss tangent of Arlon, at terahertz fre-
quencies the dielectric loss becomes quite high. It is observed that the model
designed using Polymide as substrate is effective in enhancing the gain and
bandwidth and realizing the triple band resonance of 0.49, 0.6 and 0.8 THz. The
highest value of reflection −43.79 dB, gain of 7.04 dB and Bandwidth of 10.1 %
occurs for condition stacked patch model without slot d = t where as the gain is
6.929 dB and bandwidth is 9.7 % is observed for a conventional patch model with
slot. It is to be noted that the gain of 6.825 dB, return loss of −36.80 dB, and

Fig. 18 a Return loss plot of case 6 stacked patch model with slot d = t/2 using polymide as
substrate. b Gain plot of case 6 stacked patch model with slot d = t/2 using polymide as substrate

Table 1 Design parameters of the proposed models of the Antenna

Sr. No Parameter Proposed model 1 Proposed model 2

1. Dielectric permittivity 6.0 (Arlon) 3.5 (polymide)

2. Thickness of lower patch 1 µm 1 µm

3. Thickness of upper patch 1 µm 1 µm

4. Distance of separation between the
patches

d µm d µm

5. Length of the patch 91.94 µm 121.3 µm

6. Width of the patch 133.5 µm 166.6 µm

7. Resonant frequency 0.6 THz 0.6 THz
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bandwidth of 8.9 % at 0.6 THz is obtained for the condition of conventional patch
model without slot which is also appreciable. Therefore such responses with good
resonances open avenues for Terahertz frequency sensing and communication
applications.

4 Conclusion

In this paper, a conventional Microstrip patch antenna, stacked patch antenna has
been analyzed with and without slot and simulated at terahertz frequency on two
substrates having different dielectric permittivity values. It is proved in the simu-
lated results of the proposed model of antenna that with the implementation of
Electromagnetic coupling technique the enhancement in the value of reflection, gain
and bandwidth occurs. The triple band resonance can be obtained by carefully
selecting the substrate. The multi band, multi frequency, high gain and bandwidth
antennas can be had by implementing the technique of Electromagnetic coupling.
This proposed model of antennas can be used for Terahertz sensing and commu-
nication applications. The substrate with low dielectric permittivity value shows
significance improvement in terms of gain, bandwidth, return loss and the analysis
can be extended further on materials of different dielectric permittivity values.

Acknowledgments The authors are thankful to Marwadi Education Foundation Group and C.U.
Shah University for encouraging us to carry out the research work.

Table 2 Comparison of performance parameters of the proposed models of the antenna

Arlon Polymide

Sr.
No

Condition Freq
(THz)

S11
(dB)

Gain
(dB)

BW
(%)

Freq
(THz)

S11
(dB)

Gain
(dB)

BW
(%)

1. Conventional patch
model without slot

0.6 −24.17 5.196 9.5 0.4
0.6
0.8

−25.10
−36.80
−21.05

6.825 8.9

2. Stacked patch
model d = t
without slot

0.6 −29.06 5.535 9.5 0.6
0.8

−43.79
−23.86

7.04 10.1

3. Stacked patch
model d = t/2
without slot

0.6 −27.52 5.426 9.7 0.5
0.6
0.8

−18.95
−32.72
−18.58

6.929 9.73

4. Conventional patch
model with slot

0.6 −31.82 5.091 9.5 0.6
0.8

−40.44
−17.34

6.467 6.6

5. Stacked patch
model d = t with
slot

0.6 −21.6 5.307 7 0.6
0.8

−33.55
−14.14

6.527 8.9

6. Stacked patch
model d = t/2 with
slot

0.6 −25.61 5.195 7.3 0.6
0.8

−21.38
−13.39

6.329 7.5
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Game Development for the Visually
Impaired

Wacheerapan Kaewprapan

Abstract Electronic games can be a powerful educational and entertainment
platform. However, blind people cannot typically access these advantages because
most games are primarily visually oriented and designed for persons with normal
vision. This research is focused on understanding how the visually impaired relate
to and interact with electronic games as well as their preferences for gameplay. This
research also involved some preliminary, basic development towards a game
environment and scenario for the visually impaired to participate in electronic/
computer game play. This research is a step towards the goal of the visually
impaired having access to this mode of entertaining, mentally stimulating and
engaging education that is available widely to persons with normal visual ability.
The results of the data collected during this research with 40 participants at the
school for the blind, Bangkok, led us to the conclusion that the visually impaired
sample could derive enjoyment and benefit from electronic games to a similar
degree that normal sighted people do when the games are adapted or created with
their special needs in mind or have features that can compensate for visual
impairment. We also determined the types of games that the visually impaired
sample had the most interest in: action, adventure and racing games.

1 Introduction

Throughout the history of the development of electronic and computer technology,
computer and electronic gaming based on the new technology has expanded in use
and improved in quality and capability jointly with the advancement of the tech-
nologies. Many of these games have documented cognitive, social, health and
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educational benefits and are a ubiquitous part of almost all children’s and adoles-
cents’ lives, with 97 % playing for at least one hour per day in the United States [1].
Unfortunately, the accessibility of computer and electronic games for blind and
visually impaired and other disabled persons did not improve very much during this
time. A study in 2013 stated “individuals with disabilities are unable to fully, if at
all, engage with many commercial games” [2]. According to an estimate by
Microsoft, the number of disabled individuals that could benefit by improved
accessibility changes using existing technology and programming methods is in the
10s of millions in the U.S. alone [3]. June 06 MSDN.Microsoft.com—Making
Video Games Accessible: Business Justifications and Design Considerations. But
even now accessibility is very limited for the visually impaired user compared to
those users with normal vision. And although the game technology has become an
important part of various facets of society and culture, because of “widespread and
often critical accessibility issues, many gamers with disabilities are finding them-
selves cut off from full participation” [4]. The denial of access to such a valuable
and widely used resource is so severe that some academics have proposed a legal
mandate to ensure equal access [5].

The computer game and games on electronic devices such as a gamepad,
computer, smart phone and tablet can be are classified into many genres: Point and
Click; Narrative; memory games; arcade style; logic; puzzle; strategy; racing; point
and shoot/first person shooter; adventure, action, social, card, word, sports, music,
dance and many other types of games. There exists substantial evidence of the
playability, functionality, cost effective development of many possible program-
ming and technical methods for incorporating accessibility into games current
games. Almost every category of games mentioned above has been adapted or
created to be accessible to visually impaired users over the past decade using
available and affordable programming and interface devices [6, 7]. The application
of recent advances in user interfaces such as Haptics (tactile feedback and touch
sensation) and full body digital tracking (gesture interface) offer further opportunity
and incentive to meet the challenge of creating more accessible games as has been
demonstrated by several innovative examples in the past few years. An instance of
the application of computer haptics, auditory cues and high contrast graphics to
increase comprehension of the visually impaired in these subjects is described by
Darrah et al. [8] and Mathias [9].

The positive human impacts, beneficial interactions, and other advantages of
different types of games have been studied by psychologists [10] and these could be
reasonably inferred to apply to the visually impaired as well. Similar research into
the application of gaming technologies for impaired or disabled person could have
positive implications, especially for educational success in difficult, tedious and
sometimes abstract areas. For example, a team of researchers used a computer game
enhanced with an Audio-based virtual reality environment simulator called AbES to
teach navigation skills to the blind and enable them to perceive the spatial layout of
a previously unfamiliar building [11].

In this research we wanted to develop and test a virtual reality (VR) game
designed for visually impaired users. As a first step toward creating a playable and
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enjoyable gaming environment and scenario for our target audience we did a survey
conducted by means of interviews to determine their preferences for game types
and interfaces. Based on that data we designed and programmed an audio cue based
VR test environment with touch screen interaction and accelerometer sensors. This
game can be played without visual display or graphical feedback and instead uses
audio based techniques such as audio cues or narrative speech. The results were
based on the interviews and data collected from our experiences with the 40
visually impaired students at the Bangkok School for the Blind. We found that they
shared the common frustrating access experience of visually impaired people
attempting to play computer and electronic games designed for players with normal
vision. They shared the sense of disparity and deprivation of being “digital out-
casts” regarding the use of commonly available entertainment and educational
computer gaming technology. But they did reveal that, despite their frustrations,
they enjoyed computer game play, had definite preferences about game genres they
enjoyed playing and desperately desired to be able to participate in this almost
universal experience that is a part of our culture. Our goal is to contribute to the
development of an effective design framework and paradigm for games that are
accessible by the visually impaired.

1.1 The Proposes of this Study

To acquire data on the preferences and experiences of visually impaired user related
to computer games and develop a game environment model that would meet their
needs for successful environment perception and interaction.

1.2 The Scope of Study

The data were collected using interview techniques from a sample population
possessing visual acuity less than 20/70 or completely blind. A preliminary pro-
totype VR game environment would be designed and constructed and used in
usability testing with feedback from subsequent user surveys driving further design
and development.

2 Data Collection

2.1 The Samples

40 students in the School for the Blind Bangkok.
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2.2 The Research Tool

The data were collect using interview technique. A questionnaire was designed in
two parts: the first part was for general information regarding the sample; the
second part was related to the preferred format of game design for the users.

2.3 The Research Methodology

The research was conducted as follows.

1. Researcher did field study to collect the general information and data gathered in
the research.

2. The results were summarized and analyzed. The criteria for analysis are as
follows; Gender ages, visual acuity level, Game devices, Types of games, The
way to interact with games and graphic needs.

3 The Results

From the survey interviews of the 40 members of the sample, the games that the
visually impaired preferred and their gameplay experiences and preferences can be
summarized as follows:

The interviews revealed that the most of the majority (56.76 %) had serious
vision problem, which are Legally and includes Low vision with the Visual acuity
in the early 20/200—20/1000 and another group is completely blind (42.50 %).

The frequency of game playing show that the samples up to 50 % play games
1–3 times/week and 22.5 % play games almost every day. The few of samples are
not play games much just only ones a month (12.5 %) and some (15 %) never play
game because they don’t have their own game play devices and most of games are
for normal visions.

Sample members with limited vision. Most of their leisure activities are listening
to the drama on cell phones and play music on music players.

For devices that they use to play the game. The samples use deference devices for
gameplay. The device has been the top three ranked are the tablet (32.65 %),
computer (30.61 %) and mobile phones (28.57 %), and other devices are only 8.16 %
respectively, consistent with research on “Games and Children’s Brains: What Is the
Latest Research?” [10] Found that at present. Most gamers will play through these
game devices. Because these devices have evolved to the player easily accessible,
convenient and easily portable (tablet and mobile) and can be connected to the
Internet. The Internet is considered as one factor in access to certain types of games
as well. And normally the visually impaired can play through these devices has had
normal vision and assistance in how to play the game.
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Wearing headphones showed that the most majority (48.72 %) had been wearing
headphones and like wearing headphones. The reason is making it privacy easy to
hear and not disturb others. For those who did not like to wear headphones
(23.08 %) are feel tinnitus or too loud. Only 28.20 % never worn headphones as
they don’t have them.

The response of the game found that the samples need the game response. Using
sound and touching sense then vibration because listening is the primary sensory
perception for visual impaired. The research on “A New Way of Increasing Access
and Understanding of Math and Science for Students Who are Blind and Visually
Impaired” [12] found that the response of the game using Haptic is a good way to
increate immersion and attract players better in harmony with the results of the
interview above.

The demand for graphics Showed that the majority (69.44 %) Graphic. Because
some of the samples have a minimal level vision, they are not completely blind but
can see a little. However, the users who were completely blind wanted to have
graphics output so others could see their gameplay. The graphics for the visually
impaired have to be in High contrast [13] which means that there is a high dif-
ference between the darkest and brightest for visual impaired to be able to see and
identify objects clearly.

For the narrative sound 75.76 % of the samples want Thai (their mother tongue)
as it is the national language, easy to understand and communicate as the samples
are relatively low English proficiency. For some argued that English is the inter-
national language and like the sound of English rather than Thai (Table 1).

In terms of game modes that the game style that has been popular with most 3 is
a Action, Racing and Adventure, respectively, consistent with research on Games
and Children’s Brains: What Is the Latest Research? [10] Found that genre Action
is a game format that has been most popular.

For the game, and Adventure Racing is a game that is similar in style, but the
Action Racing will race on the speed but Adventure more focuses on the adventures
in the game. Because the Action genre is a game that relies on player’s speed in
responding. A thriller make players pay more attention and love to play. Also in the
interview, showed that most of samples want the Action game as it is so excited and
the battle scenes are the main part of the game (Table 2).

Table 1 Game type Game type Total (%)

Action 20.62

Adventure 15.46

Strategy 10.32

RPG 11.34

Simulation 13.40

Sports 11.34

Racing 16.49

Other 1.03
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In addition, the favorite game of the low vision and blind people are in the same
direction. The most 3 game types that low vision like are Action, Racing and
Adventure and the blind favorite Action, Adventure and Racing respectively.

4 Conclusion

From the Interview the game format that should fit people who are visually
impaired would consider that can be played on devices such as smart phones and
tablets. The game can be used with headphones. Players can interact using both
audio and touch sense. The graphics should be created with high contrast. The
narration should be in Thai as it player native language Action is most favorite
game type and also can put some adventure and racing type mix in as well.

5 Limitations

Since the survey interviews were conducted by the research team and with a small
sample from one school in one location we acknowledge that the responses may not
be representative of the wider population of visually impaired students. Also the
game itself is a prototype and very incomplete and constrained in functionality to
only provide the users with a basic experience to obtain preliminary usability data.

6 Future Research

The present study did not examine the visually impaired users experience with the
test game environment. We intend to conduct another survey and use their feedback
to further develop the VR environment to correct any negative usability experi-
ences. We also would like to add a haptic interface and voice interaction to the

Table 2 Game type in favor
between low vision and blind

Game type Low vision (%) Totally blind (%)

Action 22.64 22.22

Adventure 15.09 19.44

Strategy 7.55 13.89

RPG 9.43 13.89

Simulation 13.21 13.89

Sports 13.21 11.11

Racing 18.87 16.60

others 0.00 2.78
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game. We would also like to make the application portable to send an easily
deployable package to other schools and institutions where a larger population of
visually impaired students can experience the game and also provide a larger survey
population.
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Design of Planar Dipole Array Antenna
Above Square Reflector for Energy
Harvesting at 2.4 GHz Band

Khanet Pookkapund and Chuwong Phongcharoenpanich

Abstract This paper presents a rectifying antenna (rectenna) which can harvest the
RF wireless power at 2.45 GHz band. The proposed rectenna is designed to convert
the wireless RF signal into DC power. The antenna structure consists of four printed
dipoles located perpendicularly to one another to combine the pattern and increase
the gain. The compact antenna radiates unidirectional pattern with the high gain.
The rectifying circuit can convert the efficiency of 40 % (200 mV) with resistor of
1 MΩ when the input power is 2 mW. The rectifying circuit part is designed based
on the voltage diode with stub matching circuit.

1 Introduction

Rectifying antenna (rectenna) is the an important component in a wireless power
transmission (WPT) system which can convert RF energy to DC power in free
space without cable for the battery supplies or Un-interruptible Power Supply
(UPS) and charging electrical devices [1–5]. Historically, the first WPT technology
was started in the 1985 by Heinrich Hertz. In the 1890, Nikola Tesla converted the
electromagnetic waves into DC power [6, 7]. Then, researchers have been devel-
oped the WPT technology in many applications such as microwave-powered
helicopter prototype, space solar power transmission (SSPT), and many others. The
rectenna is used to obtain the DC power converted from the received RF power [8].
The rectenna consists of an antenna and a rectifier [9, 10]. The designed rectifier
comprises of four parts namely; a schottky diode, a matching circuit, an output
bypass capacitor, and a load resistor [11]. In this paper, there are four printed dipole
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located perpendicularly to one another to combine the pattern and increase the gain.
The compact antenna radiates unidirectional pattern with the high gain. The rec-
tifying circuit can convert the efficiency of 40 % (200 mV) with resistor of 1 MΩ
when the input power is 2 mW.

2 Antenna Design and Results

The diagram of the rectenna system consists of four parts. First, the antenna receives
the RF signal. Next, the received signal will be converted to DC power by the
rectifier circuit. Finally, the DC power will be transferred to the load of the actual
applications as shown in Fig. 1.

The antenna structure is composed of a reflector and four printed dipoles located
perpendicularly on each side of a square array. The reflector is applied to achieve
the unidirectional beam as illustrated in Fig. 2.

In Fig. 3, the rectifying circuit of the rectenna consists of the series ship coupling
capacitor connected to the input open stub matching. The schottky diode part

Antenna
Rectifying

circuit
Load
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Fig. 1 Diagram of rectenna system
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Fig. 2 Geometry and associated dimension of the proposed antenna
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number is SMS-7650-006 located between the open stub matching and the ship
filter capacitor. The shunt ship resistor is used as the load. The antenna parameters
are given in Table 1.

The photograph of the prototype antenna is depicted in Fig. 4. The antenna is
fabricated on FR-4 substrate with the dielectric constant of 4.3 and the thickness of
1.6 mm. The SMA connector is used to connect between the antenna and the
transmission line.

The |S11| of each antenna are revealed in Figs. 5 and 6. The simulated and
measured results show |Sii| of less than −10 dB covering cover the frequency range
of 2.30–2.70 GHz and 2.28–2.60 GHz, respectively. The percentage bandwidth is
13.5 %.

The proposed antenna radiates the unidirectional beam as illustrated in Fig. 7.
The simulated and measured results of HPBW in xz and yz-planes are 32° and 35°
respectively. The front-to-back ratio (F/B ratio) is 24.5 dB.

Stub matching

Antenna

Schottky diode 

Coupling capacitor Filter Capacitor 

Resistor

DC output

Fig. 3 Schematic of the rectifier circuit

Table 1 Antenna designed parameters

Parameter Description Dimension (mm)

Wr Width of reflector 300.0

Lr Length of reflector 300.0

W1 Width of printed structure 10.2

L1 Length of printed structure 13.0

Wf Width of strip line 1.5

Lf Length of strip line 18.0

Hf Height of strip line 2.2

d Distance from the center of the antenna to the strip line 0.63

da Distance from the reflector to the printed dipole 16.0

h Thickness of substrate 1.5
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The simulated and measured antenna gains are about 10 dBi, considering at the
center frequency as shown in Fig. 8.

3 Rectifier Circuit Design

In Figs. 9 and 10 the proposed rectifying circuit is shown simulated by Advance
Design System (ADS) software. The resistor and capacitor components are used the
chip case with the width and the length of 0.3 and 0.6 mm, respectively. The
rectifying circuit is composed of the series chip capacitor coupling for block the DC
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Fig. 6 Measured |Sii| versus frequency

Fig. 7 Radiation pattern in the xz and yz planes at 2.4 GHz
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Fig. 10 Layout of the rectifying circuit

Fig. 9 The photograph of the proposed rectifier
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power and it is connected to the open stub matching. The rectifying doubler voltage
diode is located between the open stub matching and the chip capacitor filter. The
capacitor filter is reduced the ripple of the DC power Moreover, it can reject the
harmonics generated by the diode. The resistor is the shunt acting as the peak
voltage and the conversion efficiency (Table 2; Figs. 11 and 12).

From Fig. 13, the measured output voltage is varied as the frequency and dis-
tance. The distance between the transmitting and receiving antennas are varied as
0.5, 1.0 and 1.5 m. The RF input power is varied from −20 to 14 dBm with the

Table 2 Rectifier designed components

Components Value

C1, C2 120 pF

Diode (SMS7630) –

Resistor 1 MΩ

Stub matching 10.86 mm

xz Rectifier

R
ectifier

R
ectifier

Rectifier

y

Fig. 11 Geometry of the proposed rectenna

x

y

z

Fig. 12 The photograph of the proposed rectenna
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different frequencies of 2.40, 2.45 and 2.50 GHz, respectively. Obviously, the
output DC voltage is 200 mV when the RF input power is 14 dBm at 2.40 GHz and
the distance between the transmitting and receiving antennas is 0.5 m.

Figure 14 illustrates the conversion efficiency versus the RF input power of the
prototype rectenna. The maximum conversion efficiency is 40 % when the trans-
mitting antenna is the standard dipole considering at the frequency of 2.4 GHz. The
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distance between the transmitting and receiving antennas is 0.5 m and the RF input
power is 14 dBm.

4 Conclusion

The proposed antenna is designed by using four printed dipole located perpen-
dicularly to form square array. The measured |Sii| is covered from 2.28 to 2.60 GHz.
The radiation pattern of the proposed antenna is the unidirectional beam. The
antenna gain is around 10 dBi. The rectifying circuits is used to convert the RF
power to the DC power. The rectifying circuit can convert the efficiency of 40 %
(200 mV) with resistor of 1 MΩ when the input power is 2 mW.
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